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Preface

The First International Conference on “Computational Intelligence in Data Mining
(ICCIDM-2014)” was hosted and organized jointly by the Department of Computer
Science and Engineering, Information Technology and MCA, Veer Surendra Sai
University of Technology, Burla, Sambalpur, Odisha, India between 20 and 21
December 2014. ICCIDM is an international interdisciplinary conference covering
research and developments in the fields of Data Mining, Computational Intelli-
gence, Soft Computing, Machine Learning, Fuzzy Logic, and a lot more. More than
550 prospective authors had submitted their research papers to the conference.
ICCIDM selected 192 papers after a double blind peer review process by experi-
enced subject expertise reviewers chosen from the country and abroad. The
proceedings of ICCIDM is a nice collection of interdisciplinary papers concerned in
various prolific research areas of Data Mining and Computational Intelligence. It
has been an honor for us to have the chance to edit the proceedings. We have
enjoyed considerably working in cooperation with the International Advisory,
Program, and Technical Committees to call for papers, review papers, and finalize
papers to be included in the proceedings.

This International Conference ICCIDM aims at encompassing a new breed of
engineers, technologists making it a crest of global success. It will also educate the
youth to move ahead for inventing something that will lead to great success. This
year’s program includes an exciting collection of contributions resulting from a
successful call for papers. The selected papers have been divided into thematic
areas including both review and research papers which highlight the current focus
of Computational Intelligence Techniques in Data Mining. The conference aims at
creating a forum for further discussion for an integrated information field incor-
porating a series of technical issues in the frontier analysis and design aspects of
different alliances in the related field of Intelligent computing and others. Therefore
the call for paper was on three major themes like Methods, Algorithms, and Models
in Data mining and Machine learning, Advance Computing and Applications.
Further, papers discussing the issues and applications related to the theme of the
conference were also welcomed at ICCIDM.
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The proceedings of ICCIDM have been released to mark this great day in
ICCIDM which is a collection of ideas and perspectives on different issues and
some new thoughts on various fields of Intelligent Computing. We hope the
author’s own research and opinions add value to it. First and foremost are the
authors of papers, columns, and editorials whose works have made the conference a
great success. We had a great time putting together this proceedings. The ICCIDM
conference and proceedings are a credit to a large group of people and everyone
should be there for the outcome. We extend our deep sense of gratitude to all for
their warm encouragement, inspiration, and continuous support for making it
possible.

Hope all of us will appreciate the good contributions made and justify our
efforts.
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About the Conference

The International Conference on “Computational Intelligence in Data Mining”
(ICCIDM-2014) has been established itself as one of the leading and prestigious
conference which will facilitate cross-cooperation across the diverse regional
research communities within India as well as with other International regional
research programs and partners. Such an active dialogue and discussion among
International and National research communities is required to address many new
trends and challenges and applications of Computational Intelligence in the field of
Science, Engineering and Technology. ICCIDM 2014 is endowed with an oppor-
tune forum and a vibrant platform for researchers, academicians, scientists, and
practitioners to share their original research findings and practical development
experiences on the new challenges and budding confronting issues.

The conference aims to:

• Provide an insight into current strength and weaknesses of current applications as
well as research findings of both Computational Intelligence and Data Mining.

• Improve the exchange of ideas and coherence between the various Computational
Intelligence Methods.

• Enhance the relevance and exploitation of data mining application areas for end-
user as well as novice user application.

• Bridge research with practice that will lead to a fruitful platform for the devel-
opment of Computational Intelligence in Data mining for researchers and
practitioners.

• Promote novel high quality research findings and innovative solutions to the
challenging problems in Intelligent Computing.

• Make a tangible contribution to some innovative findings in the field of data
mining.

• Provide research recommendations for future assessment reports.

ix



So, we hope the participants will gain new perspectives and views on current
research topics from leading scientists, researchers, and academicians around the
world, contribute their own ideas on important research topics like Data Mining
and Computational Intelligence, as well as network and collaborate with their
international counterparts.

x About the Conference
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Radiology Information System’s
Mechanisms: HL7-MHS
and HL7/DICOM Translation

Hardeep Singh Kang and Kulwinder Singh Mann

Abstract The innovative features of information system, known as, Radiology
Information System (RIS), for electronic medical records has shown a good impact
in the hospital. The interoperability of RIS with the other Intra-hospital Information
Systems that interacts with, dealing with the compatibility and open architecture
issues, are accomplished by two novel mechanisms. The first one is the particular
message handling system that is applied for the exchange of information, according
to the Health Level Seven (HL7) protocol’s specifications and serves the transfer of
medical and administrative data among the RIS applications and data store unit. The
same mechanism allows the secure and HL7-compatible interactions with the
Hospital Information System (HIS) too. The second one implements the translation
of information between the formats that HL7 and Digital Imaging and Communi-
cation in Medicine (DICOM) protocols specify, providing the communication
between RIS and Picture and Archive Communication System (PACS).

Keywords RIS � PACS � HIS � HL7 � DICOM � Messaging service �
Interoperability � Digital images

1 Introduction

The hospital information system (HIS) is a computerized management system for
handling three categories of tasks in a healthcare environment [1]:
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1. Support clinical and medical patient care activities in the hospital.
2. Administer the hospital’s daily business transactions (financial, personnel,

payroll, bed census, etc.).
3. Evaluate hospital performances and costs, and project the long-term forecast.

A large scale HIS consists of mainframe computers and software. Almost all
HISs were developed through the integration of many information systems, starting
from the days when healthcare data centers were established. Figure 1 shows the
main components of a typical HIS. In the figure that HIS provides automation for
such activities starts from patient registration, admission, and patient accounting. It
also provides online access to patient clinical results (e.g., laboratory, pathology,

Fig. 1 Main components of a HIS [1]
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microbiology, pharmacy, and radiology). The system broadcasts in real time the
patient demographics, and when it encounters information with the HL7 standard or
DICOM standard, it moves it to the RIS [1].

In the figure that HIS provides automation for such activities starts from patient
registration, admission, and patient accounting. It also provides online access to
patient clinical results (e.g., laboratory, pathology, microbiology, pharmacy, and
radiology). The system broadcasts in real time the patient demographics, and when
it encounters information with the HL7 standard or DICOM standard, it moves it to
the RIS [1].

1.1 Radiology Information System (RIS)

Most clinical departments in a healthcare center, mainly radiology, pathology,
pharmacy, and clinical laboratories, have their own specific operational require-
ments that differ from the general hospital operations. For this reason special
information systems may be needed in these departments [1]. These information
systems usually are under the umbrella of the HIS, which supports their operations.
However, there are also departments that have different workflow environments that
may not be covered by the HIS. So they may need their own separate information
systems and must develop mechanisms to integrate data between these systems and
the HIS [1]. Such is the story behind RIS, which began as a component of HIS; later
an independent RIS was developed because of the limited support from HIS in
handling the special data and information required by the radiology operation.

To be specific, the Radiology Information System (RIS) is designed to support
both the administrative and clinical operation of the radiology department, to reduce
administrative overhead, and to improve the quality of radiological examination
service [1]. Therefore the RIS manages general radiology patient information, from
scheduling to examination to reporting. RIS equipment consists of a computer
system with peripheral devices such as RIS workstations (normally without image
display capability), printers, and bar code readers. Most independent RIS are
autonomous systems with limited access to HIS and some HIS offers embedded RIS
as a subsystem with a higher degree of integration.

The RIS maintains many types of patient- and examination related information.
Patient-related information includes medical, administrative, patient demographics,
and billing information. Examination-related information includes procedural
descriptions and scheduling, diagnostic reporting, patient arrival documentation,
film location, film movement, and examination room scheduling [1].

RIS’s services extend to an administrative and clinical level and support the
interactions between the radiology department and the departments beyond this [2].
RIS is a Patient Data Management System for Radiology Exams (PDMS-RE) and
manages the ordering and scheduling of patients’ imaging examinations. Like all
the other medical information systems that are applied in a hospital or other
healthcare center, RIS is not a totally autonomous system and its interaction with
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other systems is necessary for the integration of the medical procedures that it
serves [3, 4]. Two are the main exchange processes of RIS with other such systems
[5]. On the one hand, RIS has to communicate with PACS that is responsible for the
internal procedures that are performed into the radiology department [6]. These are
mainly the retrieval, processing and archiving of medical imaging files. RIS needs
to collect this information properly as to produce the final medical report for each
examination. On the other hand, RIS interacts with HIS for the retrieval of patient’s
information, update of his medical record for the new exams and forwarding the
data for the billing procedures accordingly.

In this paper, an advanced RIS is presented, which manages these two issues via
two innovative mechanisms. The first one is HL7-Message Handling System (HL7-
MHS) that provides the transfer service not only for the communication between
RIS and HIS but for each kind of interaction between the different structural units of
RIS too. The second one is the HL7/DICOM Translation mechanism that connects
RIS and PACS according to the specifications of both protocols and is implemented
as an autonomous RIS architectural component. The two mechanisms cooperate to
provide RIS’s services through an integrated solution.

2 Designing Issues

2.1 Functions

The designation of the provided RIS’s services results from a detailed analysis of
everyday-workflow in a radiology department and a thorough survey of the already
proposed solutions [7, 8]. These services are supported by four functions: the
patient’s visits administration (ordering), programming of requested exams
(scheduling), medical reports’ production (transcription) and allocation of diag-
nostic files to the corresponding placers of orders (allocation). During the execution
of each function appropriate mechanisms are triggered for the authentication and
authorization of the users, the surveillance of the activities sequence and tracing of
users’ actions.

According to the definition of RIS two groups of users participate to RIS’s
functions. The first one includes the external from the radiology department users
who belong to the clinics, order the imaging examinations and wait for the results
(Clinics’ Users—ClUs). The second group comprises the internal users that serve
the requests and respond with the resulting diagnostic files (Radiology Users—
RadUs). In Table 1 the RIS functions are assigned to the users.

Table 1 Users’ participation
to RIS functions Ordering Scheduling Transcription Allocation

ClUs RadUs RadUs ClUs, RadUs
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2.2 Data Classes

The information that RIS administers is structured in five data classes: Patient,
Referring, Visits, Exams and Medical Reports. As shown in Fig. 2, each one is
defined by a number of simple attributes or by a combination of attributes and other
data classes. Their relations are implemented through the identification elements
(IDs) that characterize each instance of data classes.

Patient data class comprises the demographics (identity, insurance information,
and personal data) and the medical history of each patient.

Referring is the class through which ClUs request a new imaging examination
with ordering function. Its elements are the basis for the definition of the rest data
classes. Each referring is characterized by Referring_ID and this attribute is used to
create integrated records that lead to valid responses for each request.

In each Referring and after the scheduling function a new class is assigned, a Visit.
The attributes of Exam class are a combination of data elements that come from

both systems, RIS and PACS. Exam is created on the arrival of the patient at the
corresponding “room” and is totally completed with the end of the Visit.

The Medical Reports are multimedia documents that include all the attributes of
Exams, formatted to the appropriate structure. The creation of these “documents” is
executed during the transcription function. The forwarding of medical reports to the
placers, as responses to their Referrings (allocation), signals the completion of the
whole procedure.

Fig. 2 RIS data classes share logically a number of basic data elements
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3 HL7-MHS for RIS

HL7 mechanism is based on the HL7-MHS that was designed and developed for
Intra-hospital Information Systems. The detailed analysis and the specifications of
this system are presented in L. Kolovou, A. Darras, D. Lymperopoulos (HL7
Message Handling for Intra-hospital Information Systems, 2nd International Con-
ference on Computational Intelligence in Medicine and Healthcare, Costa da
Caparica. Lisbon. Portugal. June 2005. Unpublished). HL7-MHS aims to serve the
data exchange between applications and data stores units of all possible medical
information systems that can de implemented for a hospital or other healthcare
center. For the provision of RIS’s services the HL7-MHS is simplified to the
structure that is shown in Fig. 3.

As shown in Fig. 3, three different groups of components have been defined. The
first one includes all the user applications (UAp) that are allowed to exchange
information. The second one comprises only one unit, the Message Control System
(MCS) and is the intermediate system through which every communicational ses-
sion is performed. The data store units (DSU) of RIS and HIS compose the Data
Stores Group.

3.1 Application Group

In each UAp a new embedded entity is specified, the Application Message Interface
(AMI). AMI is responsible for the construction of HL7 messages, submission and
receipt of them to and from the MCS and finally provision of them to the appli-
cations programs of UAp for further administration, in the proper format.

Fig. 3 The HL7-MHS’s
structure for RIS messaging
service
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3.2 Data Stores Group

The interactions between the MCS and the DSUs are performed through the Access
Queries Libraries (AQL). These libraries are embedded to each DSU and differ for
each of them.

3.3 Intermediate System

MCS has the role that each open intermediate system has, according to OSI defi-
nition [9]. MCS is responsible for the proper routing of messages. In the case of a
UAp-DSU session, it performs the translation of the HL7 messages to a Data
Manipulation Language (DML) (e.g. SQL) format for serving the communication
between the two end-system entities.

4 HL7/DICOM Translation

HL7/DICOM Translation mechanism meats the logical structure of HL7-MHS. The
philosophy of ‘intermediate system’ is used in this case to provide the translation
service, according to the specifications of HL7 and DICOM protocols [10]. In Fig. 4
the model of Translation mechanism is depicted. Following the specification that
the HL7-MHS serves all the traffic of HL7 messages, the first level of the model is

Fig. 4 HL7/DICOM
translation’s model
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the MCS. This interacts with the Translation Management System (TMS), which is
the sequent level, exchanging the HL7 messages that implement the communication
between RIS and PACS. TMS consists of three different entities and serves the
translation processes between the HL7 and DICOM formats properly. The last level
of the model is DICOM Server and provides the ‘services’ that DICOM specifies in
order to satisfy the processes that the upper level activates.

4.1 Translation Management System

The interconnection between the two terminal levels of the model in Fig. 4 is
preformed by the Translation Control System (TCS). This includes two extra units
that implement the HL7 and DICOM interfaces of the level. Translator Message
Interface (TMI) has the same role and structure as AMIs in HL7-MHS [11]. It is
initiated properly for managing the messages of RIS-PACS session and exchanges
HL7 messages with MCS in both directions. Translator File Interface (TFI) interacts
with the corresponding unit of DICOM Server, addresses syntactically compatible
with DICOM Server’s specifications commands and accepts the responding
DICOM files.

4.2 DICOM Server

In reality, DICOM Server is not part of RIS, but is implemented in every DICOM
compatible PACS. It is the unit that provides all the services that are specified by
the protocol. DICOM Listener is a special unit of it and is the ‘port’ through which
the services of DICOM are made available to every external application or program
that sends compatible with the listener requests. During the translation process TFI
sends such requests to the DICOM Listener, which then responds with the corre-
sponding DICOM files.

5 Conclusion

The proposed RIS covers the need for interoperability between the different Intra-
hospital Information Systems, through two innovative mechanisms that cooperate
in order to support RIS’s services in an efficient way. HL7-MHS and HL7/DICOM
Translation provide their messaging and translation services for implementing the
interfaces between RIS, HIS and PACS according to HL7 and DICOM protocols’
specifications. The interactions between the different applications and data stores of
the various information systems that are involved in this supra system will be
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performed via standardized messages and sessions. These should cover a minimum
number of specifications for their cooperation through processes that are compatible
with the available standards.
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Optimal Control of Twin Rotor MIMO
System Using LQR Technique

Sumit Kumar Pandey and Vijaya Laxmi

Abstract In this paper, twin rotor multi input multi output system (TRMS) is
considered as a prototype laboratory set-up of helicopter. The aim of studying the
model of TRMS and designing the controller for it is to provide a platform for
controlling the flight of helicopter. An optimal state feedback controller based on
linear quadratic regulator (LQR) technique has been designed for twin rotor multi
input multi output system. TRMS is a nonlinear system with two degrees of free-
dom and cross couplings. The mathematical modeling of TRMS has been done
using MATLAB/SIMULINK. The linearised model of TRMS is obtained from the
nonlinear model. The simulation results of optimal controller are compared with the
results of conventional PID controller. The appropriateness of proposed controller
has been shown both in terms of transient and steady state response.

Keywords Twin rotor MIMO system � Linear quadratic regulator (LQR) �
Unmanned air vehicle (UAV)

1 Introduction

Recent times the development of several approaches for controlling the flight of air
vehicle such as helicopter and unmanned air vehicle (UAV) has been studied
frequently. The modeling of the air vehicle dynamics is a highly challenging task
due to the complicated nonlinear interactions among the various variables and also
there are certain states which are not accessible for the measurement. The twin rotor
multi input multi output system (TRMS) is an experimental set-up that resembles
with the helicopter model. The TRMS consist of two rotors at each ends of the
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horizontal beam known as main rotor and tail rotor which is driven by a DC motor
and it is counter balanced by a pivoted beam [1]. The TRMS can rotate in both
horizontal and vertical direction. The main rotor generates a lift force due to this the
TRMS moves in upward direction around the pitch axis. While, due to the tail rotor
TRMS moves around the yaw axis. However TRMS resembles with the helicopter
but there is some significant differences between helicopter and TRMS. In heli-
copter, by changing the angle of attack controlling has been done, while in TRMS it
has been done by changing the speed of rotors. Several techniques have been
implemented for the modeling and control purpose of TRMS.

In [2] authors provide the detail description of dynamic modeling of twin rotor
MIMO system and investigate the open loop control along longitudinal axis. In [3]
the model decouples method and implementation of optimal controller has been
proposed for two independent SISO systems for TRMS. The controller has been
designed to tolerate some changes in system parameter. In [4] the time optimal
control method has been proposed for twin rotor MIMO system. In [5] the author
discuss about the sliding mode state observer controller for TRMS system. Here the
Lyapunov method is used to derive the asymptotic stability conditions for robust
and global sliding mode control. In [6] dynamic model is proposed to a one degree
of freedom (DOF) twin rotor MIMO system (TRMS) based on a black box system
identification technique. This extracted model is connected with a feedback LQG
regulator. The authors describe how the system performance has been improved by
using artificial non-aerodynamic forces.

In this work, dynamic and linear model for TRMS have been developed. A PID
controller and an optimal state feedback controller based on LQR technique has
been designed separately. The transient and steady state performance of the system
has been analyzed for step input.

The paper is organized as follows. Next section deals with the modeling of the
system, followed by the control technique. Section 4 deals with the results obtained
and last section consists of conclusion.

2 Mathematical Modeling

According to the diagram presented in Fig. 1, the non linear equation has been
derived [7, 8] and the parameters of TRMS are shown in Table 1.

I1 � _w ¼ M1 �MFG �MBw �MG ð1Þ

where, M1 is the nonlinearity caused by the rotor and can be estimated as second
order polynomial and due to this the torque is induced to the TRMS as given below.
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M1 ¼ a1 � s21 þ b1 � s1 ð2Þ

Considering the Fig. 1, the weight of the helicopter produces the gravitational
torque about the pivot point, which is described by the following Eq. 3.

MFG ¼ Mg � sinw ð3Þ

The frictional torque can be estimated as following equation.

MBw ¼ B1w � _wþ B2w � signð _wÞ ð4Þ

The gyroscopic torque occurs due to coriolis force. This torque is resulted when
moving main rotor changes its position in azimuth direction, and describes as the
Eq. 5 given below.

I2 I1

MFG + MBψ + MG

MBø + MR

ø

ψ

Fig. 1 Twin rotor MIMO
system

Table 1 Physical parameters of TRMS

Symbol Parameter Value Unit

I1 Vertical rotor moment of inertia 6.8 × 10−2 kg m2

I2 Horizontal rotor moment of inertia 2 × 10−2 kg m2

a1 Parameter of static characteristic 0.0135 N/A

a2 Parameter of static characteristic 0.0924 N/A

b1 Parameter of static characteristic 0.02 N/A

b2 Parameter of static characteristic 0.09 N/A

mg Gravity momentum 0.32 N m

B1w Parameter of friction momentum 6 × 10−2 N m s/rad

B2w Parameter of friction momentum 1 × 10−3 N m s/rad

B1/ Parameter of friction momentum 1 × 10−1 N m s/rad

B2/ Parameter of friction momentum 1 × 10−2 N m s/rad

Kgy Parameter of gyroscopic momentum 0.05 s/rad
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MG ¼ Kgy �M1 � _/ � cosw ð5Þ

Here, the motor and electrical control circuit is considered as transfer function of
first order. Hence the motor momentum is described in Laplace domain is as below.

s1 ¼ K1

T11s þ T10
� u1 ð6Þ

Similar equation is developed for the horizontal plane motion. The net torques
produced in horizontal plane motion is described by the following Eq. 7

I2 � €/ ¼ M2 �MB/ �MR ð7Þ

where, M2 is nonlinear static characteristic similar as main rotor.

M2 ¼ a2 � s22 þ b2 � s2 ð8Þ

Frictional torque is calculated same as the main rotor dynamics.

MBw ¼ B1/ � _wþ B2/ � sign ð _UÞ ð9Þ

MR is the cross reaction momentum estimated by first order transfer function
described by the following equation.

MR ¼ Kc � T0S þ 1ð Þ
Tps þ 1
� � � s1 ð10Þ

Again, the D.C. motor with electrical circuit is estimated as the first order
transfer function and given by the following equation.

s2 ¼ k2
T21Sþ T20

� u2 ð11Þ

The above mathematical model given by Eqs. 1–11, is linearized [6, 7] across
equilibrium point X0 given as

X0 ¼ 0 0 0 0 0 0 0½ �

The state and output vector here is given by

X ¼ ½w; _w;U; _U; s1; s2;MR�T
Y ¼ ½w U �T
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Here the TRMS plant is represented as below.

_x ¼ Axþ Bu
y ¼ C x

�
ð12Þ

The system considered here consists of 7 states, there are two control input and
two output state namely pitch and yaw. The system matrix can be obtained by
linearizing is as below.

A ¼

0 0 1 0 0 0 0

0 0 0 1 0 0 0

�4:34 0 �0:0882 0 1:24 0 0

0 0 0 �5 1:4823 3:6 18:75

0 0 0 0 �0:8333 0 0

0 0 0 0 0 �1 0

0 0 0 0 �0:0169 0 �0:5

2
666666666664

3
777777777775

B ¼

00

00

00

00

10

01

00

2
666666666664

3
777777777775

C ¼ 1 0 0 0 0 0 0

0 1 0 0 0 0 0

� �

3 Proposed Control Techniques of TRMS

This section presents the control techniques using PID controller and optimal state
feedback controller using LQR technique.

3.1 PID Control Technique

The conventional PID controller is used to control the horizontal and vertical
movements separately. The outputs are compared with desired output value and
then the error is processed to conventional PID controller as shown in Fig. 2 [8].
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Here, r(t) is the reference input, e(t) is error signal, u(t) is the control force and α(t)
is the output of plant.

The controller output of conventional PID controller [9] is given as in Eq. 13

u(t) ¼ Kpe tð Þ þ Ki

Z
e(t) dtþ Kd

de(t)
dt

ð13Þ

where,
Kp Proportional gain,
Ki Integral gain,
Kd Derivative gain.

3.2 Optimal Control Technique

Here the plant taken is time varying because the optimal control problem is for-
mulated for the time varying system. Control input of the plant is described as
shown in Fig. 3.

uðtÞ ¼ �KðtÞ xðtÞ ð14Þ

The control input here is linear and the control energy is given by uTðtÞRðtÞuðtÞ,
where R(t) is the square matrix known as control cost matrix. Control energy
expression is in quadratic form because the equation contains uTðtÞRðtÞuðtÞ qua-
dratic function of u(t). The transient energy can be expressed as xTðtÞQðtÞ x(t),

r(t) e(t) u(t) •(t)
PID 

control
TRMS+

_

Fig. 2 PID control scheme for TRMS

x
.

= Ax + Bu
+

_

C

K

r  =0 u x y

Fig. 3 Optimal control scheme of TRMS
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where Q(t) is square symmetric matrix called state weighing matrix [10]. Hence the
objective function is

Jðt; tfÞ ¼
Ztf
t

ðxTðtÞQðtÞ xðtÞ þ uTðtÞRðtÞ uðtÞÞdt ð15Þ

where t and tf are initial and final time respectively. The main objective here is to
minimize the objective function as described by Eq. 15 by choosing an optimal
value of gain matrix K(t). By considering Eqs. 12 and 14.

_xðtÞ ¼ A� BKðtÞð ÞxðtÞ ð16Þ

_xðtÞ ¼ AK xðtÞ ð17Þ

where AK ¼ A � BKðtÞð Þ is close loop state dynamics matrix. The solution of
Eq. 16 is

xðtÞ ¼ hKðt; t0Þxðt0Þ ð18Þ

where hKðt; t0Þ is the state transition matrix of closed loop system, on substituting
Eq. 18 in 15 the given objective function is as

Jðt; tfÞ ¼
Ztf
t

ðxTðtÞhTK s; tð ÞðQ sð Þ þ KT sð ÞR sð ÞKðsÞÞhKðs; tÞxðtÞds ð19Þ

This can be written as

Jðt; tfÞ ¼ xTðtÞMðt; tfÞxðtÞ ð20Þ

where

Mðt; tfÞ ¼
Ztf
t

hKðs; tÞðQðsÞ þ KTðsÞRðsÞKðsÞÞhKðs; tÞds ð21Þ

By Eqs. 18 and 19

ðt; tfÞ ¼
Ztf
t

ðxTðsÞðQðsÞ + KTðsÞRðsÞKðsÞÞ xðsÞ ds ð22Þ

Now differentiating Eq. 22 with respect to time ‘t’
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@J(t; tfÞ
@t

¼ �xTðt)(QðtÞ þ KTðt)RðtÞKðtÞÞxðtÞ ð23Þ

Also partially differentiating Eq. 19 with respect to time ‘t’

@J(t; tfÞ
@t

¼ _x(t)T M(t; tfÞ xðtÞ þ xTðt)( @M(t; tfÞ
@t

Þ xðtÞ þ xTðtÞ Mðt; tfÞ _xðtÞ ð24Þ

By combining Eqs. 17 and 24

@Jðt; tfÞ
@t

¼ xTðtÞðAKðtÞMðt; tfÞ þ ð@Mðt; tfÞ
@t

ÞxðtÞ þMðt; tfÞAKðtÞÞxðtÞ ð25Þ

Now considering Eqs. 23 and 25

� @Mðt; tfÞ
@t

¼ AKðtÞ Mðt; tfÞ þ AT
KðtÞ Mðt; tfÞ þ ðQðtÞ þ KTðtÞRðtÞKðtÞÞ ð26Þ

Above equation describe the matrix Riccati equation for finite time duration.
Optimal control gain matrix K(t) is obtained by solving Eq. 26.

KðtÞ ¼ R�1ðtÞ BTðtÞM ð27Þ

By considering the closed loop system as asymptotically stable, M is a optimal
matrix, Q(t) and R(t) are positive definite matrix and positive semi definite matrix
are time independent. The value of Q and R are randomly chosen and varied until
the output of system does not get the desired value.

The control gain matrix K has been calculated here is as below.

K ¼ �0:1510 0:0044 0:0352 0:0011 �0:54 0:0024 0:0226
�0:0053 1 �0:0046 1 0:0421 �0:0056 �2:0037

� �

4 Simulation Results

To implement the above control techniques, the TRMS is designed using Simulink.
The responses of reference inputs of the LQR controller are presented in this section
which is compared with the results of the conventional PID controller. In simulation
the transient and steady state response of the system is investigated such as over-
shoot, settling time, steady state error. The reference value for step input is taken
here as 0.5 for horizontal plane and 0.2 for vertical plane. Figure 4a, b shows the
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response of the TRMS in horizontal and vertical plane using PID control technique.
Figure 4c, d shows the response of the TRMS in horizontal and vertical plane using
optimal control technique. Figure 5a, b shows the control effort of the TRMS in
horizontal and vertical plane using PID control technique. Figure 5c, d shows the
control effort of the TRMS in horizontal and vertical plane using optimal control
technique.

Table 1 shows the physical parameters of TRMS and Table 2 depicts the
characteristics of step response of TRMS using PID controller and optimal
controller.
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Fig. 4 a Step response in horizontal plane using PID control. b Step response in vertical plane
using PID control. c Step response in horizontal plane using optimal control. d Step response in
vertical plane using optimal control
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Fig. 5 a Control effort in vertical plane using PID control. b Control effort in horizontal plane
using PID control. c Control effort in vertical plane using optimal control. d Control effort in
horizontal plane using optimal control

Table 2 Characteristics of step response

Plane Reference
value

Rise
time (s)

Settling
time (s)

Max.
over shoot (%)

Steady
state error

PID
controller [8]

Horizontal 0.5 2.0 18 25.0 0.0

Vertical 0.2 6.0 14 20.0 0.0

Optimal
controller

Horizontal 0.5 4.4 5.7 0.0 0.0

Vertical 0.2 5.0 8.0 8.0 0.0
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5 Conclusion

In this paper, the TRMS with two degrees of freedom was considered. The
mathematical modeling of TRMS has been done in MATLAB/SIMULINK. Here
PID and optimal controllers has been designed to control the horizontal and vertical
movements of the system. The performance of the designed controllers has been
evaluated with step input. The results show that the optimal controller gives better
performance in terms of both transient and steady state response as compared to the
PID controller. The control effort in case of optimal controller is minimum then the
PID controller.
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Hybrid Synchronous Discrete Distance
Time Model for Traffic Signal
Optimization

Sudip Kumar Sahana and Kundan Kumar

Abstract This paper proposes a novel solution to the traffic signal optimization
problem by reducing the wait time of individual vehicle users at intersections within
the urban transportation system. Optimized signal timings, not only reduce the wait
time of vehicle users but also improve the mobility within the system. In effect, it
also reduces the ever increasing emissions and fuel consumption. A novel syn-
chronous discrete distance-time model is proposed to frame the problem on the
basis of 2-layer Stackelberg game. Thereafter, the upper layer optimization is
solved using evolutionary computation techniques (ACO, GA and a Hybrid of
ACO and GA). A comparative analysis done over the aforementioned techniques
indicates that the hybrid algorithm exhibits better performance for the proposed
model.

Keywords ACO � GA � Ant colony � Genetic algorithm � Soft computing �
Traffic signal � Optimization techniques

1 Introduction

In the modern urban transportation scenario with ever increasing number of vehi-
cles, it is widely agreed that the most cost-effective way to deal with it is by
optimizing the traffic signal timings. Most of the solutions are based on a 2-layer
problem model called bi-level Stackelberg game (also called Leader-Follower
Model). The job of the two layers in present perspective can be described as:
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• Layer 1—Signal setting problem.
• Layer 2—Vehicle routing cum load assignment problem (Stochastic User

Equilibrium).

Wide range of solution methods to the signal setting problem have been dis-
cussed in the literature. Allsop [2] found mutually consistent (MC) traffic signal
settings and traffic assignment for a medium size road network. Abdulaal [1]
reported the formulation and solution by means of the Hooke-Jeeves’ method for an
equilibrium network design problem with continuous variables. Heydecker and
Khoo [8] proposed a linear constraint approximation to the equilibrium flows with
respect to signal setting variables and solved the bi-level problem as a constraint
optimization problem.

Also there have been various forays into this field using evolutionary compu-
tation, especially GA and ACO. Lee and Machemehl [9] applied Genetic Algorithm
(GA) to individual signalized intersection. Ceylan and Bell [5] proposed GA
approach to solve traffic signal control and traffic assignment problem to tackle the
optimization of signal timings with SUE link flows. ACO implementation of the
problem has been tried by Baskan et al. [3] using a variant of ACO known as
ACORSES where they tried to use heuristics to reduce the search space of the
potential solution space. Putha et al. [10] discussed the advantages of using ACO
over GA for traffic optimization.

All the solutions are based on a simulation model of traffic networks. The model
can be discrete or continuous; macroscopic or microscopic; synchronous or asyn-
chronous; etc. The discrete model is computationally less intensive than a contin-
uous model evident from the success of VISSIM, TRANSYT and other such
microscopic models. Cantarella et al. [4] and many others have previously proposed
a discrete model but most of them were macroscopic simulation models. The
proposed model works on the level of section in a link and hence can take care of
various microscopic tribulations. The next section describes the proposed micro-
scopic and discrete model.

2 Problem Formulation

2.1 Bi-level Stackelberg Model

The bi-level Stackelberg model can be represented as in Fig. 1.
The whole problem is divided into two layers; Layer 1 and Layer 2, representing

the “traffic signals” and “stochastic user equilibrium” respectively. The output of
Layer 1 is dependent on the output of Layer 2 whereas Layer 2 is dependent on both
the output of Layer 1 and the external input. This problem is known to be one of the
most attractive problems in the optimization field because of the non-convexity of
the feasible region as it has multiple local optima.

24 S.K. Sahana and K. Kumar



The objective is to find the solution to the optimization of Layer 1 for which a
novel discrete distance-time model is introduced.

2.2 Synchronous Discrete Distance-Time Model

An instance of the synchronous discrete distance-time model is as shown in Fig. 2.
There are two links between each node denoting the two-way traffic thus turning

the road-network into a symmetric digraph. Each link is divided into a number of
“time-sections”, which is calculated by dividing the length of each link by the
average speed of vehicles on that link. Every time-section has a number attached to
it which denotes the number of vehicles (or load) in that section of the link. This
value should ideally input from the Layer 2 statistics but in this case the output
values of the layer 2 are simulated by random number generators for the sake of
simplicity.

The unit of time (or time-quantum) is the signal duration which is constant for all
intersections and all signals. The total wait-time is the sum of all the time durations
that every vehicle user has to wait at respective intersections due to respective
signals across all intersections. The calculation of the Total Wait Time is done in
phases where one ‘phase’ consists of the current signal value of all the intersections.
Thus, the signal duration and hence the unit time, is the duration between two
phases. The signal changes synchronously over all intersections.

Fig. 1 Stackelberg layers (for traffic signal optimization problem)
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2.3 Mathematical Formulation (for Layer 1)

The aim of layer 1 is to minimize the total wait-time of all vehicles on every
intersection. The job of distributing the load based on initial Source-Destination
requests so as to minimize the “total travel time” of vehicle users is relegated to
layer 2.

Layer 1 can be mathematically modeled as:

Minimize TW ðW; q�ðWÞÞ ¼
X

a2I

X

b2L að Þ
qabðW; q�ðWÞÞ � tabðW; q�ðWÞÞ

Subject to:

Wmin �W�Wmax

where,

TW is total wait time.
Ψ is the signal variable.
q* is the optimized load distribution function (From layer 2).
I is the set of all Intersections.
L(a) is the set of links attached to intersection ‘a’.

Fig. 2 An intersection in discrete distance-time model
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qab is the load waiting on link ‘b’ at intersection ‘a’.
tab is the time for which qab waited.

3 Solution Techniques

In the following sections, three evolutionary computation solutions are provided;
including the proposed hybrid algorithm.

3.1 Ant Colony Optimization (ACO)

ACO [6, 7] is inspired by the foraging behavior of ant colonies, and is simply a
metaheuristic in which colonies of artificial ants cooperate in finding good solutions
to difficult discrete optimization problems.

Its underlying algorithm can be generically described as:

Procedure ACOMetaheuristic
ScheduleActivities

ConstructAntsSolutions
UpdatePheromones
DaemonActions                     % optional

end-ScheduleActivities
End-procedure

Algorithm 1. The ACO Metaheuristic

The main objective of the ants is to converge on the shortest path from the source
to destination on the problem graph (also called Ant Graph). ACO has been proven
as a good optimizer [11, 12] for solving complex problems.

The ant-graph is presented in Fig. 3.

Fig. 3 Ant graph for ACO implementation
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The figure shows the directed ant graph for a road network consisting of three
intersections. All the intersections are four-way intersections; hence there are four
nodes for each intersection describing their state corresponding to four different
possible signal values. The cost of each link is determined by the wait-time of all
vehicles at that intersection for one phase for the signal value described by the
respective end node.

Algorithmic ‘ant’ deposits pheromones on its path when it travels from source
node to the destination node. The shortest path gets the maximum pheromones and
hence converges on the optimal solution i.e. the shortest path.

The time complexity for ‘n’ intersections comes out to be O(n).

3.2 Genetic Algorithm (GA)

A genetic algorithm (GA) is a search heuristic that mimics the process of natural
selection. It simulates the survival of the fittest among individuals over consecutive
generations for solving a problem.

After an initial population is randomly generated, the algorithm evolves through
three operators:

Procedure GA
1. selection which equates to survival of the fittest;
2. crossover which represents mating between individuals;
3. mutation which introduces random modifications.

randomly initialize population(t)
determine fitness of population(t)
repeat

select parents from population(t)
perform crossover on parents creating population(t+1)
perform mutation of population(t+1)
determine fitness of population(t+1)

until best individual is good enough
End-procedure

Algorithm 2. Genetic Algorithm pseudo-code 

The first step of GA is to identify the genes which will form chromosomes
(feasible solutions). In this problem, the genes are considered as the set of signal
values of all intersections in the network for the given phase (also see Fig. 4).

Figure 4 shows two examples of chromosomes for a network with three inter-
sections. For a four-way intersection the alleles (signal values) belong to the set {0,
1, 2, 3} whereas for a three-way intersection the set will be {0, 1, 2}.
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The GA will start with an initial population of such chromosomes, called 1st
generation and find the best solution so far. There after the next generation’s
population will be derived from the crossover and mutation of the better solutions
so far and some extra chromosomes. The whole process will repeat for a designated
number of generations and the best solution so far at the end will be the required
optimal solution.

The over-all time complexity for this algorithm also comes out to be O(n) where
‘n’ is the number of intersections in the network.

3.3 Hybrid Algorithm

The underlying notion of this algorithm is to have the features of both ACO and GA
to improve over their individual performances.

Procedure  Hybrid
Initialize GA parameters
Initialize ACO parameters
Repeat

Start new generation of ants
ConstructAntsSolutions
UpdatePheromones

End
Apply crossover and mutation over top n solutions to gen-

erate p solutions
Update pheromones on all p solution paths

Until termination condition
End-procedure

Algorithm 3. Hybrid algorithm 

Fig. 4 Example
chromosomes with alleles for
GA implementation
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The base of this algorithm is still ACO but with an extra pheromone update on
the candidate solutions generated by crossover and mutation of top ‘n’ solutions. ‘n’
is to be decided based on the number of ants in one iteration.

The GA modification introduced has the effect of keeping the search of ants in
the vicinity of possible optimum solutions thus reducing the effective search space
and still managing to not fall for local optima.

For the hybrid implementation all the corresponding parameters are same as in
the case of ACO and GA implementations and produce similar time complexity.

4 Experimental Setup

Five test cases were taken corresponding to five different networks with following
specifications: 12-node network—4 intersections; 16-node network—6 intersections;
20-node network—8 intersections; 24-node network—10 intersections; 28-node
network—12 intersections.

All three algorithms were run for 1,000 equivalent iterations. All the algorithms
are run for limited iterations instead of going for their natural termination as per
some heuristics because of the real-time nature of the problem at hand. The need is
to implement the solutions in constant time. So, a reasonable number was decided
based on the criterion that all three algorithms should give the optimum solution for
at least the fewer nodes test-cases in reasonable number of successive runs.

Intersections were implemented as a special case of nodes (Origin-Destination
nodes) with extra features like signal values, positional information of the links
attached, wait time, etc.

Also there were some assumptions made to simplify the implementation main-
taining the integrity of the problem. Like, all intersections were assumed to be four-
way intersections, meaning the network chosen had only four-way intersections.
Also, every Origin-Destination pair in the chosen networks is connected through at
least one intersection. Layer 2 statistics were generated randomly to simulate its
function as an input to layer 1.

The resulting programs were run on a system with Intel Pentium B980, 2.4 GHz
processor; 2 GB RAM and Windows 7, in Eclipse Indigo IDE using Java JDK 1.6.

5 Results and Discussions

Results have been compared and it has been found that the proposed hybrid
implementation performs better than the individual ACO or GA for the synchro-
nous discrete distance time model.

In Fig. 5, comparison of best solutions of all three implementations over the five
test case networks is shown. The ACO and hybrid implementations give almost
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exact results while the GA implementation is slightly worse off for the test case
networks with higher number of nodes and intersections.

In Fig. 6, the comparison for worst solutions is shown. Here the hybrid algorithm
does slightly better than both ACO and GA. Also, both the figure show near-linear
relation between Total-Wait-Time and network size, validating the viability of the
model for bigger networks.

Figure 7 shows the comparison of empirical probability for all the algorithms of
falling in the trap of bad solutions over multiple runs, thus giving a sub-optimal
solution. Here the difference between the Hybrid algorithm and others is clearly
noticeable.

As the practical implementation of the problem is supposed to be in a real-time
environment, it is necessary to achieve even near optimal solution in constant time;
hence the limitation of iterations. So, hybrid algorithm gives better solutions than
others without falling into the traps of sub-optimal solutions as often as others.

Fig. 5 Best solution
comparison

Fig. 6 Worst solution
comparison
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6 Conclusion and Future Work

As per the results in the previous section, it can be concluded that the Discrete
Distance-Time model, when applied synchronously to the traffic signal timing
optimization problem, is capable of producing good results in reasonable time for
networks of various sizes. Also, the hybrid algorithm produces better results than
stand-alone ACO and GA implementations.

The successful implementation of layer 2 and its integration with the Layer 1 for
practical purpose can be future scope of this work.
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Hybrid Gravitational Search and Particle
Swarm Based Fuzzy MLP for Medical
Data Classification

Tirtharaj Dash, Sanjib Kumar Nayak and H.S. Behera

Abstract In this work, a hybrid training algorithm for fuzzy MLP, called Fuzzy
MLP-GSPSO, has been proposed by combining two meta-heuristics: gravitational
search (GS) and particle swarm optimization (PSO). The result model has been
applied for classification of medical data. Five medical datasets from UCI machine
learning repository are used as benchmark datasets for evaluating the performance
of the proposed ‘Fuzzy MLP-GSPSO’ model. The experimental results show that
Fuzzy MLP-GSPSO model outperforms Fuzzy MLP-GS and Fuzzy MLP-PSO for
all the five datasets in terms of classification accuracy, and therefore can reduce
overheads in medical diagnosis.

Keywords Fuzzy multilayer perceptron � Gravitational search � Particle swarm
optimization � Breast cancer � Heart disease � Hepatitis � Liver disorder � Lung
cancer � Classification � Medical data

1 Introduction

In recent years, the incorporation of soft computing approaches in medical diag-
nosis has achieved a new tendency to be employed successfully in a large number
of medical applications. Many of the medical diagnosis procedures can be grouped
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into intelligent classification tasks [1]. These classification procedures can be
(i) binary classification, where data is separated between only two classes, and
(ii) multi-class classification, where data is separated among more than two classes.
For example, classifying a diabetic patient is a binary classification task i.e. patient
may be suffering from diabetes mellitus or diabetes insipidus. Similarly, detection
of lung cancer is a type of multi-class classification based problem.

In medical data classification, methods with better classification accuracy will
provide more sufficient information to identify the potential patients and to improve
the diagnosis accuracy [1]. Medical database classification is a kind of complex
optimization problem whose goal is not only to find an optimal solution but also to
provide accurate diagnosis for diseases. And therefore, meta-heuristic algorithms
such as genetic algorithm, particle swarm optimization etc., soft computing and
machine learning tools such as neural networks, decision tree, and fuzzy set theory
have been successfully applied in this area and have achieved significant results [2].
Artificial neural network (ANN) based approach aims to provide a filter that dis-
tinguishes the cases which do not have disease, therefore reducing the cost of
medication and overheads of doctors. Back propagation neural network (BPNN)
was used by Floyd et al. and Wu et al. for classification of medical data and this
work achieved an overall accuracy of 50 % [3, 4]. In another study, rule extraction
from ANN has been employed for prediction of breast cancer from Wisconsin
dataset [5, 6]. All the above methods used back propagation learning for training the
ANN, where solution got trapped in the local minima. Fogel et al. [7] attempted to
solve the medical database classification problem using evolutionary computation
and could achieve higher prediction accuracy than the above techniques. However,
this work suffered from higher computational cost in application. Therefore,
researchers tried to use an integrated fuzzy rule based approach to solve the above
problem to extract fuzzy rules directly from database [8–10]. Gadaras and
Mikhailov [11] presented a novel fuzzy classification framework for medical data
classification. Data mining techniques such as ontology based intelligent systems,
discriminant analysis, and least square SVM have been applied in medical database
classification [13]. The above techniques failed for unlabelled or mislabeled
databases and the accuracies in current methods are still low and insignificant
enough to be adopted in medical practice.

In this research, our contribution is to develop a hybrid model combining
evolutionary computation, fuzzy logic and neural network to maximize the clas-
sification accuracy and decision taking speed. In the proposed hybrid model, we
combined Gravitational Search (GS) technique with Particle Swarm Optimization
(PSO) to train Fuzzy Multilayer perceptron (Fuzzy MLP) for medical data classi-
fication [14–16]. The proposed algorithm has been tested for classification of five
medical datasets obtained from UCI repository [17] and the results so obtained have
been compared with GS based Fuzzy MLP and PSO based Fuzzy MLP.

This paper is organized as follows. Proposed methodology is given in Sect. 2.
Section 3 presents experimental results and discussion. Section 4 provides the
conclusion and future directions of researches.
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2 Proposed Methodology

This section describes the Fuzzy MLP architecture along with the proposed hybrid
training algorithm for medical data classification.

2.1 Fuzzy MLP Architecture

The Fuzzy MLP is a three layered feed forward neural network with architecture
n:m:1½ �, where non-linear elements, called neurons, are arranged in layers. Learning
is supervised for Fuzzy MLP where the computed mean squared error (MSE) at the
output layer acts as the supervisor for updating knowledgebase. The proposed
neural network is trained with three different evolutionary algorithms, (i) Gravita-
tional Search (GS), (ii) Particle Swarm Optimization (PSO), and (iii) Hybrid of GS
and PSO (GSPSO).

Data fuzzification: The first phase of the method is fuzzification of the input data
which can be done by use of a fuzzy membership function (MF). In fuzzy set
theory, there exists no perfect rule for selecting a fuzzy MF. Researches always
consider different MF for different problems. This work will adopt spline based or
S-shaped function as primary MF. This MF puts the input dataset in a range ½a; b�.
The equation for S-shaped MF has been given in Eq. 1.

f ðx; a; bÞ ¼
0 x\a
2 x�a

b�a

� �2
a� x� aþb

2

1� 2 x�b
b�a

� �2 aþb
2 � x� b

1 x[ b

8>><
>>:

ð1Þ

2.2 Proposed GSPSO Algorithm

In GSPSO algorithm, following major steps are followed. All agents are initialized
in two dimensional search spaces. According to law of gravity, a gravitational force
acts on each particle due to mutual attraction among them. Hence, in second step,
the force, the acceleration and the position of the particle will be calculated. The
above steps are repeated until the termination criteria are satisfied.

The following equations are used for various calculations during the above steps.
The gravitational constant G is calculated using Eq. 2. In the following equation, a
is a small constant, Go is the initial gravitational constant, ‘iterator’ is the current
iteration, ‘maxiteration’ is maximum iteration to be performed.
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G tð Þ ¼ Go exp �a
Iteration

MaxIteration

� �
ð2Þ

Fitness of the candidate solution in this work is calculated by considering the
mean squared error (MSE) as given in Eq. 3, where N is the total number of training
instances in the medical dataset, ‘Target’ is the target class for the current instance
and ‘Output’ is the computed output class for the current instance. Mass of a
particle is calculated by using Eq. 4, where Fiti the fitness is value of agent ‘i’, in
the current epoch evaluation and ‘worst’ is defined as given in Eq. 4 below.

Fitness ¼ MSE ¼ 1
N

XN
i¼1

Target ið Þ � output ið Þð Þ2 ð3Þ

Mi ¼ Fiti � worstPn
j¼1 Fiti � worstð Þ ð4Þ

GSPSO Pseudo-code for training Fuzzy MLP:

The force acting on object i from object j is defined as given in Eq. 5. Similarly,
summing up all the individual forces acting on particle i, we will get the resultant
force on the particle i as given in Eq. 6. In the following equations, Rij is defined as
the Euclidean distance between two objects i and j. The parameters r1, r2 and h are
arbitrary random values in the range ½0; 1�. Therefore, resultant force acting on
particle i and the acceleration of this particle is calculated using Eqs. 7 and 8
respectively.
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Fij ¼ Go
MiMj

Rij þ h

� �
xj � xi
� � ð5Þ

Fi ¼
Xn
j¼1j 6¼i

rjFij ð6Þ

Fi ¼ GoMi

Xn
j¼1j 6¼i

Mj

Rij þ h
xj � xi
� � ð7Þ

ai ¼ Fi

Mi
ð8Þ

Velocity and position of particle i are calculated using Eqs. 9 and 10 respec-
tively, where ViðtÞ is the velocity of agent i at iteration t, c01 and c02 are acceleration
coefficients, gbest is the best fitness so far, XiðtÞ is the position of particle in
iteration t, ai is the acceleration of particle i, h1 and h2 are random numbers in the
range ½0; 1�.

Vi t þ 1ð Þ ¼ wVi tð Þ þ c01h1aici tð Þ þ c02h2 gbest � Xi tð Þð Þ ð9Þ

Xi t þ 1ð Þ ¼ Xi tð Þ þ Vi t þ 1ð Þ ð10Þ

3 Results and Discussion

All the simulations are carried out in MATLAB R2010a which is installed in a PC
having Windows 7 OS and 2 GB main memory. The processor is Intel dual core
and each processor has an equal computation speed of 2 GHz (approx.)

3.1 Dataset Description

The proposed model has been tested with five medical datasets obtained from UCI
machine learning repository. Table 1 shows a summary of these datasets. It should
be noted that number of attributes in Table 1 is the number of input attributes plus
one class attribute. Further details and properties of all the mentioned five datasets
can be obtained from UCI repository.

Hybrid Gravitational Search and Particle Swarm Based Fuzzy MLP … 39



3.2 Simulation Parameters

Number of hidden units in the Fuzzy MLP is set to 2n, where n is the total number
of input units. Number of population is 30 for all the cases. Inertia weight (w) is set
to 2; wmax and wmin set to 0.9 and 0.5 respectively. The coefficients, c1 and c2 are
set to 2 each; gravitational constant Go is set to 1. All the simulations are allowed to
run for 50 epochs. For all the three models, GS based Fuzzy MLP (Fuzzy MLP-
GS), PSO based Fuzzy MLP (Fuzzy MLP-PSO) and proposed GSPSO based Fuzzy
MLP (Fuzzy MLP-GSPSO), MSE is noted against each epoch during training.
Testing results are classification accuracy, simulation time. Tables 2, 3 and 4 show
the simulation results for all the five tested datasets. All the three models are
compared for the above four parameters. It should be noted that each simulation is
run for ten times to avoid any biasness towards results.

Figure 1a–e given in Appendix give a comparison of all the three models based
on convergence of error during training. Table 2 shows mean MSE obtained by all
the three models for various datasets. It can be seen that Fuzzy MLP-GSPSO
outperforms the other two models for all the datasets except lung cancer dataset.
However, the classification accuracy obtained by the proposed model for the lung
cancer dataset is higher than that obtained by the GS and PSO models (shown in
Table 3). The simulation time is also a crucial parameter for comparison which is
presented in Table 4. Proposed GSPSO model achieved the best results i.e. 82 %
accuracy for the WBC dataset and 81 % accuracy for ILPD datasets. However, it
could achieve only 67 % accuracy when tested for hepatitis dataset.

Table 1 UCI medical dataset properties

Dataset No. of instances No. of attributes No. of classes

WBC 699 11 2

Heart disease 270 14 2

Hepatitis 155 20 2

ILPD 583 10 2

Lung cancer 32 57 3

Table 2 MSE (mean ± std. deviation) for five tested medical datasets

Dataset Fuzzy MLP-GS Fuzzy MLP-PSO Fuzzy MLP-GSPSO

WBC 0.1785 ± 0.0098 0.1690 ± 0.0155 0.1461 ± 0.0123

Heart disease 0.1826 ± 0.0118 0.1819 ± 0.0121 0.1331 ± 0.0124

Hepatitis 0.2520 ± 0.0248 0.2442 ± 0.0258 0.2212 ± 0.0032

ILPD 0.2047 ± 0.0305 0.2043 ± 0.0372 0.1164 ± 0.0560

Lung cancer 0.1332 ± 0.0735 0.1150 ± 0.0386 0.1333 ± 0.0012
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It can also be seen that the Fuzzy MLP-PSO has better training speed than that of
Fuzzy MLP-GS and Fuzzy MLP-GSPSO. However, as training is carried out before
adopting the model physically, therefore, it is of least importance. The real decision
speed is dependent on the testing time, which is the time taken by the models to
classify the input instance. Table 4 also shows that the proposed GSPSO model
could achieve the best result within 0.5 s of time, which is also an advantage of
adopting the proposed model in medical practices.

4 Conclusion and Future Works

In this paper, a new hybrid of gravitational search and particle swarm called GSPSO
has been proposed for classification medical data using Fuzzy MLP. Five medical
datasets are used to evaluate the performance of the proposed model. The results are
compared with GS and PSO based Fuzzy MLP models. For all the datasets, the
GSPSO model shows better performance in terms of error convergence, classifi-
cation accuracy and decision speed. To ensure applicability of this model, further
comparison of Fuzzy MLP-GSPSO with other evolutionary models is a part of
future works.

Table 3 Classification accuracy (mean ± std. deviation) for five tested medical datasets

Dataset Fuzzy MLP-GS Fuzzy MLP-PSO Fuzzy MLP-GSPSO

WBC 72.6960 ± 5.621 75.5700 ± 4.597 81.6953 ± 2.001

Heart disease 76.2987 ± 0.004 79.2963 ± 0.020 76.9697 ± 1.350

Hepatitis 46.2885 ± 4.665 52.4186 ± 0.320 66.3700 ± 2.740

ILPD 67.6150 ± 3.721 67.5800 ± 0.001 80.6600 ± 6.330

Lung cancer 47.6525 ± 8.976 50.0000 ± 0.000 71.8750 ± 0.000

Table 4 Simulation time (training time + testing time) for five tested medical datasets

Dataset Fuzzy MLP-GS Fuzzy MLP-PSO Fuzzy MLP-GSPSO

WBC 115.94 + 0.027 38.990 + 0.026 114.48 + 0.026

Heart disease 56.530 + 0.015 17.266 + 0.013 57.750 + 0.011

Hepatitis 44.700 + 0.008 12.880 + 0.008 45.300 + 0.008

ILPD 100.60 + 0.022 33.610 + 0.022 102.50 + 0.024

Lung cancer 43.790 + 0.007 10.720 + 0.006 43.750 + 0.006
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Appendix

See Fig. 1a–e.
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HOG Based Radial Basis Function
Network for Brain MR Image
Classification

N.K.S. Behera, M.K. Sahoo and H.S. Behera

Abstract Fully automated computer-aided diagnosis system is very much helpful
for early detection and diagnosing of brain abnormalities like cancers and tumors.
This paper presents two hybrid intelligent techniques such as HOG+PCA+RBFN
and HOG+PCA+k-NN, which consists of four stages namely skull stripping, feature
extraction, dimension reduction and classification. For efficient feature extraction
Histograms of Oriented Gradients (HOG) method is used to extract the required
feature vector and then the proposed techniques are used to classify images as
normal or abnormal. The results show that the proposed technique gives an
accuracy of 100 %, sensitivity of 99 % and specificity 100 %.

Keywords Principal component analysis � Histograms oriented gradients �
Magnetic resonance imaging � Radial basis function network � Skull stripping

1 Introduction

Magnetic Resonance Imaging (MRI) is excellent imaging technique which provides
rich information about anatomical structures of different body parts like brain and
breast of human [1]. Use of artificial intelligence in computer aided diagnosing
system is now pervasive across a wide range of medical research area, such as brain
tumors, heart diseases, cancers, gastroenterology and other clinical studies [2].
Brain MR image classification include the classification of various diseases, such as
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glioma overlay, huntingtons chorea, meningioma, metastic adenocarcinoma and
metastic bronchogenic carcinoma.

Recent works shows supervised machine learning algorithms such as k-nearest
neighbors (k-NN) [2], support vector machine (SVM) [3], feed forward neural
networks (FF-ANN) and unsupervised techniques such as self-organization map
(SOM) [4], fuzzy c-means (FCM) [5] are used for classification of human brain MR
images. In this study another supervised technique, such as radial basis function
network (RBFN) to classify the T2-weighted brain MR images into normal or
particular pathological cases.

Initially the input T2-weighted brain MR images are preprocessed and then
segmented to remove the skull around the brain tissues. Then the skull stripped
image used for feature extraction by HOG feature extraction algorithm [6] and then
PCA method is applied to reduce the feature matrix. Proposed classifiers are trained
using these reduced features and then classify the testing data into proper classes.

The contribution of this paper is the integration of a robust feature extraction
algorithm, a proper segmentation technique, an efficient classifier and one popular
feature reduction technique to perform a more accurate and robust MR image
classification. Then the performance and accuracy rate is compared with the k-NN
based classification methods by considering different statistical measures. Then the
proposed method HOG+PCA+RBFN and HOG+PCA+k-NN has higher classifi-
cation accuracy then DWT+PCA+k-NN [2].

The structure of this paper is organized as follows. A details description of our
proposed method is presented in Sect. 2. An experiment in Sect. 3 briefs the
structure and training approach of the radial basis function network (RBFN) for
classification. Section 4 demonstrates the rapidness and effectiveness of the pro-
posed algorithm and Sect. 5 concludes this paper.

2 Methodology

The proposed hybrid techniques are based on the following techniques: skull
stripping, HOG feature extraction, dimension reduction, and RBFN classifier. This
method consists of four stages: (1) skull stripping, (2) HOG feature extraction,
(3) dimension reduction, and (4) supervised classification (Fig. 1).

2.1 Skull Stripping

Skull stripping (Fig. 2) is a process of brain image segmentation, where extra
cerebral tissues such as skull, eyeball and skins are removed from the brain tissues
[7]. A hybrid skull stripping approach based on the combination of watershed
algorithm and deformable surface models is followed to remove the skulls from the
brain images. The details procedure for skull stripping of the image is as follows [8].
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First the input brain MR T2-weighted image I is converted form gray scale to rgb
Irgb and then certain morphological operations are carried out. Then watershed
algorithm is applied to segment the image into different connected components by
calculating the image intensity gradients [8, 9]. Deformable surface algorithm is
applied to estimate local brain parameters to locate true brain boundary by taking
segmented brain volumes as input. Then in the skull stripped image the skull, eye
sockets are removed and are taken as input for feature extraction.

Fig. 1 a Glioma overlay. b Huntingtons Chorea. c Meningioma. d Metastic adenocarcinoma.
e Metastic bronchogenic carcinoma. f Normal images

Input Image Skull Stripped 

Preprocessing Watershed 
Algorithm

Deformable 
Surface 
Models

Fig. 2 Skull stripping approach
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2.2 HOG Feature Extraction

HOG feature extraction algorithm is an object detection method used in image
processing and computer vision to generate features from the histograms of the
gradient orientations of the localized portions of the input brain MR image [6, 10].
This method divides the input brain MR image into small connected regions known
as localized cells. Histograms of the edge orientations or gradient directions are
compiled for each pixel within the localized cells and then these histograms are
combined to represent the descriptor [11]. The HOG descriptor (Fig. 3) is consists
of five steps, such as (1) image scanning (2) gradient computation (3) cell histogram
generation (4) block normalization.

2.2.1 Image Scanning

In this step the input brain MR image is pre-processed to ensure normalized color
and gamma value and color or intensity data of the image is filtered using kernel
filters [6].

2.2.2 Gradient Computation

The gradients of the feature vector are calculated using n × n Sobel mask. Suppose
Is is the skull stripped brain MR image. Sx and Sy are two images which contain the
horizontal and vertical derivative approximation as mentioned in Eq. 1.

Sx ¼
�1 0 þ1
�1 0 þ1
�1 0 þ1

2
4

3
5 � Is and Sy ¼

þ1 þ1 þ1
0 0 0
�1 �1 �1

2
4

3
5 � Is ð1Þ

The resulting the gradient magnitude is the combination of gradient approxi-
mations as given in Eq. 2.

S ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðS2x þ S2yÞ

q
and h ¼ qtan 2ðSx þ SyÞ ð2Þ

Input Image With HOG features

Image
Scanning

Gradient 
Calculation

Cell
Histogram 
Generation

Block 
Normali-
zation

Fig. 3 HOG feature extraction technique
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where S and h are the magnitude and directions of the gradient approximations
respectively.

2.2.3 Cell Histogram Generation

In this step the cell histograms are generated by selecting an orientation based
histogram channel based on the magnitude S and direction h of the gradient com-
putation. Then these histograms are locally normalized and are combined to spatially
connected blocks [11]. Geometry of each block can be rectangular (R-HOG) or
circular (C-HOG). Then the components of normalized cell histograms from all
region blocks are combined into a vector Ihog known as HOG descriptor [6, 10].

2.2.4 Block Normalization

Suppose Ihog is the non-normalized vector containing all the histograms in a given
block and jUjnk is k-form for k = 1, 2,…, n and ε is a small constant. Then the
normalization factor Ln-factor is used to find the normalized feature vector Inh.

Ln-factor ¼ IhogffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðjUjnk þ eÞp : ð3Þ

2.3 Dimension Reduction

Principal component analysis (PCA) is a popular subspace projection technique,
which took a large set of feature space as input and transforms it into a lower
dimensional feature space. PCA uses the largest eigenvectors of the correlation
matrix to reduce the dimensionality of the large data sets [12]. This feature
reduction technique takes the normalized HOG features Inh as input and then uses
orthogonal transformation to convert into a set of uncorrelated variables called
principal components. In the transformation the first principal component has the
largest possible variance than others [12, 13]. The normalized HOG features Inh
having size n × p, where n rows represents repetitions of experiment and p rep-
resents a particular kind of datum. L(k) = (L1, L2,…, Lp)(k) is a p-dimensional
loading vector that map each row vector Inh(i) of Inh to a net principal component
scores X(i) = (x1, x2,…, xp) given in Eq. 4.

XðiÞ ¼ Inh ið Þ � LðkÞ ð4Þ

HOG Based Radial Basis Function … 49



where Inh each loading vector L must be a unit vector and individual variables of T
is considered over successively inherits the maximum possible variance from Inh.
The first loading vector L(1) has to satisfy [13],

L kð Þ ¼ arg max
Lk k¼1 f

X
ðXÞ2ðiÞg ¼ arg max

Lk k¼1 f
X

ðInh ið Þ � LÞ2g ð5Þ

Equivalently.

L kð Þ ¼ argmax
Lk k¼1 f

X
ðInh ið Þ � LÞ2g ¼ arg max

Lk k¼1 f Inh � Lk k2g

¼ argmax
Lk k¼1 fLTInhLInhg ¼ arg max

Lk k¼1

XLTITnhLInh
LTL

� � ð6Þ

The successive kth component can be calculated by the subtracting the first k − 1
principal component from Inh [13].

Inh ¼ Inh �
Xk�1

s¼1

InhLðsÞLTðsÞ ð7Þ

After faithful transformation the X = Inh × L, which maps a feature matrix Inh from
an original space of n × p variables to a new space of n × r.

2.4 RBFN Classifier

Radial basis function network (RBFN) comprises one of the most used feed forward
neural network model trained using supervised learning technique and uses radial
basis function as the transfer function. RBFN (Fig. 4) typically consists of three
layers, an input layer, a hidden layer and an output layer [14].

The hidden layer neurons contain a non-linear radial basis activation function
whose outputs are inversely proportional to the distance from the center of the
neuron [15]. The final output of the RBFN is a linear combination of the neuron

∑

x1

x2

xi

h1

h2

hj

z

Input Layer Hidden Layer Output Layer Fig. 4 RBFN with input
features
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parameters and radial basis function of the inputs. The reduced HOG feature vector
X = (x1, x2,…, xi) is taken as input of the RBFN and fed into each i-th input node
then it is forwarded to hidden layer, where it is passes through the j-th neurons
having radial basis function as the activation function.

hj ¼ fj(x) ¼ exp½� x� cj
�� ��2=ð2r2)] ð8Þ

where ci is the centre vector for the radial basis function, hi is the outputs from the
hidden layer and ||x − c||2 is the square of the distance between the input feature
vector x.

Z ¼ 1
m

Xm
n¼1

un � hn ð9Þ

where z is the output of the RBFN, which specifies the class to which the image is
belonging.

3 Experiments and Discussions

The proposed hybrid techniques have been implemented on a real human brain
MRI dataset achieved from the Harvard Medical School website. The input dataset
contains 8 normal and 40 abnormal brain MR images and each image is axial
T2-weighted, 256 × 256 × 3 pixels used for both testing and training. Figure 1
presents some samples from the input dataset for normal and abnormal brain: a—
glioma overlay, b—huntingtons chorea, c—meningioma, d—metastic adenocarci-
noma, e—metastic bronchogenic carcinoma, f—normal brain.

All computations of HOG+PCA+RBFN and HOG+PCA+k-NN classification
were performed on a personal computer with 2.00 GHz Intel Pentium-Dual core
processor and 1 GB memory, running under Windows-8.1 operating system. Above
classification techniques are implemented and trained in MATLAB-8.1 using a
combination of Neural Network Toolbox, Image Processing Toolbox, Statistical
Toolbox and Wavelet Toolbox. Figure 5 shows that the input human brain MR
image data is segmented to remove non-brain tissues such as skull, skins and
eyeball sockets from brain tissues known as skull stripping. Watershed algorithm
and deformable surface models are used for the skull stripping purpose after pre-
processing of the input images. Then HOG algorithm is applied to extract features
from the input images and these features are reduced into necessary features using
PCA method. One of the classifier from RBFN and k-NN is selected and then
reduced feature is used as the input of the classifier. After that the classifier is
trained and tested using the training and testing dataset respectively.
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4 Results Analysis

In this section, several statistical parameters such as confusion matrix, correct
classification rate (CCR), specificity, sensitivity, prevalence, positive predictive
power (PPP), negative predictive power (NPP), likelihood ratio positive (LRP),
likelihood ratio negative (LRN), false positive ratio (FPR), and false negative ratio
(FNR) are used to evaluate the performance of the proposed techniques. These
terms are defined as follows [16].

The following confusion matrix represents the details about the actual and
predicted cases for HOG+PCA+RBFN and HOG+PCA+k-NN. Table 1 represents
the confusion matrix for HOG+PCA+RBFN for both training and testing images.

Correct classification rate (CCR) is defined as the ratio between the numbers of
cases which are correctly classified to the total number of cases of the testing data as
given in Eq. 10.

CCR ¼ ðTP þ TnÞ
ðTp þ Fp þ Tn þ FnÞ ð10Þ

Sensitivity is defined as the probability that the diagnostic test is positive, which
means the person has the disease as given in Eq. 11.

Input image

Skull 
Stripping

Skull stripped 
image

HOG feature 
extraction

Feature reduction using  PCA

Choose the 
classifier

k-NN classifier RBFN classifier

Decision making

Display results

Fig. 5 Proposed techniques HOG+PCA+RBFN and HOG+PCA+k-NN
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Sensitivity ¼ Tp
ðTp þ TnÞ ð11Þ

Specificity is defined as the probability that the diagnostic test is negative, which
means that the person does not have the disease as given in Eq. 12.

Specificity ¼ Tn
Tn þ Fp
� � ð12Þ

Positive predictive power (PPP) is defined as the probability of positive prediction
as given in Eq. 13.

PPP ¼ Tp
ðTp þ FpÞ ð13Þ

Negative predictive power (NPP) is defined as the probability of negative prediction
as given in Eq. 14.

NPR ¼ Tn
ðTn þ FnÞ ð14Þ

Prevalence is defined as the percentage of persons with a given diseases over a
period of time as given in Eq. 15.

Prevalence ¼ ðTp þ FpÞ
ðTP þ Tn þ FP þ FnÞ ð15Þ

False positive ratio (FPR) is also known as the expectancy and is defined as the
probability of falsely rejecting the null hypothesis for particular test cases as given
in Eq. 16.

FPR ¼ Fp

ðTp þ FnÞ ð16Þ

False negative ratio is defined as the ratio of persons affected by a disease whose
results wrongly show that they are disease free given in Eq. 17.

Table 1 Confusion matrix for HOG+PCA+RBFN

Training Testing

Actual+ Actual− Actual+ Actual−

Predicted+ 40 0 Predicted+ 39 1

Predicted− 0 8 Predicted− 0 8
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FNR ¼ Fn

ðTp þ FnÞ ð17Þ

Likelihood ratio positive (LRP) is defined as the ratio of the probability of a person
who has the disease testing positive to the probability of a person who does not
have the disease testing positive as given in Eq. 18.

LRP ¼ Sensitivity
ð1� SpecificityÞ
����

���� ð18Þ

Likelihood ratio negative (LRN) is defined as the ratio of the probability of a
person who has the disease testing negative to the probability of a person who has
the disease testing positive as given in Eq. 19.

LRN ¼ ð1� sensitivityÞ
Specificity

����
���� ð19Þ

where Tp, Tn, Fp, and Fn represents the true positive, true negative, false positive
and false negative respectively. Table 2 shows the comparison of performance
between HOG+PCA+RBFN and HOG+PCA+k-NN in terms of several statistical
parameters.

Table 2 shows the comparison between the HOG+PCA+k-NN and HOG+PCA+
RBFN with DWT+PCA+k-NN method [2]. For this dataset the proposed method
HOG+PCA+RBFN is more accurate and efficient than other methods such as HOG+
PCA+RBFN and DWT+PCA+k-NN [2].

Table 2 Comparison of results between different methods such as HOG+PCA+RBFN, HOG+
PCA+k-NN and DWT+PCA+k-NN

Accuracy
measures

HOG+PCA+RBFN HOG+PCA+k-NN DWT+PCA+k-NN

Training (%) Testing (%) Training (%) Testing (%) Training (%) Testing (%)

CCR 100 100 97.91 97.91 95.83 95.83

Sensitivity 83.33 83.33 81.25 81.25 79.16 79.16

Specificity 100 100 88.88 88.88 80.00 80.00

Prevalence 83.33 83.33 81.25 81.25 83.33 83.33

LRP 84.17 84.17 82.07 82.07 100 100

LRN 82.33 82.33 87.08 87.08 97.70 97.70

PPP 100 100 97.66 97.66 95.00 95.00

NPP 100 100 100 100 100 100

FPR 0 0 2.63 2.63 5.26 5.26

FNR 0 0 0 0 0 0
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5 Conclusion

In this study, proposed hybrid techniques are employed on T2-weighted brain MR
image dataset for classification of normal/abnormal images. According to the
experimental results, HOG+PCA+RBFN produced 100 % classification accuracy
rate and 83.33 % sensitivity, while HOG+PCA+k-NN classifier produce 97.91 %
classification accuracy rate and 81.25 % sensitivity. The stated results show that
proposed HOG+PCA+RBFN is more accurate and robust classifier and applicable
for real world bio-medical classification of brain MRI images. Limitations of this
technique are that fresh training is required whenever new image is added into the
image database. Application of this technique for classification of tumors and
lesions of CT scan image is the topic of future research.
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Hybrid CRO Based FLANN for Financial
Credit Risk Forecasting

S.R. Sahu, D.P. Kanungo and H.S. Behera

Abstract Modern financial market has become capable enough to provide its
services to a large number of customers simultaneously. On the other hand, the
exponential hike in financial crises per year has uplifted the demand for precise and
potential classifier models. In this work a hybrid model of clustering and neural
network based classifier has been proposed, i.e. FCM-FLANN-CRO. Three
financial credit risk data sets were applied to the processing and the model is
evaluated using the performance metrics such as RMSE and Accuracy. The
experimental result shows the proposed model outperforms its MLP counterpart
and other two non-hybrid models. The proposed model provides its best result with
97.05 % of classification accuracy.

Keywords Classification � Functional link artificial neural network (FLANN) �
Multilayered perceptron (MLP) � Credit risk forecasting � Chemical reaction
optimization (CRO) � Clustering � Fuzzy C-means (FCM)

1 Introduction

Financial risks are unfavourable outcomes of any financial assets which includes
credit risk, business risk, operational risk, etc. [1]. During the last decade, financial
risk had shown a very eye-catching behaviour. For example, the high yield bond
issues have an increasing graph from 1990 to 2013. The number of bond issues filed
in the years 1990 and 2013 are 19 and 618 respectively, and the Principal amount
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involved are $1,060 and $335,200 (In millions) respectively [2]. With high level
data storage techniques the financial institutions are now able to provide their
services to numerous customers. A great deal of decision making is involved in
classifying the customer portfolios to predict the possibility of failure of potential
counterparty [3]. Classifier models play a vital role in the decision making of the
credit admission evaluation process. Thus, these fields have been very important
and very widely studied [4]. Traditionally the credit risk assessments had to rely on
personal judgments, which bring the problem of biasing from the previous expe-
rience. On the other hand, classification algorithms are used to provide quicker and
less erroneous outcome which requires comparatively very low human resource
with no personal biasing [5].

Various classification models have been proposed to incorporate the large
demand of classifier models, such as statistical models [6], nonparametric statistical
models [7], artificial intelligence methods [8], etc. In recent years, attempts were
made to cross-fertilize engineering and life science methodology to innovate
advanced inter-operable systems. These techniques are basically advanced tech-
nology whose core concepts are based on natural/biological/physical phenomenon’s
[9]. Some of the most popular ones are particle swarm optimization [10], ant colony
optimization [11], and chemical reaction optimization [12], etc. In a similar attempt
to address the financial classification problem, Marinaki et al. [9] implemented
novel honey bee optimization technique for the feature selection of credit risk
assessment issue. An important step towards obtaining classifier models with a high
accuracy rate is the appropriate selection of independent variables, i.e., feature
selection. Recently, Marinakis et al. [13] implemented ACO and PSO for the
purpose of feature selection of the credit risk assessment problem.

In another investigation Tsai [3] hybridized the performance of supervised and
unsupervised classifier to obtain better accuracy. And the result shows that the
ensemble of self organizing map (SOM) and multilayered perceptron (MLP) pro-
vides the best results [3]. This paper focuses on implementing a hybrid of fuzzy
c-means (FCM) clustering and FLANN classifier for the prediction of credit risk
assessment problem. The rest of the paper is divided into different sections as
follows: Sect. 2 describes the proposed methodology which includes a detailed
description of FCM, FLANN, and CRO. Section 3 addresses the experimental
setup, experimental result and discussion. Section 4 provides the conclusion and the
future work.

2 Proposed Methodology

2.1 Fuzzy C-Means Clustering

FCM is one of the most widely studied fuzzy clustering techniques, which was
proposed by Dunn [14] in 1973 and eventually modified by Bezdek [15] in 1981.
And the salient feature of FCM is that a data point can be the member of all clusters
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with corresponding membership values. Let us suppose that M-dimensional N data
points represented by xiði ¼ 1; 2. . .NÞ, are to be clustered. Assume the number of
clusters to be made, that is, C, where 2 ≤ C ≤ N. The level of fuzziness (f) should be
chosen appropriately such that f > 1. Then the membership function matrix U is
initialized having a size N � C �M in a random manner such that Uijm�½0; 1� andPC

j¼1 Uijm ¼ 1:0, for each i and a fixed value of m. Then the cluster centre CCjm is
determined for jth cluster and its mth dimension using the following equation:

CCjm ¼
PN

i¼1 U
f
ijmximPN

i¼1 U
f
ijm

ð1Þ

After that the Euclidian distance between ith data point and jth cluster centre
with respect to mth dimension is calculated using the following expression:

Dijm ¼ xim � CCjm

�� �� ð2Þ

Then the membership function matrix is updated using the equation:

Uijm ¼ 1
PC

c¼1
Dijm

Dicm

� � 2
f�1

ð3Þ

If the distance becomes zero then the data point will coincide with the cluster
centre and the membership function value will be 1.0. This procedure is repeated
until stopping criterion is encountered. In this work a hybridization of FCM clus-
tering and classification using FLANN model is proposed. Figure 1 provides the
block diagram of the proposed model.

2.2 Functional Link Artificial Neural Network (FLANN)

FLANN was proposed by Pao et al. [12] in the year 1989. It is a single layer and flat
artificial neural network. Let X be the dataset matrix and it has K number of data
patterns. Let a kth pattern is given to the functional expansion block of the FLANN
model as shown in Fig. 2, then for each element in the pattern, the block will

Normalized Credit 

Risk Data Set

Classification Using 

FLANN-CRO model 

with 1O fold Cross 

Validation 

FCM Clustering

Fig. 1 Block diagram of proposed model
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expand the term into 2N + 1 trigonometric term. Out of which 2N terms are
trigonometric terms and the last one is the element itself. Let there are J number of
features present in the pattern, then for each pattern is expanded into ‘m’ = J*
(2*N + 1) elements. Now this m expanded terms are multiplied with the corre-
sponding weights. Then these m weighted elements are summed up to get a
summation term ‘S’. Now the activation function is applied on the ‘S’ to get the
output for the ith pattern, i.e. YðiÞ.

Once output is obtained it is compared with the corresponding target to find out
the error e(i). Once after all the patterns processed by the model, then if the
convergence condition is not met then we upgrade the weight and the bias using
different learning algorithm such as Chemical Reaction Optimization (CRO).

2.3 Chemical Reaction Optimization

Chemical reaction optimization (CRO) is recently proposed in 2010 by Lam and Li
[17]. In CRO, it is assumed that the reaction is taking place in a container.
A population consisting of random numbers of unstable molecules is the reactants
of the chemical reaction. The unstable molecule, i.e. vector of Weights and bias of
FLANN, are bombarded with each other and with the surrounding, i.e. with the
wall, thereby under-going reaction. Let W represent the weight matrix of the
FLANN-CRO model, then the characteristics of the four elementary reactions are
given in the Table 1.

The pseudo code of the CRO algorithm is given below, where the ‘P_size’ is the
size of the population ‘P’, ‘best_mole’ represents the molecule having the highest P.
E., ‘max_gen’ represents the maximum number of generations allowed. Halting
Criteria: in this work the elementary reactions are executed ‘max_gen’ is reached.

Fig. 2 FLANN-CRO model
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3 Experimental Analysis

3.1 Experimental Setup

All the experiments were carried out using MATLAB 2013a on an Intel(R) Pentium
(R) DUAL CPU system with 2.0 GHz processor. The total experiment consists of
steps such as data collection, data pre-processing, clustering, classification with 10
fold cross validation. In this section the above are described in detail.

Table 1 Characteristics features of elementary reactions of CRO

Elementary reaction Equation for the reaction

Unimolecular reaction (involves one molecule)

Decompose W ! W10 þW20 (4)
On wall ineffective collision W ! W 0 (5)
Intermolecular reaction (involves more than one molecule)

Inter molecular ineffective collision W1þW2 ¼ W10 þW20 (6)
Synthesis W1þW2 ¼ W 0 (7)
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3.1.1 Data Collection and Pre-processing

In this work three well known credit risking data sets namely German Credit
Dataset, Australian Credit Approval Dataset and Qualitative Bankruptcy Data.
These data sets were collected from the UCI Machine Learning Repository. The
German credit dataset has 1,000 instances and has 20 independent attributes and
one class attribute. The Australian credit approval data has 690 instances and 15
attributes including the class attribute. The qualitative bankruptcy dataset has 175
instances and has 6 independent attribute and a class attribute. Initially the data sets
are normalized in the range 0–1 so as to avoid any discrepancy due to the rawness
of the data. The following min-max mapping equation is used to normalize the data.
Let X is a dataset then it can be normalized as follows:

Normalized Xi ¼ Xi � Xmin

Xmax � Xmin
ð8Þ

3.1.2 Processing of Proposed Model

The normalized data sets are given to the FCM module for clustering. After clus-
tering the output clustered data is fed into the Cross validation module where the
clustered data undergoes 10-fold cross validation process. In this process the data
are randomly divided into 10 equal sub-sets. Then out of 10 sub-sets one subset is
extracted and kept for the testing of the module. The rest 9 subsets consist the
training set and fed to the model FLANN-CRO model for classification. After
completion of the training the updated weights of the FLANN-CRO model are
frozen and the testing data is feed to the model for testing with the frozen weight.
The performance matrices are calculated and stored. This processes is repeated for
10 times so that each time one subset will act as the testing set and the remaining 9
set will be combined together to provide the training set. Moreover, the result
obtained, is collected and their average gives the final result of the model. The
performance metrics used in the work are described in the next section.

3.1.3 Performance Metrics

In this work four performance matrices [3] are used to for the model evaluation.
Their details are described in Table 2.

Where N represents the number of data patterns present in the data set, Yi

represents the output of the ith pattern using proposed model and Ti stands for the
target of the ith pattern. TP stands for true positive and it is the number of correctly
classified positive instance or abnormal instance. TN is the number of correctly
classified normal instances. And FP and FN are the number of abnormal and normal
instances which are misclassified as normal and abnormal instances respectively.
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3.2 Result and Discussion

In this work a hybridized model i.e., FCM-FLANN-CRO model is used to classify
three credit risk data. And to evaluation and analysis of the result three additional
models are implemented. Those are MLP-CRO, FLANN-CRO and FCM-MLP-
CRO. Table 3 shows the experimental results of three data sets, which are processed
by FLANN-CRO and MLP-CRO model. And from the analysis of the results, it is
evident that FLANN-CRO model provides better results than the MLP-CRO model.
FLANN-CRO model provides the best result among the two models for Qualitative
Bankruptcy data, where accuracy is 0.9657 and RMSE is 0.1215, Specificity has a
value of 0.9409 and Sensitivity is 0.9571.

Table 4 shows the classification results of the proposed model i.e., FCM-
FLANN-CRO and its MLP counterpart. The result analysis of the proposed hybrid
model shows that the hybrid model outperforms the single classifier model in most
of the cases. Moreover, FCM-FLANN-CRO model outperform all other models
with respect to Overall accuracy. From the analysis, it is also evident that FLANN
model outperforms the MLP model in most of the cases.

Table 2 Performance metrics

Performance
matrices

Features Equations

Root mean
square error

Performance measure during
training phase

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

PN
i¼1 Yi � Tið Þ

q
(9)

Classification
accuracy

The most widely used performance
metrics for testing

Acc ¼ TPþ TN
TPþ TN þ FPþ FN

(10)

Sensitivity Measures the capability in
recognizing abnormal record

Sensitivity ¼ TP
TPþ FN

(11)

Specificity Measures the capacity
of recognizing normal record

Specificity ¼ TN
TN þ FP

(12)

Table 3 Testing results of FLANN-CRO and MLP-CRO model

Data sets RMSE Classification accuracy Sensitivity Specificity

FLANN-CRO

German credit data 0.2090 0.9240 0.9100 0.7900

Australian credit data 0.2295 0.9388 0.9784 0.9837

Qualitative bankruptcy 0.1215 0.9657 0.9371 0.9409
MLP-CRO

German credit data 0.2493 0.7310 0.8271 0.7967

Australian credit data 0.2405 0.8774 0.8124 0.8549

Qualitative bankruptcy 0.1740 0.8935 0.8143 0.8827
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4 Conclusion and Future Work

The demand of highly potential classifier has an exponentially increasing graph. To
fulfil the demand numerous classifier have been designed, which are competing
with each other in order to attain better accuracy in classification. In this work a
hybrid model of clustering and classification has been proposed. Two financial
credit risk and one bankruptcy data sets were used for the classification purpose.
The performance results of FCM-FLANN-CRO model was compared with that of
its MLP counterpart and two non-hybrid models, those are MLP-CRO and
FLANN-CRO. The experimental result shows that the proposed model outperforms
all other models in most of the cases. But as this field is a very challenging field,
various optimization techniques can be applied to further enhancement of the
performance of the classifier.
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Improved Mean Variance Mapping
Optimization for the Travelling
Salesman Problem

Subham Sahoo and István Erlich

Abstract This paper presents an improved Mean Variance Mapping Optimization
to address and solve the NP-hard combinatorial problem, the travelling salesman
problem. MVMO, conceived and developed by István Erlich is a recent addition to
the large set of heuristic optimization algorithms with a strategic novel feature of
mapping function used for mutation on basis of the mean and variance of the
population set initialized. Also, a new crossover scheme has been proposed which
is a collective of two crossover techniques to produce fitter offsprings. The mutation
technique adopted is only used if it converges towards more economic traversal.
Also, the change in control parameters of the algorithm doesn’t affect the result thus
making it a fine algorithm for combinatorial as well as continuous problems as is
evident from the experimental results and the comparisons with other algorithms
which has been tested against the set of benchmarks from the TSPLIB library.

Keywords Mean variance mapping optimization � Travelling salesman problem �
Combinatorial optimization

1 Introduction

Optimization techniques aim for a better solution, whether single objective or multi-
objective. In multi-objective problems, it generally involves a compromise between
two solutions of all the objective functions. It is quite unconventional that simple
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problems are difficult to solve as the combinations increase heavily with the size of
the concerned problem; as well as computationally broadening. The objective of
traveling salesman is to find out the shortest distance for a salesman, where he
intends to visit a set of cities exactly once, and then returning back to his desti-
nation. The search space can have (n − 1)!/2 possible sequences as per the n-city
symmetric TSP. Out of the possible sequences, it also contains an optimal solution.
The search gets easier for small value of n, but as the value of n increases, the
search gets arduous.

TSP is one of the most studied problems in combinatorial optimization. It has
got various applications such as computer wiring, scheduling hence solving TSP
has made an impact for practical importance as well as active research [1]. Even
complex problems can be solved with ease, and thus enabling real world optimi-
zation problems. Every algorithm has got its own convergence characteristics to
find out the optimal solution in the search space which decides the effectiveness and
reliability of the algorithm. To find out the shortest distance travelled between a
numbers of cities or the cost covered during the tour, many optimization techniques
have been applied in the past, such as the Bee colony Optimization (BCO) [2],
Cuckoo search Algorithm (CSA) [3], Firefly algorithm [4], Monkey Search
Algorithm [5], Ant Colony Optimization (ACO) [6] Discrete Cuckoo Search
Algorithm [7]. Many factors such as the ease of implementation and producing
improved solutions with increasing iterations decide the ability to solve combina-
torial problems. However, the success rate as well as compatibility of algorithms
differs for every problem.

Heuristic optimization algorithms have always found a knack in handling real-
world complex problems. Effort has been put on various variants, which includes
novel schemes for information exchange, population size management. But han-
dling large scale problems with a multiple local optima is still an issue which
requires the need of new techniques with computational efficiency and easy
adaptability. MVMO is an algorithm which uses a special mapping function for
mutation operation on the basis of the mean and variance of the best solutions
obtained and saved in the solution archive, works best in search dynamics. The
basic implementation of MVMO has been practiced for single particle approach
thus making it faster and reduced risk of premature convergence. However, prac-
ticing MVMO with multi particle strategy further helped in search capability which
has been thoroughly tested in the paper.

In this paper, a novel technique subjecting to the determination of minimum
distance/cost for the travelling salesman problem which uses MVMO algorithm
with modified crossover features which has been tested on a set of benchmarks from
the TSPLIB library.
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2 Improved MVMO Algorithm

Mean-Variance mapping optimization technique has been discovered in the recent
past [8], and has been used for many real world optimization problems. It starts with
a normal initialization of all its variables for a set of total number of particles (NP).
After initialization, the variables are normalized since the range of the search space
is restricted to [0, 1]. Following the normalization, mutation operation via mapping
operation making sure the offspring will never violate the search boundaries. Before
fitness evaluation, the variables are again de-normalized. Remaining steps can be
followed from the flowchart in Fig. 1.

Fig. 1 Hybrid MVMO overall procedure. K particle counter, i fitness evaluation number, NP total
number of particles, FE number of fitness evaluations, rand random number in [0, 1]
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2.1 Crossover

The parent child vector set is created by combining the inherited elements from
parent vector and similar dimensional set (via selection) that undergo mutation
through mapping based on mean and variances calculated from the solution archive.
The two crossover techniques can be used alternatively to produce fitter offsprings
everytime the objective function is tested. The decision is based on these sets of
continuously varying quantities: (i) tauscc, taucc; (ii) sccrand, ccrand. Another com-
ponent of the path, which can be updated as per the formula:

taux ¼ taux þ Q� fxðxÞ ð1Þ

where fx represents the fitness of the offspring.

2.1.1 Sequential Constructive Crossover (SCC)

This crossover technique was adopted to provide increased rate of convergence. It
considers better edges between the parents as the judging measure than the shortest
distance between two cities to form the offsprings [9].

2.1.2 Cyclic Crossover (CC)

This crossover operator works under the constraint that the created offsprings works
for each city name coming from the parent [10]. Hence, one of the fitter probable
path is to be updated into taucc carrying out the circular crossover operation.

2.2 Mutation

The value of each selected dimension of child vector is determined by

xt ¼ hx þ 1� hl þ hoð Þ � x�r � ho ð2Þ

where x�r is a randomly generated number with uniform distribution between [0, 1],
where the values of h represent the mapping transformation.

h xmean; s1; s2; xð Þ ¼ xmean 1� e�x�s1ð Þ þ ð1� xmeanÞe�ð1�xÞs2 ð3Þ

where hx, hl and h0 are the mapping function outputs accountable for
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hx ¼ h x ¼ x�r
� �

; ho ¼ h x ¼ 0ð Þ; hl ¼ h x ¼ 1ð Þ ð4Þ

Hence, xr is always within [0, 1]. sr is the shape factor with vr as variance, fs as
the shaping factor.

sr ¼ � ln vrð Þ � fs ð5Þ

3 Experimental Results

The improved MVMO was tested on several benchmark functions from the
electronic library TSPLIB. All the instances in the library has been previously
optimized by other algorithms and hence has been used for reliable comparison for
solving TSP in this paper. The programs were performed on a Dell XPS L502X
personal computer equipped with Intel® Core™ i5-2430 M, 2.40 GHz and 4 GB
RAM, under Windows 7 Home Premium, 64 bit OS. The implementation of all
programs was done in MATLAB® Version 2009b.

3.1 Random Search

To test the reliability of the proposed method, two methods have been adopted—
one for random matrix and another for benchmark functions of TSPLIB library. So
a random matrix consisting of n number of cities in the TSP program has been used
to show the comparison between the convergence characteristics of the improved
MVMO and MVMO for a fixed number of iteration. For random search, large data
set has not been taken into consideration.

3.2 TSPLIB Library Functions

The benchmark functions were tested against various algorithms and the results
shown in Tables 1 and 2. The values shown in the table are a result of 50 inde-
pendent runs of each algorithm, many performance metrics has been added to show
the deviation from the optimal values taken from TSPLIB library.

Percentage Deviation ð%Þ ¼ Concerned length � Optimal length
Optimal length

� 100
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In Fig. 2, the benchmark function “eil101” has been used to show the conver-
gence characteristic of the comparison between both the algorithms—Improved
MVMO and MVMO.

To test the efficiency of the algorithm, large data sets has also been tested and the
results has been put up in Table 2. The improvement of the performance of
improved MVMO over MVMO is due to the two crossover strategies put up for the
TSP problem as well as tuned parameters. The significant reason improved MVMO
accounts for its better convergent behavior over other metaheuristic algorithms is
that it incorporates local search, and the proposed crossover scheme to explore the
search diversity. A clear analysis of comparison of PDAve (%) for different
benchmark functions used in Table 1 has been shown in Fig. 3.

After testing the results of some selected benchmark functions in TSPLIB
library, the results of some other algorithms such as Ant Colony System (ACS)
[11], S-CLPSO [12] (Set Based Particle Swarm Optimization) and GSA-ACS-
PSOT [13] has been compared with improved MVMO for different instances.
Table 2 summarizes the results obtained over 50 runs of all the algorithms men-
tioned above.

Hence, all the results speak for a good balance between exploration and
exploitation in MVMO; thus making it an efficient algorithm. It is evident from
Table 2 that the error percentages are lowest for improved MVMO. Also, the
average values of each function are more optimized than the rest of the algorithms.

Table 1 Computational results of Improved MVMO for 20 TSP benchmark functions

Instance Optimal
solution

Best Average Worse PDBest
(%)

PDAve
(%)

kroE100 22,068 22,068 22,094.52 22,134 0.0 0.01

pr107 44,303 44,303 44,310.48 44,362 0.0 0.02

bier127 118,282 118,282 118,327.36 118,592 0.0 0.03

pr136 96,772 96,781 97,003.46 97,147 0.0 0.02

kroA150 26,524 26,524 26,547.05 27,125 0.0 0.08

kroA200 29,368 29,377 29,479.2 29,876 0.0 0.02

kroB200 29,437 29,437 29,477.24 30,042 0.0 0.02

ts225 126,643 126,643 126,658.36 126,848 0.0 0.01

a280 2,579 2,579 2,590.72 2,614 0.0 0.04

lin318 42,029 42,176 42,348.94 42,679 0.03 0.76

pr1002 259,045 264,249 272,484.38 290,087 0.02 0.05
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4 Conclusion

In this paper, the improved MVMO has been used for a combinatorial problem, the
travelling salesman problem by introducing a new crossover strategy and the high
convergence rate of the algorithm. It has been compared with MVMO; compared
with other hybrid algorithms. The results of comparison have proved that the
improved MVMO has outperformed every other algorithms used for TSP for some
benchmark functions. This can be explained by the local search minima; efficient
use of scaling factor in mapping function on basis of mean and variance for n
particles while mutating as well as the crossover scheme used to produce fitter
offsprings everytime. The general MVMO has also been applied to the particular
problem statement but the results pointing out that the crossover strategy used in
MVMO giving away too much deviation from the optimized value compared to the
proposed optimization technique. The goal of the algorithm is to design efficient
and composed ideas in the large area of emerging metaheuristic algorithms. Also,
the change in the value of the control parameters doesn’t alter the fitness of the
functions used, which is another typical feature of MVMO.

0

2

4

eil51 st70 pr76 eil101 ch130 kroA150 lim318

Imp-MVMO MVMO

Fig. 3 PDAve (%) for 50 runs for 7 TSP functions

Fig. 2 Comparison of convergence characteristics of improved MVMO and MVMO-eil101
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Partial Segmentation and Matching
Technique for Iris Recognition

Maroti Deshmukh and Munaga V.N.K. Prasad

Abstract One of the main issues in iris segmentation is that the upper and lower
region of the iris is occluded by the eyelashes and eyelids. In this paper, an effort
has been made to solve the above problem. The pupil boundary is detected using
adaptive thresholding and circular hough transform (CHT). The iris boundary is
detected by drawing arcs of different radius from the pupil center and finding
maximum change in intensity. The annular region between the iris inner and outer
boundary is partially segmented. The segmented iris is transformed into adaptive
rectangular size strip. Features are extracted using scale-invariant feature transform
(SIFT). The experimental results show that the proposed technique has achieved
high accuracy and low error rate.

Keywords Iris � SIFT � EER

1 Introduction

An iris based biometric system is used to authenticate an individual with the help of
iris textural patterns. A typical iris recognition system includes image acquisition,
preprocessing, feature extraction and matching [1, 2]. Preprocessing consists of
segmentation, normalization and enhancement. Among these fundamental modules,
the iris segmentation module plays rather a critical role in the overall system
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performance because it isolates the valid part of an iris in the input eye image [3].
The iris has a very complex structure and contains many distinctive features such as
ridges, rings, zigzag, collarette, crypts, furrows, corona, arching ligaments, freckles,
etc. [4, 5]. Iris recognition systems have been deployed in several critical appli-
cations, such as fast border checking and recently in the UIDAI program in India.
Traditional security systems rely on knowledge (e.g., passwords and the personal
identification numbers) and tokens (e.g., keys and identity cards) which could be
shared, lost, and/or hacked [6].

The rest of the paper is organized as follows. Section 2 introduces related work.
Section 3 describes proposed method. Section 4 describes the experimental result
and analysis. Finally, Sect. 5 concludes the paper.

2 Literature Survey

Nguyen et al. [7] proposed robust iris segmentation. For iris inner boundary detection
a median filter is used to smooth the image as well as eliminate unexpected noise. The
threshold is used for converting black and white image. A morphological scheme is
applied to eliminate unwanted regions. To detect the iris outer boundary, an
expanding active contour scheme is utilized. A Sobel vertical edge detector is used
for the left and right side for iris edge enhancement. Ross et al. [8] proposed iris
segmentation using Geodesic Active Contours. The iris segmentation scheme
employing geodesic active contours to find out the iris from the surrounding struc-
tures. The active contours can assume any shape. Active contours segments multiple
objects simultaneously and reduce some of the concerns associated with traditional
iris segmentation models. Active contour scheme elicits the iris texture pattern in an
iterative fashion and is guided by both local and global properties of the iris image.
Li et al. [9] proposed to use Figueiredo and Jain’s Gaussian Mixture Models
(FJ-GMMs) to model the underlying probabilistic distributions of both valid and
invalid regions on iris images. For detecting possible features it found that Gabor
Filter Bank (GFB) provides the most unique information. Simulated Annealing (SA)
technique to optimize the parameters of GFB in order to obtain the best recognition
performance. Daugman [10] adopted 2D Gabor filters to demodulate the iris phase
information and extract features. Boles and Boashash [11] presented the zero
crossing of a one-dimensional wavelet transform to represent distinct levels of a
concentric circle in an iris image, and two dissimilarity functions were used for
matching the iris features obtained. Wildes et al. [12] used Laplacian pyramids to
analyze the iris texture and combine the features from four different resolutions. A
normalized correlation was then calculated to decide whether the input image and an
enrolled image belonged to the same class.

Zhu [13] proposed an efficient algorithm of iris feature extraction based on
Scale-invariant feature transform (SIFT). The direct application of the scale
invariant feature transform (SIFT) method would not work well for iris recognition
because it does not take advantage of the characteristics of iris patterns.
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Belcher [14] proposed the region-based SIFT approach to iris recognition. This
method does not require polar transformation, affine transformation or highly
accurate segmentation to perform iris recognition and this new method is scale
invariant. Alonso-Fernandez [15] used the Scale Invariant Feature Transform
(SIFT) for recognition using iris images. To extract characteristic SIFT feature
points in scale space and perform matching based on the texture information around
the feature points using the SIFT operator.

3 Proposed Method

The proposed technique involves the following basic modules: pupil boundary
detection, iris boundary detection, partial iris segmentation, normalization and
matching. During the preprocessing phase, the input iris image is used tofind the pupil
and iris boundary.Most of the iris part is not visible because of upper and lower eyelids
and eyelashes. Lower eyelashes are less in comparison to upper eyelashes so, we have
takenmore iris area in the lower side of iris image and less iris area in the upper side of
iris image. The recognition area of the proposed technique is shown in Fig. 1.

3.1 Pupil Boundary Detection

An appropriate threshold helps to determine the region of interest of the pupil. A
static value of the threshold may fail for different images taken under varying
illumination conditions. The highest intensity value contributing to the pupil neither
exceeds 0.5 times the highest grayscale value nor drops below the 0.1 times the
highest grayscale value [16]. The input iris image is shown in Fig. 2a. Adaptive
threshold and hole filling operation is used to detect pupil region as shown in
Fig. 2b. Circular Hough transform uses radius range to detect the pupil radius and
center of the pupil. The pupil boundary is detected using adaptive threshold and
Circular Hough Transform (CHT) as shown in Fig. 2c.

Fig. 1 Recognition area of
proposed iris recognition
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3.2 Iris Boundary Detection

A median filter is used to remove noise from input iris image so that we can clearly
identify the iris border. The enhanced iris image after applying median filter is
shown in Fig. 3a. To find out the iris boundary we draw arcs in left and right region
of the iris image of different radii from the pupil center as shown in Fig. 3b. The
intensities lying over the arcs of the line are summed up. Among the summed arc
lines, the arcs having a maximum change in intensity with respect to the previously
drawn arc is the iris boundary as shown in Fig. 3c.

3.3 Partial Iris Segmentation

A typical iris biometric system performs better for the ideal image, which is
acquired under controlled conditions. However, its performance degrades when
upper and lower part of the iris is occluded by the eyelashes and eyelids. In order to
solve this problem only left and a right region of the iris is segmented. The pupil
and iris boundary is shown in Fig. 4a. The partial segmented iris is shown in
Fig. 4b.

Fig. 2 Pupil boundary detection. a Iris image. b Adaptive thresholding. c Pupil boundary

Fig. 3 Iris boundary detection. a Enhanced iris image. b Concentric arcs. c Iris boundary
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3.4 Iris Normalization

Normalization is the process of converting the annular shaped iris region into
rectangular shape, so that the transformation from cartesian coordinates to polar
coordinate takes place [17]. Daugman [18] proposed the rubber sheet model assigns
to each point in the iris, indifferently of size and pupil dilation, a pair of dimen-
sionless real coordinates. To overcome aliasing artifacts, the proposed scale based
approach normalizes the iris image by converting it from cartesian space to
non-uniform polar space as shown in Fig. 4c.

3.5 Matching

Lowe [19] first proposed SIFT to get distinctive features in images. Using SIFT,
key points are detected and each key point is described with a 128 bit feature vector.
Based on key points extracted from each image, the same key points are selected as
matching pairs and the number of matching pairs is used to measure the similarity
of these two iris images. The best candidate match for each key point is found by
identifying its nearest neighbor. The nearest neighbor is defined as the key point
with minimum euclidean distance for the invariant descriptor vector. The suitable
threshold is selected after testing the matching results of the whole iris database.
Two iris images will be classified in the same class if the number of matching pairs
is bigger than the threshold, otherwise these two iris images will be classified into
different classes. Matching score is given by Eq. 1.

Matching Score ¼ M
D1þD2

2

� � ð1Þ

where M is the number of matched points, D1 is the number of detecting key points
in the first image and D2 is the number of detecting key points in the second image.

Fig. 4 Partial segmentation and normalization. a Pupil and iris boundary. b Partial segmented iris.
c Normalized iris
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4 Experimental Result

To measure the performance of the iris recognition system, experimental results are
obtained on the CASIA-v1 database [20]. Iris images of CASIA-v1 were captured
with a homemade iris camera. CASIA-v1 contains total 756 iris images from 108
eyes. Seven images are captured in two sessions for each eye, where three samples
are collected in the first session and four in the second session. All images are
stored as BMP format. Each iris image with a resolution 320 × 280.

To evaluate the performance of the iris biometric system the following measures
are used.

False Acceptance Rate (FAR): FAR is the percentage of invalid inputs which
are incorrectly accepted

False Rejection Rate (FRR): FRR is the percentage of valid inputs which are
incorrectly rejected

Equal Error Rate (EER): EER is the point where FAR and FRR are equal.

EER ¼ FARþ FRR
2

Total Error Rate (TER): The Total Error Rate (TER) consists of the sum of the
False Accept Rate (FAR) and the False Reject Rate (FRR).

TER ¼ FARþ FRR

Genuine Acceptance Rate (GAR): GAR is the fraction of genuine scores
exceeding the threshold T. It is defined as

GAR ¼ 1� FRR

Receiver Operating Characteristic (ROC): ROC curve depicts the dependence
of FAR with GAR for change in the value of threshold.

Figure 5a shows the FAR and FRR curves, from which it can be seen that when
the threshold value of the proposed technique with normalization is 0.1196 then the
EER is 2.21. Figure 5b shows the FAR and FRR curves, from which it can be seen
that when the threshold value of the proposed technique without normalization is
0.1457 then the EER is 7.03. The ROC curve for the CASIA-v1 database with
normalization is shown in Fig. 6a and without normalization is shown in Fig. 6b. It
depicts the dependence of FAR with GAR for change in the value of threshold.
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Table 1 shows the accuracy of the proposed technique is better than [15, 17].
Table 2 shows that the EER obtained with the proposed technique is less than that
obtained in [8, 15, 16]. Tables 3 and 4 shows GAR, FAR, FRR, EER and TER for
the proposed method with and without normalization respectively.

Fig. 5 FAR and FRR graph
of proposed method. a FRR
versus FAR graph with
normalization of proposed
method. b FRR versus FAR
graph without normalization
of proposed method
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Fig. 6 ROC curve of
proposed method. a ROC
curve with normalization of
proposed. b ROC curve
without normalization of
proposed method

Table 1 Comparison of
accuracy for iris recognition Method Accuracy (%)

Thumwarin et al. [21] 94.89

Hemal Patel et al. [22] 94.86

Proposed method without normalization 91.56
Proposed method with normalization 97.12

Table 2 Comparison of EER
for iris recognition Method EER (%)

Boles et al. [11] 24.68

Patel et al. [22] 5.14

Yang et al. [23] 3.01

Proposed method without normalization 7.03
Proposed method with normalization 2.21
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5 Conclusion

We have proposed partial iris segmentation and matching technique for iris rec-
ognition. The upper and lower region of the iris are not visible because of the
eyelashes and eyelids, so for iris segmentation only left and right region of the iris is
considered. A CASIA-v1 iris image database has been used to evaluate the per-
formance of our proposed technique. The proposed iris recognition system performs
with higher accuracy and a lower equal error rate.

References

1. Ma, L., Tan, T., Wang, Y., Zhang, D.: Personal identification based on iris texture analysis.
Pattern Anal. Mach. Intell. 25, 1519–1533 (2003)

2. Huang, J., You, X., Tang, Y.Y., Du, L., Yuan, Y.: A novel iris segmentation using radial-
suppression edge detection. Sig. Process. 89, 2630–2643 (2009)

3. Aligholizadeh, M.J., Javadi, S., Sabbaghi-Nadooshan, R., Kangarloo, K.: Eyelid and eyelash
segmentation based on wavelet transform for iris recognition. Image Sig. Process 3,
1231–1235 (2011)

4. Chen, W.-K., Lee, J.-C., Han, W.-Y., Shih, C.-K., Chang, K.-C.: Iris recognition based on
bidimensional empirical mode decomposition and fractal dimension. Inf. Sci. 439–451 (2013)

5. Sahmoud, S.A., Abuhaiba, I.S.: Efficient iris segmentation method in unconstrained
environments. Pattern Recogn. 46, 3174–3185 (2013)

Table 3 Optimal threshold of GAR, FAR, FRR, EER and TER for iris recognition with
normalization

Threshold GAR (%) FAR (%) FRR (%) EER (%) TER (%)

0.0880 99.49 19.49 0.51 10.00 20.00

0.0985 98.97 9.34 1.03 5.18 10.37

0.1196 97.12 1.54 2.88 2.21 4.42
0.1301 95.88 0.55 4.12 2.33 4.67

0.1406 94.34 0.17 5.66 2.91 5.83

Table 4 Optimal threshold of GAR, FAR, FRR, EER and TER for iris recognition without
normalization

Threshold GAR (%) FAR (%) FRR (%) EER (%) TER (%)

0.0364 99.59 69.22 00.41 34.81 69.63

0.0729 98.35 34.27 01.65 17.96 35.92

0.1093 96.09 14.44 03.91 09.17 18.35

0.1457 91.56 05.63 08.44 07.03 14.07
0.1822 83.74 02.03 16.26 09.14 18.29

Partial Segmentation and Matching Technique for Iris Recognition 85



6. Jan, F., Usman, I., Agha, S.: Reliable iris localization using Hough transform, histogram-
bisection, and eccentricity. Sig. Process. 93, 230–241 (2013)

7. Nguyen, K., Fookes, C., Sridharan, S.: Fusing shrinking and expanding active contour models
for robust iris segmentation. In: Information Sciences Signal Processing and their Applications
(ISSPA), pp. 185–188 (2010)

8. Shah, S., Ross, A.: Iris segmentation using geodesic active contours. Inf. Forensics Secur.
IEEE Trans. 4, 824–836 (2009)

9. Li, Y.-H., Savvides, M.: An automatic iris occlusion estimation method based on high-
dimensional density estimation. Pattern Anal. Mach. Intell. IEEE Trans. 35, 784–796 (2013)

10. Daugman, J.G.: High confidence visual recognition of persons by a test of statistical
independence. Pattern Anal. Mach. Intell. 15, 1148–1161 (1993)

11. Boles, W.W., Boashash, B.: A human identification technique using images of the iris and
wavelet transform. Sig. Process. 46, 1185–1188 (1998)

12. Wildes, R.P., Asmuth, J.C., Green, G.L., Hsu, S.C., Kolczynski, R.J., Matey, J.R., McBride,
S.E.: A machine-vision system for iris recognition. Mach. Vis. Appl. 9, 1–8 (1996)

13. Zhu, R., Yang, J., Wu, R.: Iris recognition based on local feature point matching. In:
International Symposium on Communications and Information Technologies (ISCIT),
pp. 451–454 (2006)

14. Belcher, C., Du, Y.: Region-based SIFT approach to iris recognition. Opt. Lasers Eng. 47,
139–147 (2009)

15. Alonso-Fernandez, F., Tome-Gonzalez, P., Ruiz-Albacete, V., Ortega-Garcia, J.: Iris
recognition based on SIFT features. In: Biometrics, Identity and Security (BIdS), pp. 1–8
(2009)

16. Mehrotra, H., Sa, P.K., Majhi, B.: Fast segmentation and adaptive SURF descriptor for iris
recognition. Math. Comput. Model. 58, 132–146 (2013)

17. Ramkumar, R.P., Arumugam, S.: A novel iris recognition algorithm. In: International
Conference on Computing, Communication and Networking Technologies (ICCCNT),
pp. 1–6 (2012)

18. Daugman, J.: How iris recognition works. Circ. Syst. Video Technol. 14, 21–30 (2004)
19. Lowe, D.G.: Distinctive image features from scale-invariant keypoints. Int. J. Comput. Vis.

60, 91–110 (2004)
20. CASIA-v1 Iris Image Database: http://www.idealtest.org
21. Thumwarin, P., Chitanont, N., Matsuura, T.: Iris recognition based on dynamic radius

matching of iris image. In: Electrical Engineering/Electronics, Computer, Telecommunications
and Information Technology (ECTI-CON), pp. 1–4 (2012)

22. Patel, H., Modi, C.K., Paunwala, M.C., Patnaik, S.: Human identification by partial iris
segmentation using pupil circle growing based on binary integrated edge intensity curve. In:
Communication Systems and Network Technologies (CSNT), pp. 333–338 (2011)

23. Yang, G., Pang, S., Yin, Y., Li, Y., Li, X.: SIFT based iris recognition with normalization and
enhancement. Int. J. Mach. Learn. Cybernet. 4, 401–407 (2013)

86 M. Deshmukh and M.V.N.K. Prasad

http://www.idealtest.org


Medical Data Mining for Discovering
Periodically Frequent Diseases
from Transactional Databases

Mohammed Abdul Khaleel, G.N. Dash, K.S. Choudhury
and Mohiuddin Ali Khan

Abstract Medical data mining has witnessed significant progress in the recent
past. It unearths the latent relationships among clinical attributes for finding
interesting facts which helps experts in health care in decision making. Recently,
frequent patterns in transactional medical databases that occur periodically are
exploited to know the temporal aspects of various diseases. In this paper we
modified K-means algorithm to extract yearly and monthly periodic frequent pat-
terns from medical datasets. The datasets contain electronic health records of 2012
and 2013. Periodical frequent patterns between these years and monthly patterns
were extracted using the proposed methodology. To achieve this we used the notion
of making temporal view that is instrumental in adapting K-means for this purpose.
We built a prototype to test the algorithm and the empirical results reveal that the
proposed methodology for knowledge discovery related periodic frequent diseases
is useful. The application can be reused to have lasting implications on health care
industry for improving quality of services with strategic and expert decision
making.

Keywords Data mining � Medical data mining � Periodic frequent diseases �
K-means
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1 Introduction

Periodic frequent patterns were first introduced by Tanbeer et al. as explored in [1].
A Frequent pattern when occurs on at regular intervals can be called as periodic
frequent pattern. Periodic frequent pattern will be useful for decision making when
it satisfied the support and confidence provided by domain expert. Domain expert is
the human expert who has specific knowledge in the given domain with respect to
the usage of periodic frequent patterns. Generally support and confidence can be
used to filter out unwanted patterns. Support and confidence can be computed as
follows.

Support ¼ number of records of Awith B=total number of records

Confidence ¼ number of records of Awith B=the total number of recordswithA

Pattern Growth approach is used in [2] for periodic frequent pattern mining on
transactional databases. This approach proved to be effective. Fizzy mining algo-
rithm is used in [3] for medical data mining using time-series datasets. In [4]
association rule mining is sued for discovering adverse drug reactions. The similar
line of study was made in [5] where drug event monitoring helped pharmaceutical
industry to optimize their services.

In [6–8] Apriority algorithm is used for medical data mining. Especially it is
used for discovering frequent disease patterns in medical data. In [9, 10] experi-
ments are made on mining streaming medical data. The researchers here focused on
different methods that could withstand the nature of data which is streaming con-
tinuously from sources. In [11] semantics based approach is followed for discov-
ering cases pertaining to smoking as it is hazardous to health. This has helped to
counsel patients based on the patterns identified. FP-Growth algorithm was used in
[12] for discovering periodically frequent patterns from medical datasets. This
research helped in making strategic decisions on the administration part and let the
decisions taken by the leadership to be implemented by management. As leadership
is more about having wisdom to make well informed decisions, the medical data
mining is able to help the leaders in order to make expert decisions. These decisions
lead to improving quality of service in health care domain.

In this paper the contribution is to explore possibilities of finding periodic fre-
quent diseases between datasets pertaining to the years 2012 and 2013. We also
focused on finding monthly periodic frequent diseases. Towards achieving it, we
employed a K-means variant that could discover periodic frequent diseases from
electronic health records. The algorithm also makes use of given support and
confidence in order to increase accuracy of decision making. The research has
implications on healthcare domain as it can improve the quality of service in the
domain when strategies are identified and executed based on the results of the
experiments in this paper. The rest of the paper is structured as follows. Section 2
presents review of literature on medical data mining especially discovering periodic
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frequent patterns in medical data mining. Section 3 presents proposed methodology
that discovers periodic frequent patterns. Section 4 provides experimental results
while Sect. 5 concludes the paper.

2 Related Works

Medical data mining has witnessed considerable research in the field of frequent
pattern mining. This section focuses on the review of literature on periodically
frequent diseases. Surana et al. [2] explored an efficient approach with empirical
study on mining periodic frequent patterns from transactional databases. They could
mine patterns based on user-interest. They also focused on “rare item problem” that
arise from the results of periodic frequent pattern mining. They made experiments
on such mining with single constraint and multiple constraints. With single con-
straint their approach does not comply with downward closure property while with
multiple constraints it could comply with downward closure property. They used
Pattern—Growth algorithm for mining periodic frequent patterns. Altiparmak et al.
[13] performed data mining on medical database using clinical trials datasets. The
data contained in the datasets is of type high-dimensional, heterogeneous time-
series data. The experimental results revealed hidden groups of data that needs to be
subjected to biomedical analysis. In 2006 Chen et al. [3] used time—series data
pertaining to bioinformatics and medical treatment. They proposed a fuzzy mining
algorithm that is domain specific. Their approach first converts data into angles and
then converted them into continuous subsequences using sliding window before
generating frequent patterns finally using Apriori like fuzzy mining algorithm. They
also employed post processing for getting rid of redundant patterns.

Evidence based research is quite common in health care domain. Towards this,
Cameron et al. [11] in 2012 focused on connecting dots in huge amount of medical
data in order to discover new insights that will have impact on patient care,
treatment and diagnosis. They used unstructured clinical notes as dataset and
explored Smoker Semantic Types (SST) for evidence-based scientific approaches in
medical data mining. Thus their research has helped to diagnose smoking cases and
take steps to counsel the patients as smoking leads to cancer besides plethora of
cardiovascular disorders. Noma and Ghani [12] in 2012 proposed a knowledge
discovery model for medical data mining using FP-Growth algorithm. The exper-
iments made by them on medical data could discover the symptoms of giddiness,
vertigo, and tinnitus for accurate diagnosis of diseases. Bone conduction test results
and tone audiometry related datasets were used for experiments. Knowledge uti-
lization and knowledge evaluation are two important features of their framework.
Ilayaraja and Meyyappan [7] in 2013 employed Apriori algorithm to medical data
in order to mine frequent diseases. This could help in better decision making with
respect to planning and execution of strategies to combat diseases. Thus the quality
of service in healthcare domain gets improved.
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Previous papers also focused on medical data mining. In [14] made a survey of
data mining techniques used in medical data mining for discovering locally frequent
diseases. Later in [6] we employed modified Apriori algorithm to mine locally
frequent diseases. The study on discovering temporally frequent diseases from
medical database is in [15]. In [16] we used modified Karmalego algorithm in order
to mine temporally frequent diseases from health care data. In [17] we studied the
techniques used for discovering periodically frequent patterns in medical databases.
For all these experiments we used datasets obtained from a Reputed Private
Hospital. In this paper the focus is on mining periodically frequent patterns using
modified K-means algorithm.

3 Methodology for Mining Periodic Frequent Diseases

We studied several techniques in literature. We were realized the simplicity of
K-means for discovering trends or patterns in medical data. Basically K-means is
one of the top 10 data mining algorithm that has been around for more than a
decade used for clustering. In this paper we adapted a modified version of K-means
that could help in discovering periodically frequent diseases. K-means is an evo-
lutionary algorithm that makes given objects into k groups after analyzing them.
The general mechanism of K-means is as shown in Fig. 1.

As can be seen in Fig. 1, the K-means algorithm needs dataset and number
clusters as input and have an iterative process of determining centroid, finding

Fig. 1 Illustrates flow of K-means algorithm
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distance of objects from centroid and grouping based on the distance. It converges
into given number of clusters. We used this algorithm with required modifications
in order to discover periodically frequent diseases from medical data sets.

3.1 Proposed Methodology

The aim of the paper is to build an algorithm or technique that produces periodically
frequent diseases both at year and month levels. Towards it we implemented the
methodology described here. First of all we collected medical data pertaining to
years 2012 and 2013 from Reputed Private Hospital. The dataset has around 65,000
records in each year. The medical datasets were collected in the form of spread-
sheets. The diseases considered are Pain and Swelling upper left tooth, Rec. Ton-
sillitis, snoring, mouth breathing, Decayed teeth upper right, Fever, Cough, Sore
throat, Body ache, Painful lesion on toes, Rect. headache, More in occipital region,
Fever, Cough, Rhino, heart-ear ache, Ref. Feeding, Trauma to right fore arm due to
falling, With Cough/Fever, 52 Y/o Male PT. RT Knee pain weeks ago, Decayed
tooth Upper right and upper left, RB Elbow pain after carrying heavy object,
Runny/Nose/Snoring, Earache and Discharged F/Up, Odynophagia, and Unpro-
ductive cough. Then we have done some preprocessing in order to associate
numeric values with discrete data. Then we employed the modified K-means
algorithm that made clusters. From analyzing these clusters, periodic frequent
diseases were discovered. Following is the modified K-means algorithm. As can be
seen in algorithm, it is evident that the preprocessing is required in order to work
with numeric values for clustering. The process of associating numeric values with
discrete data is done in the preprocessing step. Then the discovery of periodically
frequent patterns is done in two phases. In the first phase modified K-means is
applied to obtain yearly periodic frequent patterns while the second phase focuses
on extracting monthly periodic frequent patterns. In either case the basic steps of
K-means algorithm are followed. However, the algorithm makes use of the tem-
poral view of the database which provides time related details to K-means for
making decisions on clustering pertaining

Algorithm: Modified K-Means
Inputs: Medical dataset db, number of clusters k
Output: Periodically frequent patterns Py and Pm
Preprocess:
Associate numeric value with discrete data db’
Process
Obtain temporal views Ty and Tm of the db’
Step1: Mining yearly periodic frequent diseases
(a) Define initial cluster means based on Ty of db’ and k
(b) Use Euclidian distance measure to cluster means to
associate other objects to form clusters
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(c) Adjust centroid of each cluster
(d) Repeat step (b) and (c) until yearly periodic frequent
patterns are produced
(e)Return Py
Step2: Mining monthly periodic frequent diseases
(a) Define initial cluster means based on Tm of db’ and k
(b) Use Euclidian distance measure to cluster means to
associate other objects to form clusters
(c) Adjust centroid of each cluster
(d) Repeat steps (b) and (c) until monthly periodic frequent
patterns are produced
(e) Return Pm

4 Experimental Results

Empirical study has been made on medical data set obtained from Reputed Private
Hospital. Around 65,000 records are present in each of 2012 dataset and 2013
dataset with attributes pertaining to health. We built a prototype application for
medical data mining which demonstrates mining of periodically frequent diseases.
The environment used for the application development is Java programming lan-
guage, a PC with 4 GB RAM, Core 2 Dual process running Windows 7 operating
system. Experiments are made to know periodic frequent diseases of years 2012
and 2013 followed by monthly frequent periodic patterns pertaining to diseases.
Table 1 shows the periodical frequency of diseases compared between the years
2012 and 2013. Minimum support used to obtain the results is 0.3. However, a
subset of dataset is used for experiments. As per the 0.3 support the periodically
frequent diseases are computed using temporal view of the clusters made.

As can be seen in Table 1, it is evident that various hidden patterns of periodic
frequent patterns are discovered by an algorithm. The diseases that appear in the
results table include Pain and Swelling upper left tooth; Rec. Tonsillitis, snoring,
mouth breathing; decayed teeth upper right; Fever, Cough, Sore throat, Body ache;
Painful lesion on toes; Rect. headache, More in occipital region; Fever, Cough,
Rhino heart-ear ache, Ref. Feeding; Trauma to right fore arm due to falling; With
Cough/Fever; 52 Y/o Male PT. RT Knee pain weeks ago; Decayed tooth Upper right
and upper left; RB Elbow pain after carrying heavy object; Runny/Nose/Snoring;
Earache and Discharged F/Up; Odynophagia, Unproductive cough. The results
reveal many latent facts. For instance there is frequency change among all diseases
between 2012 and 2013. The disease “Rect. headache, More in occipital region” has
almost equal frequency between the 2 years. It also happens to be highest frequency
while the least frequency is with “Trauma to right fore arm due to falling” in year
2012 and 2013. For this disease the frequency also happens to be same.
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The ailment “Painful lesion on toes” has highest frequency in 2013 while “Rect.
headache, more in occipital region” has highest frequency in 2012. As can be seen
in Table 2, some interesting periodically frequent patterns are revealed in the
results. The frequency here is computed based on the total number of diseases
occurred in given year. For instance April has least number of diseases in 2012
while the same occurs in January in 2013. The highest number of diseases is record
in November in 2012 while the same occurs in February and December in 2013.
From this it is understood that the periodical frequent patterns change from time to
time. The experimental results are graphically presented in Fig. 2. They reflect

Table 1 Periodic frequency of diseases between 2012 and 2013

Disease Frequency in 2012 Frequency in 2013

Pain and swelling upper left tooth 5 6

Rec. tonsillitis, snoring, mouth breathing 4 7

Decayed teeth upper right 9 6

Fever, cough, sore throat, body ache 6 8

Painful lesion on toes 5 12

Rect. headache, more in occipital region 11 10

Fever, cough, rhino heart-ear ache, Ref. Feeding 4 6

Trauma to right fore arm due to falling 3 3

With cough/fever 5 6

52 Y/o Male PT. RT knee pain weeks ago 8 5

Decayed tooth upper right and upper left 6 7

RB Elbow pain after carrying heavy object 4 9

Runny/nose/snoring 9 3

Earache and discharged F/Up 8 5

Odynophagia, unproductive cough 5 8

Table 2 Monthly frequent
periodic diseases Month No. of diseases

in 2012
No. of diseases
in 2013

January 12 03

February 09 09

March 06 06

April 02 09

May 08 08

June 15 06

July 08 08

August 16 16

September 14 05

October 09 09

November 19 10

December 13 09
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various hidden periodically frequent patterns between 2012 and 2013 besides
revealing monthly frequent periodic patterns of diseases.

As can be seen in Fig. 2, the results revealed that periodically frequent patterns
have different frequencies in 2012 and 2013. As discussed earlier, the results reveal
different trends in 2 years besides showing monthly periodic frequent patterns as
well as reflected in Fig. 2.

As shown in Table 2 the number of diseases occurred in April 2012 is very less
compared to any other month in that year. Highest number of diseases occurred in
November 2012. August, June, September, December and January show next
highest number of diseases occurred in decreasing order. May and July shows equal
number of diseases occurred. Table 2 shows monthly periodic frequent diseases in
2013.

As shown in Table 2 the number of diseases occurred in January 2013 is very
less compared to any other month in that year. Highest number of diseases occurred
in August 2013. November has second highest number of diseases. Interestingly
same number of diseases frequency is found in the months February, April, October

Fig. 2 Periodically frequent diseases between 2012 and 2013
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and December. In the same fashion similar frequency of monthly periodic pattern is
found in the months May and July. The second least number of diseases is found in
September 2013.

5 Conclusion

In this paper we studied the methods used for mining periodically frequent patterns
that can help in making strategic decisions in healthcare domain to improve quality
of services. We have built the notion of temporal view both yearly and monthly.
Then we modified K-means algorithm that makes use of these temporal views in
order to generate yearly and monthly periodic frequent patterns. We built a pro-
totype application to demonstrate the efficiency of the proposed algorithm. The
empirical results reveal that the extracted periodic frequent patterns pertaining to
diseases can help in making well informed decisions pertaining to strategic plan-
ning and execution on administration part of the health care domain. Thus the
research has its impact on making expert decisions that will improve quality of
services in healthcare industry. In future we work on the medical data mining using
different programming paradigm such as Map Reduce which leverages parallel
programming and cloud computing. Towards it the existing medical data mining
techniques are to be altered to harness the power of modern computing facilities.
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Bandwidth Enhancement by Direct
Coupled Antenna for WLAN/GPS/WiMax
Applications and Feed Point Analysis
Through ANN

Sakshi Lumba, Vinod Kumar Singh and Rajat Srivastava

Abstract This paper presents a direct coupled slotted microstrip antenna with
enhanced antenna gain and wider bandwidth. A typical design has been imple-
mented and the results are presented and discussed. The different antenna geome-
tries are simulated through IE3D Zeland simulation software for the comparative
analysis of bandwidth. The proposed antenna has dual frequency band having dual
bandwidth 3.38 % (1.392–1.44 GHz) and 69.5 % (1.733–3.58 GHz) which is
suitable for WLAN/GPS/WiMax applications.

Keywords Direct coupling � Enhance bandwidth � Compact microstrip patch �
Ground plane � Gain

1 Introduction

Microstrip patch antennas have drawn the attention of researchers due to its light
weight, low profile, low cost and ease of integration with microwave circuit. But the
major drawback of rectangular Microstrip antenna is its narrow bandwidth and
lower gain [1, 2]. The bandwidth of Microstrip antenna may be increased using
several techniques such as use of a thick or foam substrate, cutting slots or notches
like U slot, E shaped H shaped patch antenna, introducing the parasitic elements
either in coplanar or stack configuration, and modifying the shape of the radiator
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patch by introducing the slots [3–5]. In the present work the bandwidth of Microstrip
antenna is increased by direct coupling and it is obtained that the bandwidth of direct
coupled C slotted rectangular Microstrip antenna is ‘ten times’ greater than simple
rectangular Microstrip antenna. Directly coupled C slotted rectangular Microstrip
antenna with Microstrip line feed is shown in Fig. 1. The width of the Microstrip line
was taken as 2.5 mm and the feed length as 1 mm. The patch is energized electro-
magnetically using 50 ohmMicrostrip feed line [6–8]. There are numerous substrates
that can be used for the design of microstrip antennas and their dielectric constants
are usually in the range of 2:2� er � 12. The proposed antenna has been designed on
glass epoxy substrate (er ¼ 4:4). The design frequency of proposed antenna is
2.4 GHz. The frequency band (1.733–3.58 GHz) of proposed antenna is suitable for
broad band applications (1.605–3.381 GHz) such as military, wireless communi-
cation, satellite communication, global positioning system (GPS), RF devices,
WLAN/Wi-Max application [9–12].

2 Antenna Design and Specification

All the dimensions of proposed antenna have been calculated very carefully by
using the Eqs. 1–4. The design frequency of presented antenna is 2.4 GHz. The
proposed antenna design is compared with three different structures that are shown
in Figs. 2 and 3 having same dimensions and line feed at the same position as in the
proposed antenna. It is found that rectangular patch antenna with two direct coupled

Fig. 1 Geometry of proposed
microstrip antenna
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Fig. 2 Geometry of direct
coupled T slotted MSA

Fig. 3 Geometry of direct
coupled double T slotted
MSA
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structures and with C slot provides largest bandwidth. For designing a rectangular
Microstrip patch antenna, the length and width are calculated in Table 1.

W ¼ c

2f
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðer þ 1Þ=2p ð1Þ

where c is the velocity of light, Єr (4.4) is the dielectric constant of substrate(glass
epoxy), ƒr(2.4 GHz) is the antenna design frequency, W is the patch width, and the
effective dielectric constant Єreff is given as [2, 4]

eeff ¼ er þ 1ð Þ
2

þ er � 1ð Þ
2

1þ 10
h
W

� ��1
2

ð2Þ

At h = 1.6 mm, the extension length ΔL is calculated as [10, 13, 14]

Dl
h
¼ 0:412

eeff þ 0:300
� �

W
h þ 0:262

� �
eeff � 0:258
� �

W
h þ 0:813

� � ð3Þ

By using the above mentioned equation we can find the value of actual length of
the patch as [7, 10]

L ¼ c
2f

ffiffiffiffiffiffi
eeff

p � 2Dl ð4Þ

3 Comparative Analysis of Antenna Geometries

To obtain the optimum bandwidth of the proposed direct coupled C slotted antenna,
different structures are simulated sequentially through Zeland IE3D simulation
software and bandwidth are compared in Table 2. By this computation work it is

Table 1 Antenna design specifications

S. No. Parameters Value S. No. Parameters Value

1. Design frequency (ƒr) 2.4 10. b 1.0

2. Dielectric constant (εr) 4.4 11. d 10

3. Substrate height 1.6 12. e 4.0

4. Patch width 38.0 13. f 6.0

5. Patch length 28.3 14. g 5.0

6. Ground plane width 47.6 15. h 20

7. Ground plane length 37.9 16. i 12

8. Feed coordinates 5, 4 17. j 2.0

9. a 2.5 18. l 9.0
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clear that the direct coupled double T slot with C shape MSA has been presented
maximum bandwidth which is shown in Fig. 8.

4 Neural Network Designing

4.1 Data Set Generation

This is the most important step in designing a neural network.

4.1.1 Generation of Input Data Set

Different values of design frequency or operating frequency (ƒr), antenna patch
length (L) and patch width (W) are taken as input to the neural network. Antenna
dimensions can be calculated by using Eqs. 1–4 as describe above. The operating
frequency range is from 1.2 to 2.5 GHz. Within this frequency range 90 sets of
input data were generated. The input data set is given in Table 3 [13–15].

Table 2 Comparison of bandwidth of different antenna designs

S.
No.

Antenna structures Frequency
band

Band width
(%)

1. Design III direct coupled with T slot MSA 1.695–2.549 40.24

2. Design I direct coupled with double T slot MSA 1.906–3.648 62.72

3. Design II direct coupled with double T slot having C
shape MSA

1.733–3.58 69.52

Table 3 Comparison of
results obtained from IE3D
and ANN model

Fr
(GHz)

W
(mm)

L
(mm)

Y1 from
IE3D

Y1 from
ANN

2.39 38.19 28.42 6.0 5.9

2.37 38.51 28.67 6.0 5.9

1.18 77.36 59.10 10.5 10.97

2.94 31.05 22.82 7.0 7.07

3.00 30.42 22.34 7.0 7.07

1.73 52.76 39.84 10 10.8

2.6 35.11 26.01 7.0 6.96

1.82 50.15 37.79 10 10.8

1.93 47.29 35.55 5.0 5.08

1.88 48.55 36.54 5.0 5.09

1.1 82.98 63.51 10.5 10.79

2.05 44.53 33.38 5.0 5.10

1.44 63.39 48.16 11 10.78
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4.1.2 Generation of Target Data Set

To generate target data set for proposed neural network the proposed direct coupled
C slotted rectangular microstrip antenna is simulated through IE3d simulation
software for its different dimensions. A set of 90 data’s of output are generated
through IE3D. During the generation of data set, 90 designs of proposed antenna for
different values of length and width were constructed with operating frequency
varies from 1.2 to 2.5 GHz. Here the important thing is that some dimensions of
proposed antenna should be kept constant and some varies according to the vari-
ations in length and width. The proposed antenna with operating frequency
2.4 GHz, length L = 28.3 and width W = 38.03 is taken as reference antenna
[16–18].

Along X axis
Let the increment or decrement in length of the proposed antenna is L1.
(It is clear that if the frequency is greater than 2.4 GHz then the proposed
antenna length and width decreases from the present value and vice versa).
Then the dimensions ‘q’ = ‘l’ increases or decreases by L1/2.
And the dimensions ‘k’ = ‘n’ = ‘g’ = ‘o’ increases or decreases by L1/4.
Along Y axis
Let the increment or decrement in width of the proposed antenna is W1.
Then the dimension‘t’ = ‘h’ increases or decreases by W1/2.
And the dimensions ‘m’ = ‘i’ increases or decreases by W1/2.

In this manner it can be constructed the proposed antenna with different value of
length and width. Figures 2 and 3 shows the geometry of proposed antenna at
operating frequency 2.5 GHz and at 1.4 GHz respectively. The dimensions that are
showing in both the figures are same as in the proposed antenna with operating
frequency 2.4 GHz.

Since the antenna is fed by 1 mm × 2.5 mm microstrip line feed, the proposed
antenna with different dimensions (design frequency range 1.2–2.5 GHz) is ana-
lyzed for maximum bandwidth using IE3D simulation software. The patch is placed
in such a manner that it is always at a distant 4.8 mm from each side of the ground
plane. With this analysis it is found that proposed antenna with different dimensions
provide maximum bandwidth along Y axis with feed length 1 mm and width
2.5 mm. Hence the feed coordinate along X axis is fixed that is (5, 4) and the feed
coordinates along Y axis is obtained by investigation. Let the Y coordinates are Y1

and Y2. Here Y2 = Y1 + 2.5
Now from this it is clear that we have to find Y1. This is our target value to

neural network. In above figure one example of feed coordinates is taken. From this
it is clear that if all four coordinates are known then feed can be placed at proper
position at which antenna gives highest bandwidth.
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The four combinations of coordinates are given as:

X1; Y1ð Þ; X1; Y2ð Þ; X2; Y1ð Þ; X2; Y2ð Þ

Here X1 = 5, X2 = 4 and Y2 = Y1 + 2.5
Y1 is obtained from analysis for maximum bandwidth through IE3D simulation

software. It should be noted that within 1.1–1.53 GHz design frequency range
antenna is operated or analyzed in the frequency range 0–3 GHz.

4.2 Architecture of Proposed Neural Network

The architecture and training of proposed neural network is shown in Figs. 4, 5,
6 and 7
The other specifications of the proposed neural network are given as:
Network type → Feed Forward Back Propagation
Number of layers → 3
Number of neurons in hidden layer → 14
Transfer function → TANSIG.

Fig. 4 Training of neural
network

Bandwidth Enhancement by Direct Coupled Antenna … 103



Fig. 6 Neural network
training result

Fig. 5 Training
performances showing
minimum MSE

Fig. 7 Regression states
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Training function → TRAINLM (Levenberg-Marquardt)
Adaption learning function → LEARNGDM
Performance → MSE (mean square error)
Number of epoch’s → 251
Iterations → 251
Gradient → 2.78e − 15

5 Simulation Results Obtained from IE3D and Neural
Network

5.1 Proposed Antenna Results from IE3D

The performance specifications of proposed antenna like gain, efficiency and radi-
ation pattern is shown in the Figs. 8, 9, 10 and 11. Figure 8 shows optimum return loss
versus frequency plot of proposed microstrip antenna giving the maximum band-
width of 69.5 % (1.733–3.58 GHz). Figure 10 shows the gain versus frequency plot
of optimum design having the gain of 5.11 dBi. Figure 11 shows efficiency versus
frequency plot of proposed antenna having maximum efficiency of 97.21 %.

5.2 Proposed Antenna Results from Neural Network

Table 3 shows the result and accuracy of proposed neural network. The data that is
used for comparison of neural network results with IE3D results is not included in
training of neural network.

Fig. 8 Return loss versus
frequency graph
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Fig. 10 Gain versus
frequency plot

Fig. 9 2D radiation pattern
of antenna
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6 Conclusion

In this paper, wide band C slotted compact antenna using glass epoxy material is
proposed and presented. The proposed antenna design provides wider bandwidth
with compact size and shows adequate gain and efficiency. In this article the
enhancements of the bandwidth of C slotted Microstrip antenna by direct coupling,
together with the analysis for those enhancements for maximum bandwidth for
different antenna dimensions has been presented. It is also studied that develop-
ments of artificial neural network that directly provides the feed point coordinates at
which antenna gives maximum bandwidth. For this purpose we used ‘Feed Forward
Neural Network with Levenberg-Marquardt training algorithm. The proposed
design is best suitable for WLAN/GPS/WiMAX.
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Optimal Power Flow Using PSO

Prashant Kumar and Rahul Pukale

Abstract This paper presents an efficient technique to solve optimal power flow
based on PSO in which the power transmission loss function is used as the problem
objective while considering both the real and reactive as a sub problem. The pro-
posed method is used for solving the non-linear optimization problems while
minimizing the objective voltage stability margin is also maintained. The proposed
technique is tested on IEEE 57 bus system.

Keywords Particle swarm optimization � Power loss minimization � Reactive
power � Voltage control � Voltage stability

1 Introduction

The optimal power flow is one of the nonlinear constrained and occasionally
combinational optimization problems of power systems. The optimal power flow
problems have been developed continually since its introduction by Carpentier [1].
Optimal power flow problem solution aims to optimize objective function via
optimal adjustment of the power system control variables while satisfying both
equality and inequality constraints OPF problem has been solved by a number of
optimization methods such as nonlinear programming [2–7], quadratic program-
ming [8, 9] and linear programming [10–12]. These methods have failed to handle
non-convexities and non-smoothness problems. And evolutionary algorithm has
more or less success in solving these problems. Recently, a new evolutionary
computation technique called PSO has been proposed. PSO is a derived population
based optimization technique first introduced by Eberhart and Kennedy [13] based
on the sociological behaviour associated with the bird flocking and fish behaving, It
takes into consideration the global and local information to determine its flying
direction at next step. PSO has been successfully applied to several optimizing
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problems such as reactive power and voltage control, economic dispatch and
determining generator contributions to transmission system. The original PSO is
developed to solve continuous problems. After a little modification it can handle
continuous and discrete variables easily. PSO is an unconstrained optimization
method and to include the constraints the penalty factor approach is used to convert
the constrained optimization to an unconstrained optimization problem.

2 Checking the PDF File Optimal Power System
Optimization Sub Problem

2.1 Real Power Minimization Sub Problem

It is a traditional economic load dispatch problem which is done for minimising the
generation cost while satisfying both equality and inequality constraints.

2.2 Reactive Power Minimization Sub Problem

Reactive power should be minimised to provide better voltage profile as well as to
reduce the total System Transmission loss. Thus the objective of the reactive power
is the minimization of real power transmission loss. The reactive power of the
system is closely related to the voltage stability problem. With increasing in load,
the voltage at the load bus may drop quickly which may lead to voltage instability.
Voltage collapse occurs due to loss of generation and increase in demand. Voltage
collapse can be accurately detected with the help of voltage stability indices. So the
approached method uses a voltage stability index and checked how far the system
from voltage instability is [14].

In the proposed method, first we have optimised the real power sub-problem. As
the two objectives are complementary, finally we got a solution where both the
objectives are optimised.

3 Problem Formulation

The conventional economic dispatch minimizes fuel cost which can be expressed
mathematically as

Ft ¼
XNg

i¼1

Fi ¼
XNg

i¼1

aiP
2
Gi þ biPGi þ ci

� � ð1Þ
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where
NG total number of generators
PGi output power of ith generator
ai, bi, ci fuel cost coefficient of ith generator.

3.1 Reactive Power Optimization Subsystem

The objective function for the optimization of reactive power sub problem can be
formulated as

Fi ¼
XNL
k¼1

PLoss

¼
XNbus

i¼1

XNbus

j¼1

gij v2i þ v2j � 2vivj cos hij
� �

ð2Þ

where
Nbus Total number of buses
gij Conductance of line i–j
θij Angle difference of ijth line
vi Voltage magnitude of ith line

In order to minimize both the total fuel cost Ft and total real power loss Fi
simultaneously subject to following constraints.

3.2 Equality Constraint

The equality constraints are basically the real and reactive power balance equations
in each and every bus which are power flow equations. Mathematical formulation
of equality constraints as
Real Power Balance

PGi � PQi ¼ Vi

XNg

j¼1

Vj gij cos hij þ bij sin hij
� � ð3Þ

Reactive Power Balance

QGi � QDi ¼ Vi

XNg
j¼1

VJ gij cos hij � bij cos hij
� � ð4Þ
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where
PGi Real Power generation at bus i
QGi Reactive Power generation at bus i
PDi Real Power demand at bus i
QDi Reactive Power demand at bus i
NB Total number of buses
Qij Angle of bus admittance element ij.

3.3 Inequality Constraints: Variable Limitations

1. Active and Reactive Generator Limits

Pmin
Gi � PGi � Pmax

Gi

Qmin
Gi � QGi � Qmax

Gi

for i = 1, 2…Ng

2. Transformer Tap setting

Tmin
i � Ti � Tmax

i

Operating Limits:

Vmin
i � Vi � Vmax

i

dmin
i � di � dmax

i

for i = 1, 2…Nbus

Voltage Security Limits:
Index: Ifi > 0.85 for i = 1, 2…Nbus

Ifi is voltage stability index for ith bus. Voltage stability index occurs at Ifi ≤ 0.5.

Lines overload Limits

Si � Smax
i

for i = 1, 2…Nline.
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4 Solution Strategy

The proposed solution strategy can be explained with the help of flow chart (Fig. 1).
We need to maintain the voltage magnitude unchanged while minimizing the real
power loss we can minimize the fuel cost via optimal adjustment of control vari-
ables. After cost is minimized, the reactive power sub problem minimizes the total
transmission loss by keeping PV bus voltage magnitude constant. Thus the total
cost also decreases after second objective minimization

Read Network and Generator data

Construct Bus Admittance Matrix

Conduct base case Load Flow

Optimize First objective (cost 

minimization) using PSO

Optimize Second objective (loss 

minimization) using PSO

The overall optima is reached

Start

Fig. 1 Flow chart of
proposed method
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5 Overview of Particle Swarm Optimization

The salient features are as follows:

(a) It is mainly concern with biologically motivated general search technique such
as fish schooling.

(b) PSO serves as simple and powerful tool for solving optimization problems.
(c) This technique is best suited for multidimensional discontinuous non-

linearities.

In an evolutionary computation particle swarm optimization is an exciting new
methodology. It is the population based optimization tool. It is motivated from the
behavior of social systems, such as fish schooling and birds flocking. The basic
assumption behind the PSO algorithm is, the birds find food by flocking and not
individually. The observation is that the information is owned jointly in the flocking.
The swarm has the population of random solutions. Each called a particle (agent) is
given by random velocity and it is flown through the problem space. In a PSO system
the particles exists in the n-dimensional search space. The position of the each particle
in a two dimensional search space is described by x–y axis and correspondingly the
velocity is vx and vy. In the search space all the particles have memory and keep track
of the previous bets is known as pbest, with its fitness value. Another value of the
swarm is known as gbest, which is the best value of all the particles best. The particles
update its velocity and position using the following Eqs. 5 and 6.

vnþ1
i ¼ wiv

n
i þ c1 � r1 � ðpbesti � sni Þ þ c2 � r2 � ðgbesti � sni Þ ð5Þ

vni Current velocity of individual i at iteration n,
vnþ1
i

Modified velocity of individual i,
sni Current position of individual i at iteration n,
pbesti Pbest of individual i,
gbest Gbest of the group,
wi Weight function for velocity of individual i,
c1 and c2 Acceleration coefficient concern with each term,
r1 and r2 Uniform random values,
n number of iterations (generations).

Using that equation, a velocity which gets close to Pbests and Gbest can be
determined. Modification of current position (searching point in the solution space)
can be stated as

snþ1
i ¼ sni þ vnþ1

i ð6Þ
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Figure 2 shows the concept of searching points with modification. The Discrete
variables which involved in Eqs. (5) and (6) was subjected to some little modifi-
cation. But the state variables which used in the algorithm have no limitation. The
salient aspects of search procedures are as follows:

(a) In this technique no of searching points are used and it will nearer to the
optimal point using their Pbests and the Gbest.

(b) Diversification which corresponds to the search procedure is denoted by RHS
of (5).

(c) The expanded PSO can be easily applied to discrete problem.
(d) In these searching procedures there is no inconsistency of using state variables

with its axis for XY positions and velocities.
(e) The concept of searching procedure is well explained for XY-axis (two

dimension space) only. But, it is suitable for n-dimension problem.

The above concept of (b) is as follows [15]. The RHS of (5) having three terms.
The first one is the previous velocity of the individual. For getting changes in the
velocity of the individual second and third terms are used. The individual will be in
“flying” until it reaches its boundary. The first term corresponds to the searching
procedure .If it is not present, the velocity of the “flying” individual is determined
by pbest and current best position of it. So the first term corresponds to the
intensification. The concept of searching points with particles in a search space is
shown in Fig. 2. The concept of selection is utilized for expanding the original PSO
for getting high quality solutions [16].

Ski searching point (current position)

skþ1
i

searching point (modified)
vorig Velocity of current position
vmod Velocity of modified position
vpbest Velocity corresponds to Pbest
vgbest Velocity corresponds to Gbest.

6 Penalty Function Approach to Handle Constraints

Penalty method can be used to convert unconstrained optimization techniques to
constrained optimization techniques by adding penalty. We use this method as
because the basic PSO is an unconstrained optimization problem. That’s why we
need penalty factor method for handling such constraints. Figure 3 shows the
concept for searching points of particles in solution space [6].

Now the change of constrained problem into an unconstrained problem:
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Min T xð Þ ¼ f xð Þ þ rkPðxÞ

where
f(x) objective function of the constrained problem
rk a scalar denoted as the penalty or controlling parameter
P(x) function which impose penalties for infeasibility
T(x) (pseudo) transformed objective.

Transformation equation:

TðxÞ ¼ f ðxÞ þ rk
Xm
i¼1

max 0; giðxÞ½ �2
 !

þ
Xn
j¼1

hjðxÞ
� �2 !

ð7Þ

where

gi(x) ≤ 0’s are the inequality constraints.

Fig. 2 Concept of searching
point with modification

Fig. 3 Concept of searching
points of particles in a
solutions space

116 P. Kumar and R. Pukale



7 Simulation Results

The proposed algorithm is applied to IEEE 57 bus system as shown in Fig. 4 [17].
Tables 1, 2 and 3 gives the details of the system [17]. Tables 4 and 5 gives the
optimal result [6–12]. Figures 5, 6 and 7 show the characteristics plot of IEEE bus
system [14].

Fig. 4 Network model for IEEE 57 bus system
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The parameters adopted in PSO are:

Population size = 60
Initial inertia weight w = 1.2
Constriction factor = 0.792
Maximum iteration = 10.

Table 1 Description of the
IEEE 57 bus system System IEEE 57

Number of buses 57

Number of lines 80

Number of generators 7

Number of tap positions 17

Number of shunt positions 3

Table 2 Generator data
IEEE 57 bus system Unit ai bi ci

1 115 2.00 0.0055

2 40 3.50 0.0060

3 122 3.15 0.0050

4 125 3.05 0.0050

5 120 2.75 0.0070

6 70 3.45 0.0070

7 150 1.89 0.0050

Table 3 Cost coefficient of
IEEE 57 bus system Bus No. Pmin

G Pmax
G Qmin

G Qmax
G

1 0.2 0.5 0.0 0.0

2 0.15 0.9 0.5 −0.17

3 0.1 5 0.6 −0.1

4 0.1 0.5 0.25 −0.08

5 0.12 0.5 2 −1.4

6 0.1 3.6 0.09 −0.03

7 0.5 5.5 1.55 −0.5

Table 4 Minimum of all 25
independent runs using PSO Fuel cost ($/h) Ploss (p.u)

754.4 0.2

Table 5 Comparison of
results with different methods
for fuel cost and power loss

S. No. Methods used Fuel cost ($/h) Ploss (p.u)

1 EP 752.6 0.35

2 PSO 754.4 0.20

EP Evolutionary Programing
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Fig. 6 Voltage magnitude versus iteration for IEEE 57 bus system
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8 Conclusion

In this paper PSO is implemented for real and reactive power optimization. The
reactive power optimization with aims of real power losses, fuel cost and voltage
stability is deal within this paper. The proposed method is very efficient and fast.
The simulation results to the IEEE 57 bus system shows that the proposed tech-
nique give more optimized result as compared to Evolutionary Programing method.
PSO could find high quality solutions with more reliability and efficiency.
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Video Retrieval Using Local Binary
Pattern

Satishkumar Varma and Sanjay Talbar

Abstract Local binary pattern (LBP) operator is defined as gray-scale invariant
texture measure. The LBP operator is a unifying approach to the traditionally
divergent statistical and structural models for texture analysis. In this paper the
LBP, its variants along with Gabor filters are used as a texture feature for content-
based video retrieval (CBVR). The combinations of different thresholds over dif-
ferent pattern using Gabor filter bank are experimented to compare the retrieved
video documents. The typical system architecture is presented which helps to
process query, perform indexing, and retrieve videos form the given video datasets.
The precision and mean average precision (MAP) are used over the recent large
TRECViD 2010 and YouTube Action video datasets to evaluate the system per-
formance. We observe that the proposed variant features used for video indexing
and retrieval is comparable and useful, and also giving better retrieval efficiency for
the above available standard video datasets.

Keywords Texture � Local binary pattern � Gabor filter � Query processing �
Video indexing � Video retrieval

1 Introduction

The image contains various objects distributed across the various parts of the image.
The image content is full of objects varying in size and shape. However in case of
video frames, the content includes not only objects of deferent size and shape but
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also the object location changes over time. The summation of local patterns together
can help to represent the content of the image or frame depending on the context. In
case of video frames these local patterns play important role in video indexing and
retrieval. Each frame contains specific pattern which are extracted either globally or
locally. The global pattern extraction helps to describe entire frame whereas the
local pattern extraction describe only part of the image.

The image contains various objects distributed across the various parts of the
image. The image content is full of objects varying in size and shape. However in
case of video frames, the content includes not only objects of different size and
shape but also the object location changes over time. The summation of local
patterns together can help to represent the content of the image or frame depending
on the context. In case of video frames these local patterns play important role in
video indexing and retrieval. Each frame contains specific pattern which are
extracted either globally or locally. The global pattern extraction helps to describe
entire frame whereas the local pattern extraction describe only part of the image.

1.1 Literature Survey

The content-based image retrieval (CBIR) utilizes the visual contents of an image
such as color [1], shape [1, 2] texture [3], transforms coefficients [4–6], moments
[7] etc. in order to represent and index the image. In all this the computational
complexity and retrieval efficiency are the key objectives in the design of CBIR
system [8].

The recently proposed LBP features are designed for texture description for
various applications such as recognition and CBIR. Ojala et al. proposed the LBP
[9] and these LBPs are converted to rotational invariant for texture classification
[10]. Pietikainen et al. proposed the rotational invariant texture classification using
feature distributions [11]. The LBP operator is defined as gray-scale invariant
texture measure and used for classification.

Ahonen et al. [12] and Zhao and Pietikainen [13] used the LBP operator facial
expression analysis and recognition. Heikkila et al. proposed the background
modeling and detection by using LBP [14]. Huang et al. [15] proposed the extended
LBP for shape localization. Heikkila et al. [16] used the LBP for interest region
description.

1.2 Contribution and Outline of This Paper

Existing methods that helps us to retrieve only images by using simple LBP texture
feature along with filters like Gabor. Also LBP has been used for segmentation and
recognition purpose. In this paper we use different thresholds over LBP applied on
video frames filtered using Gabor filter banks on different color planes such as
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RGB, and we design a feature set that is able to accommodate maximum content of
the video key frame for CBVR from the given standard video datasets.

The organization of the paper as follows: In Sect. 1.1, a brief review of video
retrieval and related work is given. Section 2, presents a system architecture and
approach used for video indexing and retrieval. Section 3 presents the feature
indexing using LBP. The experimental results and discussions are given in Sect. 4.
Based on above work conclusion are derived in Sect. 5.

2 System Architecture

The system architecture in generalized form is presented in Fig. 1. The system
architecture is divided into four units. The four units are frame extraction, Gabor
filter bank selection, local binary pattern, feature vector formation, and feature
indexing. The frame extraction block consists of four functions namely video
selection, key frame extraction, color processing and block formation. The block
formation step helps to process the local object as local features.

The different Gabor filter banks (described in Sect. 3.1) are applied on each key
frame to describe the presence of edges and bars of the corresponding orientation
and spatial frequency. The LBP unit helps to compute the texture features in all
local regions of the key frame.

3 Local Binary Pattern

The LBP operator is a unifying approach to the traditionally divergent statistical
and structural models for texture analysis. The local detail such as points, edges,
curved edges, patterns, etc. are various local binary patterns used for image/frame
retrieval. LBP computes texture features in all local regions in the given frame.

As LBP features correspond to all local regions of a frame/keyframe, we
describe them by their statistical distribution. The example of the LBP operator
introduced by Ojala et al. [9] is shown in Fig. 2.

Frame 
Extraction 

Gabor Filter 
Bank 1…n 

Feature 
Vector 

Indexed 
Video 

Raw 
Video 

LBP 
Operator 

Fig. 1 The system architecture
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3.1 Gabor Filter Bank

The Gabor filter is basically a Gaussian (with variances Sx and Sy along x and
y-axes respectively). The deferent coordinates and variables are used to present the
different piece of information like {I, Sx, Sy, f, θ, γ, λ, φ} passed to filter function.
A bank of Gabor filters with different preferred coordinates and variables applied to
a frame are given here as an example in Table 1.

Gabor filters proves to be very useful texture analysis and is widely adopted in
the literature. Texture features are found by calculating the mean and variation of
the Gabor filtered image. Rotation normalization is realized by a circular shift of the
feature elements so that all images have the same dominant direction.

3.2 Feature Indexing

The LBP example given in Fig. 2 is traditional method used most of the areas
mentioned in above section. It can be easily observed that this is certainly not a
good idea. In this system architecture, we have used the additional threshold (i.e.
mean) to experiment and evaluate the performance. In this threshold an average
value is taken. The threshold used is given in Eq. 1. In the modified Eq. 1, the
where Bk is Kth block of the ith frame Fi of the jth video Vj in given video dataset.

Threshold ¼ mean Bk Vj Fið Þ� �� �
: ð1Þ

The GLBP along with traditional approach (represented as GLBPmd) and mean
value (represented as GLBPmn) are incorporated in the proposed system archi-
tecture given in Fig. 1. The LBP is applied over sub-blocks of Gabor filtered frame.
The row and column pixels are used for feature vector formation.

Fig. 2 The example of local binary pattern

Table 1 The details of
parameters used in Gabor
filter bank

Parameter Sample values

{I, Sx, Sy, f, θ, γ, λ, φ} {I, 2, 4, 16, pi/6, 0.5, 12, pi/3}
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3.3 An Example

In this section, we present an example to understand the approach used for CBVR.
The GLBP are used to index the given frame/keyframe of a video. To understand
the feature extraction, let us consider a keyframe. This keyframe (shown in Fig. 3)
is 31st keyframe of 152nd video in TREC10 test collection.

The above selected keyframe (320 × 240) is resized of size to 240 × 240. Now
using this resized keyframe, in GLBPmn the mean value is used as a threshold
(shown in Eq. 1). The GLBPmn yields 380 elements in feature vector. The first 24
normalized elements out off 380 feature elements of this key frame are given in
Eq. 2. The feature elements in GLBP approach depends on the block size of the
given frame. Also, it depends upon the local threshold of the key frame.

mn ¼ 0:0033; 0:0058; 0:0064; 0:0053; 0:0072; 0:0077; 0:0068; 0:0069;

0:007; 0:0075; 0:0079; 0:0083; 0:0088; 0:0091; 0:0095; 0:0108;

0:0131; 0:0132; 0:0132; 0:0141; 0:0153; 0:0208; 0:0197; 0:0183

ð2Þ

4 Experimental Results

In this work, the YouTube Action Dataset 2009 (YTAD09) [17] and the recent
TRECViD Video Dataset 2010 (TREC10) datasets are used to evaluate the per-
formance of proposed system. YouTube dataset used in [17] contains 11 action
categories: basketball shooting, biking/cycling, diving, golf swinging, horseback
riding, soccer juggling, swinging, tennis swinging, trampoline jumping, volleyball
spiking, and walking with a dog. The details of the dataset used are shown in
Table 2.

The YouTube dataset is very challenging due to large variations in camera
motion, object appearance and pose, object scale, viewpoint, cluttered background,
illumination conditions, etc. For each category, the videos are grouped into 25
groups with more than 4 action clips in it.

Fig. 3 The 31st keyframe of 152nd video in TRECVid 2010 test collection
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4.1 Video Retrieval Results

In this section, the performance comparison of GLBPmd and GLBPmn over two
datasets (mentioned in Table 2) is presented. The comparative results for the GLBP
features are shown in the Table 3. The system performance is measured with the help
of precision and mean average precision (MAP) [17–19]. The precision is measured
at document cut-off 10, 20 and 30 (i.e. the top 10, 20 or 30 documents). The MAP is
measured for entire document. This is denoted as P@10 (read as ‘P at 10’), P@20
and P@30.

The first column in Table 3 gives the information about dataset used. In each of
the two datasets, there are three retrieved results for three different input video
queries. These video queries are selected randomly. The result of GLBPmd is
shown using 2nd column through 4th column. The performance of GLBPmd and
GLBPmn in term of MAP is shown using 5th column through 9th column. The
performance improvement with respect to MAP is shown in the last column.

For instance, using GLBPmd feature elements, the first query from YTAD09
dataset gives the precision P@10, P@20 and P@30 as 0.87, 0.63 and 0.44
respectively. The MAP for the same query is 0.0024. Whereas, in case of GLBPmn,
the first query from YTAD09 dataset gives the precision P@10, P@20 and P@30
as 0.93, 0.65 and 0.46 respectively. The MAP for the same query is 0.0026. The
GLBPmn achieved a higher MAP of 0.0026 compared to 0.0024 achieved by
GLBPmd. The improvement by the GLBPmn scheme is 0.08.

4.2 Performance Comparison

The performance comparison of GLBP features with respect to retrieval time is
shown in Fig. 4a. The performance comparison of GLPB1 and GLBPmn using
MAP is shown in Fig. 4b. The improvement by GLBPmn is relative to the MAP of
the GLBPmd representation. The significant improvement in the performance is
observed for both the datasets (see in Figs. 4 and 5).

Overall, the results indicate that the GLBPmn is superior to the basic GLBPmd
of the keyframe. The proposed GLBPmn gives better results because it considers
mean value of each block elements whereas for a given frame the GLBPmd over a
keyframe blindly uses center value as a threshold to capture local details. The space
required after indexing and the time required for indexing is given in Fig. 5.

Table 2 Details of standard
video test collection used for
performance evaluation

Dataset used No. of
video

No. of
keyframe

Frame
size

TRECViD
2010

250 11,000 320 × 240

YTAD 2009 275 12,100 320 × 240
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5 Conclusion

In this paper, the mean and median thresholds over LBP are experimented to index
and retrieve video from publicly available two standard video test collections. The
local change in the keyframe using mean threshold rather than median threshold
over GLBP was recorded. Also different Gabor filter banks are experimented to
improve the results. In general, the local change within the video frames is more
frequent than the global change between the two consecutive frames. Also, the two
different thresholds give different details of the objects in the frame. The GLBPmn
scheme (using mean threshold) is more suitable as compared to GLBPmd (tradi-
tional median threshold) for video documents.

Table 3 The performance comparison of GLBPmd and GLBPmn over dataset (a) YTAD09 and
(b) TREC10

Method
dataset

GLBPmd GLBPmn

P@10 P@20 P@30 MAP P@10 P@20 P@30 MAP Impr.

YTAD09 0.87 0.63 0.44 0.0024 0.93 0.65 0.46 0.0026 0.08

0.73 0.55 0.39 0.0103 0.83 0.70 0.51 0.0179 0.74

TREC10 1.00 1.00 0.73 0.0021 1.00 1.00 0.73 0.0022 0.05

0.97 0.77 0.66 0.0019 0.93 0.82 0.63 0.0021 0.11
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Mobile Agent Communication Protocols:
A Comparative Study

Ajay Rawat, Rama Sushil and Lalit Sharm

Abstract Mobile Agent is considered as a striking technology for distributed
applications. Its mobility feature makes it difficult to track and consequently per-
forming communication between them becomes difficult. In multi mobile agent
environment, a reliable communication is still a big challenge. In this paper, we
have addressed the pros and cons of the existing different Mobile Agent commu-
nication protocols with their limitations. This paper also presents their parametric
comparative study in tabular form.

Keywords Mobile agent � Communication protocol � Reliable communication

1 Introduction

In computer network, a Mobile Agent (MA) represents users and it acts on their
behalf to perform some computation to fulfill their goals, therefore they are called
as agents. MA is a program which can migrate autonomously from one node to
another node in widely distributed heterogeneous networks [1]. Mobility is a basic
characteristic of a MA. It has features like self-contained, identifiable, autonomy,
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learning, adaptive, reactive and mobility etc. [2]. They can be considered as an
object in which code, data and execution state is wrapped together.

MA is free to travel between the nodes in the network, so once they created in
one platform they can suspend their execution, transfer their state and code to
migrate to another platform in the network. Its state depicts its attributes which
facilitates what to perform, when it recommence its execution at the destination
node. MA Code is a logic or function necessary for an agent execution [3].

Due to its mobility and autonomous behavior, MAs are appropriate to various
computing areas like network management, distributed systems [4], information
retrieval, monitoring, notification, information dissemination, parallel processing,
internet, intrusion detection, telecommunication network service and secure broking
etc. It provides several advantages like network load reduction, execute autono-
mously and asynchronously, overcome network latency, adapt dynamically, het-
erogeneous, robustness and fault tolerance.

Next section discusses the need of communication between the MAs. Section 3
describes the various existing MA communication protocols. Section 4 presents
dimension evaluation and comparison of different MA communication protocols
based on the different identified parameters. Section 5 concludes the paper and the
last Sect. 6 presents the future research work.

2 Mobile Agent Communication

In Mobile Agent System (MAS), agents coordinate and collaborate with each other
[5]. Communication is an essential feature of MAS, which facilitates MAs to
interact with each other through exchange of knowledge and sharing of information
[6]. To achieve a large objective or huge task, different agents collectively work
together, so they have to communicate with each other to complete that task. In an
agent oriented paradigm, there is a concept of master (parent) and slave (child)
agent [7]. Master agent subdivides the huge task into smaller subtasks and delegates
them to its slave agents, which helps in completing the task fast and easily. During
this process parent and child agents need to communicate with each other to
complete the given task in a reliable and efficient manner.

In order to communicate, agents must be able to deliver, receive messages, parse
messages and understand the messages. Communication mechanism between
mobile agents is not that simple as the communication method in computer network
[8]. In most of the interactive applications where the cooperating MAs exchange
partial results and valuable information, they have to make decisions while
migrating in the network. For example in a network where MAs are used for
information retrieval, it is effective to use MA communication between them to
share partial results while each of the agents performs their own task.
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3 Existing Communication Protocols for Mobile Agents

In MA paradigm several communication protocols have been proposed by the
researchers. To the best of my knowledge, all existing protocols are discussed below.

In Session Oriented Communication Protocol [9], a session is needed to setup
before an agent communicates with other agent. After establishing session the
Remote Procedure Call or Message Passing technique is used to communicate
between the agents. Once communication is done, session is terminated. In this
protocol agents are identified either by unique global agent identifier or by the
badge concept. ‘Mole’ [10] MAS uses this protocol.

Central Server Scheme (CS) [11] uses a dedicated and centralized single location
based server, to maintain and track the location of all MAs. A mobile agent notifies
its location to central server before leaving the current node and after reaching to the
new node. For example if a sender MA ‘Y’ wants to send messages to another MA
‘X; sender first sends the message to the central server, which forwards the message
to the MA ‘X’ [12]. The SeMoA (Secure Mobile Agent) toolkit implements a
central server solution, named Atlas [13].

Home Server Scheme [11] is an extension of CS and scales better as it is having
more than one tracking servers. At Home Agency (HA where the agent was started)
each MA has its own CS. HA maintains the database of all agents that uses this host
as home agency. The central server is called ‘Home Server’ which binds the MAs
name to their HA’s address. This scheme is analogous to mobile IP which routes IP
packets to mobile hosts. On each migration, MA must inform its new location to
HA. To send a message, sender sends message to home server, home server sends
message to agent’s HA, and finally HA forwards the message to the actual location
of the MA from the database. SPRINGS and Aglet [14] uses this protocol.

In Forwarding Proxy Protocol [15] location management is done through
‘Forwarding Pointers’ and message delivery is through forwarding approach. It
creates a proxy on each node that maintains the agent location information.
Whenever an agent migrates, it updates its new location to the current node’s proxy.
This proxy helps in tracking the agent to deliver the message. But if the path proxy
is long it becomes difficult to deliver the message and the cost of the communi-
cation increases. e.g. If agent ‘X’ wants to migrate from node n1 to n2, it leaves a
forwarding pointer at n1 proxy. If there is no agent pointer then home is contacted.
Voyager [16] and Epidaure use this protocol.

The Shadow Protocol [17] is a combination of Forwarding and Home Proxy
Pointer protocols. It uses the concept of shadow which acts as a placeholder and
keeps a record of agents. MA updates its location to its linked shadow according to
Time To Live (TTL). If TTL still remains, a MA produces a forwarding proxy at
each and every visited node. Subsequently when the TTL finishes, the MA updates
its current location [18] to its shadow, which curtails the length of search path.
Associated shadow of and MA is responsible for message delivery. Shadow protocol
uses path proxies to trace the agent for message delivery. If the shadow is removed
from the agent then it is considered as orphan agent. ‘Mole’ uses this protocol.
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Message Delivery Protocol (MDP) [19] facilitate in accurately tracking the agent
location. It uses hierarchy tree like structure retain all agent’s addresses. It consists
of domains where the group of agents is placed and each domain contains a
gateway where root is the top of it. On agent migration server in a domain updates
the agent’s address of new location. It is a simple technique but the hierarchical tree
structure is complex to design in a large network like internet.

Distributed Snapshot [20] broadcasts the message with two states: FLUSHED
and OPEN to each node in incoming channel. For the first time when message
arrives at a node, it is stored locally and after that message is propagated to all
outgoing channels with the flushing process. Message is then delivered to all MAs.

Resending-Based Protocol [21] uses the concept of sliding-window acknowl-
edgement mechanism (used by TCP) for communication between agents. After
sending the message, it buffers the unacknowledged message and computes the
expected estimated round trip time for the acknowledgement. If the time exceeds,
the sender retransmit the message as it retains all the messages that have not been
acknowledged by the receiver. On the other hand receiver maintains the reception
window for the acknowledgement. It suffers from communication overhead on
frequent migration. MStream (Mobile Stream) [21] MAS uses this protocol.

Agent Communication Transfer Protocol (ACTP) [22] uses several different
other protocols communication and message exchange between MAs. ACTP is an
application layer internet protocol. It is a ‘shield’ protocol which hides low level
networking details from MA. In this protocol sender agent delivers ACL (Agent
Communication Language) messages to ACTP and ACTP is responsible for mes-
sage delivery. It provides two levels of encapsulation, ‘higher’ where communi-
cation process networking details are concealed from the agents and ‘lower’ where
application protocol implementation is hidden from ACTP. It uses ‘Name Server’,
which provides agent’s low level information like domain, logical name, physical
address and data authentication to ACTP for interaction with the agent.

In Blackboard Protocol (BB) [23] every node has a pool information space
(Tuple space or Blackboard) to exchange messages between MA. Whenever a MA
wants to send a message to other agent, irrespective of the receiver agent location
sender agent simply places the message to their blackboard. This helps in providing
the asynchronous message delivery. To obtain message MA has to move to the
respective nodes, which create unnecessary communication overhead.

The Broadcast Protocol [24] is used for group communication. In order to
deliver message, it broadcasts message to all nodes in a network without knowing
the location information of MA. If MA is residing in its home node, protocol
delivers the message to it directly otherwise it leaves message in its mailbox.
Whenever MA wants to access the message it moves to the respective node. In this
protocol, as the number of nodes increases the cost of communication also increases
and become impractical to use. GCS-MA [25] uses this protocol.

Search-By-Path-Chase (SPC) protocol [26] supports multi-region environment
for mobile communication. In this protocol, location management is done through
Forwarding Pointers and Location Servers. Message is delivered through ‘Direct
approach’. Region Agent Register (RAR) or a Site Agent Register (SAR) is used to
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store location information in a distributed fashion. RAR stores location information
of all the agents residing within a region. SAR stores the information of agents which
are residing at a node or those which have visited the node. The links provided at
RAR and SAR facilitate in achieving location management and message delivery.

Message Efficiently Forwarding Schema (MEFS) [27] is a combination of two
schemes named Central Server and Forwarding Pointer. It resolves the problem of
location tracking, avoidance and detection for message delivery. Each host keeps
track of created agent and currently residing agent on it. To keep this information
updated, each migrated agent first unregister it, place a forwarding pointer in the
current node, informing the destination address to the initial host and register with
new host as well. It introduces Chasing Message Register, over Speed Blocking to
attain synchronization and resolve the message chasing problem.

Adaptive and Reliable Protocol (ARP) is derived from 3-D framework proposed
by Cao et al. [28]. In this protocol location management is done through For-
warding Pointer and Location server. Message is delivered through Mailbox
[29, 30]. Mailbox is attached to each MA. An agent needs to remember the location
of its mailbox. At the time of agent migration, its mailbox also moves with it. A
message first reaches to mailbox and then MA agent can retrieve the message
whenever needed. In transferring of mailbox high overhead is incurred [31].

Proxy-Based Protocol [32] is an improvement over the HSS protocol. It includes
an additional agent called ‘proxy agent’ in the home-server protocol. In this
scheme, a cluster of interconnect computers called ‘Domain’, shares a Central
Directory Services Database (CDSD), which contains privacy and security infor-
mation with user account. Every domain contains minimum one proxy agent to
offer communication facilities to all other MAs in that particular domain. Before
dispatching messages over the network, messages are sent through these proxies to
MAs. On the basis of receiver’s latest knowledge, the proxy agent selects where the
message should move.

Session Initiation Protocol (SIP) [33] reduces the MA communication fault rates
which enhance its reliability to locating MA and deliver messages. This protocol
proposes two models Synchronous Invite Model (SIM) and Asynchronous Sub-
scribe and Notify Model (ASNM) [34]. Normal communication between MAs is
handled by SIM. For extreme cases like moving agents or when agents migrate
frequently ASNM is used to transmit message.

Distributed Sendbox Scheme [35] uses SIP. It uses home server ‘H’ as a cen-
tralized supervisor to keep track of all the MAs and manages them in an MAS. In this
protocol every agent has to register themselves at ‘H’ to update their location after
reaching to their destination and have to unregister at ‘H’ before they migrate from
their location. To identify agent name and its location a unique SIP URL
<agent_id@hostname> is used where agent_id is unique which remain unchanged
and host name changes as per the agent’s current location. This Protocol offers two
different modes: Direct and Forward. Direct mode is used when the recipient agent
resides on a node (i.e. the agent is stationary) and Forward mode is used when the
agent moves frequently. In the latter case protocol retains the message in the buffer
called ‘Sendbox’ and the message is delivered to the agent when it arrives at the node.
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Reliable Asynchronous Message Delivery Protocol (RAMD) [36] consists of
Blackboard technique for asynchronous message delivery. It also deals with loca-
tion management of MAs. In a particular region, it is the responsibility of the
Region Server (RS) to deliver messages to all MAs. Each RS consists of blackboard
where the messages to be delivered are stored. Every time when receiver agent
migrates, it updates its location in RS, RS checks the message in the blackboard for
the receiver. If there is a message, it is delivered to the receiver agent. RAMD
tightly binds the message delivery at the time of agent migration. Oddugi MAS uses
this protocol.

Reliable Communication Protocol (RCP) [37] is a communication protocol for
multi-region environment [38]. It uses region server, which maintains the MA
location information within the region and a Blackboard in a region server for
storing the message to be delivered. It also deals with cloned MAs, parent-child
mobile agent location management and message delivery in distributed
environment.

Reliable User Datagram Protocol (RUDP) [39] communication Protocol is an
enhancement over standard UDP [40], which is more efficient than TCP. It is based
on, technical characteristics of UDP protocol, which can be used in high MA
communication architecture. It implements the mechanism of packing/unpacking,
ordering guarantee, recognition technology, data retransmission, and error control
and data security.

A protocol proposed by Yousuf and Hammo [41] uses ‘client agent’ to request
the service and ‘server agent’ to provide services. It consists of different regions;
each region is having CS (central server) which comprises of Global Agent
Location Table (GALT). GALT keeps track of agent’s location of other region.
Local Agent Location Table (LALT) keeps track of agent’s location residing locally
in current region. It uses global naming scheme. On agent creation it registers its
unique name at name server and LALT. In case an agent transit to other region, its
new location is registered to GALT with ‘0’ status till agent reaches its destination.
To establish a connection a ‘client agent’ fetch ‘server agent’ name from name
server, CS uses LALT for local communication or GALT for remote communi-
cation. It uses 3 different schemes for agent mobility management; (1) New location
addressing in a multicast message to all interested region, (2) Forward to all using
successor and predecessor, (3) Forward to nearest one.

Ahn [42] proposed an atomic MA protocol for group communication. This
protocol improves scalability by allowing MA to select only few number of nodes
as Agent Location Manager (ALM) based on predefined strategies such as location
updating, message delivery cost security, inter-agent communication pattern, net-
work latency and topology. It gives an assurance of reliable agent communication
even if the ALM fails [43]. To achieve maximum scalability it replicates the MA
location information. It caches agent group location to shorten the message delivery
time to targeted MA and decrease the message forwarding load on ALM.
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4 Dimensional Evaluations and Comparison
of Communication Protocol

From the above different MA communication protocols, we find some parameters to
compare and evaluate these communication protocols. The identified parameters are
Reliability, Asynchronous, Timeliness, Location Transparency and Scalability.
These parameters are defined below.

4.1 Reliability

Reliability in MA communication protocols mean that messages should be delivered
without failure even during the agent migration. The agent’s mobility behavior
creates “Tracking problem” [44] which results in message delivery failure. The
asynchronous nature of message forwarding and agent migration may cause message
loss or chasing problem. During agent’s migration message cannot be delivered, so
protocol must solve this problem for reliable message delivery in timely manner.

4.2 Asynchronous

In MA communication, Asynchronous means sender agent sends a message to the
destination agent, during this phase destination agent may start or continues (not
blocked) its own task execution [45], thereby it may migrate. A MA performs its
task asynchronously and does not need a permanent connection to its home node.

4.3 Timeliness

Timeliness [46] can be described as a level of significance that is entrusted upon
time, stated as expired or out of date based upon the previous interactions that have
taken place between agents. It is the work of the communication protocol to ensure
that messages are delivered in a timely manner to different agents.

4.4 Location Transparency

Mobile agent can send message to the other agents without having prior knowledge
of the receiver agent’s location. Therefore location tracker module of the MAS has
to keep a record of the location of MAs continuously.
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4.5 Scalability

Scalability of a communication protocol means that when the number of MAs
increases the communication protocol should response without performance deg-
radation. Table 1 presents different existing communication protocols with their
parametric values.

5 Conclusion

Only few existing communication protocols like SPC, RCP and BSPC consider
multiregional computing environments. Limited protocols, like RCP and RAMD
deal with location management and message delivery together. Few protocols are
taking care of cloned mobile agents and parent-child mobile agents for

Table 1 Parametric values of some existing MA communication protocols

Protocol Parameter

Reliability Asynchronous Timeliness Location
transparency

Scalability

Tracking
problem

Message
delivery

HSS × × Δ ʘ ʘ ×

FP × × ʘ × ʘ ×

Broadcast Δ Δ Δ ʘ × ×

Shadow × × Δ Δ ʘ ×

SPC × × Δ Δ ʘ Δ

ARP × Δ ʘ × ʘ ×

MDP ʘ Δ ʘ ʘ ʘ Δ

MEFS ʘ ʘ Δ Δ ʘ ×

Session
oriented

× × × ʘ ʘ ×

Distributed
snapshot

Δ Δ ʘ ʘ × ×

Resending
protocol

× × ʘ × ʘ ×

CS × × Δ ʘ ʘ ×

Blackboard × × ʘ × × ʘ

SIP ʘ × Δ × × ×

Distributed
Sendbox

ʘ × Δ × × ×

RAMD ʘ ʘ ʘ Δ ʘ ʘ

RCP ʘ ʘ ʘ Δ ʘ ʘ

MailBox × × ʘ × ʘ ×

ʘ: Yes, ×: No, Δ: in some cases
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communication. In most of the communication protocols like Central Server, Home
Server protocol the ‘triangle problem’ results in communication failure. Most of the
protocols are not giving any consideration to keep the network and memory
overheads low. Communication overhead (includes both location updates and
message delivery) is high in most of the existing protocols e.g. HSS, BB, ARP,
Resending based protocol. Only few existing protocols guarantee message delivery
to MAs during their migration e.g. RCP, RAMD and MEFS. Forwarding Proxy and
Shadow protocols follow path proxies to deliver messages, ARP protocol cannot
retrieve message until MA deliver message in mailbox so they do not provide
timeliness. Broadcast protocol suffers with high cost as it transmits multiple mes-
sages. There is no helping tool or standard criteria for the selection of an application
suitable communication protocol. To solve these above problems, a selection cri-
teria and a novel Mobile Agent Communication Protocol is to be developed for
multi-region Mobile Agent Platform.

6 Future Work

In future we intend to develop a generic framework to aid the designing of
application suitable and Mobile Agent Platform independent communication pro-
tocols. For efficiency measurement and comparison purpose a performance matrix
is also planned to develop, which will include the parameters like; interaction
overhead, scalability, location update overhead, migration overhead, message
complexity etc. Using the above proposed generic framework, it is planned to
design and validate a more efficient novel communication protocol and then
measuring its efficiency and performing its comparison with existing protocols.
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Automatic Vehicle Identification: LPR
with Enhanced Noise Removal Technique

Charulata Palai and Pradeep Kumar Jena

Abstract Automatic Vehicle Identification using license plate image is having
versatile range of applications. It includes traffic law enforcement, toll fee collection,
tracking the vehicle’s route. It is more challenging to automate the identification of
Indian vehicles by using it’s number plates. The font type and font size of the letters
used randomly, the dealer’s logo or other artefacts may be available on the plate. In
this proposed algorithm it is emphasise on extraction of the number plate irrespective
of the angular inclination of the image i.e. extraction of region of interest (ROI) and
removal of the additional artefacts then the character image segmentation followed
by character recognition. The character recognition is done using correlation
coefficient matching. The system is adaptive to the new fonts or regional characters
by extended training set.

Keywords Vehicle identification � License plate recognition � LPR noise
removal � Character recognizer � Region of interest � Image segmentation �
Template matching

1 Introduction

The Automatic Vehicle Identification (AVI) using License Plate Recognition (LPR)
becoming more popular now days. There are few basic reasons for the same: (a)
The traffics are highly populated with number of vehicles (b) Fast and improved
processing of digital image and video data (c) Well defined traffic system. First the
captured image of the vehicle is scanned for license plate detection then the
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character recognition is performed to identify vehicle by the number available in its
licence plate. Now days the automatic license plate recognition is getting popular
for automatic toll fee collection, maintaining traffic activities, law enforcement [1].

The LPR process consists of three main phases: License Plate Extraction from
the captured image, image segmentation to extract individual characters image and
character recognition. All the above phases of License Plate Recognition is most
challenging as it is highly sensitive towards weather and lighting condition, license
plate placement and the other artefact like frame, symbols or logo which is placed
on licence plate picture. In India the license number is written either in one row or
in two rows. Hence additional analysis required to categories the number plate
information into either one or two rows type.

There are many approaches derived for license plate extraction and recognition.
Some of the related works are as follows; Shidore and Norote [2] proposed LPR for
Indian vehicles. They used Sobel filter, Morphological operations and connected
component analysis for licence plate extraction. Character segmentation was done
by using connected component and vertical projection analysis. Ozbay and Ercelebi
[3] proposed Automatic vehicle identification by using edge detection algorithm,
smearing algorithm and some morphological algorithm. Chang et al. [4] proposed
LPR by using fuzzy disciplines to extract license plate from input image. Licence
number identification was done by using Neural networks. The overall rate of
success for this algorithm was 93.7 %. Kasaei et al. [5] proposed new morphology
based method for Iranian car plate detection and recognition. They used Morpho-
logical operations for localizing license plate. Template matching scheme was used
to recognize the digits and characters from the plate. Senthilkumaran and Rajesh [6]
and Kulkarni et al. [7] used feature based number plate localization to extract
number plate [8], Image scissoring method used for segmentation [9] and statistical
feature extraction used for character recognition [10]. Wang et al. [11] proposed
vertical projection segmentation approach based on the distribution character seg-
mentation and for recognition character feature based template matching algorithm
is used.

Many people have worked on LPR using fuzzy logic and neural network
approach, they focused to improve the accuracy level but the processing time is
least concerned, again the performance of the algorithm with a noisy back ground is
hardly discussed.

All the existing algorithms discussed works well for an ideal number plate image
as claimed by the authors. In Indian vehicles many times we find some additional
logo or sticker of the distributer some time the letters are combination of different
size and style or the number is written in two lines.

In this paper we proposed an improved LPR for the AVI system. In addition to
the speed and accuracy factors, we successfully removed the any other artefacts up
to half of the size of the standard letter used in the number plate.

In this work the balance between time complexity and accuracy is maintained.
The edge detection method and vertical and horizontal processing is used for number
plate localization. The edge detection is done with ‘Roberts’ operator. The connected
component analysis (CCA) with proper threshold is used for segmentation. Then
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after for character recognition [12, 13] we used template matching by correlation
function [14]. The level of matching is improved by using an enhanced database.

2 Methodology

A simple and efficient algorithm proposed to recognise license plate of vehicles
automatically. First of all an input image is captured by a high quality camera from
distance of 3–5 m. Then it passed through pre-processing module, where input image
is prepared for further processing. The pre-processed image is send to the extraction
module where number plate area will be extracted. The extracted number plate is
segmented into characters. In next module the connected component analysis with
some proper thresh holding is applied for image segmentation. Then the segmented
letters are pre-processed and sent to the recognition module. Here identification is
done by using template matching. The proposed model is shown in Fig. 1.

Fig. 1 Proposed model
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2.1 Pre-processing

The proposed technique for AVI starts with pre-processing of input image. The
basic operation during pre-processing is noise removal and image enhancement in
order to highlight the desired area. In case the image is captured low intensity it is
under exposed or if the image is capture in bright day light it is over exposed to
enhance it we have used the histogram equalization method.

2.2 Number Plate Extraction

License Plate Detection is the most challenging phase of AVI system. In order to
remove unnecessary information from the image, it requires only edges of the
image as the input for further processing. Initially the original image is converted
into gray-scale image, shown in Fig. 2. Then it is binarized by determining a
threshold for different intensities in the image, after this the ‘ROBERTS’ approach
is used for edge detection, shown in Fig. 3.

Then to determine the region of license plate from the pre-processed image we
used horizontal and vertical edge processing. First the horizontal histogram is
calculated by traversing each column of an image. The algorithm starts traversing
with the second pixel from the top of each column of image matrix. The difference
between second and first pixel is calculated. If the difference exceeds certain
threshold, it is added to total sum of differences. Then it traverses until the end of
the column and the total sum of differences between neighbouring pixels are cal-
culated. After scanning the whole image a matrix of the column-wise sum of the
thresholing differences is calculated. The same process is carried out for vertical
histogram. In this case, instead of columns, rows are processed.

Fig. 2 Binarization using threshold
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The analysis of horizontal and vertical histogram show a threshold value which
is 0.434 times of maximum horizontal histogram value represents the number plate
region i.e. our ROI. The next step is to extract the ROI using cropping the number
plate area. The cropping is implemented in two steps first we first crop the image
horizontally which gives value of x1 and x2 then crops it vertically by calculating
values of y1 and y2 as shown in Fig. 4, the ROI is the area defined within (x1, y1)
and (x2, y2).

Fig. 3 Edge detection using roberts

Fig. 4 Horizontal and vertical histogram
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In horizontal cropping process image matrix column wise and compare its
horizontal histogram value with the predefined threshold value. If certain value in
horizontal histogram is more than the determined threshold value then it is marked
as the starting point for cropping and continues until a greater value is found than
the threshold value. The last point is marked as the end point of horizontal scan-
ning. In this process we get many areas which have value more than threshold, so
we store all starting and end point in a matrix and compare width of each area, then
width is calculated considering the difference of starting and end point. After that
we find set of that staring and end point which map largest width. Then we crop
image horizontally by using that starting and end point. This new horizontally
cropped image is processed for vertical cropping. In vertical cropping we use same
threshold comparison method but only difference is that this time we process image
matrix row wise and compare threshold value with vertical histogram values. This
helps to find the different sets of vertical start and end point. Then we find the set
which maps largest height and crop the image by using that vertical start and end
point. After vertical and horizontal cropping we got the exact area of number plate
from original image in RGB format, shown in Fig. 5.

2.3 Character Segmentation

The number plate area is a part of original image, which is extracted from gray-
scale image. After this it is converted into a binary image using the same predefined
threshold. To segment characters we used connected component analysis (CCA)
with minor modification. Since it has been observed even for the images with taken
with certain angle of slope have less or no effect on the size of the characters. Then

Fig. 5 Number plate extraction
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to improve the execution time we determined the connected component and
labelled them. Here to well justify the required characters only the connected
components having their sum of pixel value is more than 2 % of area defined within
ROI are labelled and other are removed from the list. Then after with the help of
number of connected components and their labelling we cropped each letter
separately.

2.4 Removal of Additional Artefacts

The pre-processed image is segmented into different characters. However many
times after segmentation some extra dark pixels are found which not characters but
the impression of nuts and bolts, black bar above and below the character or a small
logo of the vendor. To handle such artefacts we have used a fuzzy classifier which
considers the ratio of the size of the segment with respect to the average segment
size, the gray level ratio which deals with the coloured artefacts and the match
percentile with the most suitable character in the set. The removal different types of
noise are shown in the result section.

2.5 Character Recognition

For the character recognition template matching technique is used. In this method a
database of standard size characters is prepared. The template matching is carried
out by using correlation coefficient which measures correlation coefficient between
two images. The correlation coefficient determines how closely two images are
similar. The range of correlation coefficient is −1.0 to 1.0. Then each segmented
letter is resized up to the size of 24*42 which is same as that of database image. The
correlation coefficient is calculated for each extracted letter with the database image
and stored in a matrix. The position of every character is fixed in database. The
index value of maximum correlation gives the matched character, shown in Fig. 6.

The images which are taken in the extreme lighting condition are either over or
under exposed to the light. It is difficult to extract the number plate region from
such image. Hence to overcome this difficulty it is required to normalize the image
before processing. The normalisation is usually done in number of steps by sub-
tracting the mean and dividing by standard deviation, as explained below. Let
f ðx; yÞ is image to be searched and tðx; yÞ is template image, and then the norma-
lised cross correlation between the image pair is defined as

r ¼ 1
n

X
x;y

ðf ðx; yÞ � �f Þðtðx; yÞ ��tÞ
rf rt

ð1Þ
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where, r = Correlation coefficient
n = Number of pixels in f ðx; yÞ and tðx; yÞ
�f = Mean value of f ðx; yÞ
�t = Mean value of tðx; yÞ
rf = Standard deviation of f ðx; yÞ
rt = Standard deviation of tðx; yÞ

rf ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=n

X
x

X
y

f x; yð Þ � f
� �2s

ð2Þ

and

rt ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=n

X
x

X
y

t x; yð Þ ��tð Þ2
s

ð3Þ

To improve matching efficiency total 70 different characters are taken in a
database. It incorporates the multiple copies of the few special characters, which
differs highly when written in different fonts.

3 Result Analysis

This AVI system is simulated in MATLAB version 7.10.0.499(R2010a). Images
can be captured 3–5 m for better result. Table 1 shows the accuracy of the match in
percentile for the different operations such as image extraction, segmentation and
character recognition.

Fig. 6 Segmented characters before and after removal of unwanted character
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The Fig. 7 shows the complete Graphical User Interface. It helps to browse an
input image and convert it into equivalent gray-scale image then detects the edges
in the first phase. In the second phase it extracts the number plate region and in the
third phase it generates a character string by recognizing the characters in the
individual image segments.

The Fig. 8a–d shows the license plates images with various types of artefacts,
Fig. 8g shows the license plate image with a vertical scanning angle with artefacts,
Fig. 8j show the plate image with horizontal scanning angle with artefacts, Fig. 8b,
e, h, k represents the number plate regions with artefacts and the Fig. 8c, f, i, l
shows the vehicle number for its identification.

Table 1 Experimental results

Module No. of correct detection Accuracy (%)

Extraction 205/230 89.13

Segmentation 195/205 95.12

Recognition 191/195 97.94

Fig. 7 Final GUI for AVI system
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4 Conclusion

The proposed model works well for wide verity of images taken with different
illuminations as well for the varied angular images. It successfully removes the
additional artefacts from the plate region. This recognizes the characters irrespective
of the font size and recognizes many popular font types. The algorithm has been
tested with 230 images having different background and lighting condition, with
varied angle and fonts, for partially damaged characters. It is observed that it works
well for a wide variety of images available on Indian roads, which was the main
motivation of this work. This work can be further enhanced by considering the
blurred image or the video frames, which are captured when the vehicle is on
motion. Again the plate regions extraction technique from multiple frames can be
used for recognizing the license number.

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Fig. 8 Number plates with artefacts and angles
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GLCM Based Texture Features
for Palmprint Identification System

Y.L. Malathi Latha and Munaga V.N.K. Prasad

Abstract In this paper, a new Palmprint recognition technique is introduced based
on the gray-level co-occurrence matrix (GLCM). GLCM represents the distribu-
tions of the intensities and the information about relative positions of neighboring
pixels of an image. GLCM matrices are calculated corresponding to different ori-
entation (0, 45, 90, 135) with four different offset values. After the calculation of
GLCMs, each GLCM is divided into 32 × 32 sub-matrices. For each such sub-
matrix four Haralick features are calculated. The performance of the proposed
identification system based on Haralick features is determined using False
Acceptance Rate (FAR) and Genuine Acceptance Rate (GAR).

Keywords Palmprint recognition � Haralick features � GLCM � Gabor filter

1 Introduction

Biometric based recognition is the most popular human recognition by their
biological features, inherent in each individual. Palmprint based biometric approach
have been intensively developed over the past decade because they possess several
advantages such as a rich set of features, high accuracy, high user friendly and low
cost over other biometric systems. Palmprint recognition has five stages, palmprint
acquisition, preprocessing, feature extraction, enrollment (database) and matching.
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The major approach for palmprint recognition is to extract feature vectors corre-
sponding to individual palm image and to perform matching based on some
distance metrics. Palmprint research employs high resolution or low resolution
images. Principle lines, wrinkles and texture-based features can be extracted from
low resolution images. More discriminate features such as ridges, singular points
and minutiae can be extracted using high resolution palm images. In our present
work, we have used low resolution images to extract texture features.

Texture based feature extraction methods are widely adopted for palmprint identi-
fication because of their high performance. In the literature, numerous texture based
approaches for palmprint recognition have been proposed. The palmprint textures can
be obtained using techniques, such as Gabor wavelets [20], Fourier transformation [9],
Cosine transformation [3, 9], Wavelet transformation [12] and Standard Deviation [6].

In [21], fingerprint image is represented by co-occurrence matrices. Features are
extracted based on certain characteristics of the co-occurrence matrix and then
fingerprint classification is done using neural networks. Rampun et al. [16] pro-
posed new texture based segmentation algorithm which uses a set of features
extracted from Gray-Level Co-occurrence Matrices. Principal Component Analysis
is used to reduce the dimensionality of the resulting feature space. Gaussian
Mixture Modeling is used for the subsequent segmentation and false positive
regions are removed using morphology.

An effective Iris recognition system is proposed by Chen et al. [2]. Gray Level
Co-occurrence Matrix (GLCM) and multi-channel 2D Gabor filters are adopted to
extract iris features. The combined features are in the form of complementary and
efficient effect. Particle Swarm Optimization (PSO) is employed to deal with the
parameter optimization for Support Vector Machine (SVM), and then the optimized
SVM is applied to classify Iris features.

Palmprint recognition based on Haralick features was proposed by Ribaric and
Lopar [17]. Haralick features are extracted from a sub-image and the matching
process between the live template and the templates from the system database is
performed in N matching modules. Fusion at the matching-score level is used and
the final decision is made on the basis of the maximum of the total similarity
measure. The experiments are performed on small databases (1,324 hand images).
The work in [13] extracts Haralick features along the principal lines and experi-
ments were evaluated on small part of polyU database and shows poor performance
(EER above 14 %). An optimal thenar palmprint classification model is proposed
by Zhu et al. [22]. Thirteen textural features of gray level co-occurrence matrix
(GLCM) are extracted and support vector machine is used for classification. To the
best of our knowledge, only few papers on palmprint identification using GLCM
were reported in the literature. Most of them have used support vector machine and
k-neural network classifiers and experiments have been performed on small dat-
abases and results reported in the literature were not promising. In this paper, we
have proposed GLCM based palmprint identification using euclidean distance
classifier. The aim of this paper is to investigate and analyse the behaviour of the
texture features. The proposed method is evaluated by comparing it with other
texture based methods in the literature.
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2 Gray Level Co-occurrence Matrix and Haralick Features

2.1 Gray-Level Co-occurrence Matrix

Gray-Level Co-occurrence Matrix or GLCM [1, 5] is a matrix that contains
information about the distribution of intensities and information about the relative
position of neighborhood pixels. As name suggests, it uses Grey-Scale images.
Given a Grey-Scale Image I, the GLCM matrix P is defined as [1]:

Pði;Dx;DyÞ ¼ WQði; jÞ Dx;Dyj Þ ð1Þ

where W ¼ 1=ðMDxÞðN� DyÞ PN�Dy
n¼1

PM�Dx
m¼1 A

A ¼ 1 if f m; nð Þ ¼ i and f mþ Dx; nþ Dyð Þ
0 elsewhere

(

where f(m, n) be the intensity at sample m, line n of the neighborhood, (i, j) is the
index and (Δx, Δy) denotes the offset and the orientation respectively. Offset rep-
resents the distance between the interested neighborhood pixels and orientation
represents the angle between interested neighborhood pixels. After calculation of
GLCM we do the normalization by performing a divide operation on the product of
M and N, where M and N are the dimensions of the Grey Scale image.

In our proposed methodology the local Haralick features are calculated from
normalized gray level co-occurrence matrices. Haralick introduced 14 statistical
features [18] which are basically texture features which can be extracted from a
GLCM matrix. The texture features [4, 7, 8] are Angular Second Moment, Contrast,
Inverse Difference moment, Entropy, Correlation, Variance, Sum, Average, Sum
Entropy, etc. In our investigation four features that can successfully characterize the
statistical behavior (experimentally determined) are:

Contrast: The relative difference between light and dark areas of an image.
Contrast is how dark to how light something is. The contrast makes the lighter
colors more lighter, and the darker colors darker.

Contrast ¼
XG�1

n¼0

XG
i¼1

XG
j¼1

p i; i� jj jð ¼ n

(
ð2Þ

where P is GLCM matrix and G is Grey Scale value.
Entropy: It can be described as a measure of the amount of disorder in a system.

In the case of an image, entropy is to consider the spread of states which a system
can adopt. A low entropy system occupies a small number of such states, while a
high entropy system occupies a large number of states. For example, in an 8-bit
pixel there are 256 such states. If all such states are equally occupied, as they are in
the case of an image, which has been perfectly histogram equalized, the spread of
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states is a maximum, as is the entropy of the image. On the other hand, if the image
has been threshold, so that only two states are occupied, the entropy is low. If all of
the pixels have the same value, the entropy of the image is zero.

Entropy ¼
XG�1

i¼0

XG�1

j¼0

pði; jÞ � log P ið Þð ð3Þ

where P is GLCM matrix and G is Grey Scale value.
Variance: The variance is a measure of how far a set of numbers is spread out. It

is one of several descriptors of a probability distribution, describing how far the
numbers lie from the mean (expected value).

Variance ¼
XG�1

i¼0

XG�1

j¼0

ði� lP(i; j) ð4Þ

where P is GLCM matrix and G is Grey Scale value, µx is the mean value.
Correlation: Measure that determines the degree to which two pixel values are

associated.

Correlation ¼
XG�1

i¼0

XG�1

j¼0

fi� jgp i; jð Þ � lx� lyf g=rx� ry ð5Þ

where P is GLCM matrix and G is Grey-Scale value, µx, µy are mean values and
σx, σy are standard deviations along X and Y axis.

lx ¼
XG�1

t¼0

i
XG�1

j¼0

P i; jð Þ

ly ¼
XG�1

i¼0

i
XG�1

j¼0

jP i; jð Þ

rx2 ¼
XG�1

i¼0

i� lð Þ
XG�1

i¼0

P i; jð Þ

ry2 ¼
XG�1

j¼0

j� lð Þ
XG�1

j¼0

P i; jð Þ

GLCM matrices are calculated corresponding to different orientations (0, 45, 90,
135) with four different offset values. The above mentioned four Haralick features are
obtained from GLCM matrix created on sub-images of palmprint’s ROI. By calcu-
lating this four texture features it is possible to see how they behave for different
textures. The size of feature vector for a biometric template is Mn—component
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feature vectors where M is the number of sub images defined by sliding window on
the palmprint’s ROI and n is the number of local Haralick features.

We have used the following parameters for our experiment: M × M = 128 × 128
dimensions of palmprint ROI, g = 256 number of grey levels, offset value δ = 1, 2, 3
and 4, d × d = 8 × 8 dimension of sliding window, t = 4 sliding window translation
step and Ø = 0°, 45°, 90° and 135°.

3 Computation of Feature Vector and Matching

3.1 Haralic Features Extraction

For the computation of the GLCM not only the displacement (offset value δ), but
also the orientation between neighbor pixels must be established. The orientations
can be horizontal (0°),Vertical (90), Right Diagonal (45) and Left Diagonal (135)
degree respectively. GLCM matrices for each plamprint’s ROI are calculated cor-
responding to different orientation (0, 45, 90, 135) with four offset values. The local
Haralick features contrast, entropy, variance and correlation are obtained from
normalized gray level co-occurrence matrices.

After the calculation of GLCMs, each GLCM is divided into 32 × 32 sub-
matrices. For each such sub-matrix Haralick features are calculated. There will be
64 such sub-matrices for each such GLCM. There are 4 GLCMs for each image. So
total 256 such sub-matrices will be there for each image. So the size of feature
vector for each image is: 4 (offset values) × 4 (four Haralick features) × 256
(subimages). Therefore palmprint ROI is represented by 4,096 features.

3.2 Matching

In matching process, the comparison is performed between template and query. In
this paper, Euclidean distance similarity method is used to calculate the matching
score. The Matching Score [19] between the template and query given by

Matching Score ¼ 1� X � Yj jj j2
jXjj j2þ jY jj j2 ð6Þ

where X is the feature vector of template and Y is the feature vector of query
palmprint calculated using Haralick formulas. Norm is the Euclidean Norm which
is the square root of the summation of square of the values i.e. If Vector P is [x y z]
then Euclidean Norm [19] is:

Normj jj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2þ y2þ z2

p
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The range of matching score is between 0 and 1. If the matching score is greater
than a reference threshold, the user is considered as genuine otherwise imposter.

4 Experimental Result

We experimented our approach on PolyU Palmprint database [15]. PolyU database
consists of 8,000 grayscale palm print images from 400 users. Each ROI image is
128 × 128 in dimension and sample ROI of PolyU database shown in Fig. 1.

The biometric system classifies an individual either as a genuine or as an
imposter. The system may make two types of recognition errors, either falsely
recognizing an imposter as genuine or by rejecting a genuine user as an imposter
resulting to False acceptance rate and false rejection rate. The false acceptance rate
is a fraction of imposter score greater than the threshold and false rejection rate is
portion of genuine score less than threshold. Both FAR and FRR are functions of
system threshold, if the threshold is increased then FAR will decrease, but FRR will
increase and vice versa. So, for a given biometric system both the errors cannot be
decreased simultaneously by varying the threshold.

The performance of the proposed identification system based on Haralick fea-
tures is determined using False Acceptance Rate (FAR) and Genuine Acceptance
Rate (GAR). The results of Haralick Features are shown in Table 1. Genuine
Acceptance Rate (GAR) is percentage of genuine users will be authorized during
authentication and False Acceptance Rate(FAR) is percentage of fake/imposter user
will be authorized during authentication. The GAR/FAR value of PolyU database is
98.46/0.8873 for 0.58 threshold. The plot between FAR and FRR at various
thresholds is shown in Fig. 2. It is observed that FAR reduces as threshold increases
and FRR increases with threshold. Table 2 presents the performance comparison of

Fig. 1 Sample ROI polyU
database
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our proposed approach with existing approaches. In this paper, we have proposed
new palmprint recognition technique using Euclidean distance and experiment is
performed on PolyU database.

Table 1 GAR, FAR and FRR rates for different thresholds values using Haralick features

Threshold GAR (%) FAR FRR

0.58 98.46 0.8873 0.02

0.6 98.12 0.8673 0.02

0.7 96.97 0.7066 0.04

0.72 96.66 0.6583 0.04

0.8 92.17 0.3917 0.08

0.84 83.82 0.2397 0.17

0.88 62.319 0.097 0.38

0.9 52.59 0.0474 0.5

Fig. 2 FAR and FRR at various thresholds for different thresholds using Haralick features

Table 2 Performance comparison of proposed approach with existing approaches

Approaches Database Recognition
rate (%)

Ribaric and
Lopar [17]

Co-occurrence matrix and
k-NN classifier

243 users, 1,874
images

98.91

Meiru et al.
[14]

Local binary pattern and
k-NN classifier

146 users 1,460 images 92.72

Khalifa et al.
[11]

Co-occurrence matrix and
SVM classifier

PolyU 2D, 400 people,
8,000 images

91.19

Proposed
method

GLCM and Euclidean
distance

PolyU 2D, 400 people,
8,000 images

98.46
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5 Conclusion

We have developed a new palmprint recognition technique based on gray-level co-
occurrence matrix (GLCM). The efficiency of texture based features using GLCM
are investigated and analyzed. For each ROI image, GLCM matrix and Haralick
features are extracted. The efficiency of this feature was tested using GAR /FAR
and obtained recognition results for PolyU—GAR/FAR as 98.46/0.88. In this
paper, we have used Euclidean classifier and achieved better recognition accuracy
when compared with the existing palmprint recognition systems [11, 14, 16].
Further, the GAR can be increased by using optimization techniques such as
Genetic algorithm or Particle Swarm techniques.
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Virtual 3D Trail Mirror to Project
the Image Reality
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Abstract Magical virtual mirror, is the proposal that is going to present the virtual
mirror which is used to display the jewelleries, clothes, footwear’s etc. in the
imaginary way means that instead of not wearing physically that in reality. Virtual
Mirror uses highly sophisticated 3D image processing techniques to visualize the
look of new garments and all other accessories without any need to actually put them
on. By using the barcode tag on the clothes or footwear, can easily get the sizes,
color, etc. features of that particular item. Previous methods usually involve motion
capture, 3D reconstruction; another method based on combining all image-based
renderings images of the user and previously recorded garments to save the time
processing. Many several existing methods are developed for knowing the outlook
of the garment is looked like. No method focusing on exactly fitting of that particular
costume or footwear that is actually user interested.
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1 Introduction

Now-a-days it became most popular by achieving a most popular and benefits one
that mostly for Shoppe’s. In the past there is only process of wearing each and every
garment manually with getting more physical stress. Mainly having the problem of
security when physically wearing a garment or anything inside a trail room will have
commonly the doubt of whether anybody recording anything. So, the usage of trail
rooms are less in number and most of them want to check the look and feel of the
accessory (Garment, Jewellery, Footwear, etc.) how it look actually to them. This is
the way that the base paper for this proposed system came actually from. Now many
virtual trail rooms came into existence but will not fulfillment of all the needs of the
customer. May be coming up society will make use of this applications to make a
better system with having more secured. A fit technology may be categorised
according to the problem that it resolves (size, fit or styling) or according to the
technological approach. There are many different types of technological approach, of
which the most established and credible are:

• Size recommendation services, Body scanners, 3D solutions, 3D customer’s
model, Fitting room with real 3D simulation, Dress-up mannequins/mix-and-
match, Photo-accurate virtual fitting room, Augmented reality, Real models.

2 Existing System

In this existing work we improve all stages of our previous augmentation pipeline.
We contribute efficient methods for GPU-based silhouette matching by line-based
and area-based silhouette sampling and evaluate their performance. Moreover, a
novel method to extend the pose space by combining multiple matches is intro-
duced. They introduce an extended non-rigid registration formulation that adapts
the garment shape by silhouette and depth data terms. We evaluated all improve-
ments for their impact on the visual quality by comparing them to ground truth
images. There are certain modules in the existing system that is going to show in the
output process. The extension of the work is going to be done on fitting of costumes
to the user is proposed in this paper.

3 Limitations in the Existing Paper

The suggested clothes augmentation pipeline transfers the appearance of garments
from one user to another. It uses captured images for rendering, which inherently
contain features like realistic light-cloth interaction and wrinkles. It is suitable for a
wide range of garments, like shirts, sweaters, trousers, dresses and accessories like
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scarf’s, sun-glasses etc. Moreover, recording the garment data is quick and cheap
compared to manual 3D modeling. However, the proposed pipeline stages also have
limitations that can reduce the visual quality that the system achieves.

Figure 1 shows a frame of the evaluation data set of user where skeleton- and
silhouette-based matching strongly differ and also the visual impact of a missing
pose in the garment database is given.

Matching algorithms that are based on silhouette shapes assume a certain shape
similarity between images of the model- and the end user. This is not always given.
For example, when the desired garment is a dress and the current user is wearing
trousers, then the shapes are not similar in the leg region. While silhouette matching
is quite reliable for small dissimilarities, it loses precision with, for example, longer
dresses. In practice, we achieved good matching results even for dresses and coats,
but we cannot generally guarantee that it works for arbitrary garment and user
shapes. Figure 1 shows the sample of adjusting the garments which are retrieved
from the database and adjusting with the balancing of motion recorded by the users.

4 Introduction to the Proposed System

In our proposed system we are not physically wear a dress to analyze whether it fits
or not. In this, the trailer selects a dress and standee in front of the virtual mirror.
Based on that dress id, the virtual mirror takes the measurements of that dress and
takes the measurements of the person who standee in front of the virtual mirror.
Based on the person’s body measurements and dress measurements the virtual
mirror concluded whether that dress is perfectly fits to that person or not. It saves
some time and avoids the security problems as there is no problem in wearing dress
virtually. In this system, virtuosity avoids so many problems and there is no
problem to wear the dress virtual in outside places rather than wears in real. It is like

Fig. 1 A frame of the evaluation data set of users
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as existing system in displaying images but the difference here is that the person
doesn’t wear the dress physically.

Having the curiosity in checking about how it looks and very much anxiety to
wear the dresses. It became the most common problem for all the persons for that; a
virtual mirror is the most important one for visually displaying the accessories. It
gives the more security than existing system and more efficient. The sample of
showing virtual mirror in Fig. 2.

For jeweler it is used better for the designers to design by replacing the different
stones colors, structure, and features of the jeweler. Person can also wear the
footwear magically by not wearing it physically. It can be seemed like in the below
image. There does visually seem in the below a person trying different types of the
footwear and want to take one of them which is more suitable for their foot. This is
a trending Shoppe because with in less time can buy more items on exactly based
on user’s interest. Every Showroom tries to make the customer to be satisfied. That
customer satisfaction is received whenever they felt happy with the shopping.

Fig. 2 Showing sample virtual mirror
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4.1 Motion Capture

The person who is using the virtual mirror is identified and later by using of the
Intellifit body Scanner we make use of reading the persons sizes and stored in the
virtual database. Motion capture, or human pose tracking [1], is the task of deter-
mining the user’s body poses. It usually involves a pose and shape model that is
fitted to sensor data and therefore comprises a model-based tracking problem. The
more recent Microsoft Kinect device allows for real-time recording of color and
depth images at very low cost, as well as high-quality real-time human pose esti-
mation. It plays a major role in defining the motion of the pose which is placed
behind the mirror which makes to use of trail of the garments with the interaction of
feeling it as real. Microsoft Kinect devices are used frequently in gaming to possess
a user interaction i.e., used for capturing the same ideology to be implemented here.

4.2 Clothes Reconstruction

Initially the clothes which are having the tag consists of bar code will contains a
data in the database those are having all the details of the clothes (like color, type,
size, etc.). The measurements which are taken from the person’s size will be taken
as one of the input. The clothes which are selected based on their interest will be
stored and makes visible on the output device. Many approaches use markers on the
cloth for capturing [2], which makes them less suitable for our method. More recent
approaches do not require markers. However, all approaches that rely on point
correspondences that are computed from the image data assume a certain text
redness of the garment. By using the light dome of or a laser scanner this limitation
can be removed, but such hardware is expensive and processing cannot be per-
formed in real time. Once the shape of a garment is digitized it needs to be fitted to
the user’s body model. This is a complex problem that is usually not handled in real
time system that is actually in.

4.3 Virtual Try-on

Previous methods work by finding the best matching dataset in a previously
recorded database that contains all possible poses of the user. These systems first
learn and then search a database of poses by using a pose similarity metric. The best
match is used to deform a texture to fit the user. However, like many other re-
texturing approaches they operate in 2D [3, 4] and therefore do not allow the user to
view him or her from arbitrary viewpoints. In Fig. 3 the image-based visual hull
rendering is shown that is helpful in projecting the cloth. The Virtual Try on project
offers a set of applications for various tailoring, modeling and simulation tools. 3D
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scans of real garments are acquired by color-coded cloth. MIRACloth [5] is a
clothes modeling application which can create garments, fit them to avatars and
simulate them. Kinect-based body scanning enables virtual try-on applications at
low costs but systems with a single sensor require multiple views.

4.4 Prerequisites

The virtual dressing room that is used for this work consists of a 2 × 3 m footprint
cabin with green walls in the existing papers. Ten cameras are mounted on the
walls: two in the back, two on the sides and six in the front. The cameras are
synchronized and focused at the center of the cabin, where the user is allowed to
move freely inside a certain volume. All cameras are calibrated intrinsically and
extrinsically and connected to a single PC. The mirror also offered accessory
options and suggested different pieces that could be worn together for fashion
coordination.

4.5 The Augmentation Process

Similar to [6] our clothes augmentation process has an offline phase for recording
garments and an online phase where users can be augmented. The stages of the
recording

Fig. 3 Illustrating the
concept of image-based visual
hull rendering. For every
pixel its viewing ray
(red arrow) is projected onto
each camera plane (red line)
(color figure online)
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1. A user wears a garment which should be used for future augmentations. He or
she enters the dressing room and performs a short series of different poses while
being recorded.

2. Garments are segmented and features are extracted from the recorded video
streams. Results are stored in a garment database. This phase can be controlled:
it is possible to recapture the scene when incomplete, or switch segmentation
strategies. From now on, users who enter the dressing room can be augmented
with previously recorded garments. We call this the runtime phase:

3. Users can move freely inside the room while being captured.
4. Features from the captured images are extracted.
5. The best fitting pose from the garment database is selected.
6. The selected pose of the desired garment and the captured user are rendered

from the same viewpoint using image-based rendering.
7. Small pose mismatches are compensated for by rigid and non-rigid registration.

• Offline: garment database construction
A user puts on one or multiple garments which should be transferred to other
users. The other clothing should be selected to allow for easy segmentation.
The model-user enters the dressing room and performs a series of different
poses [7] while being recorded. Each garment database contains a single
recorded sequence and therefore a single piece of clothing. Each garment is
stored in the database with the proper data relevantly need to be stored.
Another database is also maintained to store the measurements of the end user.

• At runtime: clothes augmentation
Once one or more garment databases have been created, users can enter the
dressing room and watch themselves wearing different clothes on the display
in front of them. First, the same features as in the offline phase are extracted
from the current camera images. These features are transformed to PCA
space by applying the precomputed transformation matrix from the offline
stage. The result is used to find the garment database entry where the model-
user pose is closest to the pose of the current user. We use a simple
Euclidean distance measure to find the closest feature vector during the
search. The camera images [8] associated with this entry show the best match
for the desired garment.

• Image-based rendering
In this phase, the matched garment dataset and the current user are rendered.
Both rendering tasks need to quickly generate an output image from a set of
camera images with silhouette information. We employ the image-based
visual hull (IBVH) algorithm to compute depth maps of novel viewpoints
directly from the segmented camera images [9, 10]. It bypasses the

Virtual 3D Trail Mirror to Project the Image Reality 171



computation of an explicit representation, such as a voxel grid or a mesh.
Therefore, it is beneficial to the overall performance to directly derive an
output image from the camera images.

5 Composing and Display

Parts of the model-user are still visible in the garment buyer, but with alpha values
that indicate which pixels have to be removed. These regions were required as a
good optimization target during the non-rigid registration procedure. After optimi-
zation the unwanted pixels are removed. In a final step, the garment buyer and the
current user’s buyer are composed. In these regions, the current user’s body replaces
the model user according to the previous work [5, 10]. This occlusion effect is
correct, because the model-user occluded the same regions. The overview of the
offline phase in shown in Fig. 4. When multiple garments are augmented, the items
are consecutively composed with the previous result.

6 Implementation Process of the Proposed System

The process of the proposed system shown in Fig. 5 involves where the user
interacts and they trail with the garments and also shows the user interacts with the
system and quits from this process.

Fig. 4 Overview of our pipeline. In the offline phase, garments are recorded and processed to
create a database. At runtime, the database can be queried for a record that matches the current
user’s pose. The recorded data is used to augment the user with a garment
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Read the bar 
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Wants to 
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Fig. 5 Internal and external process of the virtual trail room
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7 Conclusion

In our proposed system, there is no chance of having any disadvantage like security
threat because of the virtually wearing not really then anyone can trust the system.
Extending the existing system proposal by making the possible way to check
whether the specific garment/footwear exactly fitting to that particular personality.
Not by checking with different colors, textures and styles implementing for the
extension whether the suitable one is there in that showroom makes easy for not
waiting much time. The end user can change based on their interest and can try as
many different styles of materials which are provided with.
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Data Aggregation Using Dynamic Tree
with Minimum Deformations

Ashis Behera and Madhumita Panda

Abstract In Wireless Sensor Network, energy efficient routing is a challenging
matter. In addition to this the loss of data packets during transmission should be
handled carefully. Data aggregation is a technique which can be used to eliminate the
unnecessary data or information and transmit only required data to the sink node. To
maximize the lifetime of the sensor network, protocols like LEACH, PEGASIS had
been proposed, where aggregation of data are done at the cluster head of each cluster
and at the sink node. This scheme gives better performance than the conventional
protocol of Direct Transmission. In this paper a new scheme has been proposed
where the sink node is mobile in nature and the data are forwarded to the sink node
through a tree which is constructed on the cluster head of each cluster. To maintain
the dynamic structure of the tree during motion of the sink node, a minimum
deformation is carried out on the tree so that total energy consumption is less which
enhance the life time of the sensor network.

Keywords Wireless sensor network � Sensor nodes � Cluster � Dynamic tree �
Data aggregation

1 Introduction

A Wireless Sensor Network (WSN) consists of spatially distributed autonomous
sensors to monitor physical or environmental conditions, such as temperature, sound,
pressure, etc. and to cooperatively pass their data through the network to a main
location, generally to Base Station or Gateway Sensor Node [1]. The sensors are the
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small electronic devices which are equipped with a transceiver, for transmitting and
receiving signal, a tiny memory for storing data, a tiny processor, and battery for
power back up. Due to its low cost and adaptability nature it has been used in so many
areas like in disaster management, combat field reconnaissance, border protection and
in security surveillance [2]. Though WSN has a wide range of application, sensors
have severe resource constraints in terms of power processing capabilities, memory
and storage.WSN nodes are generally severe energy constrained due to the limitation
of batteries. Due to its limited power source it will become dead once its power goes
down. So hardware improvements in battery design and energy harvesting are the
different challenges to improve the lifetime of the network and could make the
network operational for a long time even without replacing the batteries. Data
Aggregation is a technique which can be used to reduce the energy consumption of
nodes and enhance the network lifetime [1, 3]. It tries to alleviate the localized
congestion problem. It attempts to collect useful information from the sensors sur-
rounding the event. It then transmits only the useful information to the end point
thereby reducing congestion and its associated problems [3]. Data aggregation is used
to aggregate the data before transmission so that redundancy data can be eliminated. It
also reduces the traffic or congestion occurs at the base station hence the problem of
packet loss can somehow be reduced.

2 Related Works

In a paper Fukabori et al. [4] suggested a scheme where the nodes in the sensing
area are grouped into ‘k’ clusters by using EM algorithm and the mobile sink traces
a trajectory of TSP through these cluster centroids. To aggregate the data efficiently,
the mobile sink and nodes uses cluster adapted directed diffusion. To reduce the
traffic and unwanted message transmission, each node may choose to transmit or
not to transmit based on its degree of dependence ratio. This also gives better
performance of the sensor network and also increase the lifetime of the network.
Kamat et al. [2] in his paper has proposed a fine grained location based cluster with
no cluster heads. In this paper [5], the authors have proposed a novel energy
efficient clustering scheme (EECS) for single-hop wireless sensor networks, which
better suits the periodical data gathering applications. Their approach elects cluster
heads with more residual energy in an autonomous manner through local radio
communication with no iteration while achieving good cluster head distribution.
Furthermore, this paper introduces a novel distance-based method to balance the
load among the cluster heads. Simulation results have showed that EECS prolongs
the network lifetime significantly against the other clustering protocols such as
LEACH and HEED. Virmani et al. in AIEEDA [6] proposed a method where the
formation of clusters in the sensor networks can be done based on close proximity
of nodes. The data transfer among the nodes is done with a hybrid technique of both
TDMA/FDMA which leads to efficient utilization of bandwidth and maximizing
throughput. It utilizes the energy and bandwidth by minimizing the distance
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between the nodes and schedules the clusters. Ozgur et al. [7] proposed PEDAP and
PEDAP-PA techniques which are based on power consumption of individual node
in a spanning tree which is constructed on the sensor nodes of the network. The
power consumption of each node, thus network, is reduced by scheduling the
transmission of each node of the tree. Aiming at the problem of limited energy of
sensors in Wireless Sensor Network, based on the classic clustering routing
algorithm LEACH, a distance-energy cluster structure algorithm [8] considering
both the distance and residual energy of nodes is presented in the dissertation”
which improves the process of cluster head election and the process of data
transmission. It reduces the adverse effect on the energy consumption of the cluster
head, resulting from the non-uniform distribution of nodes in network and avoids
the direct communication between the base station and cluster head, which may has
low energy and far away from base station. The results of simulation indicate that
the improved algorithm effectively balances the energy consumption, prolongs
31 % of the lifetime, reduces 40 % of the energy consumption and has a better
performance than the original LEACH protocol. In paper [6], the authors have
investigated the reduction in the total energy consumption of wireless sensor net-
works using multi-hop data aggregation by constructing energy-efficient data
aggregation trees. They have proposed an adaptive and distributed routing
algorithm for correlated data gathering and exploit the data correlation between
nodes using a game theoretic framework. Routes are chosen to minimize the total
energy expended by the network using best response dynamics to local data. The
cost function that is used for the proposed routing algorithm takes into account
energy, interference and in-network data aggregation. The iterative algorithm is
shown to converge in a finite number of steps. Simulations results show that multi-
hop data aggregation can significantly reduce the total energy consumption in the
network. The authors of [7] have intended to propose a new protocol called Fair
Efficient Location-based Gossiping (FEL Gossiping) to address the problems of
Gossiping and its extensions. They show how their approach increases the network
energy and as a result maximizes the network life time in comparison with its
counterparts. In addition, they also show that the energy is balanced (fairly)
between nodes. Thus saving the nodes energy leads to an increase in the node life in
the network, in comparison with the other protocols. Furthermore, they also show
that the protocol reduces the propagation delay and loss of packets.

3 Problem Statement

According to Low Energy Adaptive Clustering Hierarchy (LEACH), the data are
transmitted by each cluster head to the sink node directly. But this will consume
more energy when the sink is far away from the site. In LEACH the sink node is
stationary. So the energy consumption is more to transmit the aggregated data by
the cluster heads to the sink node directly. So this paper proposed an in-network
data aggregation scheme where the clustering technique is used to aggregate the
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data and used a dynamic tree to route the aggregated data to the sink node. Here the
sink is mobile in nature to reduce further the transmitted cost. The dynamic nature
of the tree should be maintained with minimum possible changes on the tree so that
the total energy consumption will be less. It has been assumed that the sensor nodes
in each cluster know their location at priori by implementing some network
localization scheme.

4 Design Methodology

This paper has been organized into four parts.

(a) Formulation for Cluster and Cluster Head
(b) Construction of tree
(c) Formation of trajectory path
(d) Maintenance of the dynamic tree

4.1 Formation of Clusters and Cluster Head

Since the required power of wireless transmission is proportional to the square of
the transmission distance the transmission distance of individual node should be
reduced as well as the balancing the load or traffic in the network also be main-
tained. The following algorithm divides the nodes of WSN into k numbers of
clusters.

Algorithm for formation of clusters

1. Divide the network region of size into K numbers of small regions of same size.
2. Each sensor node has the pre-knowledge of the mid-points of each the regions.
3. Let N number of sensor nodes that are randomly distributed in the network

region.
4. All sensor nodes know their location in the network relative to the sink node,

which is GPS enabled, by applying some network localization algorithm.
5. Each sensor can determine the nearest sub-region by calculating Euclidian

distance of itself from mid-point of all other regions.
6. A node can associate with that region whose calculating distance from that node

is minimum. The node stores the mid-point of its associated region.
7. For any node, if more than one regionis found to be shortest distance and same,

then association of that node should be done one region.
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The association of each node to a certain region is illustrated as below:
Suppose two nodes SN1 and SN2 have been deployed in the regions shown

above. The coordinates of SN1 and SN2 are (10, 5) and (3, 1) respectively. Let the
mid-point of two regions are (5, 5) and (15, 5) respectively as shown in Fig. 1.

Now the two nodes SN1 and SN2 determine the shortest distance from M1 and
M2 respectively.

For SN2:

D1 ¼ 3� 5ð Þj j2 þ 1� 5ð Þj j2
� �1=2

¼ 4:472

D2 ¼ 3� 15ð Þj j2 þ 1� 5ð Þj j2
� �1=2

¼ 12:649

So SN2 choose M1 as the closest region and associated with that region.

For SN1:

D1 ¼ 10� 5ð Þj j2 þ 5� 5ð Þj j2
� �1=2

¼ 5;

D2 ¼ 10� 15ð Þj j2 þ 5� 5ð Þj j2
� �1=2

¼ 5

Since both the mid-points are equidistance from SN1, SN1 choose any one let M2
as the nearest region and associated with that region.

Algorithm for selection of Cluster head in each cluster

1. Each node maintains a list of IDs and residual energy of all other nodes
including itself in a descending order of their residual energy.

2. Initially, each node stores the ID and residual energy of itself.
3. Each node sends a packet to its neighbors who contain the residual energy of

itself, its ID and its associated region’s mid-point.

M1 
M2  

SN1

SN2

 (15, 5)

(3, 1)

(5, 5) 

(10, 5)

Fig. 1 Association of nodes
to a region
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4. Repeat steps 5, 6, 7 for N/K times where N = Total number of sensor nodes and
K = Total number of clusters or regions.

5. On receiving a packet from its neighbor, a node can do the followings:

a. Compare the mid-point which is present in the packet with the mid-point of
itself. If matching is found then go to next step otherwise go to step 7.

b. Update its list by comparing the residual energy present in the packet with
the residual energies present in its list.

6. If a node updates its list, then it will retransmit its updated list along with its
associated region’s mid-point to its neighbors. Go to step 4.

7. If a node does not update its list then discard the packet.

After M/K number of iterations, all nodes of each cluster have the same node IDs
and in same order. The node ID placed at the top of the list will be declared as a
cluster head.

So after creation of cluster head, all other nodes in that cluster send their data to
their cluster head. This is the responsibility of the cluster head to transmit the
collected data to the sink node after aggregation. To maintain the uniformity, the
cluster head in each cluster is changed in a regular interval among their members.
When a cluster head has the remaining residual energy less than 25 % of the
residual energy of the last node in the list, then it will quit from the leadership by
sending its residual energy and unwillingness to all other nodes in its associated
region after updating its list. After receiving the unwillingness signal, all other
nodes within that region update their list and the node placed at the top of the list
declare itself as a cluster head.

4.2 Construction of Tree

After formation of cluster head, a tree will be constructed which takes the cluster
heads as nodes. The root of the tree will be the node closest to the sink.

Algorithm for formation of tree:

1. All cluster heads send their locations to the sink nodes.
2. The sink node will store a copy of that and calculate the distance of itself from

all other cluster heads and designate the closest cluster head as root of the tree.
3. The sink node stores the location of the root node as recipient and destination

address and sends a message to the designated root node which contains the
location of all other nodes except the location of the designated root node.

4. If more than one heads are equidistance from the sink nodes, then the sink node
can choose any one of them as root node.

5. Repeat the steps 6, 7, 8 until all the cluster heads are exhausted.
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6. After receiving the message, the root node stores recipient location as recipient
address and calculate the distance of itself from other heads.

7. It then designate the closest head as the root of the remaining tree, store its
location as destination address and sends the message to the designated root
after removing the location of the designated root node from the message.

8. It should be ensured that each node should not receive the message from more
than one neighbor.

After this algorithm, a tree will be constructed (Fig. 2) taking the cluster heads as
its nodes. The child nodes are connected to their parent node through edges. The
directions of these edges are from parent node to child node. Now make this tree as
converge-cast tree (Fig. 3), by reversing the directions of each edge i.e. from child
node to parent node. This is required to reduce the transmission cost and reduce the
duplicity of data.

It found the single neighbor and connects it with an edge. Then remove that
connected node from the pool. This process continued until the pool is empty. And
finally a tree is constructed among the cluster heads.

Fig. 2 Construction of tree

Fig. 3 Converge-cast tree
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4.3 Formation of Trajectory Path

Since the root node is responsible for data transmission, it must be the closest node to
the sink node hence reduction of energy consumption by reducing the transmission
distance. The deformation of the tree occurs due to mobility of the sink node. Hence
new root should be chosen by the sink node while it is moving into its trajectory
path. The following algorithm selects new root nodes in the deformation tree:

Algorithm for finding the new root nodes during the motion of sink node

1. The sink node will choose number of rest points in the network.
2. For each rest point

a. The sink node calculates the distance from each node location to that rest
point.

b. Select the node which has the shortest distance from that rest point and keep
it in the list. If more than one node exists, then select any one node.

3. The node listed in the list of the sink node may serve as intermediate root nodes
when sink node moves.

As shown in the Fig. 4, the location of the sink node is near the root. After the
sink shown as square size block, determine its two rest points, it will determine the
new root nodes for the tree which is shown in faded circle.

4.4 Maintenance of the Tree

After the construction of the tree, a converge-cast tree is to be constructed, where all
the edge are directed towards the root. By doing this we can have the maximum
number of outgoing edge from a node is 1 but the number of incoming edge to a

Fig. 4 Formation of
trajectory path
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node may be more than one. The maintenance of the tree is essential when the root
of the tree changes due to the mobility of the sink. The algorithm is given below.

Algorithm for maintaining the tree

1. The sink node after positioning itself to a new position, it sends a packet to the
root node along with the node ID of next root node.

2. The root node keeps the location and ID of the next root node.
3. When the sink node selects a new root node the following condition should be

checked.

i. An edge is to be added from the previous root node to the current root node,
keeping other edges of the tree unchanged.

ii. Each node must have at most one out degree. If a node has more than one
outgoing edges then select the nearest node edge and delete other outgoing
edges of that node.

4. The root node after receiving the packet from the sink, it will forward the query
packet to the other nodes in the tree.

5. The node which has the data related to the query responds by forwarding the
data to the root node.

6. The root node in turn transmits the data to the sink node.

Let the sink node is at its first rest point top left corner of the grid. It will send a
query packet to the root node. The root node forwards the packet to other nodes as
shown in the Fig. 5.

When the intended node (mark as faded dotted circle in Fig. 6), which has the
data related to the query, receive the query packet, it forward the data to the root
node which forward the data to the sink node which is shown in dotted lines. Let the
sink node is at new rest point as shown in Fig. 7. A new edge is added from
previous root node to the new root node. When it is added, it has been found that
the new root has more than one out-degree, so it deletes the outgoing edge of the

Fig. 5 Sink node forward the
request to the root and the
root send it to the intended
node
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longest neighbor which is shown as dotted lines in Fig. 7. It sends the query packet
to it. Now the root node forwards the packet to other nodes as shown in the Fig. 7.
When the intended node (mark as faded dotted circle in Fig. 8), which has the data
related to the query, receive the query packet, it forward the data to the root node
which forward the data to the sink node which is shown in dotted lines.

Fig. 6 After receiving the request the intended node forward the message to the skin node

Fig. 7 Sink node forward the
request to the new root and
the new root send it to the
intended node

Fig. 8 After receiving the
request the intended node
forward the message to the
sink node
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5 Conclusion and Future Works

Wireless Sensor Networks are powered by the limited capacity of batteries. Due to
the power management activities of these sensor nodes, the network topology
changes dynamically. These essential properties pose additional challenges to
communication. In-network data aggregation using cluster is a good technique to
reduce the transmission of redundancy data, hence, a reduction of the energy
consumption. Energy consumption further reduced by forwarding the data through
a tree. As explained, the cost incurred in maintaining the tree, due to mobility of the
sink node, is somehow minimized by reducing the number of deformations in the
tree. But this incurred some delay as compared to direct transmission. The task of
implementation and simulation of this new module is to be done in a suitable
network simulator. Also the presence of the malicious node in the network has not
been considered which has been kept for future works.
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An Improved Cat Swarm Optimization
Algorithm for Clustering

Yugal Kumar and G. Sahoo

Abstract Clustering is an efficient technique that can be put in place to find out
some sort of relationship in the data. Large number of heuristic approaches have
been used for clustering task. The Cat Swarm Optimization (CSO) is the latest
meta-heuristic algorithm which has been applied in clustering field and provided
better results than K-Means and Particle Swarm Optimization (PSO). However, this
algorithm is suffered with diversity problem. To overcome this problem, an
improved version of CSO method using Cauchy mutation operator is proposed. The
performance of improved CSO is compared with the existing methods like
K-Means, PSO and CSO on several artificial and real datasets. From the simulation
study, it came to revelation that the improved CSO algorithm gives better quality
solution than others.

Keywords Cat swarm optimization � Cauchy mutation operator � Clustering and
particle swarm optimization

1 Introduction

Clustering is a process to find out the groups of similar objects in a given dataset
and it can be applied in many areas like image analysis, pattern recognition, data
mining, medical science etc. In clustering, a similarity criterion function is defined
to search out the resemblance between objects. In literature, it is found that
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similarity criterion functions for clustering are non-convex and nonlinear in nature.
It becomes a NP-Hard problem when the number of clusters increases more than
three. The study of relevant literature suggests that the heuristic approaches are
more suitable and gain wide popularity to solve large size of problems even when it
becomes NP hard. In clustering field, the K-Means is one of the oldest and well
known approach which has been developed in [1]. But, this algorithm has several
shortcomings- stuck in local optima, lack of information to treat inappropriate and
clatter attributes [2]. Thus many researchers have proposed hybrid and heuristic
approaches to conquer these shortcomings. Several heuristic approaches which
have been applied for clustering came to knowledge after extended literature survey
such as genetic algorithm [3, 4], simulated annealing [5, 6], tabu search [7], ACO
[8], PSO [9], ABC [10], CSS [11, 12], TLBO [13, 14] and many more.

Conversely, the Cat swarm optimization (CSO) is the latest meta-heuristic
algorithm developed by Tasi et al. [15] modeled on the behavior of cats and applied
to solve optimization problems. Santosa et al. [16] have applied cat swarm opti-
mization (CSO) algorithm to find out optimal cluster centers and showed that the
CSO provided more accurate results than others. Nevertheless, this algorithm is
suffered with population diversity problem. Hence to address the above mentioned
shortcoming, a mutation operator is introduced in the CSO algorithm to maintain
and enhance the population diversity. Besides this, it is also captured in local
optima as there is no predefined method to deal with data objects which cross the
boundary values. Therefore, some modifications are also proposed in the original
CSO to stick out the local optima problem and get an improved version of CSO
(ICSO) algorithm.

2 Cat Swarm Optimization

Chu and Tsai have introduced a new meta-heuristic algorithm based on the natural
behavior of cats and named it cat swarm optimization [15]. Cats have two distinct
features that make them distinct from other species. These features are intense
curiosity of moving objects and outstanding hunting skill. Cats always stay alert but
change their positions very slowly. This behavior of cats is characterized as seeking
mode. When cats sense the presence of a target, they trace it very quickly. This
behavior of cats is presented as tracing mode. Thus, a mathematical model is
constituted by combining these two modes to solve optimization problems. In a
random search space, each cat is represented using position and velocity. A problem
specific fitness function is used to direct the next step of the search. Along these, a
flag is used in determining whether the cat is in seeking mode or tracing mode.
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2.1 Seeking Mode

The seeking mode of CSO algorithm can be viewed as a global search of solution in
the random search space of the optimization problem. Few terms related to this
mode are reproduced below.

• Seeking Memory Pool (SMP): Number of copies of cat in seeking mode.
• Seeking Range of selected Dimension (SRD): It is the maximum difference

between the new and old values in the dimension selected for mutation.
• Counts of Dimension to Change (CDC): It is the number of dimensions to be

mutated.

The steps involved in this mode are:

1. Make “i” copies of catj, where “i” equal to the seeking memory pool of catj, if
“i” is one of candidate solutions then “i” = SMP-1 Else “i” = SMP

2. Determine the shifting value for each “i” copies using (SRD*position of catj)
3. Determine the number of copies undergo mutation (randomly add or subtract the

shifting value to “i” copies)
4. Evaluate the fitness of all copies
5. Pick the best candidate from i copies and place it in the position of jth cat.

2.2 Tracing Mode

The tracing mode of CSO algorithm is the same as a local search technique for the
optimization problem. In this mode, cats update their velocities due to target the
object with high speed. Thus, enormous differences between the positions of cats are
occurred. So, the position (Xj) and velocity (Vj) of catj in the d-dimensional space
can be described as Xj ¼ fXj;1;Xj;2;Xj;3. . .Xj;Dg and Vj ¼ Vj;1;Vj;2;Vj;3. . .Vj;D

� �
where Dð1� d�DÞ. The global best position of the catj is represented as Pg ¼
fPg;1; Pg;2; Pg;3. . .Pg;Dg and the velocity and position are updated using the Eqs. 1
and 2 respectively.

Vjd ¼ w � Vjd þ c � r � Xgd � Xjd
� � ð1Þ

Xjd;new ¼ Xjd þ Vjd ð2Þ
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3 Improved Cat Swarm Optimization (ICSO)

In CSO method, when a data instance crosses the boundary of the dataset, it will
replace the value of data instances by the value near to the boundary of dataset. So
every time, a value that is close to the boundary of dataset will be assigned to the
data instances. Hence, there is a possibility that the algorithm will be stuck in local
optima if the solution lies near to the boundary and also lost its diverse nature.
Therefore, to address these short- comings, we are hereby reporting few
improvements. Thus, to overcome sticking in local optima, two modifications are
done—one for the seeking mode and another for the tracing mode of CSO method
and Cauchy mutation operator is used to handle the diversity problem.

In the seeking mode, the movement (position) of cats is obtained by randomly
adding or subtracting the shifting value from cluster centers and as a result of this
(SMP*K) number of positions are obtained. Thus, addition and subtraction of
shifting value from cluster centers may lead the data vectors to cross the boundary
of dataset. Finally, a mechanism is introduced to deal with such data vectors. The
proposed mechanism can be described as follows.

If the data vector Xj dð Þ\ Min dð Þ, then Eq. 3 is used to obtain the new position
of data instance. In Eq. 3, “a” is a variable which is used to escape the data vectors
stuck in local optima near the boundary of data set and it is calculated using the Eq. 4.

Xjd ¼ Dm
min þ rand 0; 1ð Þ � Dm

max � Dm
min

� � � a ð3Þ

a ¼ 1þ iteration=iteration max:ð Þ ð4Þ

If the data vector Xj dð Þ [ Max Dð Þ, then Eq. 5 is used to reallocate the position
of data instances and the value of “a” is calculated using given Eq. 6.

Xjd ¼ Dm
max � ½rand 0; 1ð Þ � Dm

max � Dm
min

� � � a� ð5Þ

a ¼ 1� iteration=iteration max:ð Þ ð6Þ

Another modification is made in tracing mode. The tracing mode of CSO
algorithm seems to be a local search technique for an optimization problem. In
tracing mode, a cat traces its target with high speed. Mathematically, it can be
achieved by defining the positions and velocities of cats in d-dimensional search
space. Thus, the new position of jth cat is obtained by Eq. 2. Hence, there is also a
chance that data vectors may go beyond the boundary limits. Thus, to deal with
such data vectors, another method is described. The proposed method can be
summarized as follows. Thus, the Eqs. 7 and 8 are used to handle the boundary
constraints in tracing mode.
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When any data vector Xj(d) < Min (D) then

Xj;d ¼ min Dð Þ; Vj;d ¼ rand 0; 1ð Þ � Vj;d

�� �� ð7Þ

When any data vector Xj(d) < Min (D) then

Xj;d ¼ max Dð Þ; Vj;d ¼ �rand 0; 1ð Þ � Vj;d
�� �� ð8Þ

The other issue related to CSO algorithm is to maintain the population diversity
especially in tracing mode. Numerous researchers have introduced the concept of
mutation for this [17, 18]. The idea behind the inclusion of the mutation operator
with heuristic approaches is to increase the probability to escape from local optima.
Thus, a Cauchy mutation operator is applied to maintain the population diversity.
The Cauchy mutation operator is described as follows.

W ið Þ ¼
XD
i¼1

V j½ � i½ �
 !

=D ð9Þ

where, V j½ � i½ � represents the ith velocity vector of the jth cat, D represents the
dimension of jth particle and W ið Þ is a weight vector in the range of [−Wmin, Wmax]
whose values vary in between [0.5, −0.5].

Xgd;new jð Þ ¼ Xgd jð Þ þW ið Þ � N � Xmin � Xmaxð Þ ð10Þ

where, Xgd jð Þ represents the best position of jth cat, W ið Þ represents the Cauchy
mutation and its value is calculated using Eq. 9, N represents the Cauchy distri-
bution function and (Xmin, Xmax) is a minimum and maximum value of ith attribute
of a dataset D.

The population diversity of CSO method can be improved using Eq. 10 and the
algorithm can explore more solution space. Along this, restriction of the data
vectors in random space search increases the chances of better results. The flow
chart of proposed ICSO algorithm is shown in Fig. 1.

3.1 Steps of Improved CSO Algorithm

Step 1: Load the dataset; initialize the parameters for CSO method and number of
cats.

Step 2: Initialize positions of cats in random fashion and the velocities of every
cat.

Step 3: Determine the value of the objective function (Euclidean distance) and
group the data according to the objective function value.
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Step 4: Calculate the value of the fitness function (SSE) and keep the best
position Xbest of catk with minimum fitness value.

Step 5: For each catk, apply seeking mode process:

Start 

Load dataset; initialize parameters and number of cats 

Initialize the positions of cats in random fashion and evaluate velocitiesof cat

Determine the value of objective functionand group the data

Calculate the value of fitness functionand keep the best position Xbest of catk.

Specify Mode of Cat? 

Apply seeking mode process Apply seeking mode process 

If {SSES ≤ SSET}

SSEG SSET and XGBest XSBest SSEG  SSET and XGBest XSBest

If {SSEG ≥ rand ( )}

Mutate the position XGBestusing eq. 10

Evaluate fitness function (SSEMut.) and keep the best position in XMut., Best

If {SSEMut ≤ SSEG} XGBest XMut. Best

Is max. Iteration met

Obtain Final cluster centers 

Proposed Modification  

Y 

Fig. 1 Flowchart of proposed ICSO Algorithm
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Step 5.1: Make the j copy of each catk.
Step 5.2: Calculate shifting value for each catk using (SRD*cluster
center (k)).
Step 5.3: Add or subtract each catk to shifting value.
Step 5.4: Calculate the objective function value, group the data.
Step 5.5: Evaluate the fitness function (SSE) and keep the best position
XSbest of catk.
Step 5.6: If {SSE ≤ SSES}, then SSES → SSE and XSBest → Xbest.
Step 5.7: Else, SSE → SSES and XSbest → XSBest.

Step 6: For each catk, apply tracing mode process:

Step 6.1: Update the velocity of catk using Eq. 1.
Step 6.2: Update the position of each catk using Eq. 2.
Step 6.3: Calculate the objective function value and group the data.
Step 6.4: Compute the fitness function (SSET) and keep the best posi-
tion XTBest of catk.

Step 7: If (SSES ≤ SSET) then SSEG → SSETand XGBest → XSBest, Else
SSEG → SSET andXGBest → XSBest

Step 8: If {SSEG ≥ rand()} then, goto step 5
Step 9: Else, mutate the position XGBest using Eq. 10
Step 10: Compute the fitness function (SSEMut.) and keep the best position

inXMut., Best

Step 11: If {SSEMut ≤ SSEG}, then, XGBest → XMut., Best

Step 12: Go to step 5, until the maximum iteration reached
Step 13: Obtain the final solutions.

where SSES, SSET, SSEMut and SSEG represent the value of fitness
function in seeking mode, tracing mode, mutation with Cauchy operator
and global fitness of CSO algorithm and XSbest, XTBest, XMut., Best and
XGBest describe the best position achieved by a catk in seeking mode,
tracing mode, mutation with Cauchy operator and global best
respectively.

4 Experimental Results

This section describes the simulation study of the proposed ICSO algorithm with
two artificial datasets, generated in Matlab 2010a and four real datasets which are
taken from the UCI repository. The real datasets are iris, CMC, cancer and wine.
The characteristics of these datasets are mentioned in Table 1. The performance of
proposed algorithm is compared with K-Means, PSO and CSO via sum of intra
cluster distance, standard deviation and f-measure parameters. Matlab 2010a
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environment is used to implement the proposed algorithm. The algorithm is run for
a hundred times independently with randomly initialized cluster centers. Parameters
of proposed method are discussed in Table 2.

4.1 Datasets

ART1: A two dimensional dataset consist of 300 instances with the two attributes
and three classes to validate the proposed algorithm. Classes in dataset are circu-
lated using μ and λ where μ is the mean vector and λ is the variance matrix and
values of μ1 = [1, 3], μ2 = [0, 3], μ3 = [1.5, 2.5] and λ1 = [0.3, 0.5], λ2 = [0.7, 0.4],
λ3 = [0.4, 0.6].

ART2: It is three dimensional data which consist of 300 instances with three
attributes and three classes. The data has created using μ1 = [10, 25, 12], μ2 = [11,
20, 15], μ3 = [14, 15, 18] and λ1 = [3.4, −0.5, −1.5], λ2 = [−0.5, 3.2, 0.8],
λ3 = [−1.5, 0.1, 1.8].

Table 3 indicates the simulation results of improvedCSOalgorithmwithK-Means,
PSO and CSOmethods. From this table, it is concluded that improved CSO algorithm
provides more accurate results than others. It is also pointed out that performance of
CSO algorithm is not good forART1 and cancer dataset as compare to PSO algorithm.

Table 1 Features of datasets
used in experiment Dataset Class Feature Total

data
Data in each
classes

ART 1 3 2 300 (100, 100, 100)

ART 2 3 3 300 (100, 100, 100)

Iris 3 4 150 (50, 50, 50)

Cancer 2 9 683 (444, 239)

CMC 3 9 1,473 (629, 334, 510)

Wine 3 13 178 (59, 71, 48)

Table 2 ICSO parameters
value Parameters Values

Max. Iter. 100

SRD (0,1)

SMP 5

r (0,1)

c 2

SPC (0, 1)
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However, modification of CSO method not only improves the results with ART1
and cancer datasets but also improved the results with all other datasets using all of
parameters. The improved CSO algorithm achieves minimum intra cluster distance
for all datasets among all techniques being compared. Figures 2 and 3 shows the
convergence of the intra cluster distance parameter and objective function (f-measure)
for wine dataset using all methods.

Table 3 Performance comparison of ICSO algorithm with different techniques

Dataset Parameters K-means PSO CSO ICSO

ART 1 Best 157.12 154.06 154.26 154.13

Average 161.12 158.24 159.06 158.17

Worst 166.08 161.83 164.56 162.08

Std. 0.34 0 0.292 0.14

F-Measure 99.14 100 100 100

ART2 Best 743 740.29 740.18 740.08

Average 749.83 745.78 745.91 745.74

Worst 754.28 749.52 749.38 748.24

Std. 0.516 0.237 0.281 0.247

F-Measure 98.94 99.26 99.32 99.35

Iris Best 97.33 96.89 96.97 96.78

Average 106.05 97.23 97.16 97.08

Worst 120.45 97.89 98.18 97.83

Std. 14.631 0.347 0.192 0.156

F-Measure 0.782 0.782 0.782 0.783

Cancer Best 2,999.19 2,973.5 2,992.45 2,967.07

Average 3,251.21 3,050.04 3,109.14 3,036.49

Worst 3,521.59 3,318.88 3,456.63 3,291.16

Std. 251.14 110.801 132.47 43.56

F-Measure 0.829 0.819 0.831 0.834

CMC Best 5,842.2 5,700.98 5,696.23 5,685.76

Average 5,893.6 5,820.96 5,778.12 5,756.31

Worst 5,934.43 5,923.24 5,908.32 5,917.21

Std. 47.16 46.959 41.33 35.04

F-Measure 0.334 0.331 0.336 0.341

Wine Best 16,555.68 16,345.96 16,331.56 16,317.46

Average 18,061 16,417.47 16,395.18 16,357.89

Worst 18,563.12 16,562.31 16,548.54 16,534.76

Std. 793.213 85.497 57.34 40.73

F-Measure 0.521 0.518 0.523 0.524
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5 Conclusion

In this work, Cauchy mutation operator based CSO algorithm is proposed to
improve the population diversity of CSO algorithm. Along this, some heuristic
approaches are also proposed to deal with the data vectors which cross the
boundary of dataset and to overcome the fall in local optima if solution exists near
the boundary values. Conclusively, some amendments are here by proposed to sort
out these problems in the CSO method and also to enhance its performance. To
ascertain the efficiency of the proposed method, it is compared with K-Means, PSO
and CSO algorithms utilizing six datasets and the resulted outcomes are in favor of
improved CSO algorithm.
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Watermarking Techniques in Curvelet
Domain

Rama Seshagiri Rao Channapragada
and Munaga V.N.K. Prasad

Abstract This paper proposes four different methods for embedding and extraction
of the watermark into the cover image based on Curvelet Transform Technique.
Magic Square Technique was used in the algorithms for spreading the watermark
and embedding into the curvatures of original image. The Curvelet transform is a
type of the Wavelet transform technique designed to represent images in sparse
mode consisting of all objects having curvature information taken in higher
resolution even for lower resolution content. The experiments indicated that these
algorithms embedded the watermark efficiently such that the images have possessed
robust watermark on extraction after the image compression like JPEG, GIF,
scaling, rotation and noise attacks.

Keywords Digital watermarking � Magic square � Curvelet transform � Peak
signal to noise ratio

1 Introduction

Watermarking is a process of inserting authentication details into digital contents.
This ensures that the authentication proof cannot be easily separated from the
watermarked content. The first paper watermarking technique was appeared around
1282 in Italy [1, 2]. After discovery of the digital camera by Steven Sasson in 1975
and due to the increase in WiFi technology usage in digital image processing
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devices, the digital image sharing and accessing has become simple and convenient
[3]. This has increased the vulnerability of protection towards the digital images.
This has triggered the importance of research for protecting owners copy rights.

The wavelets in Discrete Wavelet Transform (DWT) are discretely sampled with
which it gains temporal resolution advantage. The Belgian mathematician Ingrid
Daubechies has invented Daubechies wavelets in 1988, which belongs to the family
of the discrete wavelet transforms. The Hungarian mathematician Alfréd Haar has
discovered the first DWT [4]. The transformation functions mainly useful to find
self-similarity properties of a signal or fractal problems, signal discontinuities, etc.

Curvelet Transform belongs to the family of DWT. Curvelets represent images
with objects having minimum length scale bounded curvatures. It is important for
graphical representation of cartoons, images etc. Curvelet represent these objects by
considering higher resolution curvelets for handling lower resolutions, which
appear straight as it gets zoomed. However, photographs will not possess this
property. Curvelets provide the information in spare matrix format [5]. The DWT
and Curvelet techniques have motivated many researchers to develop robust digital
watermarking techniques.

Zhang and Hu [6] have discussed a watermarking technique based on curvelet
transform domain. In this technique [6], the scrambled watermark was embedded to
the coarse coefficients of original image, which are larger than some threshold
values in the curvelet transform domain. Xiao et al. [7] have presented a Human
Visual System (HVS) model in curvelet domain. The method embeds the water-
mark into the cover image curvelet coefficients. This paper also has discussed blind
watermark extraction technique. Leung et al. [8] have discussed a method using
selective curvelet coefficients. The given technique has encoded the binary water-
mark repeatedly to obtain redundant data, which will be embedded into the
selective curvelet coefficients of the original image. The results obtained in the
method were improved by the authors by extracting more rules in HVS model [9].
Hien et al. [10] have developed a technique in which the watermark is embedded
into the selective curvelet coefficients of cover image. The paper [10] has discussed
the extraction technique for extracting the watermark from the altered curvelet
coefficients. Zhang et al. [11] have presented a technique based on curvelet domain.
In the technique, the watermark was scanned both vertically and horizontally to
form a sequence and then it was encoded with a key to produce pseudo random key.
This was XOR with the watermark to produce a sequence to embed into curvelet
coefficients of the image obtained through unequally spaced fast curvelet transform
procedure. Tao et al. [12] have presented a technique in which the cover image was
segmented into number of small blocks. The curvelet transformation is applied to
those blocks, which were consisting of strong edges. The watermark was converted
to pseudo random sequence and then embedded into the significant curvelet
coefficients.

Zhao and Wu [13] have discussed a technique in which the watermark was
initially scrambled with Arnold technique and then embedded into the curvelet
coefficients of original image. Lari et al. [14] have discussed a method in which the
amplitude modulation technique was applied for watermarking. In the technique, to
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obtain robust watermarking the watermark was not embedded in pixels identified
through curvelets. Qian et al. [15] have discussed a technique in which the
watermark was initially scrambled with Arnold technique and then embedded using
quanta method according to mean value of the coefficients into the curvelet coef-
ficients of original image.

The techniques discussed in [7, 9, 10, 12] have complexities due to the size of
the watermark. In this paper, Discrete Wavelet Transform and Curvelet Transform
Techniques are used in embedding and extraction procedures to achieve robustness
and efficiency [6]. The rest of this paper is organized as follows. Section 2 discusses
four proposed watermarking techniques. Section 3 gives the results obtained
through the proposed techniques and Sect. 4 discusses the conclusion.

2 Proposed Watermarking Techniques

This section presents four techniques based on DWT and curvelet transform
techniques. The first two techniques embed watermark into curvelets of the original
image, where as in the other two techniques the spread spectrum of the given
watermark is embedded into the original image. The following assumptions are
considered for all the proposed methods. The cover image (CI) is read in spatial
domain by using RGB color space. The watermark is embedded in blue component
as eye is less sensitive for blue and yellow component [16]. The blue component of
image is segmented into a number of small blocks and the curvelet procedure [17] is
applied on each block to obtain curvelet coefficients (CC). The gray scale water-
mark image (W) is read in spatial domain and partitioned into number of small
blocks equal to the size of cover image blocks.

2.1 Method-1

Each block of watermark obtained is added to the respective curvelet coefficients
(CC) of cover image blocks using Eq. 1. The inverse curvelet transform procedure
is applied to obtain coefficients for watermarked image (CC1).

CMm; n ¼ Wm; nþ CCm; n ð1Þ

While extracting, the watermarked image, WMI, is read by using RGB colour
space The blue component of watermarked image (WMI) is partitioned into a
number of small blocks. The curvelet procedure is applied on each block to obtain
curvelet coefficients (CW). The curvelet coefficients of each block of cover image
(CC) are subtracted from CW to obtain watermark image, EW using Eq. 2. The
extracted watermark (EW) can be compared to W.
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EWm; n ¼ CWm; n � CCm; n ð2Þ

2.2 Method-2

The discrete wavelet transform procedure is applied on each block of the watermark
image, W, to obtain transform coefficients (WD) using Eq. 3. The transform
coefficients (WD) are added to the respective curvelet coefficients (CC) of each
block, using Eq. 4 to obtain watermarked image, WMI.

WDm; n ¼ DWT Wð Þ ð3Þ

CMm; n ¼ WDm; nþ CCm; n ð4Þ

For extraction of watermark, the watermarked image (WMI) is read by using
RGB colour space. The blue component of watermarked image (WMI) is divided
into small blocks. The curvelet procedure is applied on each of these blocks to
obtain curvelet coefficients (CW). The curvelet coefficients of cover image (CC) are
subtracted from watermarked image curvelet coefficients (CW). The inverse dis-
crete wavelet transform procedure is applied on the resultant blocks using Eq. 5.
The output generates the extracted watermark (EW) which can be compared with
original watermark (W).

EWm; n ¼ InverseDWTðCWm; n � CCm; nÞ ð5Þ

2.3 Method-3

The watermark image, W, is resized by using magic square spread spectrum
technique as discussed in [18] to produce resized watermark image IM. The spread
spectrum technique is an effective technique in spatial domain for embedding, in
which not only the watermark spreads across the cover image but also it survives
against many signal processing attacks like, compressing, noising etc. [19, 20]. For
simplicity the watermark is added in continuous locations of cover image in all the
procedures. The results obtained through these techniques are proven to be
acceptable. A Magic Square is a square matrix consisting of n2 distinct numbers,
such that the sum of numbers of any row, any column or any diagonal will be the
same constant [21]. The magic square is part of Indian culture from the times of
Vedic days for example a 4 × 4 magic square appearing in Khajuraho in the
Parshvanath Jain temple, India [22]. Example Magic Square looks as in Fig. 1.
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Magic square procedure discussed in [18] is used to resize the watermark image
(W) of size m × m pixels to the equivalent cover image (CI) size of N × N. An
adjustment value array, AD, is also generated based on the given procedure.

A block of IM is considered and divided into small blocks and added to the
respective curvelet coefficients (CC) using Eq. 6. The inverse curvelet transform
procedure is applied on individual blocks after addition, which together obtains the
third dimension of watermarked image (CC1). The first two dimensions of cover
image and CC1 are used to produce the watermarked image (WMI).

CMm; n ¼ IMm; nþ CCm; n ð6Þ

The watermark extraction procedure reads the watermarked image (WMI) by
using RGB colour space. The blue component of watermarked image (WMI) is
segmented into a number of small blocks. The curvelet procedure is applied on each
block to obtain curvelet coefficients (CW). The curvelet coefficients of cover image
(CC) are subtracted from curvelet coefficients of watermarked image (CW) to
obtain resultant array (EW) using Eq. 7. The adjustment array (AD) is added to the
resultant array (EW) to obtain extracted watermark with cover image size (EMW).
By applying magic square principle on EMW watermark will be regenerated and
compared with original watermark (W).

EWm; n ¼ CWm; n � CCm; n ð7Þ

2.4 Method-4

A block of IM obtained in method-3 is taken and segmented into a number of small
blocks. Discrete wavelet transform procedure is applied on each block to obtain
wavelet transform coefficients which are added to the respective curvelet coeffi-
cients (CC) using Eq. 8. The inverse curvelet transform procedure is applied on
individual blocks and combined to form third dimension of the watermarked image
(CC1). The first two dimensions of cover image and CC1 are combined to produce
the watermarked image (WMI).

34 34 34 34 34 34

34 1 13 12 8  

34 2 14 7 11  

34 15 3 10 6  

34 16 4 5 9  

Fig. 1 4 × 4 magic square
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CMm; n ¼ DWTðIMm; nÞ þ CCm; n ð8Þ

The watermarked image, WMI, is read by using RGB colour space for extracting
watermark. The blue component is partitioned into small blocks and curvelet
procedure is applied on each block to obtain curvelet coefficients (CW). The
curvelet coefficients of original image (CC) are subtracted from CW and the inverse
discrete wavelet transform procedure is applied to obtain extracted intermediate
watermark (EMW) as given in Eq. 9. By applying magic square principle on EMW,
the watermark, EW, is regenerated and compared with original watermark (W).

EMWm; n ¼ Inv:DWTðCWm; n � CCm; nÞ ð9Þ

3 Results

The quality of image is measured with the comparative study between the original
and the affected image. Normalized Correlation (NC) is applied to compare the
extracted watermark with the embedded watermark to prove the authentication [23].
The value of NC ranges between −1.0 and 1.0. Peak Signal to Noise Ratio (PSNR) is
applied to measure the watermarked image quality through the equation Eq. 10 [23].

PSNR ¼ 10 � log10
MAX2

MSE

� �
ð10Þ

In the equation MAX represents maximum value of a pixel in the respective
colour component and MSE stands for Mean Square error given by Eq. 11.

MSE ¼ 1
mn

Xm�1

i¼0

Xn�1

j¼0

½Iij � Kij�2 ð11Þ

For testing the proposed methods, a Lenna colour image (Fig. 3) of size
512 × 512 pixels was taken as cover image (CI) and read using RGB colour space
to obtain a three dimensional array. The third dimension of the image (CI) is
partitioned into 64 × 64 blocks, where each block size is 8 × 8 pixels. Each block is
individually transformed by using curvelet transform procedure to obtain curvelet
transform coefficients (CC). A gray scale image with 64 × 64 pixels size was
considered as watermark, W (Fig. 2). These CI and CC values are common for the
four proposed methods.

In Method-1, the watermark image of size 16 × 16 pixels (W) was segmented into
number of blocks, where each block size was 8 × 8 pixels. These individual blocks
were added to CC as per said procedure. The resultant individual blocks were applied
with inverse Curvelet Transform function and added back to the third dimension of
original image to obtain watermarked image (WMI). The comparison between
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original image and watermarked image was done with respect to PSNR and found to
be 43.63 db. The technique was repeated with 32 × 32 pixel and with 128 × 128 pixel
watermark and the PSNR between original and watermarked images was obtained as
37.48 and 31.49 db respectively. The results are comparable with other discussed
methods [9, 12].

In Method-2, the segmented blocks of watermark image (W) of size 16 × 16
pixels were transformed with discrete wavelet transform function and added to CC
as stated in the procedure. The resultant blocks were individually inverted by using
inverse Curvelet Transform function and combined to form third dimension of the
watermarked image, which was then added with the first two dimensions of cover
image to form watermarked image. The PSNR between original image and
watermarked image was calculated and found to be 44.29 db. The technique was
repeated with 32 × 32 pixel and 128 × 128 pixel watermark images and the PSNR
results were obtained as 38.15 and 32.35 db respectively. The results are compa-
rable with other discussed methods [7, 9, 12].

For the method-3 and method-4, the watermark, W, is resized by using Magic
Square procedure [18]. The cover image CI size is of 512 × 512, so for every pixel
of the watermark image an 8 × 8 magic square is generated as per the procedure
given in [18] and adjustment array AD is updated. The obtained magic square
consists of 64 elements, which will be added in the respective pixel location of 64
blocks to generate the resized image. The resized image consists of 64 blocks of
images with varied intensities of the original watermark, as shown in Figs. 4 and 5.

Fig. 2 Original watermark

Fig. 3 Original lenna image
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In Method-3, the watermark image (W) of size 64 × 64 pixels was first resized to
512 × 512 pixels size by using magic square procedure. A block of 16 × 16 pixels
was considered. This block was segmented into a number of small blocks with size
of 8 × 8 pixels. These values were added to CC as per method 3 procedure. The
individual blocks were transformed back by using inverse Curvelet Transform
function. They were added as the third dimension of original image to obtain
watermarked image. The watermarked image and original image were compared
and the obtain PSNR is 64.86 db. The technique was repeated by using 32 × 32
pixel block of resized watermark and 128 × 128 pixel block of resized watermark.
The PSNR obtained is 58.8 and 42.09 db respectively. The results were comparable
to [7, 9, 10, 12].

In Method-4, the watermark image, W, was first resized using magic square
procedure. 16 × 16 pixels block of the resized image was partitioned into 8 × 8 pixel
sized blocks and each block was transformed with discrete wavelet transform
function. These transform coefficients were added to curvelet coefficients (CC) of
original image. The inverse Curvelet Transform technique was applied and added to
obtain the third dimension of original image. The other two dimensions were added
to obtain the watermarked image as shown in Fig. 6. The extracted watermark from
the watermarked image is shown in Fig. 7. The watermarked image and the original
image were compared to prove the quality of the watermark. The obtained PSNR is

Fig. 4 Resized watermark

Fig. 5 Resized watermark
scaled with 10 factor
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64.91 db. The technique was repeated by using 32 × 32 pixel and 128 × 128 pixel
blocks of resized watermark and the PSNR obtained is 59.89 and 42.10 db
respectively. The results were comparable to [7, 9, 10, 12].

The Table 1 provide the PSNR results after comparing the compressed water-
marked images with respect to their original images. Xiao et al. [7] and Leung et al.
[9] have used 16 × 16 pixel binary watermark image in their developed digital
watermarking technique. Hien et al. [10] has used 32 × 32 pixel watermark image
and Tao et al. [12] has used 6,144 × 49 elements of watermark for obtaining the
experimental results. These techniques were compared with the obtained results of
the proposed methods.

The watermarked images are attacked with various image compression, scaling,
rotation and noise attacks. The watermark is extracted by applying the respective
extraction procedures. The Table 2 has given the PSNR and correlation results by
comparing the extracted watermark images with respect to original watermark
image. The observations show that the Method-3 and Method-4 are possessing
better results when compared to [7, 12, 9]. At the same time the observations also
reveal that the watermark can be extracted efficiently even after various image
manipulation attacks.

Fig. 6 Watermarked BMP
image

Fig. 7 Extracted watermark
from BMP image
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4 Conclusion

This paper has explained four watermark embedding and extraction algorithms
based on Curvelet Transform technique. It was shown that the curvelet application
on cover image results equally for both spatial and transform domain embedding
procedures. Also this is robust against regular image compression techniques due to
the watermark get embedded on smooth curvatures of the cover image. The method
3 has proven to be acceptable for both embedding and extraction processes.
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A Method for the Selection of Software
Testing Techniques Using Analytic
Hierarchy Process

Mohd Sadiq and Sahida Sultana

Abstract For the development of high quality systems, software testing has been
used as a way to help software engineers. Selection of a software testing technique is
an important research issue in software engineering community. Verification and
validation activities are conducted to enhance the software quality throughout the
entire life cycle of software development. The success rate of software system
depends upon the type of software testing techniques that we employ at the time of
software testing process. In literature, we have identified different types of software
testing techniques like, black box techniques, white box techniques, and gray box
techniques etc.; and choosing one of them is not an easy task according to need/
criteria of the software projects because each technique pursues a specific objective
or goal; and is less suitable for specific kind of software system. Therefore, in order
to address this issue, we present a method for the selection of software testing
techniques using analytic hierarchy process (AHP) by considering the following
criteria: New or modified system (NMS), Number of independent paths (NIP),
Number of test cases (NTC), and Cost of requirements (CoR). Finally, the utilization
of the proposed approach is demonstrated with the help of an example.

Keywords Software testing techniques � Decision making process � AHP

M. Sadiq (&)
Software Engineering Laboratory, Lab. no. 305, Computer Engineering Section,
University Polytechnic, Faculty of Engineering and Technology,
Jamia Millia Islamia (A Central University), New Delhi 110025, India
e-mail: sadiq.jmi@gmail.com

S. Sultana
Department of Computer Science and Engineering, Al-Falah School
of Engineering and Technology, Dhauj, Faridabad, Haryana, India
e-mail: sahida.sultana3@gmail.com

© Springer India 2015
L.C. Jain et al. (eds.), Computational Intelligence in Data Mining - Volume 1,
Smart Innovation, Systems and Technologies 31, DOI 10.1007/978-81-322-2205-7_20

213



1 Introduction

Software testing identifies defect, flows or errors in the software. In literature, we
have identified various definitions of software testing. Few of them are given below
[1–3]: (i) Testing is the process of demonstrating that errors are not present (ii) The
purpose of testing is to show that a program performs its intended functions cor-
rectly. The three most important techniques that are used for finding errors are
functional testing, structural testing and gray box testing [2–5]. Functional testing is
also referred to as black box testing in which contents of the black box are not
known. Functionality of the black box is understood on the basis of the inputs and
outputs in software. There are different methods which are used in black box testing
methods like boundary value analysis, robustness testing, equivalence class parti-
tioning, and decision table testing. White box testing or structural testing is the
complementary approach of functional testing or black box testing. White box
testing permits us to examine the internal structure of the program. In functional
testing, all specifications are checked against the implementation. This type of
testing includes path testing, data flow testing, and mutation testing. In white box
testing there are various applications of graph theory which is used to identify the
independent path in a program or software like decision to decision (DD) flow
graph, Cyclomatic complexity [1] etc.

Gray box testing is the testing of software application using effective combination
of white box testing, black box testing, mutation, and regression testing [4]. This
testing provides a method of testing software that will be both easy to implement and
understand using commercial of the shelf (COTS) software [4]. In the Gray box
testing, tester is usually has knowledge of limited access of code and based on this
knowledge the test cases are designed; and the software application under test treat
as a black box and tester test the application from outside. Gray box software testing
methodology is a ten steps process for testing computer software. The methodology
starts by identifying all the inputs and output requirements to computers systems.
This information is captured in the software requirements documentation. The steps
are given as follows: (1) Identify inputs (2) Identify outputs (3) Identify major paths
(4) Identify sub-function (SF) X (5) Develop inputs for SF X (6) Develop outputs for
SF X (7) Execute test cases for SF X (8) Verify correct results for SF X (9) Repeat
steps from 4 to 8 for other SF X and (10) Repeat steps 7 to 8 for regression; where
X is the name of a sub-function [4]. Testing is a vital part of software development,
and it is important to start it as early as possible, and to make testing a part of the
process of deciding requirements. In literature, we have identified various studies for
the selection of testing techniques. For example, in 2013, Cotroneo et al. [14]
proposed a method for the selection of software testing techniques based on
orthogonal defect classification (ODC) and software metrics. This method is based
on the following steps: (i) construct a model to characterize software to test in-terms
of fault types using empirical studies and (ii) characterizing testing techniques with
respect to fault types. In 2013, Farooq and Quadri [6] proposed the guidelines for
software testing evaluation.
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In literature, we have identified different types of software testing techniques
like, black box techniques, white box techniques, and gray box techniques etc.; and
choosing one of them is not an easy task according to need/criteria of the software
projects because each technique pursues a specific objective or goal; and is less
suitable for specific kind of software system. Therefore, in order to address this
issue, we present a method for the selection of software testing techniques using
analytic hierarchy process (AHP) by considering the following criteria, i.e., New or
modified system (NMS), Number of independent paths (NIP), Number of test cases
(NTC), and Cost of requirements (CoR). Several researchers advocate the use of
AHP method in banking system, manufacturing system, drug selection etc. [7, 8]. In
2009 and 2010, we proposed an approach for eliciting software requirements and its
prioritization using AHP [9, 10]. In a similar study, in 2014, we proposed a method
for the selection and prioritization of software requirements using fuzzy analytic
hierarchy process [11, 12].

The paper is organized as follows: In Sect. 2, brief introduction about AHP is
given. We present the proposed method for the selection of software testing tech-
niques in Sect. 3. Case study is given in Sect. 4. Finally, we conclude the paper in
Sect. 5.

2 Analytic Hierarchy Process

In 1972, Saaty [13] proposed the analytic hierarchy process. It is a multi-criteria
decision (MCDM) making method. AHP helps decision maker facing a complex
problem with multiple conflicting and subjective criteria [7, 13]. This process
permits the hierarchical structure of the criteria or sub-criteria when allocating a
weight. AHP involves following steps: (a) problem definition (b) pair-wise com-
parisons (c) compute the eigenvector of the relative importance of the criteria
(d) check consistency. Once we have identified the criteria or sub-criteria according
to the need of the problem or problem definition, then the next step is to express
the decision makers opinion on only two alternatives than simultaneously on all the
alternatives. On the basis of the pair wise comparison with all the alternatives, we
construct the pair-wise comparison matrix on the basis of the following rating
scale (Judgment scale). Table 1 presents the rating scale proposed by Saaty.

There are several methods or algorithm for the calculation of eigenvector. In this
paper, we adopt the following algorithm:

Algorithm:

Step 1 : Multiplying together the entries in each row of the matrix and then take
the nth root of the product.

Step 2 : Compute the sum of nth root and store the result in SUM.
Step 3 : The value of SUM would be used to normalize the product values and

the resultant would be the eigenvector.
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Saaty argues that a Consistency Ratio (CR) > 0.1 indicates that the judgment are
at the limit of consistency, where as CR = 0.9 would mean that the pair wise
judgment are random and are completely untrustworthy [7, 13].

3 Proposed Method

This section presents a method for the selection of software testing techniques
(STT) using AHP. The proposed method is presented simply in the following:

(i) Identify the criteria
(ii) Construct the hierarchical structure of STT
(iii) Construct the decision matrix
(iv) Calculate the ranking values
(v) Selection of STT

(i) Identify the criteria

Before the selection of any STT, software tester should identify the criteria’s for
the selection of STT. On the basis of our literature review, we have identified the
following factors which influence the decision of choosing a STT:

(a) New or modified system (NMS),
(b) Number of independent paths (NIP),
(c) Number of test cases (NTC), and
(d) Cost of requirements (CoR).

(ii) Construct the hierarchical structure of STT

As the STT selection decision requires a systematic approach to help integrate
different attributes or criteria into software project development. Therefore, it is
essential to break down the problem into more manageable sub-problems. As
illustrated in Fig. 1, the problem studied here has three level of hierarchy. The first
level, i.e., the overall objective, is the selection of a STT model. Level two contains

Table 1 The Saaty rating scale

Intensity of importance Definition

1 Equal importance

3 Somewhat more importance

5 Much more important

7 Very much important

9 Absolutely more important

2, 4, 6, 8 Intermediates values (when compromise is needed)
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three different STT like BBT, WBT, GBT, and at level three following decision
criteria is given: New or modified system (NMS), Number of independent paths
(NIP), Number of test cases (NTC), and Cost of requirements (CoR).

(iii) Construct the decision matrix

We will create the decision matrix using AHP method [7, 9, 10]. Detailed
description for the construction of decision matrix is given in Sect. 4.

(iv) Calculate the ranking values

Ranking values will be obtained after computing the eigenvector values from the
pair wise comparison matrix [7, 9, 10].

(v) Selection of STT

Construct the binary search tree of the ranking values (BSRTV) that we have
obtained in previous step. Apply in-order tree traversal technique on BSTRV and as
a result, we will get the prioritized list of STT. The model which has highest priority
will be selected for the testing of the project.

4 Case Study

This section presents a case study of our work. In-order to test any software, it is
indispensible to select the software testing technique (STT) according to the need of
our project. There are various STT which are available in the literature. In this
paper, we have considered the project, developed by our students, i.e., “Institute
Examination System (IES)”. We have identified the following criteria for the
selection of STT: New or modified system (NMS), Number of independent paths
(NIP), Number of test cases (NTC), and Cost of requirements (CoR). The hierar-
chical structure of the STT selection problem is given in Fig. 1 (Step second). For
the third step, we have defined the initial matrix for the pair wise comparison
(see Table 2). In this matrix, the principal diagonal matrix contains entries of 1
because each factor is important as itself.

Level 1

 Level 2 

Level 3 

Selection of Software Testing Techniques 

Black Box Technique White Box Technique Gray Technique 

New or modified System  Number of independent paths Number of Test case Cost of requirements 

Fig. 1 Hierarchical structure of the SDLC selection problem
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To make the pair wise comparison among all the criteria, we decide that NIP is
more important than NMS. In the next matrix, i.e., Table 3, that is rated as 7 in the
cell NIP and NMS; and 1/7 in NMS and NIP. We also decide that CoR is more
important than NMS. Therefore, in Table 4, we put 9 in CoR and NMS; and 1/9 in
NMS and CoR. In a similar way, we complete the matrix, that we call the “Overall
Preference Matrix (OPM)”.

The eigenvector or relative value vector (RVV) corresponding to each criterion
is calculated by the algorithm, given in Sect. 2. Therefore, as a result, we have
identified the following values: (0.269, 1.495, 0.588, 4.21). These four values
correspond to the relative value of NMS, NIP, NTC, CoR. The value 4.21 means
that CoR is an important criterion. 1.495 shows that NIP is also an important
parameter for the selection of STT. The remaining two data represent that NMS and
NTC are least considerable parameters.

After this, we evaluate different STT on the basis of the given parameters, i.e.,
NMS, NIP, NTC, and CoR. Tables 5, 6, 7 and 8 are created according to the NMS,
NIP, NTC, and CoR; and it ranks the three STT, i.e., Black box technique (BBT),
White box technique (WBT), and Gray box technique (GBT).

On the basis of our analysis, we identify that GBT is important for testing the
IES. In our case study, we identify that Gray Box Testing (GBT) is important for
the testing of Institute Examination System because it has highest priority having
priority vector = 11.536. WBT and BBT have second and third priority respectively
(see Table 9).

Table 2 Initial matrix
Criteria NMS NIP NTC CoR

NMS 1

NIP 1

NTC 1

CoR 1

Table 3 Initial overall
preference matrix Criteria NMS NIP NTC CoR

NMS 1 1/7

NIP 7 1

NTC 1

CR 1

Table 4 Overall preference
matrix Criteria NMS NIP NTC CoR

NMS 1 1/7 1/3 1/9

NIP 7 1 5 1/7

NTC 3 1/5 1 1/5

CoR 9 7 5 1
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5 Conclusion

This paper presents a method for the selection of software testing techniques using
AHP. Proposed method is a five step process, namely, (i) identify the criteria, (ii)
construct the hierarchical structure of STT, (iii) construct the decision matrix, (iv)
calculate the ranking values, and (v) the selection of a STT. This method would be
used for the selection of STT according to the need of the project. In this paper, we
have considered four criteria’s for the selection of STT, i.e., NMS, NIP, NTC, and
CoR.; and as a result we select GBT method for the testing of IES. Future research
agenda includes the following:

Table 5 Pair-wise
comparison matrix w.r.t.
NMS

Criteria BBT WBT GBT Priority vector

BBT 1 1/7 1/9 0.252

WBT 7 1 1/3 1.325

GBT 9 3 1 2.996

Table 6 Pair-wise
comparison matrix w.r.t. NIP Criteria BBT WBT GBT Priority vector

BBT 1 1/9 1/7 0.252

WBT 9 1 5 3.552

GBT 7 1/5 1 1.119

Table 7 Pair-wise
comparison matrix w.r.t. NTC Criteria BBT WBT GBT Priority vector

BBT 1 9 7 3.97

WBT 1/9 1 1 0.481

GBT 1/7 1 1 0.523

Table 8 Pair-wise
comparison matrix w.r.t. CoR Criteria BBT WBT GBT Priority vector

BBT 1 1 1/9 0.481

WBT 1 1 1 1

GBT 9 1 1 2.078

Table 9 Final decision
matrix Criteria BBT NIP NTC CoR Priority

vector

STT 0.269 1.495 0.588 4.21

BBT 0.252 0.252 3.97 0.481 4.8

WBT 1.325 3.552 0.481 1 10.159

GBT 2.996 1.119 0.523 2.078 11.536
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1. To propose a fuzzy decision making approach or the selection of STT.
2. To propose a method for the selection of STT using hybrid techniques like fuzzy

AHP and fuzzy ANP.
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Implementation of an Anti-phishing
Technique for Secure Login Using USB
(IATSLU)

Amit Solanki and S.R. Dogiwal

Abstract In the area of computer security, phishing is the criminally fraudulent
process of attempting to acquire sensitive information such as usernames, passwords
and credit card details by masquerading as a trustworthy entity in an electronic
communication. Phishing is typically carried out by e-mail, and it often directs users
to enter details at a fake website which almost identical to original one. Phishing
filters help Internet users avoid scams that create fake websites. Such sites ask for
personal information, including banking passwords or offer software downloads.
This paper concerned with anti-phishing techniques with the help of hardware
device. Anti phishing software is designed to track websites and monitor activity,
any suspicious behavior can be automatically reported and even reviewed as a report
after a period of time.

Keywords Phishing � Anti-phishing technique � Phishing software � Filters

1 Introduction

The word ‘Phishing’ initially emerged in 1990s. The early hackers often use ‘ph’ to
replace ‘f’ to produce new words in the hacker’s community since they usually
hack by phones. Phishing is a new word produced from ‘fishing’ it refers to the act
that the attacker allure users to visit a faked Web site by sending them faked e-mails
(or instant messages) and stealthily get victim’s personal information such as user
name, password and national security ID, etc. This information then can be used for
future target advertisements or even identity theft attacks (e.g., transfer money from
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victims’ bank account). The frequently used attack method is to send e-mails to
potential victims, which seemed to be sent by legitimate online organizations. In
these e-mails, they will make up some causes. The style, the functions performed,
sometimes even the URL of these faked Web sites is similar to the real Web site.
The attackers successfully collect the information at the server side, if you give
input the account number and password and with that information it is able to
perform their next step actions [1].

2 Problem Statement

Today a wide range of Anti phishing software and techniques are available but the
most important problem is to find the best anti-phishing technique which solves the
problem faced by the user, and also which is compatible with the runtime envi-
ronment and easily modified as per need. Anti-phishing techniques provides the
best solution and different technique can be implemented that will be more efficient.

3 Classification Techniques and Attacks

3.1 Impersonation Attack

Impersonation is the simplest and the popular method of deception. It consists of a
completely fake website that receiver is deceived to visit [2]. This fake site contains
images from the real Web site and might even be associated to the real site [3].

3.2 Forwarding Attack

In the forward phishing technique the model approach is to gather the data and
forward the victim to the actual site. This is one of the further sophisticated types of
phishing attack since there is no collection Web page, no images and the only server
is concerned it has just a redirect script. The user is prompted for his or her
information inside the e-mail itself.

3.3 Popup Attack

The Popup phishing technique introduces a pop-up window on the actual site that
will forward the intended victim to the objective phishing server. This approach is
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the most unusual type of attack today because popup blockers are broadly used and
included as default setting by numerous browsers existing in the market which
lowers the success rate of this process [4].

4 Existing Anti-phishing Toolbars

There are a range of methods that can be used to recognize a page as a phishing site,
together with white lists (lists of known safe sites), blacklists (lists of recognized
fraudulent sites), different heuristics to see if a URL is approximating to a well-known
URL and community ratings [5].

4.1 Cloudmark Anti-fraud Toolbar

When visiting a site user have the choice of reporting the site as superior or bad.
Therefore the toolbar will display a colour icon for every site visited. Green icons
shows that the site has been rated as legitimate, red icons point out that the site has
been determined to be fake and yellow icons specify that not sufficient information
is known about the site to construct a determination. In addition the users them-
selves are rated according to their record of accurately identifying phishing sites [5].

4.2 EarthLink Toolbar

The EarthLink Toolbar, rely on a grouping of heuristics user ratings and manual
verification. Little information is showed on the EarthLink website however we
used the toolbar and observed how it functions. The toolbar allows users to report
suspected phishing sites to EarthLink. These sites are then verified and added to a
blacklist [6].

4.3 eBay Toolbar

The eBay Toolbar, uses a combination of heuristics and blacklists. The Account
Guard indicator has three modes: green, red and gray. The icon is indicated with a
green background when the user looks a site known to be operated by eBay (or
PayPal). The icon is indicated with a red background when the site is a recognized
phishing site [7].
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4.4 Geo Trust Trust Watch Toolbar

Geo Trust’s Trust Watch Toolbar, labels sites as green (confirmed as trusted),
yellow (not verified) or red (verified as fraudulent). Geo Trust’s web site provides
no information regarding how Trust Watch determines if a site is fake, however we
suppose that the company compiles a blacklist that includes sites reported by users
through a button showed on the toolbar.

5 Proposed Anti-phishing Technique

This section describes the different steps in process for implementation of my
proposed anti-phishing technique as follows.

5.1 Registration Process

The registration process used by the bank requires the following field to authorize
the given client during login such as Username (Account Number), Password, Full
name, Email address, Secret Code, Serial Number of USB.

5.2 Detail Steps for Registration

Step 1: For the registration process bank requires the serial number of USB. To get
the serial number of USB bank will choose the USB in random fashion and
through the GET_USB method and then find out the serial number of USB
after plug in the USB. This serial number is unique for each USB.

Figure 1 shows various serial no. of the external drives, that are present in the
system. When we begins the process named as GET USB, it will shows the serial
no. of all the drives, by selecting the appropriate drive where the USB is connected,
and show the drive name along with the serial no. of USB drive in the text box in
the bottom of the diagram as shown “Drive Name :E:\ || Serial No: 842117”. The
current drive where USB is connected is drive ‘E’ and the serial no. of the of the
USB is ‘842117’ as shown in Fig. 1. After getting the serial number of USB which
is unique for each USB bank will save this serial number for the future reference.

Step 2: Now after the success of step 1 bank will require the account number of the
user who applied for the online facility. The Bank also having the account
number of user, so bank will save the account no. in the text file and copied
it to the USB in the step 1 of registration process. For the reference we
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used the name of text file as CHINTAL.TXT here. Figure 2 gives the
details of the text file which contains the account no. of the user that is
‘28011985’ which is saved in the USB with the file name CHINTAL.TXT.

Fig. 1 Detecting serial number of USB

Fig. 2 Display of user account number in text format
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Step 3: For enhanced the security user wants the security of the information which
is stored in the USB. So here we use the RSA encryption and decryption
algorithm to encrypt and decrypt the information (Account Number) stored
in the USB. RSA algorithm will encrypt the information (account number)
so nobody can read the information saved into the USB.

When the process is started, Fig. 3 shows the bank has to select various fields
such as select drive, select folder and select file. For the Encryption process, the
drive ‘E’ is selected, also select the folder and the file which contain the account
information of user.

To encrypt the account no. of user, click on the encrypt button present in Fig. 4
to start the encryption process, after clicking the account number is now converted
to encrypted form, and the status of the encryption is shown in Fig. 4 by the
message window as ‘Encryption Is Complete’.

Step 4: Now bank will go for the registration process. For the registration process
bank will require the following information, Username (Account Number),
Password, Full name, Email address, Secret Code, Serial Number of USB.
Bank is also having all the information about the user. Bank will have the
user ID, password, Email ID, Secret Number (to reset the password) and
the Serial Number is also which is saved in the step 1. After filling all the

Fig. 3 Encryption process using RSA algorithm
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information necessary for the registration process bank will click on the
proceed button shown in Fig. 5 to confirm the registration of the user on
this serial number of USB and the Account number.

Fig. 4 Successful completion of encryption process

Fig. 5 Registration process for bank
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Step 5: After successful registration of user bank will provide the USB to the user
for the transaction process and user can use the User ID, password and
USB given by bank for the Login. USB contains the account number of the
user in encrypting way and it is in unreadable form for outside the world.
The Serial number extract from the USB is now associated with the user’s
account number. If user will use another USB for login then user will not
be able to achieve the successful login without the correct USB. If user will
not use the USB and he will use only user ID and Password for the login,
he cannot proceed. Now the login process is fail due to absence of the
USB. So user needs the USB given by the bank every time when he wants
the successful login into his account. After the encryption the user’s
information is more secured and even if the USB is lost from user side, no
one can read the information saved inside the USB.

6 Result Analysis

To obtain the computational results for the implementation of anti phishing tech-
nique which is named as implementation of an anti-phishing technique for secure
login using USB, which includes a USB device to provide more security and
authentication to any system? I have studied various techniques for detection and
prevention of phishing and they have defined and implemented various anti
phishing techniques. I described the anti-phishing technique that is developed by
summarizing our findings and offer observations about the usability and overall
effectiveness of these techniques. To design and implementation of this anti
phishing technique i have used the Microsoft .net frame work 3.5 for coding as a
front end and for the back end data base SQL server 2008 is used. Initially after
completion of registration process the bank will hand over the User_Id, password
and the USB associated with the specific account number to the user. Now the user
will open his own browser and then enter the URL of the concern bank for internet
banking. Then there will be a information on the desk for login.

As shown in Fig. 6, the user will enter his user-id and the password in the login
window. User will have also the USB device provided by the bank. If user is not
using the USB device and he is only using the user-id and password then he will be
not able to access the successful login and window will show the warning message
like “please plugin the USB for authorization” shown in Fig. 7.

For the successful login it is very necessary that user must have to enter user-id,
password along with plugin the appropriate USB device also. The user-id and
password must be correct and the USB which is plugin must be associated with the
account number of particular user. User must take care of given correct entries and
plugin the USB otherwise user can’t access his account and window will show “un
authorized entry”.
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And if user will enter correct entries along with the correct USB which is
provided by the bank then he will achieve the successful login given in the Fig. 8.
Through the IATSLU phishing technique user can achieve the authentication and
confidentiality to enhance the security.

Fig. 6 Secure USB login process with user’s information

Fig. 7 Invalid user authorization
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7 Conclusion

The proposed anti-phishing technique gives detailed experienced towards its sim-
plicity and it also setting up the various test cases. The extensive experimentation is
performed for substantiation of implementation of all the components of the tech-
niques work together. For this technique, the proposed work successfully imple-
mented the various steps for anti-phishing technique such as Username (Account
Number), Password, Full name, Email address, Secret Code, Serial Number of USB.
The GET USB method is to get the serial number of USB, and is executed suc-
cessfully by providing the serial number to the user screen and this serial number is
used for the registration process in future. The user account or user id in anti-
phishing technique is securely encrypted using the RSA algorithm and copied to the
respective USB which was issued to the customer for secure login. The main
advantage of encrypting the user account is to protect the data from the other user, if
in case USB is lost, other person get the USB and try to access the information
contained within the USB, but now the data contained within the USB is in
encrypted form or in more general we can say it is in non-readable format.
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Clustering Based on Fuzzy Rule-Based
Classifier

D.K. Behera and P.K. Patra

Abstract Clustering is the unsupervised classification of patterns which has been
addressed in many contexts and by researchers in many disciplines. Fuzzy clustering
is recommended than crisp clustering when the boundaries among the clusters are
vague and uncertain. Popular clustering algorithms are K-means, K-medoids,
Hierarchical Clustering, fuzzy-c-means and their variations. But they are sensitive to
number of potential clusters and initial centroids. Fuzzy rule based Classifier is
supervised and is not sensitive to number of potential clusters. By taking the
advantages of supervised classification, this paper intended to design an unsuper-
vised clustering algorithm using supervised fuzzy rule based classifier. Fuzzy rule
with certainty grade plays vital role in optimizing the rule base which is exploited in
this paper. The proposed classifier and clustering algorithm have been implemented
in Matlab R2010a and tested with various benchmarked multidimensional datasets.
Performance of the proposed algorithm is compared with other popular baseline
algorithms.

Keywords Clustering � Classification � Fuzzy clustering � Fuzzy rule-based
classifier

1 Introduction

This report contributes to the major subject and discussion area of Data Clustering
and mainly focuses on clustering by the use of supervised classifier algorithm in an
unsupervised manner. Important survey papers on clustering algorithm and their
performance exist in the literature [1].
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In supervised classification a collection of labeled patterns are given and the
problem is to label a newly encountered, unlabeled pattern. In the case of unsu-
pervised clustering, the problem is to group a given collection of unlabeled patterns
into meaningful clusters. But the work of this paper has been motivated by the
desire to improve and develop clustering methods by the use of classifier so that
better learning agents can be built.

In the past, algorithms like K-mean [2], K-medoids [3], Mountain Clustering [4]
and Fuzzy C-Mean (FCM) gain popularity. In K-means, if an instance is quite far
away from the cluster centroid, it is still forced into a cluster and thus, results distort
cluster shape. The two algorithms ISODATA [1] and PAM [1, 5] consider the effect
of outliers in clustering. Unlike K-mean [1], K-Medoids algorithm [3] utilizes
medoids (real data points) as the cluster centroid and overcomes the effect of outliers
to some extent. Both K-means and K-medoids are not appropriate to handle vague
boundaries of clusters. Fuzzy C-Means (FCM) [5, 6] is a simplification of ISODATA
was realized by Bezdek [1]. FCM is suitable to handle vague boundaries of cluster by
partition based on fuzzy cluster. In FCM, dataset is grouped into n number of clusters
with every data point in the dataset belonging to every cluster to a certain degree. By
iteratively updating the cluster centers and the membership grades for each data
point, it moves the cluster centers to the appropriate location within a dataset. It also
suffers from presence of noise and outliers and the difficulty to identify the initial
partition. Many extension of FCM has been proposed in the literature [6–10].

The main challenge for most of clustering algorithms is to know the number of
clusters for which to look. This issue of obtaining the clusters that better fit a
dataset, as well as their evaluation, has been the subject of almost all research efforts
in this field. In the paper [11], automatically determination of the clusters in
unlabeled dataset is proposed. In the paper [12], a fuzzy Association Rule based
classification model for high dimensional problem is proposed.

In this paper a novel clustering approach has been proposed where advantages of
fuzzy rule with certainty grade is taken for classification. And then fuzzy classifier
is used to do clustering in an unsupervised manner.

The following sections are organized as follows: Sect. 2 focuses on general idea
of fuzzy rule based system. Section 3 furnished with proposed model of fuzzy
classifier, training and testing phase of classification are also presented. Section 4
furnished with proposed model of fuzzy rule based clustering. Experimental results
are illustrated in Sects. 5 and 6 focused with conclusion.

2 Fuzzy Rule Based System

Fuzzy Rule Based Systems (FRBS) [13, 14] are intelligent systems those are based
on mapping of input spaces to output spaces where the way of representing this
mapping is known as fuzzy linguistic rules [15]. These intelligent systems provide a
framework for representing and processing information in a way that looks like
human communication and reasoning process.
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Generally fuzzy rule based system possesses a fuzzy inference system [16]
composed of four major modules: Fuzzification module, Inference Engine,
Knowledge Base and Defuzzification module [17].

One of the biggest challenges in the field of modeling fuzzy rule based systems
is the designing of rule base as it is characterized by a set of IF–THEN linguistic
rules. This rule base can be defined either by an expert or can be extracted from
numerical data. Fuzzy IF–THEN rules for a classification problem with n attributes
can be written as follows:

If x1 is Lj1 and . . . and xn is Ljp Then class Cj ð1Þ

where X x1; x2; . . . xnð Þ is an n-dimensional pattern vector; Lji i ¼ 1; . . . ; pð Þ is an
antecedent linguistic value; Cj is the consequent class.

To generate rule base [4], first each attribute is rescaled to unit interval [0, 1].
Then, the problem space is partitioned into different fuzzy subspaces, and each
subspace is identified by a fuzzy rule, if there are some patterns in that subspace. To
do partitioning, each attribute is represented by P number of membership functions.
Figure 1 shows membership functions for P value 3 and 5 of an attribute.

3 Design of Fuzzy Rule Based Classifier

The fuzzy IF–THEN rule for classification in the proposed algorithm is taken as

If x1 is Lj1 and . . . and xn is Ljp; then Class Cj with CG ¼ CGj ð2Þ

where certainty grade (CG) of rule j is CGj. CG signifies the impact factor of a rule
in determining the consequent class label. It plays an important role in optimizing
the rule base. Rules with higher certainty grade are selected for the classification.

3.1 Training Phase

Classification involves mainly two phases, training and testing. Different steps in
training phase of the proposed algorithm are

Step 1: Input space is divided into different fuzzy regions.
Step 2: Possible fuzzy rules are generated.

Fig. 1 Member function representation for P = 3 and P = 5
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Step 3: Compatibility of each training pattern Xt with rule Rj is calculated by
Eq. (4) where T signifies number of training patterns.

lRj
ðXtÞ ¼ lLj1 xt1ð Þ � � � � � lLjp xtnð Þ t ¼ 1; 2; . . . T ð3Þ

Step 4: Sum of compatibility grades for each class is calculated as follows

Sclass cðRjÞ ¼
X

Xt2Class c

lRj
ðXtÞ; c ¼ 1; 2; . . .m ð4Þ

Step 5: Among C classes of the problem, class having maximum value of
Sclass cðRjÞ is chosen as class for Rule Rj.

SClass CjðRjÞ ¼ max Sclass 1ðRjÞ; . . . ; SClass mðRjÞ
� � ð5Þ

Step 6: The certainty grade of Rj can be calculated as follows:

CGj ¼
SClass CjðRjÞ � kPm

c¼1 SClass cðRjÞ where k ¼
P:

c 6¼ cj SClass cðRjÞ
m� 1

ð6Þ

3.2 Testing Phase

For testing phasewe have taken fuzzywinner rule reasoning of cluster analysis [18]. In
the testing phase class level is not used but it is calculated. To calculate the class level
from the rule list obtained in training phase, a winner rule is selected by using Eq. (8)
and then consequent class of winner rule is taken as the class level of testing instance.

The winner rule of the rule-set is the rule Rj for which:

lRj
ðXtÞ ¼ max lRj

ðXtÞ � CGj where Rj 2 R
n o

ð7Þ

In the above equation R is rule base. If Rj is the winner rule then it says that the
pattern is in class Cj with the degree of CGj.

4 Fuzzy Rule-Based Clustering

The algorithm CBFC proposed here take the advantages of supervised classification.
Randomly generated uniform patterns called auxiliary data are added to the main
data and taken as Class 2 where as main data is taken as class 1.
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To estimate the number of auxiliary data patterns the summation of a within-
cluster distance is used. This value for original dataset is defined as

d ¼
X
i\j

DðXi;XjÞ ð8Þ

where Xi is one of the data pattern. D is the distance metric. Similarly for auxiliary
data pattern X′.

d0 ¼
X
i\j

DðX 0
i ;X

0
jÞ ð9Þ

By the use of d and d′, the auxiliary random patterns are added incrementally
until d′ exceeds d. Hence, distribution of original data pattern determines the size of
the auxiliary data pattern. After the preparation of the two-class problem that
consists of original and auxiliary data patterns, the CBFC uses fuzzy rule base
classifier to classify this two-class problem and a fuzzy rule base is generated. From
the rule base the best rule is determined based on certainty grade. The instances of
the original pattern that are covered by the best rule are chosen as members of first
cluster and those instances are removed from the dataset to not be reconsidered for
other clusters.

After removal of instances from the dataset; remaining instances are taken as
class 1 and newly generated random instances are taken as class 2 and above
procedure is repeated until a stopping criteria reached.

After extracting major clusters from the dataset, there may be some instances
remain in the dataset which could not help to shape another cluster. This situation is
taken as stopping criteria in the algorithm. Mathematically this is measured by rule
fitness and defined as

FitðRjÞ ¼ mrj

np

� �
� lrj

lmax

� �
� 1� lrjSrj
� � ð10Þ

where np is the number of problem patterns, mrj is the number of problem patterns
that are covered by rule Rj, lrj is the length of Rj, lmax is the length of rule that
represents C1 and Srj is the rule subspace size of Rj. After revealing all potential
clusters in this manner, the CBFC assigns distinct class labels to the consequent of
fuzzy rules that represent the discovered clusters. It then uses the fuzzy rules
simultaneously to classify the main data patterns and, therefore, identify the clus-
ters’ boundaries. Since the CBFC uses the single winner-rule reasoning method, a
data pattern that is covered by more than one rule is assigned to the cluster that is
identified by a fuzzy rule, which has the highest certainty grade as in (6). However,
some of the main data patterns might not be covered by any fuzzy rule. To include
these patterns, as well as to increase the clustering accuracy, the centroids of
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explored clusters are computed using Eq. (11) and are used to group the main data
patterns according to the nearest centroid [9].

cj ¼
P

Xt2Gj
lj Xtð Þ � XtP

Xt2Gj
lj Xtð Þ ð11Þ

4.1 Proposed Clustering Algorithm

Step 1: Randomly generated patterns are appended to the problem space to
enumerate unsupervised clustering problem as supervised Classification
one until d′ exceeds d as in Eqs. 9 and 8 respectively.

Step 2: Main data is taken as Class 1 and Auxiliary data as Class 2.
Step 3: Set of rules from numerical data are extracted by using Fuzzy Rule Based

Classifier.
Step 4: Among the rules generated for class 1, the best one is chosen and named

Rj by using Eq. 6.
Step 5: Rule effectiveness of Rj using Eq. 10 is calculated and if it is less than

threshold value i.e. 0.1, step 7 is traced.
Step 6: Cluster members identified by rule Rj from the problem space are removed.
Step 7: All above steps are repeated to generate all possible clusters.
Step 8: By the assignment of some distinct labels to the obtained fuzzy rules, which

represent the clusters, the actual boundaries of the clusters can be identified.
Step 9: Centroid of the identified cluster is calculated using Eq. 11.

Step 10: Regrouping is done on unlabeled patterns according to nearest centroid of
the clusters.

5 Experimental Results

We have implemented the related programs for the proposed method on a system
with MATLAB. We have tested the result with one artificial dataset and six real
multidimensional datasets collected from UCI repository (iris, lense, thyroid,
haberman, balance scale, hayes-roth).

5.1 Clustering Based on Classifier

In this section, the CBFC is evaluated via experiments on two sets of data. First, the
main steps of the CBFC’s algorithm are pictorially explained by the use of artificial
data. Next, it is applied to other datasets mentioned in Table 1 in order to examine
its clustering accuracy.
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In order to visually analyze the operation of the CBFC to explore clusters, one
artificial dataset is used in the simulation which is shown in Fig. 2h. To identify the
first cluster in artificial dataset with N = 1,200 main data patterns, about A = 1,147
auxiliary instances are added in Step 1 of the CBFC’s algorithm as shown in
Fig. 2a. In step 4, the best generated rule is: “R1: IF x1 is L3 and x2 is L5 THEN C1
with CG = 0.7636” Fig. 2b shows the fuzzy subspace region of this rule, which
assigns 546 main data patterns for cluster C1.

After the removal of the members of cluster C1, the new space of the problem is
shown in Fig. 2c, which includes 654 remained main data and 566 newly generated
auxiliary patterns. Figure 2d shows the fuzzy subspace of the rule R2 representing
cluster C2. This rule is expressed as “R2: IF x1 is L5 and x2 is L2 THEN C2 with
CG = 0.8541.” and sets aside 263 main patterns for cluster C2. After removal of
cluster C2, the new problem space is shown in Fig. 2e. By the repetition of this

Table 1 Datasets taken for
evaluation Dataset Dim (n) Classes (m) Instances (N)

Artificial 2 3 1,200

Iris 4 3 150

Lenses 4 3 24

Thyroid 5 3 215

Haber Man 3 2 306

Balance scale 4 3 625

Hayes Roth 5 3 132

Fig. 2 a Main and auxiliary data patterns of artificial data. b Main data patterns of artificial data
when exploring 1st cluster. c Main and aux. data patterns of artificial data when identifying 1st
cluster. d Main data patterns of artificial data when identifying 2nd cluster. e Main and aux. data
patterns of artificial data when identifying 2nd cluster. f Main data patterns of artificial data when
identifying 3rd cluster. g Remaining data after major clusters identified. h Clustering results of
CBFC on artificial dataset
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process, the next rule, i.e., “R3: IF x1 is L2 and x2 is L2 THEN C3 with
CG = 1.8956,” and assigns 313 main data patterns to cluster C3 as shown in Fig. 2f.

After the removal of the main data patterns of three obvious clusters from the
problem space, as shown in Fig. 2g, there is no meaningful cluster in 78 remaining
patterns. By the repetition of the CBFC, the fuzzy rules will be generated to assign

Fig. 3 Performance comparison of different clustering algorithms

Table 2 Confusion matrix of different clustering algorithms

Dataset and
actual class
level

CBFC FCM K-mean K-medoid

No. of cluster No. of cluster No. of cluster No. of cluster

1 2 3 1 2 3 1 2 3 1 2 3

Iris 1 50 0 0 50 0 0 50 0 0 50 0 0

2 0 38 12 0 47 3 0 35 15 0 33 17

3 0 1 49 0 13 37 0 2 48 0 1 49

Lenses 1 2 1 1 2 1 1 0 4 0 2 0 2

2 2 1 2 2 1 2 2 1 1 2 3 0 2

3 4 6 5 4 5 6 5 4 6 5 4 6

Thyroid 1 150 0 0 150 0 0 150 0 0 76 60 14

2 0 16 19 0 16 19 0 10 25 19 16 0

3 24 0 6 24 0 6 0 23 07 0 5 25

Haber
Man

1 163 62 118 107 120 105 142 83

2 58 23 38 43 44 37 55 26

Balance
scale

1 15 20 14 18 6 25 23 19 7 24 17 8

2 135 105 48 64 84 140 184 51 53 185 94 9

3 25 125 138 159 18 111 94 114 80 91 89 108

Hayes
Roth

1 23 13 15 13 15 23 15 12 24 16 22 13

2 12 22 17 17 22 12 17 21 13 17 11 23

3 8 11 11 11 8 11 11 11 8 12 8 10
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some more main patterns to another cluster. However, according to the rule fitness
measure in (10), the stopping condition of the CBFC is reached, and the algorithm
must be continued from Step 8. Computation of the rule fitness measure for these
six potential clusters obtains the values 0.2244, 0.1694, 0.1313, 0.0158, 0.0156,
and 0.0079, respectively. The sudden drop in these measures after identifying
cluster C3 reveals that the stopping condition of the CBFC is reached. Accordingly,
the threshold in Step 5 of the algorithm is set to 0.1 in all these experiments.

By continuing the CBFC from Step 9 for these three identified clusters, their
final members for artificial dataset is depicted in Fig. 2h. Clearly, the identified
fuzzy rules with certainty grade are interpretable and readable by human users.

6 Conclusion

This report investigated K-Mean, K-Medoids and FCM algorithm and devised a
new algorithm, named CBFC, based on Fuzzy rule based classifier to address the
behavioral shortcoming of K-Mean, K-Medoids and FCM. The shortcomings are
like, sensitive to initial parameters, can’t explore number of cluster automatically
and not user understandable. The generated fuzzy rules with certainty grade, which
represent the clusters, are human understandable with reasonable accuracy.

The Proposed algorithm when tested in Matlab (R2010a) with different datasets
listed in Table 1, shows that it classifies with adequate accuracy. On datasets like
Iris, Haber Man, Hayes Roth, Balance Scale and Thyroid, CBFC performs better as
compared to K-Mean, K-Medoids and FCM which has been depicted in Fig. 3 and
Table 2.

Furthermore, to achieve high accuracy, fuzzy member function parameter can be
adjusted by using neural network machine learning algorithm but this may reduce
interpretability to some extent.
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Automatic Contrast Enhancement
for Wireless Capsule Endoscopy
Videos with Spectral Optimal
Contrast-Tone Mapping

V.B. Surya Prasath and Radhakrishnan Delhibabu

Abstract Wireless capsule endoscopy (WCE) is a revolutionary imaging method
for visualizing gastrointestinal tract in patients. Each exam of a patient creates
large-scale color video data typically in hours and automatic computer aided
diagnosis (CAD) are of important in alleviating the strain on expert gastroente-
rologists. In this work we consider an automatic contrast enhancement method for
WCE videos by using an extension of the recently proposed optimal contrast-tone
mapping (OCTM) to color images. By utilizing the transformation of each RGB
color from of the endoscopy video to the spectral color space La*b* and utilizing
the OCTM on the intensity channel alone we obtain our spectral OCTM (SOCTM)
approach. Experimental results comparing histogram equalization, anisotropic
diffusion and original OCTM show that our enhancement works well without
creating saturation artifacts in real WCE imagery.
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1 Introduction

Wireless capsule endoscopy (WCE) is a novel imaging technique that provides an
inner view of the gut without much hindrance and discomfort to the patient. Each
endoscopy exam obtains multiple hours of color (RGB) video data, for example the
Pillcam® Colon2 capsule (Given Imaging, Yoqnem, Isreal) has 8 h of video with
around 55,000 frames. Sifting through the video imagery places a burden on gas-
troenterologist’s time and effort in identifying important frames. Hence automatic
computer-aided diagnosis (CAD) tools can greatly aid in making diagnosis using
the big data available through WCE imagery.

Recent years saw various image processing, computer vision tasks performed for
WCE images for automatic CAD purposes [1]. For example, polyp detection/
classification [2, 3], mucosa-lumen surface reconstruction/segmentation [4–6] and
contrast enhancement [7], see [8] for a recent review.

1.1 Contrast Enhancement—A Brief Review

In this work, we consider the problem of image enhancement for WCE videos.
With respect to enhancing the contrast in WCE images we mention the work of Li
and Meng [7] who used an inverse diffusion [9] based method. Among a plethora of
generic image contrast enhancement techniques we mention the following well-
known and widely utilized methods. Histogram equalization (HE) is one of the
classical algorithm which relies on the first order statistics namely the histogram
computed from the given image to be mapped into a uniform histogram [10]. To
avoid the drawbacks of HE, such as the exaggeration of in smooth regions, contrast
adaptive histogram equalization (CLAHE) is proposed as an improvement [11].

In a rigorous study of HE based methods Wu [12] exposed the intrinsic weakness
of HE in particular and histogram based image enhancement techniques in general. In
[12] the gray scale contrast enhancement problem is posed as an optimal allocation of
dynamic range to maximize contrast gain and the optimization problem is solved
using linear programming principles. The method known as optimal contrast-tone
mapping (OCTM) is shown to obtain visually more pleasing results when compared
with other histogram based methods.

In our work we adapt the OCTM and extend it to the color images using the
RGB to La*b* color transformation and applying it to the luminance channel. Note
that utilizing the OCTM independently on the RGB channels does not take into
account the color discontinuities. Thus, the color space transformation to a more
spectral-spatial separation aides in improving the method. We compare the spectral
OCTM (named SOCTM hereafter) with HE, CLAHE, OCTM in each channel on
WCE images. Our results indicate that we obtain contrast enhancement without
saturation artifacts associated with other methods.
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1.2 Organization

The rest of the paper is organized as follows. In Sect. 2 we provide a brief intro-
duction of OCTM from [12] along with the La*b* transformation based SOCTM
with illustrations. Section 3 contains experimental results on various WCE images
depicting different scenarios of varying light, contrast conditions. Finally, Sect. 4
concludes the paper.

2 Spectral Optimal Contrast-Tone Mapping Based
Enhancement

2.1 OCTM

The problem of maximizing the contrast gain for optimal allocation of output
dynamic range can be posed as a constrained linear program. The objective function
and the constraints are written as follows and we refer to [12] for more details:

maximize
PL�1

i¼1
pisi

subject to 1Ts� L
0� s� u
Pd�1

j¼0
siþj � 1; i ¼ 1; . . .; L� d;

ð1Þ

where p = (p1, p2,…, pL−1) is the histogram vector of the input image with L gray
values. The variable si is known as the context-free contrast at gray level i which is
computed as the unit rate of change from level i to level i + 1 in the output image.
Note that this is independent of pixel locations hence the name context-free and this
variable uniquely determines the following increasing transfer function

TðiÞ ¼
Xi

t¼1

st

$ %

; 0� i� L� 1 ð2Þ

which maps i gray level to T(i). The objective function in the maximization problem
(1) is seen as

XL�1

i¼1

pisi ¼
XL�1

i¼1

pi � T ið Þ � T i� 1ð Þ½ � ð3Þ
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Thus, the OCTM maximization (1) is based on the expected context-free contrast
achieved by the transfer function T(i) in (2). Note that OCTM approach uses the
histogram, which is a first order statistics computed from the given input image.

2.2 Spectral OCTM

To motivate the spectral transformation we show an example result of OCTM on an
RGB image by applying the contrast enhancement on each channel independently
before combining in the output image. Figure 1a shows the input RGB WCE image
(from ileum region of the gut, image courtesy of RapidAtlas, Given Imaging, image
taken using a Pillcam® COLON2 capsule) and Fig. 1b–d show the Red, Green,
Blue channels separately. Figure 1f–h show independent OCTM enhanced results
using the maximization scheme in (1). As can be seen from Fig. 1e, the final
combined OCTM result, saturates some of the regions due to strong homogenous
regions in a particular channel (in this case in the saturation occurred in Red
channel, see Fig. 1g middle region).

To avoid this saturation issue, we first transform the given input RGB image
onto the La*b* space, where L denotes the luminance and a*, b* are the spectral
channels. This space is based on the concept of color-opponent and includes all

Fig. 1 Applying OCTM enhancement to each channel in an RGB image gives saturation artifacts,
as the cross-channel spectral information is not utilized. a Example RGB frame from ileum using
Pillcam® COLON2 capsule vide data, it contains villus structure. b–d RGB channels e OCTM
applied RGB image and its RGB channels f–h. Clearly OCTM channel wise inherits the
illumination problems. In particular the specular reflection in the Red channel is amplified
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perceivable colors [13]. Due to its perceptual uniformity this space can be used for
gamut mapping and efficient segmentation [13]. This space, also known as the
CIELAB is widely used in the vision and computer graphics community. The
nonlinear relations between L, a*, and b* mimic nonlinear response of the human
eye to various colors.

Since the wireless capsule imaging involves multiple near lights it is paramount
that we account for illumination changes. Converting RGB to La*b* provides a
spectral separation and the OCTM introduced in Sect. 2.1 can then be applied
effectively. The transformation from RGB to La*b* is done through RGB-to-XYZ
and XYZ-to-La*b* transformations with D50 reference white. Thus, our proposed
SOCTM consist of the following steps:

Step 1 Transform the RGB input image into the La*b* space with D50 reference
white

Step 2 Apply the OCTM (1) to the luminance (L) channel alone and keep the a*,
and b* channels intact

Step 3 Convert the modified (contrast enhanced) luminance channel along with
original a*, and b* channels to RGB space.

Note that these RGB → La*b* transformations are available in all the standard
color imaging references, see for example the book [13] and thus omitted here for
brevity.

3 Experimental Results

We present WCE image frames taken from different parts of the gastrointestinal
tract to illustrate the advantage of our SOCTM against other histogram equalization
approaches [10, 11] and anisotropic diffusion method from [7].

First in Fig. 2a–c we show the L, a*, and b* channels for the same RGB WCE
image shown in Fig. 1a. Next, we use the OCTM only on the luminance channel (L)
and keep a* and b* spectral channels intact. Figure 2d shows the OCTM based
contrast enhancement applied to the luminance channel L. As can be seen the
contrast mapping is better (compare to Fig. 2a). The final output image is obtained
by doing a reverse transformation of this modified L channel and combining it with
a* and b* channels and doing a reverse transformation to the RGB space. Figure 2e
shows this combined final results using our SOCTM result and it is devoid of the
saturations issues, compare Fig. 1e with Fig. 2e.

To highlight the difference between, RGB, OCTM and SOCTM, we show the
differences between them (pixels where the intensity values are changed using L1

differences) in Fig. 2f–h. As can be seen, the difference between OCTM and RGB
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(Fig. 2h) shows the specularity effect at the center that corresponds to the result in
Fig. 1e. On the other hand, the difference between SOCTM and RGB (Fig. 2g)
shows the lack of specularity at the center. This can further be seen in by comparing
SOCTM and OCTM (Fig. 2f), where the difference highlights the advantage of
using the proposed modification from La*b* space.

Next Fig. 3 shows a series of comparisons on different WCE image frames taken
at different parts of the colon between various schemes. As can be seen, the
HE [10], CLAHE [11] provide spurious saturation due to the lack of spatial context,
inverse diffusion [7] propagates artifacts to darker regions and the proposed
SOCTM obtains most visually pleasing results without these drawbacks. Currently,
we are working on evaluating the effect of final contrast enhanced images in various
CAD tasks, for example, in polyp segmentation and image classification [3].

Fig. 2 Switching to the La*b* color space helps in differentiating the spectral part of the RGB
(shown in Fig. 1a) and an application of SOCTM to the luminance provides a visually pleasing
result. a L channel of the RGB image b a* and c b* channel d OCTM applied to the L channel
e SOCTM result. We show the difference of different contrast mapping using the L1 differences
(residual) f SOCTM and OCTM g SOCTM and RGB h OCTM and RGB. As can be seen
proposed SOCTM keeps the RGB pixel numerical range and OCTM dramatically changes the
values. Better viewed online and zoomed in
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4 Conclusions

We presented a spectral optimal contrast-tone mapping based enhancement approach
for wireless capsule endoscopy. By utilizing a reversible transformation from RGB
to La*b* we preserve spectral information and utilize the maximization of contrast

Fig. 3 Comparison results with other contrast enhancement techniques. a Input frames from
WCE, different parts of the colon. Results of: b histogram equalization (HE) [10] c CLAHE [11]
d inverse diffusion [7] e proposed SOCTM result. Better viewed online and zoomed in. Our
proposed SOCTM obtains better results without flare exaggeration and color change
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gain in the luminance channel. Comparison with histogram equalization, contrast
limited adaptive histogram equalization, optimal contrast-tone mapping, anisotropic
diffusion methods is undertaken. Results indicate the proposed spectral optimal
contrast-tone mapping method obtains improved enhancement without artifacts.
Currently we are working on other perceptual color spaces (XYZ, HSV) along with
improved tone mapping geared towards capsule endoscopy images.
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Cuckoo Search Algorithm Based Optimal
Tuning of PID Structured TCSC
Controller

Rupashree Sethi, Sidhartha Panda and Bibhuti Prasad Sahoo

Abstract Cuckoo Search Algorithm (CSA) is one of the new nature inspired meta-
heuristic algorithms for solving many engineering optimization problems. This
paper investigates the application of CSA technique for the tuning of proportional
integral derivative (PID) structured Thyristor Controlled Series Compensator
(TCSC) based controller to improve damping of the power system when subjected
to different disturbances at various loading conditions. The dynamic performances
of proposed approach are analyzed by taking an example of Single Machine Infinite
Bus (SMIB) power system in MATLAB/Simulink environment. The superiority of
the proposed approach is demonstrated by comparing the simulation results with
previously published technique such as Non-dominated Sorting Genetic Algorithm-
II (NSGA-II) based TCSC controller for the same power system.

Keywords Cuckoo search algorithm � Thyristor controlled series compensator �
PID controller � Power system stability � Single-machine infinite-bus system �
Non-dominated sorting genetic algorithm-II

1 Introduction

Optimization is the process of adjusting the inputs to or characteristics of a device,
to find the minimum error or maximum performance improvement. The Cuckoo
Search Algorithm (CSA) developed in 2009 by Yang and Deb [1, 2], is one of the
latest nature inspired meta-heuristic algorithms for solving optimization problems,
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which is based on the brood parasitism of some cuckoo species. This algorithm is
enhanced by Levy flights, rather than by simple isotropic random walks.

Within the FACTS initiative, it has been demonstrated that variable series
compensation is highly effective in both controlling power flow in the lines and in
improving stability. Thyristor controlled series capacitor (TCSC) is one of the
important member of FACTS family that came into existence from their conven-
tional parents i.e. fixed series capacitor [3] whose effective fundamental equivalent
reactance can be regulated periodically to cancel a portion of the reactive line
impedance and thereby increase the transmittable power. As a novel method for
electrical network control, TCSC can be utilized in the power system oscillation
damping, the sub synchronous resonance mitigation and load flow control,
scheduling power flow, decreasing unsymmetrical components, reducing net loss,
limiting short-circuit currents, power system transient stability enhancement [4].

Evolutionary algorithms such as genetic algorithms [5], particle swarm optimi-
zation (PSO) algorithm [6], Differential Evolution (DE) algorithm [7], Non-domi-
nated Sorting Genetic Algorithm (NSGA)-II [8] have been successfully applied for
optimizing the parameters of TCSC based controller with different control structure.
This paper introduces a new evolutionary optimization algorithm i.e. Cuckoo
Search Algorithm (CSA) that has a huge prospective to be as an effective alternative
to other evolutionary algorithm in solving many optimization problems. CSA was
previously applied to solve several engineering design optimization problems, such
as the design of springs and welded beam structures [2], optimal location and sizing
of distributed generation on a radial distribution system [9], and also applied for
solving multi-objective optimization problems [10]. But the design of an optimal
PID controller requires optimization of multiple performance parameters.

In this paper CSA is successfully applied for searching the optimal parameters of
PID structured TCSC based controller for the dynamic performance improvement
under various disturbances for different loading conditions in MATLAB/Simulink
environment. Simulation results show the advantages of using the modeling and
tuning method when performing control and stability analysis in a power system
including a CSA tuned TCSC controller over NSGA-II tuned TCSC controller.

2 TCSC and PID Structure of TCSC Based Controller

TCSC constitutes three components—a capacitor bank C, a bypass inductor L and
the bidirectional thyristor. The firing angle (α) of the thyristor is controlled to adjust
the TCSC reactance. TCSC can be controlled to work in capacitive zone. The
equation of reactance which is function of (α) is represented by the following
equation [5]:
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XTCSCðaÞ ¼ XC � X2
C

ðXC � XLÞ
ðrþ sinrÞ

p

þ 4X2
C

ðXC � XLÞ
cos2ðr=2Þ
k2 � 1
� � k tan kr=2ð Þ � tan r=2ð Þ½ �

p

ð1Þ

where, XC is the nominal reactance of the fixed capacitor, XL the inductive reactance
of inductor connected in parallel with fixed capacitor, r ¼ 2 p� að Þ; the conduction
angle of TCSC controller and k ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðXC=XLÞ

p
; the compensation ratio. TCSC is

modeled here as a variable capacitive reactance within the operating region defined
by the limits imposed by α. Thus XTCSCmin �XTCSC �XTCSCmax; with XTCSCmax ¼
XTCSC aminð Þ and XTCSCmin ¼ XTCSC 180�ð Þ ¼ XC: In this study, the controller is
assumed to operate only in the capacitive region, i.e., amin [ ar; where ar corre-
sponds to the resonant point, as the inductive region associated with 90�\a\ar
induces high harmonics that cannot be properly modeled in stability studies.

The structure of TCSC-based damping controller, to modulate the reactance
offered by the TCSC, XTCSC að Þ is shown in Fig. 1. The structure consists of a PID
controller with proportional gain Kp, integral gain Ki, and derivative gain Kd, a first
order lag and a limiter. The details of TCSC based controller modeling is explained
in [8]. The input signal of the proposed controller is the speed deviation (Δω) error
and the output signal is the reactance XTCSCðaÞ: According to the speed error, the
parameters of PID controller Kp;Ki;Kd

� �
are to be optimized so that the TCSC

reactance XTCSCðaÞ can be effectively modulated to cancel some portions of line
reactance and thereby improve the damping of power oscillations. The effective
reactance is given by:

XEff ¼ X� XTCSCðaÞ ð2Þ

where,

XTCSCðaÞ is the reactance offered by TCSC at firing angle α.
X is the equivalent line reactance.

Fig. 1 PID structure of TCSC based controller
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3 Modeling of Power System with TCSC

The single machine infinite bus (SMIB) power system with TCSC (shown in
Fig. 2), is considered in this study where a synchronous generator propagates power
to the infinite-bus via double circuit transmission line and a TCSC. In Fig. 2, Vt and
Eb are the generator terminal voltage and infinite bus voltage respectively. XT, XL

and XTH represent the reactances of the transformer, transmission line per circuit
and the Thevenin’s impedance of the receiving end system respectively.

The synchronous generator is represented by model 1.1 [5], i.e. with field circuit
and one equivalent damper winding on q-axis, comprising of the electromechanical
swing equation and the generator internal voltage equation. The system data’s are
represented in [8]. Using state equations [11], the modeling of power system with
TCSC in MATLAB/Simulink environment is explained in [5, 8].

4 Objective Function

The rotor of the generator machine experiences a deviation in its motion when it
gets a fault in any of the phase which leads the power system oscillations. TCSC-
based controller is designed to minimize the power system oscillations after a
disturbance so as to improve the system stability.

In the present study, an integral time absolute error (ITAE) of the speed devi-
ations Dxð Þ is taken as the objective function J which is defined as follows:

J ¼
Ztsim
0

t Dx tð Þj jdt ð3Þ

where, Dx tð Þj j is the absolute value of the speed deviation following a disturbance
and tsim is the time range of simulation.

To minimize this objective function in order to improve the system response,
CSA is used to optimize the TCSC based controller parameters Kp, Ki, Kd.

Fig. 2 Single machine infinite bus power system with TCSC
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5 Cuckoo Search Algorithm

Cuckoo search algorithm (CSA) is one of the new optimization techniques. This
algorithm is more computationally efficient (uses less number of parameters) than
the Particle Swarm Optimization [12]. In CSA, special lifestyle of cuckoos and their
characteristics in egg laying and breeding has been the basic motivation for
development of this new evolutionary optimization algorithm. Cuckoos search for
the most suitable nest to lay eggs in order to maximize their eggs survival rate. Each
egg in a nest represents a solution, and a cuckoo egg represents a new solution. The
aim is to employ the new and potentially better solutions (cuckoos) to replace not-
so-good solutions in the nests. In the simplest form, each nest has one egg. The
CSA is based on three idealized rules [1, 2]:

• Each cuckoo lays one egg at a time and dumps it in randomly chosen nest;
• The best nests with high quality of eggs (solutions) will carry over to the next

generations;
• The number of available host nests is fixed, and a host can discover an alien egg

with probability pa 2 0; 1½ �: In this case, the host bird can either throw the egg
away or abandon the nest to build a completely new nest in a new location.

For simplicity, the last assumption can be approximated by a fraction pa of the n
nests being replaced by new nests, having new random solutions.

5.1 Cuckoo Search Via Levy Flights

In nature, animals search for food in a random or quasi-random manner. In general,
the foraging path of an animal is effectively a random walk. Which direction it
chooses depends implicitly on a probability which can be modeled mathematically.
Various studies have shown that the flight behavior of many animals and insects has
demonstrated the typical characteristics of Lévy flights [1]. A Lévy flight is a
random walk in which the step-lengths are distributed according to a heavy-tailed
probability distribution. According to Yang [13], Lévy flights are more efficient for
searching than regular random walks or Brownian motions. Equation (4) shows

how a new solution Xðtþ1Þ
i for ith cuckoo is generated using a Lévy flight.

xðtþ1Þ
i ¼ xðtÞi þ a� L�evyðkÞ ð4Þ

where α > 0 is the step size of random walk. The above equation is the schotastic
equation for a random walk. A random walk is a Markov chain whose next status or

location Xðtþ1Þ
i

� �
only depends on the current location XðtÞ

i

� �
and the transition

probability (α ⊕ Levy(λ)). Product ⊕ means entry wise multiplications. Here
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random walk via Lévy flight is more efficient in exploring the search space, as its
step length is much longer in the long run [13].

The simple way to calculate step size (α) of random walk is as the Eq. (5).

a ¼ 0:01� sð Þ � xðtÞi � xbest
� �

ð5Þ

where 0.01 is a factor for controlling step size of cuckoo walk/flights which comes
from the facts that L/100 should the typical step size of walk/flights where L is the
typical length scale; otherwise, Lévy flights may become too aggressive/efficient,
which makes new solutions jump outside the design domain and thus wasting the
evaluations.

XðtÞ
i is the current solution of iteration t and xbest is the global best solution. S is

the step length which is distributed according to the most efficient Mantegna
algorithm for a symmetric Lévy stable distribution [13]. For generating new

solution Xðtþ1Þ
i this step size (α) is taken.

5.2 Mantegna’s Algorithm

Mantegna’s algorithm produces random numbers according to a symmetric Levy
stable distribution. It was developed by R. Mantegna. In Mantegna’s algorithm, the
step length s can be calculated by [13]:

s ¼ u

vj j1=b
ð6Þ

where u and v are random value which is drawn from normal distributions i.e.
u	N 0;r2

u

� �
; v	N 0;r2

v

� �
;

and

ru ¼ C 1þ bð Þ sin pb=2ð Þ
C 1þ bð Þ=2½ �b 2 b�1ð Þ=2

� �1=b

; ð7Þ

rv ¼ 1 ð8Þ

C is gamma function which is extended from factorial function of positive real
number. b is the variable which controls distribution by 0 < β < 2. r2

u is the
variance. This variance, hence, is used to calculate the step size of random walk.
The algorithmic control parameters of the CS algorithm are the scale factor β and
mutation probability value Pa.
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In this work, β = 1.5 and Pa = 0.25 have been taken. The flow chart of the CSA
used in this work is shown in Fig. 3.

6 Simulation Results, Discussion and Comparison
of CSA with NSGA-II

The CSA tuned PID structured TCSC based controller is tested in Single Machine
Infinite Bus power system to damp out power system oscillations when the system
is subjected to various disturbances. The simulation test is carried out by using

Start

Initiate a random solutions
of n host nests, xi

Get a Cuckoo randomly by
Lévy flights, i

Evaluate its fitness, Fi

Select a nest among n randomly, j

Fi <Fj
yes

yes

no

no

Let j as the solution

Replace j by the new
solution

Abandon a fraction, p  of worse nests and generatea
new solutions at new locations via Lévy flights

Keep the current best

t max_Iterations

Find the best nest

End

≤

Fig. 3 Flowchart of Cuckoo
search optimization algorithm
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MATLAB/Simulink software of the version 7.10.0.499 (R2010a), on an Intel Core
i3 CPU, 2.3 GHz, 4 GB RAM computer.

To show the superiority of the proposed approach, the performances are com-
pared with that of Non-dominated Sorting Genetic Algorithm (NSGA)-II tuned PID
structured TCSC controller [8]. The optimized parameters of TCSC-based con-
troller are given in Table 1. In [8], NSGA-II based approach for the tuning of PID
structured TCSC based controller was proposed in which the author has proved that
NSGA-II with speed deviation input signal (ω-NSGA-II) tuned PID controller can
effectively damp out the power system oscillations of the same system.

The simulation results of time responses computed with the alternative con-
trollers for nominal loading, lightly loading and heavy loading respectively are
shown in Figs. 4, 5, 6, 7, 8 and 9. In all figures two cases are considered; with
NSGA-II [8] tuned PID structured TCSC controller and with CSA tuned PID
structured TCSC controller. The responses of the system with PID structured TCSC
controller, optimized using NSGA-II [8] with speed deviation input signal are
shown by dashed lines with legend ‘ω NSGA-II PID’ and the responses with
proposed CSA tuned PID structured TCSC based controller are shown by solid
lines with legend ‘CSA PID’. To examine the performance of proposed approach,
the following cases of different disturbances with various loading conditions [8]
(Pe = active power, Qe = reactive power) are considered:

Table 1 Optimal parameters
for PID controller Optimization algorithm TCSC-based controller

parameters

Kp Ki Kd

NSGA-II [8] 29.5477 2.4866 0.1533

CSA 48.7238 4.1930 0.0010

0 1 2 3 4 5 6
50

55

60

65

Time (sec)

ω

 (
de

g)
δ

 NSGA-II PID[8]
CSA PID
ω

Fig. 4 Power angle response
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6.1 Three-Phase Fault Disturbance at Nominal Loading
(Pe = 0.8, Qe = 0.017)

The fault, that is considered here, is a three phase fault which is applied at the
generator terminal at t = 1 s and cleared after 3 cycles. The original system is restored
upon the fault clearance. The responses of system are shown in Figs. 4 and 5 for two
different system conditions; namely, for the system with NSGA-II [8] tuned
controller, and for the system with proposed CSA tuned controller.
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Fig. 5 Rotor speed deviation
response
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Fig. 6 Power angle response
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From the simulation results it is observed that a well optimized TCSC based
controller significantly improves the damping of the subsequent power swings.
From the dynamic response of power angle variation in Fig. 4, it is cleared that with
NSGA-II tuned controller, though the system is stable following a disturbance,
there is still some oscillations or variation in angle but by using CSA tuned con-
troller the angle deviation is minimized with minimization of undershoots and
settling time. Figure 5 shows the rotor speed deviation when three phase fault is
applied. Here it can be seen that with CSA tuned PID structured TCSC based
controller the deviation in speed is minimized very quickly with minimum over-
shoot and undershoot values than that of with NSGA-II [8] PID structured TCSC
based controller. Hence in this paper it is proved that CSA tuned PID structured
TCSC based controller performs better than NSGA-II tuned PID structured TCSC
based controller under the most severe fault.

6.2 Permanent Line Outage Disturbance at Light Loading
(Pe = 0.5, Qe = 0.006)

In order to test the performance of the proposed approach, another severe distur-
bance is considered here. One of the transmission line is permanently tripped out at
t = 1 s. The system responses of power angle variation and rotor speed deviation are
shown in Figs. 6 and 7 respectively.

The reactance of the transmission line increases in the post-fault steady-state
period due to permanent line outage. Assuming that the mechanical input power
remains constant during the disturbance period, to transmit the same power, the
power angle increases in the post-fault steady state period as shown in Fig. 6. It is
cleared from the above figures that the system becomes stable following a distur-
bance with both NSGA-II tuned and CSA tuned TCSC controller but the CSA
tuned controller provides better act than NSGA-II tuned controller in minimizing
both speed deviation and angle variation.

6.3 Small Disturbance at Heavy Loading
(Pe = 1.2, Qe = 0.038)

In this case the proposed approach is examined under a small fault at heavy loading
condition. The input mechanical power is decreased by 0.1 p.u at t = 1.0 s. The system
responses under this small disturbance contingency are shown in Figs. 8 and 9.

From the simulation results of the above case study, it is observed that, the
optimized TCSC controller with cuckoo search algorithm (CSA) improves the
stability performance of the power system and performs satisfactorily under this
small disturbance at heavy loading condition. From Figs. 8 and 9, it can be seen that
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the CSA tuned controller provides good damping characteristics to low frequency
oscillations and quickly stabilizes the system under a disturbance when compared
with Non-dominated Sorting Genetic Algorithm (NSGA)-II [8] tuned TCSC
Controller.

The error comparison between NSGA-II [8] technique and the proposed
approach for above three cases of loading conditions is shown in Table 2. It is
cleared from Table 2 that CSA tuned controller reduces integral time absolute error
(ITAE) value effectively compared to NSGA-II [8] tuned controller, hence proving
here that proposed approach is better than previous technology.

7 Conclusion

In this paper the parameter tuning of PID structured TCSC controller is presented by
a new evolutionary nature inspired meta-heuristic algorithm i.e., cuckoo search
algorithm (CSA). The performance of proposed approach is examined by taking an
example of single machine connected to infinite bus power system with TCSC-based
controller. To analyze performance of proposed controller it is tested under various
disturbances at different loading conditions. The results are obtained and compared
with the previous publication i.e. NSGA-II [8] tuned PID structured TCSC con-
troller. From system responses of CSA tuned PID controller and NSGA-II tuned PID
controller, it can be observed that the disturbance is effectively damped out by CSA
with a faster response. Hence it is proved that the optimal solutions for PID con-
troller obtained by CSA provide better performance than previous technology.
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Design and Simulation of Fuzzy System
Using Operational Transconductance
Amplifier

Shruti Jain

Abstract In this paper a well defined method for the design of fuzzy system using
operational transconductance amplifier was discussed. This paper also presents the
various types of operational transconductance amplifier: simple OTA, fully differ-
ential OTA and Balanced OTA. Proposed model of fully differential OTA and
balance OTA is illustrated, out of which balance OTA is the best. Fuzzy system
includes fuzzification of the input variables, application of the fuzzy operator (AND
or OR) in the antecedent, implication from the antecedent to the consequent,
aggregation of the consequents across the rules, and defuzzfication. The fuzzy
system (including all blocks) for estimating risk involved in an engineering project
has been designed, exhibits a gain of 36.24 dB, input resistance with 44.13 kΩ,
output resistance with 2.163 kΩ, CMRR with 47.68 dB, slew rate with 0.6 V/µs and
power dissipation with 197 W.

Keywords Operational transconductance amplifier � Fuzzy system � Analog
circuit � Electrical parameters � SPICE

1 Introduction

An operational amplifier (op-amp) is a direct coupled high gain amplifier usually
consisting of one or more differential amplifiers and usually followed by a level
translator and an output stage. The output stage is generally a push pull or push pull
complementary symmetry pair [1, 2]. Op-amp circuits are the key components of
analog processing systems and are widely used in electronic and communication
systems such as differential amplifier, negative feedback amplifier, isolation
amplifier, comparators, oscillators, filters, sensors, instrumentation amplifier, bio-
medical amplifier etc. [3].
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Two-stage op-amp mainly consists of a cascade of voltage to current and current
to voltage stages. The first stage consists of a differential amplifier converting the
differential input voltage to differential currents. These differential currents are
applied to a current mirror load recovering the differential voltage. The second stage
consists of common source MOSFET (transconductance ground gate) converting
the second stage input voltage to current. This transistor is loaded by a current sink
load, which converts the current to voltage at the output [4, 5].

Operational Transconductance Amplifier (OTA) is a voltage controlled current
source (VCCS) [5]. The input stage will be a differential amplifier similar to CMOS
differential amplifier using a current mirror load. Since the output resistance of the
differential amplifier is reasonably high, a simple differential amplifier may suffice
to implement the VCCS [5].

If more gain is required, a second stage consisting of an inverter can be added. If
both higher output resistance and more gain are required, then the second stage
could be a cascade with a cascade load. The proposed circuit diagram of VCCS
based on the block diagram is shown in Fig. 1a. The output is current; to convert
current to voltage we can use current mirror circuit shown in Fig. 1b is used at the
output side of VCCS circuit. Current mirror circuit increases the gain of the circuit.

There are some electrical parameters which I have calculated for fuzzy system
which are as follows [1]: differential input resistance, output resistance, large signal
voltage gain (20 log10 Vo/Vid in dB), common mode rejection ratio (CMRR) [20 log
(Ad/Acm) in dB], slew rate (SR) [max (dVo/dt) in V/µs].

Fuzzy logic is a powerful problem solver methodology with wide range of
applications in industrial control, consumer electronics, management, medicine,
expert system and information technology [6–8]. There are five parts of the fuzzy
system [9]. Fuzzification of the input variables, application of the fuzzy operator

Fig. 1 a Proposed circuit diagram of VCCS, b current mirror circuit
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(AND or OR) in the antecedent, implication from the antecedent to the consequent,
aggregation of the consequents across the rules, and defuzzfication [10–13].

In this paper I will discuss regarding the designing of various types of OTA and
electronic implementation of fuzzy system using OTA and simulating it with
PSPICE software [14, 15].

2 Operational Transconductance Amplifier

The operational transconductance amplifier (OTA) is an amplifier whose differential
input voltage produces an output current. Thus, it is a voltage controlled current
source (VCCS) [5]. There is usually an additional input for a current to control the
amplifier’s transconductance. The OTA is similar to a standard operational
amplifier in that it has a high impedance differential input stage and that it may be
used with negative feedback [16].

2.1 Types of Operational Transconductance Amplifier (OTA)

There are three types of OTA based on the structure: Simple Differential OTA,
Fully Differential OTA and Balanced OTA.

2.1.1 Simple Operational Transconductance Amplifier

It is the basic operational transconductance amplifier with only a current-mirror
circuit, a differential input and a current sink inverter [17]. Although simple OTA’s
are single input these are unsymmetrical and are not considered for analysis. We
have used differential amplifier as current mirror load as simple OTA (Fig. 1a). The
parameters calculated are presented in Table 1.

Table 1 Comparison of three types of OTA’s

Simple Fully differential
OTA [17]

Fully differen-
tial OTA
(proposed)

Balanced
OTA [17]

Balanced
OTA
(proposed)

Voltage gain
(dB)

2.38 1.93 10.8 2.5 55.1

Output
resistance (kΩ)

0.0139 0.01 0.8 0.035 8.87

CMRR (dB) 2.2 1.78 10 2.31 51.01

Slew rate (V/µs) 1.5 1.49 2 2.32 2.7

Power dissipa-
tion (mW)

0.159 0.132 6.5 57.2 65.2

Design and Simulation of Fuzzy System Using … 267



For parameters: VDD = 4 V, k0N ¼ 110 µA/V2, k0p ¼ 50 µA/V2, VTN = 0.7 V,
VTP = −0.7 V, λN = 0.04 V−1, λP = 0.05 V−1, −1.5 V < ICMR < 2 V, I have
calculated aspect ratio for every transistor. Aspect ratio for differential input [i.e.
(W/L)1 and (W/L)2] is 27.6, for current mirror [i.e. (W/L)3 and (W/L)4] circuit is
0.75, for current sink [i.e. (W/L)5] is 0.232.

2.1.2 Fully Differential Operational Transconductance Amplifier

Fully differential operational transconductance amplifier contains simple inversely
connected current-mirror pairs. These current mirror pairs are used as active load in
the circuit [17]. Along with these current mirror pair we have a differential circuit
for which we have differential inputs. This amplifier is fully symmetrical and their
main advantage is due to these characteristics only.

The circuit illustrates in Fig. 2 is the proposed circuit in which there are few
changes compared to circuit and is simple and suitable for implementation. In this
circuit instead of current source I1, we have used current sink load. The other
difference is using of 2 PMOS current mirror pairs. Different parameters are cal-
culated for both these circuits and are presented and compared in Table 1.

For parameters: VDD = 4 V, k0N ¼ 110 µA/V2, k0p ¼ 50 µA/V2, VTN = 0.7 V,
VTP = −0.7 V, λN = 0.04 V−1, λP = 0.05 V−1, −1.5 V < ICMR < 2 V, I have
calculated aspect ratio for every transistor. Aspect ratio for differential input [i.e.
(W/L)5 and (W/L)6] is 27.6, for current mirror [i.e. (W/L)1 and (W/L)2, (W/L)3 and
(W/L)4] circuit is 1.5, for current sink [i.e. (W/L)9] is 0.232.

Fig. 2 Proposed fully
differential OTA
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2.1.3 Balanced Operational Transconductance Amplifier (BOTA)

BOTA is the modified circuit of the two discussed above. It contains three current
mirrors, a differential circuit and a current sink inverter [17]. These are symmetrical
too and have better parameters than the two discussed above. The parameters are
shown in the Table 1. The main advantage of BOTA is that filters realized using
BOTA provide more simplify structures and perform better performance in higher
frequency range than the single output OTA’S. The proposed circuit of BOTA is
shown in Fig. 3 that’s adding the current sink load and removing current source I1.
The other difference is using of 2 PMOS current mirror pairs and 1 pair of NMOS.

For parameters: VDD = 4 V, k0N ¼ 110 µA/V2, k0p ¼ 50 µA/V2, VTN = 0.7 V,
VTP = −0.7 V, λN = 0.04 V−1, λP = 0.05 V−1, −1.5 V < ICMR < 2 V, I have
calculated aspect ratio for every transistor. Aspect ratio for differential input [i.e.
(W/L)5 and (W/L)6] is 27.6, for pMOS current mirror [i.e. (W/L)1 and (W/L)2,
(W/L)3 and (W/L)4] circuit is 1.5, for current sink [i.e. (W/L)7] is 0.232, for nMOS
current mirror [i.e. (W/L)1 and (W/L)2,] circuit is 0.48.

I have calculated the electrical parameters of all circuits of OTA and compared it
with Sinenchio et al. [17] paper. As observed from the Table 1 the Balanced OTA is
the best out of the three in all terms i.e. high CMRR, high voltage gain, high output
impedance. Now we implement all the structures using Balanced OTA.

3 Methodology

Our aim is to design and implementation of fuzzy system using OTA. The problem
is to estimate risk involved in an engineering project. Let’s assume inputs as project
funding and project staffing and output as risk. Then, define linguistic variables to

Fig. 3 Proposed balanced
OTA
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all input and output. The linguistic variables defined for project funding are
inadequate, marginal and adequate, for project staffing are small, medium and
large, while, for risk are low, medium and high [9]. Now membership functions
(S, Z, triangular and trapezoidal) are assigned to every linguistic variable [10]. I
have designed all the functions using OTA.

Let’s assume the sigma (S) function for all linguistic variables. Then we define
the range of each linguistic variable: inadequate as 0–4, marginal as 3–7 and
adequate as 6–10. Similarly, for every input and output function. Let’s define these
ranges in volts so as to implement electronically: inadequate as 1 V, marginal as
2 V and adequate as 3 V. Similarly, I have defined the ranges in volts for rest
linguistic variables in 1–3 V range. I have assumed reference voltage as 4 V and the
OTA works at 4 V.

Second step was rule composition i.e. IF–THEN statement. There are different
operators like AND (min), OR (max) and inverter.

Let’s find the electrical parameters of all functions i.e. S, Z, triangular, trape-
zoidal, MIN and MAX. Table 2 shows the different electrical values of different
functions. For parameters: VDD = 4 V, k0N ¼ 110 µA/V2, k0p ¼ 50 µA/V2,
VTN = 0.7 V, VTP = −0.7 V, λN = 0.04 V−1, λP = 0.05 V−1, −1.5 V < ICMR < 2 V, I
have calculated aspect ratio for every transistor. Aspect ratio for differential input
[i.e. (W/L)5 and (W/L)6] is 27.6, for pMOS current mirror [i.e. (W/L)1 and (W/L)2,
(W/L)3 and (W/L)4] circuit is 1.5, for current sink [i.e. (W/L)7] is 0.232, for nMOS
current mirror [i.e. (W/L)1 and (W/L)2,] circuit is 0.48.

The similar work has been done using two stage operational amplifiers. Table 3
shows the electrical parameters of all functions i.e. S, Z, triangular, trapezoidal,
MIN and MAX. For parameters: VDD = 5 V, k0N ¼ 110 µA/V2, k0p ¼ 50 µA/V2,
VTN = 0.7 V, VTP = −0.7 V, λN = 0.04 V−1, λP = 0.05 V−1, −1.5 V < ICMR < 2 V, I
have calculated aspect ratio for every transistor. Aspect ratio for differential input

Table 2 Electrical parameters of S, Z, triangular, trapezoidal, MIN and MAX function using OTA

S member-
ship function

Z-member-
ship function

Trapezoidal
membership
function

Triangular
membership
function

MAX
operator

MIN
operator

Voltage gain
(dB)

48.3 51.2 57.3 58.5 67.6 13.9

Input resis-
tance (kΩ)

450 289 450 450 999 1,000

Output
resistance (kΩ)

8.87 8.77 8.77 8.77 14.7 30.68

CMRR (dB) 66.35 67.7 75.39 76.97 88.9 18.28

Slew rate
(V/µs)

2.7 2.5 2.4 2.4 0.6 1.25

Power dissipa-
tion (mW)

0.652 0.652 0.72 0.82 198 0.995
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[i.e. (W/L)1 and (W/L)2] is 18.4, for current mirror [i.e. (W/L)3 and (W/L)4] circuit
is 0.33, for current sink [i.e. (W/L)5 and (W/L)7] is 0.16.

The rules are:

• IF project funding is inadequate AND project staffing is medium THEN risk is
high.

• IF project funding is marginal AND project staffing is large THEN risk is low.
• IF project funding is adequate AND project staffing is small THEN risk is

medium.

Before THEN and after IF is known as antecedent part and after THEN is
consequent part. Antecedent part is rule composition part and consequent part is
implication process [9]. Third step implication process is of different types but in
this paper I have used mamdani implication style. Electronically rules are used as

• IF project funding is inadequate (1 V) AND project staffing is medium (2 V)
THEN risk is high (3 V).

• IF project funding is marginal (2 V) AND project staffing is large (3 V) THEN
risk is low (1 V).

• IF project funding is adequate (3 V) AND project staffing is small (1 V) THEN
risk is medium (2 V).

I have implemented all these rules electronically and, get their output. Fourth
step is to aggregate (add) the every output after implication process and then final
step is to defuzzify it. In this paper I have used Maximum defuzzification tech-
niques [18].

Figure 4 shows the output after every step. V(32), V(62) and V(89) are the
output after mamdani implication process, V(36) is output after aggregating all the
rules after implication process. V(65) is the final output i.e. defuzzified output.

Table 3 Electrical parameters of S, Z, triangular, trapezoidal, MIN and MAX function using 2
stage CMOS op-amp

S member-
ship function

Z-member-
ship function

Trapezoidal
membership
function

Triangular
membership
function

MAX
operator

MIN
operator

Voltage gain
(dB)

37.61 29.54 46.48 46.76 46.48 36.77

Input resis-
tance (kΩ)

240 240 240 240 999 1,000

Output resis-
tance (mΩ)

9.9 9.9 9.9 9.9 0.0177 0.127

CMRR (dB) 34.64 20 40.42 40.66 45.34 29.24

Slew rate
(V/µs)

1.5 2.8 2.8 2.8 0.5 0.98

Power dissi-
pation (mW)

82 98.5 82 82 7.23 8.16
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The electrical parameter for fuzzy system using balanced OTA and two stage
CMOS op-amp is shown in Table 4. As the OTA is a current source, the output
impedance of the device is high, in contrast to the op-amp’s very low output
impedance. Input impedance and CMRR is high. Comparing the Table 4 it is
noticed that fuzzy system using OTA is the best.

4 Conclusion

In this paper an attempt has been made for designing the different types of OTA
circuits out of which balanced OTA is the best. The paper also gives the designing of
the fuzzy system and its electronic implementation using OTA. I have successfully
designed and implemented the corresponding functions like S, Z, triangular, trape-
zoidal, MIN andMAX functions. Along with this I have clubbed all the steps of fuzzy
system i.e. fuzzification, rule composition, implication, aggregation and defuzzifi-
cation process for various rules. I have also calculated its various parameters like slew
rate, CMRR, power dissipation, gain, input resistance and output resistance. In the
last I have calculated the electrical parameters of fuzzy system using OTA and fuzzy

Fig. 4 Final output of fuzzy system

Table 4 Comparison table of the electrical parameters of fuzzy system

Balanced OTA Two stage CMOS op-amp

Voltage gain (dB) 36.24 41.47

Input resistance (kΩ) 44.13 6.522

Output resistance (kΩ) 5.163 0.239

CMRR (dB) 47.68 38.39

Slew rate (V/µs) 0.6 1

Power dissipation (W) 197 0.402
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system using two stage CMOS op-amp out of which fuzzy system using OTA is best
in all terms except voltage gain. In this paper Smembership function is used for all the
rules. In future I’ll try different membership functions for the rules.
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DFT and Wavelet Based Smart Virtual
Measurement and Assessment
of Harmonics in Distribution Sector

Haripriya H. Kulkarni and D.G. Bharadwaj

Abstract This paper presents MATLAB based VI measurement for harmonics
using DFT and WT. Results of both the techniques are compared and validated
against the standard power analyzer. It is proved that DWT based VI have prom-
ising performance. For Data collection fifteen field visits are done to IT Industries,
Steel Industries, Paper Industries, workshops etc. Sample of the readings are con-
sidered for analysis purpose. It is observed that the current harmonics generated
are beyond the tolerable limits and many literatures are available in the area of
Harmonic measurements but they do not have the capacity to identify the limits of
harmonics as per the standards. In this paper GUI is developed in connection with
MATLAB simulation to assess the harmonics and identify the normal and abnormal
presence of harmonics with green and red colors respectively. Through this colour
coding technique an unskilled worker can easily identify the objectionable presence
of harmonics. It creates the awareness in the utility for measurement and control of
harmonics which in turn helps to improve the PQ.

Keywords Discrete Fourier transform � Wavelet transform � Power quality �
Graphical user interface � Virtual instrument

1 Introduction

In the past few years the use of nonlinear devices which are prone to draw harmonic
current has been increased exponentially. Few examples are Computers, Induction
furnace, cranes, welding machines, power electronics driven convertors [1–3] etc.
Out of these loads Computers, Fluorescent lamps, UPS etc. are rich in third
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harmonics [1, 2]. Some other loads such as transformer, Induction motor or
conventional machines give rise to generation of triplen harmonics due to iron
saturation [3]. Presence of harmonics have many detrimental effects such as extra
power loss in Distribution transformer, Reduced life expectancy, loss of reliability,
increased operating cost, overheating, machine failures, maloperation of switchgear
and inaccurate power metering [4].

The Assessment of harmonics is done by referring to IEEE 519 standard [5–7],
IEC 61000-2-2 [8] or EN 50160 standard [9]. Till today the assessment is done by
an expert experienced person who observes the harmonics using standard equip-
ment available for measurement of harmonics and compares it with the harmonic
standard. In fact it is difficult to identify the abnormality just by visual inspection. In
this paper the harmonic assessment is proposed through a smart concrete solution
which uses the threshold value prescribed by the standards and represents the
results in the form of Bar chart with colour code. Colour represents the presence of
harmonics in safe or below the threshold zone where as Red color is for danger or
abnormal zone. In preparation of this paper actual site visits are done at Steel
Industries are considered for analysis which are rich in fifth and seventh harmonics
for multiple periods over peaks and low load times within 24 h of a day. The current
pattern observed is mathematically generated in MATLAB then it is simulated
using DFT and DWT. The results of Individual harmonic and THD are compared
with each other and also with Actual measurements. It is found that proposed
(Db40) DWT based VI gives accurate results with Assessment of harmonics as per
the selected standard.

2 Field Measurements at Steel Industry

Measurement of harmonics has been done by using Advanced Harmonic Analyzer
“Yokogawa” (model CW240). Wiring connections for this harmonic analyzer is
3 phase 4 wire. C.T. Ratio is 50/5.

2.1 Load Current in Three Phases

Table 1 lists Average currents in all the three phases i.e. R, Y and B of steel
industry over an interval of 2 h.

Readings were taken for 24 h with a step size of 10 min. This steel industry is
located in Maharashtra (India). Figure 1 shows variations in Average current in all
3 phases with respect to time. From this graph nature of load pattern of the steel
industry is observed which is highly fluctuating. Switching is the main reason for
generation of harmonics in the furnace. This switching takes place at very high
frequencies; It leads to generation of harmonics.
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Table 2 shows the Active power consumption in steel Industry and it is found
that due to the nature of non-linear load it is varying widely. Out of this total active
power the power consumed due to Harmonic content is unbilled power.

Table 3 lists % THD in current in all three phases.

Table 1 Average currents in
all the three phases Time (h) IR_AVE (amp) IY_AVE (amp) IB_AVE (amp)

15:06:50 0.54 0.51 0.39

17:06:50 1.21 1.19 0.94

19:06:50 1.90 1.78 1.34

21:06:50 2.00 1.95 1.86

23:06:50 2.32 1.81 1.82

01:06:50 2.30 1.80 1.78

03:06:50 1.98 1.51 1.87

05:06:50 1.92 1.49 1.84

07:06:50 0.93 0.96 0.78

09:06:50 1.72 1.65 1.24

11:06:50 1.96 1.86 1.47

13:06:50 1.54 1.46 1.10
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Fig. 1 Graph of average currents versus time

Table 2 Average power consumption in steel industry

Time (h) 13:06:50 15:06:50 17:06:50 19:06:50 21:06:50 11:06:50 PM

Pavg (W) – 80 170 300 320 340

Time (h) 03:06:50 05:06:50 07:06:50 09:06:50 11:06:50 13:06:50

Pavg (W) 320 320 120 260 310 240
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2.2 ITHD in All the Three Phases

Table 3 lists % THD in current in all three phases. Figure 2 shows Variations in %
ITHD with respect to time. From Fig. 3 and Table 4, it is clear that, total harmonic
distortion Current level and Individual Harmonic Distortion level exceeds above
standard limits set by standard IEEE 519-1992 [5]. Figure 3 shows Individual
harmonic distortion for odd harmonics with respect to time. From Table 4 and
Fig. 4, it is clear that, 3rd and 9th harmonics i.e. Triplens are absent in observed
steel industry. Only lower ordered odd harmonics such as 5th, 7th and 11th are
present and their magnitudes are above tolerance limits given by IEEE STD 519-
1992 [5]. So filters should be installed to eliminate or minimize these harmonics, so
that their ill effects on various power system components can be eliminated. All
higher odd ordered harmonics above 9th order are totally absent.

Table 3 % ITHD in all three
phases Time (h) IRTHD (%) IYTHD (%) IBTHD (%)

13:06:50 30.6 22.7 0.00

15:06:50 48.6 53.1 70.2

17:06:50 44.8 47.6 58.6

19:06:50 42.9 45.4 44.4

21:06:50 42.6 42.5 46.8

23:06:50 45.0 46.1 44.4

01:06:50 45.8 46.2 45.4

03:06:50 46.3 43.6 37.6

05:06:50 44.9 41.7 36.8
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Fig. 2 Graph of % ITHD in all three phases versus time
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2.3 Individual Harmonic Distortion in Currents in Three
Phases

Table 4 lists percentage individual harmonic distortion in current, for 3rd, 5th, 7th,
9th, 11th harmonics in R Phase.

Figure 4 shows Individual harmonic distortion for odd harmonics with respect to
time. From Table 4 and Fig. 4, it is clear that, 3rd and 9th harmonics i.e. Triplens
are absent in observed steel industry. Only lower ordered odd harmonics such as
5th, 7th and 11th are present and their magnitudes are above tolerance limits given
by IEEE STD 519-1992 [5]. So filters should be installed to eliminate or minimize
these harmonics, so that their ill effects on various power system components can be
eliminated. All higher odd ordered harmonics above 9th order are totally absent.
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3 Simulation of Current Waveform in Steel Industry Using
DFT in MATLAB

Average values of Fundamental, 3rd, 5th, 7th and 9th Harmonics currents in phase R
are calculated. Resultant current waveform is taken as a distorted sine wave function x
(t) containing Fundamental +0 % 3rd Harmonics +32.75 % 5th Harmonics +14.02 %

Table 4 % individual
harmonic distortion in
currents

Time (h) IR (03)
(%)

IR (05)
(%)

IR (07)
(%)

IR (09)
(%)

13:06:50 Absent 30.6 – Absent

15:06:50 Absent 36.7 21.8 Absent

17:06:50 Absent 33.6 19.9 Absent

19:06:50 Absent 31.9 12.3 Absent

21:06:50 Absent 33.0 12.2 Absent

23:06:50 Absent 32.7 13.0 Absent

01:06:50 Absent 32.9 14.1 Absent

05:06:50 Absent 34.5 13.7 Absent

07:06:50 Absent – – Absent

09:06:50 Absent 27.2 11.1 Absent

11:06:50 Absent 26.5 10.2 Absent

13:06:50 Absent 31.1 13.0 Absent

Fig. 5 Average current of phase R
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7th Harmonics +0 % 9th Harmonics as per IEC STD 61000 [6]. Here 0, 32.75, 14.02
and 0 % are average values of 3rd, 5th, 7th and 9th Harmonics currents actually
present in a steel industry under study. Similar analysis can be done on currents
present in the remaining phases i.e. and B. When x(t) is plotted in the MATLAB it is
totally distorted as shown in Fig. 5.

X(t) is simulated in the MATLAB using DFT. Result of simulation is shown in
Fig. 6.

Results of Actual field measurements shown in Fig. 5 and simulation shown in
Fig. 7 are compared and tabulated in Table 5.

Fig. 6 Simulation result in MATLAB

Fig. 7 Graphical user interface developed
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4 Simulation of Current Waveform in a Steel Industry
Using DWT in MATLAB

X(t) shown in the Fig. 6 is simulated in the MATLAB using DWT with different
wavelets such as such as db, sym, coif, bior, rbio and dmey. All these wavelets
with its all available coefficients are used for the harmonic analysis using DWT [6].
But THD calculation by wavelets with only those coefficients which gives most
accurate results are considered in this paper and are tabulated below.

It is observed from Table 6 that, Dabuchies wavelet 40 coefficients gives more
accurate results as compared to other wavelets. So it is the most suitable wavelet for
harmonic analysis of the nonlinear signal considered in this paper. Comparison of
actual THD and THD calculated by DFT and DWT with db40 wavelet is done in
Table 7.

From Table 8, it is clear that, DWT using db40 wavelet gives the most accurate
results as compared to tradition computational tool i.e. DFT.

Table 5 Average value of
individual harmonic distortion Order IR (03) IR (05) IR (07) IR (09)

Avg. value 0 30.3 13 0

Table 6 Comparative results

Harmonic order % individual harmonic distortion

Actual field measurements Simulation in MATLAB

3 0 0.0181

5 30.3 29.62

7 13 11.25

9 0 0.163

Table 7 THD calculation by
various wavelets Wavelet Db40 Sym40 Coif5 Bior6.8 Rbio Dmey

THD (%) 35.03 34.64 27.92 32.28 33.52 31.85

Table 8 Comparison of DFT
Actual field
measurement

DFT DWT With db40
wavelet

35.68 31.69 35.03
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5 Graphical User Interface

This is developed to access the harmonics observed in VI using DFT and DWT as
shown in Fig. 7. The result of this is representation of individual harmonics and
total harmonic distortion shown below with a colour code. The comparative bar
chart shows the identification of abnormal and normal harmonic level presence with
RED and GREEN colour respectively as shown in Fig. 8.

6 Conclusion

It is observed through site visits that the current harmonics generated are beyond the
tolerable limits. Due to harmonic presence true power factor gets reduced and
power consumption only due to harmonics is up to 20 % in Harmonic rich loads.
Hence the proposed solution of measurement will definitely inculcate the awareness
regarding the measurement and controlling of harmonics.

The proposed Discrete Wavelet based Virtual measurement and its Assessment
gives simple and accurate results. It is an easy way of identifying the presence of
harmonics in Distribution sector. In addition to it any of the harmonic standard
IEC 61000-2-2 or IEEE 519-1996 or EN 50160 IEEE can be selected for its
assessment as per users wish. Hence the proposed DWT based VI is the offline but
cost effective solution in Distribution sector for measurement of harmonics and
its assessment. Developed Virtual Instrument will cater the need of accurate mea-
surement and its assessment. Through this colour coding technique an unskilled
worker can easily identify the objectionable presence of harmonics. Advanced tools
like WPT [8], ANN, and Hanning window framework can also be used for per-
formance optimization [10, 11]. Harmonics can be mitigated by use of appropriate
Active or Passive filter.
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University COE, Pune. The Authors wish to thank authorities of BVDUCOE, Pune for granting
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Fig. 8 Harmonic assessment
by colour-code
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Addressing Object Heterogeneity Through
Edge Cluster in Multi-mode Networks

Shashikumar G. Totad, A. Smitha Kranthi and A.K. Matta

Abstract The oceans of data generated by social media have become a goldmine
to researchers in the data mining domain. Discovering actionable knowledge by
extracting latent patterns has many advantages. One of the utilities of mining social
data is learning collective behavior which helps in taking well informed decisions
pertaining to humanitarian assistance, disaster relief and such real world applica-
tions. In multi mode while studying the collective behavior using edge centric
approach, object heterogeneity is a problem. In this paper, we propose a scheme
temporal regularized evolutionary multimode clustering algorithm which can
address object heterogeneity in social media with multi-mode more effectively.
With this the prediction performance of collective behavior is improved further. We
built a prototype application to demonstrate the proof of perception. The empirical
results are encouraging and our approach can be used in real world applications that
mine social media data explicitly.

Keywords Social networking � Data mining � Social dimensions � Collective
behavior

1 Introduction

Due to the advancements in technologies, virtual communities have been realized as
a new phenomenon that empowers people to get together online. Social media
provides plethora of opportunities to gain business intelligence by studying human
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interactions and obtaining collective behavior of people of various walks of life
who participate in virtual computing. Social network analysis has become important
in many fields such as targeted marketing, intelligent analysis, epidemiology, and
sociology. An important study which has given much importance in social media is
to predict collective behavior of some individuals of a group provided the
knowledge of some people of the same group. In social networking sites behavior
of one actor is usually influenced by interest of other actor. In this paper, we focus
on understanding actor’s behavior in multimode networks. Behavior study is
essential to improve actor’s skill and to know what exact the interest of user is. It is
very important for so many businesses to know the interest of actors for enhancing
their business. This work contains different aspects for understanding actor’s
behavior in online social networking sites.

2 Related Works

Mining social media content has been around for some years. However, this kind of
research started long back. For instance network classification was explored in [1].
In similar fashion relational learning was focused by Getoor and Taskar [1].
Conventional data mining is different from that of social data mining. The datasets
used for network instances is not uniformly distributed. In such datasets objects
have relationships and correlating with neighboring data objects is done with an
assumption known as “Markov dependency assumption”. It does mean that label of
one network node relies on one of more labels of neighboring nodes. Classification
is one of the data mining techniques for supervised learning which is used to
classify network objects. For instance in [1] a weighted vote relational classifier [2]
was built which showed good performance in classification against benchmark
datasets.

A network contains heterogeneous relations and only capturing local depen-
dency is possible with Markov assumption. For this reason in [3, 4] class labels are
used with latent groups. Similar kind of research was done in [5] to explore het-
erogeneous relationships and differentiate the same by extracting social affiliations
and dimensions from social media data. Soft clustering scheme was suggested by
them in order to explore community membership in social dimensions. Social
dimensions extracted from social media data are known as features and data mining
technique such as Support Vector Machine (SVM) can be used to classify such
data. The social dimensions approach is better than other approaches to explore
social media data based on collective inference. Soft clustering techniques can be
used to achieve this which is based on modularity maximization [6], spectral
clustering [7], and matrix factorization. To solve the same problem other methods
such as probabilistic methods came into existence [8–9]. A drawback of soft
clustering is that the social dimensions are naturally dense and throw challenges
pertaining to computational overhead. Palla et al. [10] proposed this method by
name “clique percolation method” which is used to find dense communities which
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are overlapping. This method has two fundamental phases. They are finding all
cliques in graph, and finding connections between cliques in order to discover
various communities. Similar idea was explored in [11] where all maximal cliques
are found in a network through hierarchical clustering. Overlapping communities
are handled by the method proposed by Newman–Girvan [12] which is an exten-
sion to the method proposed by Gregory [13]. The Newman–Girvan method
recursively removes edges in order to generate disconnected components. The
method removes only edges with high between’s among them. Finally it generates
output consisting of non-overlapping communities. Node splitting is another feature
added by Gregory besides removing edges. Their algorithm splits nodes recursively
where multiple communicates reside and remove edges that are used to interconnect
communities. These methods list out all possible cliques and choose the paths
which are very short in the network where computational cost is very high in case
of large scale networks.

For finding overlapping communities, graph partition algorithms were explored
in [14, 15] that work on line graphs. However, just construction of ling graph is not
sufficient as it prohibits functional with large scale networks. Scalable approaches
are required in order to deal with huge number of networked objects present in the
data of social media. Recently in [16] K-means was used to achieve partitioning of
edges for disjoint sets. They also proposed a variant of K-means to hand scarcity of
data in order to handle huge number of edges effectively. In order to accelerate the
process more advanced data structures can be exploited [17, 18]. When the data
loaded into RAM is very high, other variants of K-means such as distributed
k-means [19], scalable k-means [20] and online k-means [21] can be used.

3 Preliminaries

This section familiarizes the reader about preliminaries required to understand the
problem solved in this paper. The details provided here include social networking,
social dimension, affiliations, communities, collective behavior, sparse social
dimensions, edge clusters, and object heterogeneity. Social networking refers to
online or virtual community including friends, relatives, classmates, family mem-
bers, researchers and so on who can have a platform to get together and exchange
views. Social dimension refers to the relationship an actor has with others. Affili-
ation refers to a group of nodes in social network to which an actor belongs. One
actor may belong to multiple affiliations. Community refers to a set of edges in the
network. Collective behavior refers to the result of a process where the behavior of
some objects is known based on the other objects in the same affiliation. Sparse
social dimension refers to the social dimension where density is very low. Edge
cluster refers to a cluster of objects that is connected to another in the network.
Sample edge clusters are presented in Fig. 1 with a toy example.

Each object in the network is associated with other objects. One actor can have
multiple affiliations. The affiliations can be represented with modularity
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maximization. The actors, modularity maximization and edge partition details are
presented in Table 1. It does mean that the table shows social dimensions in the Toy
example.

Multi-mode network is the network which essentially contains multiple and
heterogeneous social actors. There are interactions among these actors through
which communications can be identified or evaluated over a period of time.
Figure 2 shows a sample multi-mode network which is based on online marketing
scenario. Such multi-mode networks exhibit object heterogeneity.

From Fig. 2, multiple modes are involved in the same network. The resultant
network obtained is known as multi-mode network. The queries, users, and ads are
intervened with seemingly perfect coexistence. This kind of network shows more

Fig. 1 a Sample network, b edge clusters

Table 1 Social dimensions
of Toy example Actors Modularity maximization Edge Partition

1 −0.1185 1 1

2 −0.4043 1 0

3 −0.4473 1 0

4 −0.4473 1 0

5 0.3093 0 1

6 0.2628 0 1

7 0.1690 0 1

8 0.3241 0 1

9 0.3522 0 1

Fig. 2 Illustrates a multi-mode network with three actors
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object heterogeneity which has to be handled. Object heterogeneity is explored in
[16] but the approach is sensitive to number of social dimensions. Handling object
heterogeneity has many real world utilities social mining domain.

4 Proposed Scheme to Address Object Heterogeneity

Scalable learning of collective behavior is explored in [16] in which a variant of
K-means is sued for Edge Clustering. The generated clusters and used to mine the
collective behavior. Given knowledge of some actors in a group predicting the
behavior of other actors in the same group is known as learning collective behavior.
Scalability of this approach is achieved in [16] by using sparse social dimensions.
However their solution is sensitive to number of social dimensions. To overcome
this drawback, in this paper, we proposed a new scheme that handles object
heterogeneity more gracefully. The proposed scheme is presented as pseudo code
in Fig. 3. In multimode network with m types of actors Xi ¼ xi1; x

i
2; x

i
3; . . .; x

i
n

� �
i ¼ 1; 2; . . .;m where ni is the number of actors for Xi. The interaction between the
actors is approximated by the interaction between groups in the form of latent
cluster membership for a group interaction and transpose of a matrix. A
d-dimensional network is represented as R = {R1, R2, …, Rd} where Ri represents
the interactions among actors in the ith dimension. Ideally, the interaction between
actors can be approximated by the interactions between groups in the following
form:

Rt
i;j � Cði;tÞAt

i;j Cðj;tÞ
� �T

where C(i,t) ϵ {0, 1}ni×ki denotes latent cluster membership for Xi.

Algorithm Name: Learning Collective Behavior 
Inputs: multimode networks, labels of some nodes, 
social dimensions
Outputs: Labels of unlabeled nodes
Step1:
Convert multimode network into edge centric view
Step 2:
Perform clustering using K-means
Step 3:
Construct social dimensions
Step 4:
Construct classifier that can handle object heterogeneity 
Step 5: 
Use the classifier that can predict the dimensions which 
have not been labeled

Fig. 3 Learning collective
behavior and addressing
object heterogeneity
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As can be seen in Fig. 3, the algorithm is used to cluster objects in multi-mode
network. Temporal information has been for analyzing the multi-mode network.
The results revealed that the algorithm is scalable and solves problems with com-
plex correlations in the social media data. The Learning collective behavior is used
to access files more frequently for a user.

5 Experimental Results

We built a prototype application to demonstrate the efficiency of the proposed
system. It is a web based application which facilitates social networking thus the
synthetic data is generated. Thus the generated data is used for experiments. It also
supports real time data sets which are compatible or tailored to meet the require-
ments of the application. The environment used to build the application is a PC with
4 GB RAM, core 2 dual processor running Windows 7 operating system. The
experiments are made in terms of both rating of collective behavior of users in
social networking and also the sensitivity to object heterogeneity.

As can be seen in Fig. 4, the overall collective behavior of actors involved in
multimode network is presented. Audio files usage is highest and the file usage is
least. The text file usage is second highest. Video file usage is the third highest. The
second least is the image file usage as per the interactions and dimensions available
in the dataset. More importantly the experimental results of sensitivity to object
heterogeneity are presented in Fig. 5. The results of our approach are also compared
with that of Edge clustering approach explored in [16].

As can be seen in Fig. 4, it is evident that the existing Edge Clustering algorithm
explored in [16] has more sensitivity to dimensionality. The proposed algorithm
outperforms it as it is suitable for multi-mode networks where object heterogeneity
is high.

Fig. 4 Overall collective
behavior of actors
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6 Conclusion

In this paper we study the object heterogeneity problem in social networking.
Learning collective behavior has very important utility in real world applications.
However, the existing schemes for extracting collective behavior are not scalable.
To overcome the problem recently Tang et al. [16] proposed an Edge Clustering
algorithm that demonstrated the scalable learning of collective behavior. However,
this algorithm is sensitive to object heterogeneity or dimensionality. Addressing this
problem will give more meaningful results that can be used in various real world
business applications. As object heterogeneity results in multi-mode network, in
this paper we focus on multi-mode networks in order to extract collective behavior
from social interactions with multiple modes. We built a prototype application to
demonstrate the proof of concept. The empirical results revealed that the proposed
scheme is very useful in extracting useful knowledge from social mining.
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Microstrip Patch Antenna with Defected
Ground Plane for UWB Applications

Bharat Rochani, Rajesh Kumar Raj, Sanjay Gurjar
and M. SantoshKumar Singh

Abstract In this paper a compact microstrip antenna with substrate
22 mm × 27 mm using microstrip line feed is proposed. Two stubs are introduced in
half ground plane to enhance the bandwidth of the antenna. Antenna covers the
frequency range from 1.65 to 10.68 GHz. The antenna is proposed to achieve
broadband characteristics. The antenna is fabricated on PCB and tested on Vector
Network Analyzer. This antenna can be used for Ultra Wide Band applications.

Keywords UWB � Defected ground plane � VNA � PCB � VSWR

1 Introduction

In 2002, the release of the Ultra Wide Band (UWB) for commercial communica-
tions by the Federal Communication Commission (FCC, USA) excited interests in
the construction of UWB communication system, and since then, continuous efforts
have been made to find the good property of UWB antennas [1]. In this article, an
UWB microstrip patch antenna [2–4] with defected ground plane [5–7] has been
presented. The proposed antenna is designed for Ultra Wide Band (UWB)
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applications. The proposed antenna having a rectangular top patch and fed by
microstrip line feed technique to increase the bandwidth ground is defected. The
antenna is well matched within the UWB frequency band. Parametric study of the
proposed antenna parameters has also been done.

For the design studied here, the radiator and ground plane are etched on the
opposite sides of a Printed Circuit Board (PCB) made of material FR4_epoxy with
dielectric constant of 4.4 and substrate thickness of 1.6 mm. The size of substrate
and ground considered as 27 mm × 22 mm. The antenna has been feeded with
microstrip line and has width and length of 1.9 mm × 8 mm.

2 Parametric Study of the Proposed Antenna Design

The microstrip patch antenna with defected ground plane has been designed in three
steps shown in Fig. 1. In Step 1, simple rectangular patch antenna has been
designed to resonate at 5.5 GHz by using the standard equations [1]. Ground plane
has the dimensions of 2 mm × 22 mm. In Step 2, stub is introduced along feed side
to increase the current path in the ground plane. As a result bandwidth is improved.
The length and width of stub is 3 mm × 12 mm. In the final step, two rectangular
stubs have been introduced to increase the excitation of resonant modes. Result of
return loss plots for various steps shown in Fig. 2 and Table 1.

2.1 Design of Optimized Patch Antenna with Defected
Ground Plane at 1.65–10.68 GHz

The final antenna geometry with all design parameters has been shown in Fig. 3.
The antenna design parameters to resonate at 1.65–10.68 GHz have been shown in
Table 2.

Step1: Simple patch Step2: Patch with Step3: Optimized antenna

single stub

Fig. 1 Development of the design
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3 Simulated Results of the Optimized Antenna

The software used to designed and simulate the proposed antenna is Ansoft High
Frequency Structure Simulator (HFSS). The HFSS uses the Finite Element Method
(FEM). The HFSS can be used to calculate the return loss plot, radiation pattern,

Fig. 2 Return loss plots for various steps in development in the design

Table 1 Results of return
loss plots for development of
the design

Design steps fL (GHz) fH (GHz) Bandwidth (GHz)

Step 1 1.66 2.81 1.15

5.125 6.55 1.43

Step 2 1.66 3.14 1.48

4.63 7.10 2.47

Step 3 1.71 10.68 8.97

Fig. 3 Dimensions of the
patch and defected ground
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smith chart, E-field and H-field etc. The simulated results of the proposed antenna
are presented in Figs. 4, 5, 6, 7 and 8.

3.1 Return Loss Plot and Bandwidth

Return loss is the measure of the effectiveness of electrical energy delivery from
feed to an antenna. For maximum energy transfer the return loss should be mini-
mum. Figure 4 shows the S11 parameters (Return loss) for the proposed antenna.
The bandwidth of the antenna considers those ranges of frequencies over which the
return loss is greater than −10 dB (around VSWR of 2). Thus from the Fig. 4, the
graph shows that the return loss below the −10 dB is started from 1.71 to
10.68 GHz which covers the entire UWB applications. The bandwidth of the
proposed antenna is 8.97 GHz.

Table 2 Dimensions of patch
and feed of the antenna Parameters Dimensions (mm)

W1 15.5

L1 10.5

W2 1.9

L2 8.0

W 27

L 22

Lg1 25

Lg2 3.0

Wg2 12

Lg3 8.0

Wg3 3.0
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Fig. 4 Return loss plot for optimized antenna
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3.2 VSWR

Voltage Standing Wave Ratio (VSWR) can be derived from the level of reflected
and incident waves shown in Fig. 5. It is also an indication of how closely or
efficiently, an antenna’s terminal input impedance is matched to the characteristic
impedance of the transmission line. The VSWR is always a positive and real
number. Increase in VSWR indicates an increase in the mismatching between the
antenna and the transmission line. Practically, the VSWR must lie between 1 and 2.

3.3 Radiation Pattern

The radiation patterns of an antenna provide the information that describes how the
antenna directs the energy it radiates. All antennas, if are 100 % efficient, will
radiate the same total energy for equal input power regardless of pattern shape.
Radiation patterns are generally presented on a relative power dB scale. Figure 6
presents the E-plane and H-plane radiation pattern at 5.5 GHz.

3.4 3D Polar Plot

The 3D polar plot can be shown in Fig. 7 at 5.5 GHz frequency as top view and side
view respectively. The red color shows the maximum field intensity in the broad-
side direction.
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Fig. 5 VSWR versus frequency curve
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Fig. 6 E-plane and H-plane radiation pattern at 5.5 GHz

Fig. 7 3D polar plot at
5.5 GHz
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3.5 Smith Chart

Figure 8 shows that antenna behaves resistive as we know upper part shows
inductive nature and lower part shows capacitive nature.

4 Fabricated Antenna at Frequency 5.5 GHz

Figure 9 shows the front and back view of the fabricated antenna.

4.1 Fabricated Result of the Optimized Antenna

Antenna is tested on Vector Network Analyzer (VNA) and covers Ultra Wide Band
frequency range. Figure 10 shows the return loss of fabricated antenna.

Figure 11 shows the VSWR plot at 5.5 GHz. VSWR is between 1 and 2 dB in
Ultra Wide Band frequency range.

Fig. 8 Smith chart for
optimized antenna
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(a)

(b)

(c)

Fig. 9 a Bottom view of fabricated antenna along width and length b negative of front and back
view of fabricated antenna c front view of fabricated antenna
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Fig. 10 Return loss plot of fabricated antenna at 5.5 GHz

Fig. 11 VSWR plot of fabricated antenna at 5.5 GHz

Microstrip Patch Antenna with Defected Ground … 301



5 Conclusion

In this article, defected ground structure technique is used to improve the bandwidth
of microstrip patch antenna. The proposed antenna have a compact size, stable
radiation pattern, constant group delay and return loss below −10 dB over the
whole desirable band. It is a good antenna candidate for personal and mobile UWB
applications due to the features described above.
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An Enhanced K-means Clustering Based
Outlier Detection Techniques to Improve
Water Contamination Detection
and Classification

S. Visalakshi and V. Radha

Abstract In many data mining applications, the primary step is detecting outliers
in a dataset. Outlier detection for data mining is normally based on distance,
clustering and spatial methods. This paper deals with locating outliers in large,
multidimensional datasets. The k-means clustering algorithm partitions a dataset
into a number of clusters, and then the results are used to find out the outliers from
each cluster, using any one of the outlier’s detection methods. The k-means clus-
tering algorithm is enhanced in three manners. The first is by using a different
distance metric. The second and third enhancements are brought forward by
automating the process of estimating ‘k’ value and initial seed selection using the
enhanced clustering algorithm. Outliers are detected in the drinking water dataset
after the clustering process is over. The results show that classification accuracy,
speeds are improved and normalized root mean square error is reduced.

Keywords K-means � Similarity matrix � Dissimilarity co-efficient � Fixed-width
clustering � Distance-based � Density-based

1 Introduction

An ‘Outliers’ is defined as an examination that is radically different from the other
data in its set. Outliers are also referred as abnormalities, discordant, deviants or
anomalies in data mining. According to Mendenhall et al. the term “Outliers” is “that
lies very far from the middle of the distribution in either direction”. Outlier detection
must be performed during the preprocessing step for locating whether the data pre-
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sented in the drinking water dataset are normal or abnormal. It has become an active
research issue in data mining, which has important applications in the field of medical
care, public safety and security, image processing, sensor/video network related
surveillance, intrusion detection, monitoring criminal activities in e-commerce,
monitoring water quality etc.

In my research, the main goal is to identify the contamination from the drinking
water dataset. The basic event detection framework utilizes a data mining algorithm
for studying the interactions between multivariate water quality parameters and
detecting possible outliers. The classifier SVM is used for studying the interplay
between multivariate water quality parameters and detecting possible outliers.
The SVM make use of several models to detect complex outliers based on the
characteristics of the support vectors obtained from SVM-models. SVM is an
iterative approach and remove severe outliers in the first iteration itself. So from the
next iteration it starts to learn from “cleaner” data and thus reveals outliers that were
masked in the initial models [1].

The outlier detection method can be divided into uni-variant and multi-variant.
Uni-variate means, considering only one variable or one parameter and multi-
variate means, considering more than one variable and check for the relationship
between variables. Uni-variate outlier is easy for detection and correction, but
multi-variate are more difficult to detect and consumes more time for detection.
Another method of outliers is parametric and non-parametric. A parametric method
uses statistical models and non-parametric uses some outlier detection methods
which are distance based, clustering based and spatial based.

According to [2, 3], the existing method for detecting outliers is classified based
on the availability of labels present in training data sets and it is categorized
namely: Supervised, Semi-Supervised and Unsupervised. In principle, models
belonging to supervised or semi-supervised approaches, all the data must be trained
before use, while in unsupervised approach training is not required. Additionally, in
the supervised approach, training set should be provided with labels for anomalous
or normal. In contrast, in the training set with normal object, labels alone are needed
for semi-supervised approach. In other words, the unsupervised approach does not
require any object label information. In the paper [4] the classification model treats
outlier detection, classification and feature selection as separate step. Thus the
proposed method combines all three methods.

In this research work, the outliers are detected before going for feature selection.
Clustering is used to partition data into large or small clusters. Based on the
classification, the small cluster is considered as outliers and removed safely from
the dataset. The main goal of this paper is to remove the outlier effectively. For the
experiment, the real time drinking water dataset is used for evaluation. Section 2
analyses the concepts of outlier detection and clustering. In Sect. 3 the proposed
techniques are explained in detail. Section 4 reports the experimental results of
enhanced technique. Finally conclusion is presented in Sect. 5.
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2 Outlier Detection (OD) and Clustering

Clustering analysis and Outlier Detection are two related tasks which will go hand
in hand. Clustering finds the major patterns in a dataset and sorting will be per-
formed according to the data, whereas outlier detection aims at capturing the
exceptional cases which deviate from the majority patterns. Taking binary decision
on whether the object present in the dataset is an outlier or not are becoming a
challenging task for the real time dataset. Some of the general terms used in
clustering are Cluster (ordered list of objects, which will have common charac-
teristics), Distance (calculating the distance between two points or two elements),
Similarity (similarity between two documents SIMILAR (Di, Dj), Average Simi-
larity (similarity measure will be computed for all the documents (Di, Dj), except
i = j an average value will be obtained), Threshold (finding out the lowest possible
input value of similarity which is required to join two objects in one cluster),
Similarity Matrix (to find out the similarity between two objects, the similarity
function SIMILAR (Di, Dj) will be used and result will be represented in the form
of matrix), Dissimilarity Co-efficient (distance between two clusters) and Cluster
seed (first object or first point of cluster is defined as initiator of that cluster and this
initiator is known as cluster seed) [1]. Clustering is an important and popular tool
for outlier analysis. Most of the techniques presented in outlier will rely on the key
assumption that normal objects belong to either large/dense clusters, while small
clusters are considered as outliers [5, 6]. Many researchers argue that clustering
algorithm is not an appropriate choice for outlier detection. There is no single and
specific algorithm for detecting outlier. Therefore, many approaches have been
proposed and existing algorithms are also enhanced to improve the outlier detection
metrics.

The approaches are classified into four major categories, namely, Distance-based
approach, Density-based approach, Distribution-based approach, Deviation-based
and clustering-based approach. Distance-based approach, outliers are detected,
based on the distance between two points. Density-based approach helps to find out
non-linear shapes and structure based on the density. Distribution-based approach
helps to detect clusters with arbitrary shape and it does not require any input
parameters. It can also handle large amount of spatial data. Clustering-based
approach considers small sizes of clusters as outliers. Deviation-based approach
helps to identify outliers which deviate from the selected objects [4, 7, 8].

In this paper, enhancement of k-means is proposed in the first phase and the
second phase analyses detection of outliers. The main focus of this work is to
identify outlier using distance-based clustering, which results in discovering normal
and abnormal clusters. Classic k-means algorithm is very sensitive in nature. The
selection of initial cluster prototypes will converge to suboptimal solution, only
when the initial prototypes are chosen properly and the value of k must be specified
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in advance. While solving the real-world applications fixing the value of k will be
difficult. For such real-time applications [8], first-width clustering algorithm is used
to perform clustering process, and classifies outliers as erroneous value or inter-
esting event. The main disadvantage of this algorithm is that it will not consider the
intra clusters. The width must be specified before processing starts. For high-
dimensional real time data, this algorithm will not work. The required number of
distance calculation is high. The selection of centroid is important and if it is not
initialized correctly, the classified cluster might have outlier. To overcome this, the
Bayesian Information Criterion is included with Modified Dynamic Validity Index
(MDVI). Generally, the k-means clustering is used to cluster and classify normal
and abnormal clusters. The process of computation is high when k-means is applied
to high dimensional dataset. To overcome this issue, a different distance calculation
mechanism is applied. In the proposed algorithm all issues are handled and solved.
The k-means is enhanced and there is no need to specify the k value; it is auto-
matically assigned to the variable k and the centroid seed selection is estimated
automatically. Proposed research is discussed in the following section.

3 Proposed Work

One of the best top ten algorithms in data mining is k-means, which is simple and
scalable in nature. Clustering algorithm partitions the dataset into k clusters and it
has the two main objectives of making each cluster as compact as much as possible
[9]. This paper proposes a new cost function, and distance measure, based on the
values present in the dataset. The traditional k-mean algorithm divides the data set
X into k clusters and calculates the centroid of each cluster. k value must be
assigned before the clustering process. The distance must be calculated with each
instance and each instance is to be assigned to the cluster with the nearest seed.
Finally threshold % for each cluster, and the distance between each point of cluster
from centroid are calculated. When the distance is greater than the threshold value it
will considered as “outlier” [9, 10]. The main objective of this paper is to enhance
the k-mean clustering algorithm, handling the issues of first width clustering
algorithm and evaluating the proposed algorithm with the real time application.

In this work, k-means clustering algorithm is used to cluster the dataset into k
clusters. In the proposed algorithm the k-value is generated automatically by using
enhanced Bayesian Information Criterion (BIC) along with Modified Dynamic
Validity Index (MDVI). The Akaike Information Criterion (AIC), Bayesian
Information Criterion (BIC) or Deviation Information Criterion (DIC) are used to
determine the number of clusters and the distance metric used for this work is
Euclidean distance. The distance from centroid to cluster will be processed until
convergence is achieved. The below algorithm describes the process and steps to
perform k-mean clustering.
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Input: Dataset D with xi (i = 1…n) data points Output: Clusters (C1, …, Ck)

Step 1: Feature selection is applied.
Step 2: Estimation of K is automatic and the procedure is given below:

I. Pre-cluster real time dataset (drinking water dataset) using Birch
algorithm.

II. BIC is computed for each cluster using Eq. (1), where J is a cluster.

BICðJÞ ¼ �2
XJ
j¼1

nj þ mJ logðNÞ: ð1Þ

III. The ratio of change in BIC at each successive merging relative to the
first merging determines the initial estimate and is calculated using
Eq. (2).

dBICðJÞ ¼ BICðJÞ � BICðJ þ 1Þ: ð2Þ

From these initial estimates the change ratio of the J cluster is cal-
culated using Eq. (3) as the ratio of dBIC(J) to the dBIC(1) of the
first cluster.

R1 Jð Þ ¼ dBICðJÞ
dBICð1Þ : ð3Þ

If dBIC(1) < 0, then KT = 1 and go to step 8 else calculate inter-
cluster ratio and KT = number of cluster for which the recorded ratio
is minimum of all and repeat steps V, VI and VII for all KT.

IV. Calculate modified inter and intra cluster ratio between cluster Ck

and Ck+1 using Eq. (4).

IntraRatioðkÞ ¼ IntraðkÞ
MaxIntra

InterRatioðkÞ ¼ InterðkÞ
MaxInter

: ð4Þ

K is the pre-defined upper bound number of the clusters.
V. Calculate the modified dynamic validity index using Eq. (5).

MDVI ¼ min
k ¼ 1; . . .k

IntraRatio(k)þ c � InterRatioðkÞf g: ð5Þ

VI. KT = Number of clusters for which the dynamic validity index is
maximum Optimal k = KT.
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Step 3: Estimation of K initial seeds (Cj) is automatically generated.

I. Calculate K.
II. Compute the distances between objects in D is calculated using

Eq. (6).

NðXiÞ ¼ fany xj : dðxi; xjÞ\xj;D; i; jg: ð6Þ

where d(xi, xj) is the distance between xi and xj calculated using
DLG and the average distance between all objects is calculated
using the following equation.

III. Compute the average distance between all objects using Eq. (7).

e ¼ 1
n n� 1ð Þ

Xn�1

i¼1

Xn
j¼iþ1

dðxi; xjÞ: ð7Þ

IV. Find neighborhood of objects in D
The coupling degree between neighborhoods of objects xi; xj is the
ratio of number of objects neighbor to both xi and xj is calculated
using Eq. (8).

CouplingðNðxiÞ;NðxjÞÞ ¼
jN xið Þ \ N xj

� �j
N xið Þ \ NðxjÞ : ð8Þ

V. If Coupling (N(xi),N(xj)) < ε (average distance between all objects),
then next centroid is found

Add to CðNext CentroidÞ

VI. If |No of centroids| < k, Go to Step 6, otherwise go to Step 9.
VII. End

Step 4: Steps 5–9 for each point xi in D′ are repeated.
Step 5: Distance between each data point xi and all k cluster centre is calculated

using Eq. (9).

DLGij ¼ min
Xp
e¼1

L pe; peþ1

� � !
: ð9Þ

where e ∈ E and ranges from 1…p. Thus, DLGij satisfies the four
conditions for a metric, that is, Dij = Dji; Dij 0; Dij Die + Dej for all xi, xj,
xp and Dij = 0 iff xi = xj. Thus the new measure considers both global and
local consistency and can adapt itself to the data structure. L the density
length is computed using Eq. (10).
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L xi; xj
� � ¼ qdist xi;xjð Þ � 1: ð10Þ

where dist(xi, xj) is the Euclidean distance between xi and xj and >1 is the
flexing factor (the value 8 is used during experimentation).

Step 6: The closest centre cj is found and assigned xi to cluster j.
Step 7: Label of cluster centre j along with the distance of xi to cj and stored in

array Cluster[] and Dist[] respectively

Set Cluster[i] = j (j is the nearest cluster)
Set Dist[i] = DLGij (distance between xi to closest cluster centre cj)

Step 8: Cluster centres are recalculated.
Step 9: DLGnew of xi is computed to new cluster centres until convergence

If DLGnew is less than or equal to DLGij, then xi belongs to the same
cluster j
else
DLG is computed with every other cluster centre and assign xi to the
cluster whose DLG is minimum
Set Cluster[i] = j and Set Distance[i] = DLGnew

Step 10: Output clustered results.

Features selection chooses distinctive features from a set of dataset. Selection of
features helps to reduce the size of dataset and make the process simpler for all
subsequent design [11].

Once the feature selection is over, pre-cluster the dataset using Balanced Itera-
tive Reducing and Clustering using Hierarchies (BIRCH) algorithm which can
handle large datasets. The ratio of change in cluster is calculated in BIC at each
consecutive merging. The intra and inter cluster relationship are evaluated using the
formula. To improve the performance of algorithm and to find the better cluster
number the MDVI is used. Next process of algorithm is to select the initial seed
selection for the assignment of data to cluster. The performance of initial seed
selection will be based on the sum of square, difference between members of
cluster, cluster center and normalized data size [8, 9]. The inter and intra cluster
distance validity measure allows to determine the number of clusters automatically.
For initial centroid selection, enhanced distance measure, Reverse Neighbor Node
and coupling degree are used. The coupling degree is used to measure the similarity
between two objects.

Thus conventional k-means algorithm begins with a decision on the value of k.
Any initial partition which classifies the data into k clusters is assigned. The
problem of Euclidean distance is overcome in the proposed work. Hence the
Euclidean distance of both xi and xj is calculated with the threshold value of 8 is
used for experiment. Thus the new measure considers both global and local con-
sistency and can adapt itself to the data structure. The distance from centroid to
cluster will process until convergence is achieved. The above algorithm outlines the
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process of automatic key generation of k value and initial seed selection for
clustering.

3.1 Outlier Detection (OD)

The second phase of the work is outlier detection. Detection of OD is basic issue in
data mining. Outlier detection will remove ‘noise’ or ‘unwanted’ data from the
dataset. Once the cluster formation has taken place with the help of enhanced
k-mean clustering, then the output will be given as input for outlier detection. The
dataset is partitioned into small and large clusters and the resultant cluster will be
checked for anomalies, and if anomalies are present then those anomalies are safely
removed from the whole dataset. For each cluster ci in the cluster set C, a set of inter
cluster distances Dci = {d(ci, cj): j = 1… (|C| − 1), j = i} is computed. Here, d(ci, cj)
is the Euclidean distance between centroids of ci and cj, and |C| is the number of
clusters in the cluster set C. Among the set of inter-cluster distances Dci for cluster
ci, the shortest K (parameter of KNN) distances are selected and using those, the
average inter-cluster distance ICDi of cluster ci is computed using Eq. (11).

ICDi ¼
1
K

PK
j¼1; 6¼i

d ci; cj
� �

K� Cj j � 1

1
Cj j�1

PCj j�1

j¼1;6¼i
d ci; cj
� �

K[ Cj j � 1

8>>><
>>>:

9>>>=
>>>;
: ð11Þ

The average inter-cluster distance computation is enhanced. Instead of using the
whole cluster set C to compute the average inter-cluster distance ICDi for a cluster
ci, the presented algorithm uses the K-Nearest Neighbor (KNN) for cluster ci. The
advantage of this approach is that clusters at the edge of a dense region are not
considered compared to clusters in the centre of the region. A cluster is identified as
anomalous Ca ⊂ C are defined as Ca = {ci ∈ |C| ICDi > AVG (ICD) + SD (ICD)},
where ICD is the set of average inter-cluster distances.

Once the anomaly is identified and removed then the two clusters are merged
into single cluster, if it satisfies the rules which are given below. A pair of clusters
c1 and c2 are similar if the inter-cluster distance d(c1, c2) between their centers is
less than the width w. If c1 and c2 are similar, then a new cluster c3 is produced.
The centre of c3 is the mean of the centers of c1 and c2 and whose number of data
vectors is the sum of those in c1 and c2. In the proposed system, the merging
procedure compares each cluster ci with clusters {ci+1, ci+2,…}, and merges ci with
the first cluster cj such that d(ci, cj) < T and j > i. The value of T is set to 0.38 after
experimentation with different values ranging between 0.01 and 2.02 in steps of 4.
For detecting outlier, the k-means clustering algorithm is enhanced and KNN is
used to find out the nearest neighbor. The DLG is used to consider both intra and
inter distance between data points. For automatic estimation, BIC is enhanced using
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MDVI. The centroid selection enhanced distance measure is combined with RNN
and coupling degree. Finally, for dimensionality reduction, Principal Component
Analysis is used. This section concludes that outliers are detected effectively with
the help of the proposed technique. The enhanced k-means clustering will be able to
discover clusters with correct arbitrary shape, it works well for large databases
efficiently and lot of heuristics to determine the parameters. The enhanced tech-
nique helps to detect outliers efficiently and accurately.

4 Experimental Results

Clustering-based method determine cluster with shape, efficient to handle large
database and determines the number of input parameters. Based on clustering, the
exception will be considered as “noise”, where it is bearable in some cases and
sometimes that leads to inaccurate results. The two different season (summer and
winter) real time datasets are collected from TWAD Board, Coimbatore,
Tamil Nadu, India. The dataset contains various parameters which brief about the
characteristics of drinking water. Some of the parameter used for research are
Turbidity, EC, TDS, Ph, Ca etc. The SVM and BPNN classifiers are used in this
experiment for training and testing. Enhanced k-means and outlier detection are
evaluated with various metrics namely, Accuracy, Normalized Root Mean Square
Error and Speed.

Accuracy ¼ Number of correct predictions
Total number of predictions

� 100

NRMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mean½ðytrue � yimpÞ2�

q
variance ytrue

Table 1 presents the classification accuracy of before and after OD to various %
of outliers for two different seasons. It is obvious that the classification accuracy is
improved compared with BPNN.

The normalized root means square error before and after outlier detection values
are presented in Table 2 for two different seasons and it is evident that the nor-
malized root mean square error value is minimized compared with BPNN.

The execution speed of before and after outlier detection is listed in the above
Table 3 for summer and winter seasons and it is clear that the execution speed is
reduced compared with BPNN. Thus the experimental results shows that proposed
algorithm works effectively for detecting outlier in contaminated drinking water
dataset.
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Table 1 Classification accuracy (%)

Datasets Outliers BPNN before
OD

BPNN after
OD

SVM before
OD

SVM after
OD

Summer 0 79.80 81.23 83.79 84.66

10 80.52 85.34 88.92 90.45

20 81.27 84.34 87.17 87.46

30 84.12 85.64 86.22 87.61

40 80.97 82.34 84.97 85.93

Winter 0 79.83 81.76 82.87 84.16

10 81.73 83.45 89.51 91.49

20 82.24 85.54 86.42 87.17

30 80.12 83.45 85.61 86.00

40 79.34 80.16 84.73 85.72

Table 2 Normalized root mean square error

Datasets Outliers BPNN before
OD

BPNN after
OD

SVM before
OD

SVM after
OD

Summer 0 0.8976 0.8765 0.4451 0.4389

10 0.7921 0.7832 0.4049 0.3990

20 0.8012 0.7986 0.4103 0.4035

30 0.8123 0.7989 0.4282 0.4213

40 0.9013 0.8967 0.4251 0.4190

Winter 0 0.8876 0.8675 0.4726 0.4664

10 0.8012 0.7954 0.4410 0.4348

20 0.8234 0.8123 0.4573 0.4512

30 0.8100 0.8024 0.4415 0.4350

40 0.9876 0.9765 0.4548 0.4486

Table 3 Execution speed (seconds)

Datasets Outliers BPNN before
OD

BPNN after
OD

SVM before
OD

SVM after
OD

Summer 0 6.69 6.11 5.13 5.07

10 6.76 6.34 5.23 5.17

20 7.23 7.05 5.41 5.35

30 6.98 6.87 6.28 6.24

40 7.45 7.25 7.12 7.07

Winter 0 6.89 6.50 6.37 6.32

10 6.54 6.50 6.41 6.36

20 7.15 7.10 7.05 6.98

30 9.05 8.79 8.26 8.22

40 9.34 9.10 8.97 8.93
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5 Conclusion

This paper focused to detect outlier from dataset and aims to find objects which are
different or contradictory from other data. An outlier detection method is proposed.
The issues in k-means clustering algorithm are handled to enhance its clustering
operations and to identify the outliers from the dataset are proposed. The first step is
grouping of data into a number of clusters for this the average of inter cluster
distance is used. Next outlier is identified from the resultant cluster. The experi-
mental results show that the classification accuracy is improved and normalized root
mean square error is minimized and it is evident that the proposed algorithm is
efficient in identifying outliers to detect the contamination quickly. In future,
Feature Selection algorithm can be combined with outlier detection to improve
contamination detection.
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A System for Recognition of Named
Entities in Odia Text Corpus Using
Machine Learning Algorithm

Bishwa Ranjan Das, Srikanta Patnaik, Sarada Baboo
and Niladri Sekhar Dash

Abstract This paper presents a novel approach to recognize named entities in Odia
corpus. The development of a NER system for Odia using Support Vector Machine
is a challenging task in intelligent computing. NER aims at classifying each word in
a document into predefined target named entity classes in a linear and non-linear
fashion. Starting with named entity annotated corpora and a set of features it
requires to develop a base-line NER System. Some language specific rules are
added to the system to recognize specific NE classes. Moreover, some gazetteers
and context patterns are added to the system to increase its performance as it is
observed that identification of rules and context patterns requires language-based
knowledge to make the system work better. We have used required lexical dat-
abases to prepare rules and identify the context patterns for Odia. Experimental
results show that our approach achieves higher accuracy than previous approaches.
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1 Introduction

Named Entity Recognition (NER) is a technique to identify and classify named
entities for particular domain of a piece of text. It is an important task as it is directly
related to applications like Information Extraction, Question Answering, and
Machine Translation, Data Mining, and other Natural Language Processing (NLP)
applications. This paper proposes a novel NER system for Odia—one of the Indian
national languages. It performs NER act on three types of named entity—person
names, location names, and organization names. These named entities are addressed
because identification of these is the most challenging task in the whole scheme of
NER. For our task, suitable set features are first identified for the named entities in
Odia. The feature list includes orthography features, suffix and prefix information,
morphological information, part-of-speech information as well as information about
the neighbouring words and their POS tags, which are combined together to develop
the Support Vector Machine (SVM)-based NER System of the language. Some rules
are defined for classification of person, location, organization names based on certain
criteria, which are made available to the system through gazetteers-based identifi-
cation for person, location, and organization names.

There are several named entity classification methods which may be successfully
applied on this task. Kudo and Matsumoto [1] have used the Support Vector
Machine in chunking which may also help in our proposed work. Biswas et al. [2]
have used the Max Entropy model for hybrid NER for classification. Their approach
can achieve higher precision and recall, if it is provided with enough training data
and appropriate error correction mechanism. Ekbal and Bandyopadhyay [3] have
used the SVM for classification of Bengali named entities with 91.8 % accuracy.
Saha et al. [4] have described the development of Hindi NER system by using ME
approach with 81.51 % accuracy. Their system is tested with a lexical database of
25k words having 4 classes of named entities. Goyal [5] has also developed a system
for NER for South Asian Language. Saha et al. [4] have identified suitable features
for Hindi NER task that are used to develop an ME based Hindi NER system. Two-
phase transliteration methodology has been used to make the English lists useful in
the Hindi NER task. This system gives the accuracy with 81.2 %.

Various approaches that are used in NER system include Rule Based, Handcrafted
Approach, Machine Learning, Statistical Approach, and Hybrid Model [6]. In Rule-
Based approaches, a set of rules or patterns is defined to identify the named entities in
a text. For instance, while pre-tags like ‘sri’, ‘sriman’, ‘srimati’ etc. are used to
identify person names, forms like ‘nagar’, ‘sahara’, ‘vihar’ etc. are used to identify
place names, and the forms like ‘vidyalaya’, ‘karjyalaya’ etc. are used to identify
organization names. Chieu and Ng [7] have used Maximum Entropy Model to find
NE (Global information) with just one classifier. In another work (“A survey of
named entity recognition and classification”), they have presented a survey of
15 years of research (1991–2006) in NERC field.

The introduction of this paper (Sect. 1) describes in some details about the early
works on NER system development in other languages; Sect. 2 describes the
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composition and content of the Odia newspaper text corpus; Sect. 3 describes the
Support Vector Machine which is used for classification of named entities; Sect. 4
describes the training data, how it is specially used, and data mapping with the test
dataset; Sect. 5 presents the evaluation results to show how our proposed system
works; and Sect. 6 describes the conclusion part of the paper.

2 The Odia Text Corpus

An Odia newspaper text corpus is recently developed to describe in details the form
and texture of the Odia language used in the present data Odia newspapers.
Following some well-defined strategies and methods [8] this Odia corpus is
designed and developed in a digital with texts obtained from Odia newspapers. The
corpus is developed with sample news reports produced and published by some
major Odia news papers published from Bhubaneswar and neighboring places [9].
We have followed several issues relating to text corpus design, development and
management, such as, size of the corpus with regard to number of sentences and
words, coverage of domains and sub-domains of news texts, text representation,
question of nativity, determination of target users, selection of time-span, selection
of texts, amount of sample for each text types, method of data sampling, manner of
data input, corpus sanitation, corpus file management, problem of copy-right, etc.
[8]. Since this corpus is very much rich with data relating to named entities of
various types, we have been using it to perform linear and nonlinear classification
of named entities in which we prepared our own digital corpus from various Odia
news papers. In essence, we are using this corpus to identify and classify Odia
person names, place names and organization names along with some miscellaneous
named entities.

3 Support Vector Machine

The Support Vector Machines is a binary learning machine with some highly elegant
properties that are used for classification and regression. It is a well known system
for good generalization performance and it is used for pattern analysis. In NLP, it is
applied to categorize the text, as it gives high accuracy with a large number of
features set. We have used this machine to defining a very simple case—a two class
problem where the classes are nonlinearly separable. Let the data set D be given as
(X1, y1), (X2, y2)…(XD, yD), where Xi is the set of training tuples with associated
class labels yi. Each yi can take one of two values, either +1 or −1 (i.e.,
yi 2 fþ1;�1g:

A separating hyperplane equation can be written as wx + b = 0, where x is an input
vector, w is the adjustable weight, and b is the bias. Training tuples are 2-D, e.g.
x = {x1, x2}, where x1, x2 are the values of attributes A1 and A2 respectively for x.
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It finds an optimal hyperplane which separates the training data as well as the test data
into two classes. It find separating hyperplane which maximizes its margin. Two
parallel lines and margin M can be expressed as wx + b = +1, M = 2/||w||. To
maximizes this margins r = 1/||w|| and Minimize ||w|| = ||w||2/2, Subject to
di(w · xi + b)≥ 1, where i = (1, 2, 3,…, l). Any training tuples that falls on either side of
the margins are called support vector. It has strength to carry out the nonlinear
classification. The optimization problem can be written usual form, where all feature
vectors appear in their dot products. By simple substituting every dot product of xi and
xj in dual form with a certain Kernel function K(xi, xj). SVM can handle nonlinear
hypotheses. Among these many kinds of Kernel function available. We shall focus on
the polynomial kernel function with degree d such as K(xi, xj) = (xi * xj + 1)d. Here d
degree polynomial kernel function helps us to find the optimal separating hyperplane
from all combination of features up to d. The hypothesis space under consideration is
the set of functions. The linear separable case is almost done. The non linear SVM
classifier gives a decision making function f(x). Figure 1 shows the classification of
textual data.

f ðxÞ ¼
Xm

i¼1

wiK(x; ziÞ þ b; gðxÞ ¼ signðfðxÞÞ ð1Þ

If g(x) is +1, x is classified as class C1 and −1 x is classified as class C2. zi are
called support vectors and representative of training examples, m is the number of
support vectors is a kernel that implicitly maps vectors into a higher dimensional
space and can be evaluated efficiently. The polynomial kernel K(x, zi) = (x · zi)

d.

4 Training Data

We used our own training data set that was developed by ourselves in Odia. It gives
the 100 % correct result for our system.

Fig. 1 Classification of textual data
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T ¼ fxk; dkgQk¼1 ð2Þ

where Xk € IRn, dk € {−1, +1}.

4.1 Features

It is mentioned the following set of features that have been applied to the NER task.

(i) After POS tagging, the nominal word or surrounding word is set to be +1
otherwise it is set to −1. This binary value used to all POS feature.

(ii) Person prefix word, if the prefix belongs to ‘sriman’, ‘srimati’ etc. then set to
+1.

(iii) If middle names like ‘kumar’, ‘ranjan’, ‘prasad’ etc. appear inside the person
name, then it is set to be +1.

(iv) If surnames like ‘Das’, ‘Mishra’, ‘Sahoo’ etc. appear set to be +1.
(v) Location name with suffix ‘nagar’, ‘sahara’, ‘podaa’, ‘vihar’ etc. is set to be

+1.
(vi) Organization name with suffix ‘mahabidyalaya’, ‘karjyalaya’, ‘bidyalaya’

etc. is set to be +1, otherwise set to be −1.

All positive words used in the training set are considered as +1 and rest of the
words are considered as −1.

It is identified that various features may be considered to find out NE in Odia
language as mentioned below. Following the features many place names, person
names, and organization names are identified. Also some rules are mentioned in this
paper that is used for such purpose, as summarized below.

(a) A Odia word which is associated with its prefix or suffix word and its sur-
rounding words i.e., desha “country”, rajya “state”, anchala “area”, jilla
“district”, sadar mahakumaa “dist. head quarter”, grama “village”, panc-
hayata “panchayata”, pradesh “state”, sahara “town”, are treated as place
names. Some other words which belong to nagara, vihara, pura, podaa also
used to identify place name.

(b) An Odia word which is associated with sriman, srimati, kumara, kumari,
ranjan, etc. are used to identify person names. Some of the bivokti or markers
are also used in Odia to identify person names, e.g., -ku, -re, -ro.

(c) An Odia word which is associated with forms like bidyalaya “school”,
mahabidyalaya “college”, vishwabidyalaya “university”, karjyalaya “office”,
is used to identify organization name.
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The flowchart to find NE (Fig. 2).

4.2 Suffix and Prefix

Some suffix and prefix alphabets are used to identify NE, which are mentioned in
the features. Firstly a fixed length word suffix of the current and surrounding words
are used as features.

4.3 Part of Speech Tagging

POS tagging is used to find out noun and verb as POS information of the current
word and the surrounding words are useful features for NER. For this purpose an
Odia POS tagger using ANN is used here. The tagset of the tagger contains 28 tags.
The POS values of the current and surrounding tokens as features is used here.

4.4 Root Word

Morphological analyzer is used to find the root words by stripping suffix-prefix
from a word.

Sentence

Tokenization

Root Word 

POS Tagging

Entity Detection

Raw Text (String)

Relation (List of Tuples)

Fig. 2 Flowchart of finding
NER
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4.5 Algorithm

The proposed algorithm is used for finding the NE in the Odia corpus data. First, the
entire Odia text corpus is entered by user in our proposed system, and then the
process of NER is divided into seven steps which are described in the following
algorithm.

Step 1: Enter a text.
Step 2: Convert entire text into token by tokenization.
Step 3: Find root word using morphological analysis.
Step 4: Compare each word with our valid features.
Step 5: Extract the features from each and every word.
Step 6: Compare each word with the training data set.
Step 7: Find the exact Name Entity.

5 Result Evaluation

Odia news corpus is used to identify the test set for NER experiment. Out of one
lakh word forms, a set of one thousand word forms has been manually annotated
with the 10 tags initially. In our system we have used several important features to
find NE and these are already described in the earlier sections. The general result
obtained from our experiment is presented below (Fig. 3).

For classification of NE, the SVM technique is used. A baseline model is defined
where the NE tag probabilities depend only the current word.

Pðt1; t2; t3. . .tnjw1;w2;w3. . .wnÞ ¼
Y

i¼1...n

Pðti;wiÞ ð3Þ

The test data is assigned to a particular NE tags POS tags that occur in the
training data after some empirical analysis. The combination of words from a set ‘F’
gives the best features for Odia NER. The given set ‘F’ mentioned below.
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F = {wi−4, wi−3, wi−2, wi−1, wi, wi+1, wi+2, wi+3, |prefix| <= 3, |suffix| <= 3, NE
information, POS information of current word, digit features}.

Some experimental notations are used in this work as follows: pw (previous
word), cw (current word), nw (next word), pp (POS tag of previous word), cp (POS
tag of the current word), np (POS tag of the next word). The cardinality of the
prefix, suffix length is measured up to 3 characters.

The Precision, Recall, and F_Score formula are used for measuring the level of
accuracy of results. Mathematical equations, which get from SVM, are giving
proper classification. Construction of SVM, taking training set in the Eq. (2)
Minimize, Φ(w) = 1/2║w║2, subject to the constraints di(w

Txi+ b) − 1 ≥ 0, i = 0,
1, 2…N. The objective was to maximize the margin 1/║W║. Since the square root
is monotonic function, one can switch to ║w║2 instead of ║w║, and in order to
minimize 1/2 ║w║2. To solve this optimization problem, the technique of lan-
guage multiplier is used to turn here. It is used because it is easy to handle. Also to
find the accuracy, we use the mathematical formula of precision, recall, F_score.
POS information helps to fine the accuracy. Most of the words are tagged with
appropriate tagset. From the tagged word, named entities can find easily.

Precision ¼ ANE \ ONEj j= ONEj j
Recall ¼ ANE \ ONEj j= ANEj j

F Score ¼ 2 Recall � Precisionð Þ= Recallþ Precisionð Þ

Here ANE—Actual named entity, ONE—Obtained named entity. Precision
means how many correct entities from whatever has been obtained are. Recall
means out of the correct once how many have been obtained named entities. Here
accuracy is calculated through F_Score in percentage. With the help of harmonic
mean (HM) more accurate result also calculated.

Let us consider some instances to know how it works. For instance, let us
consider a sentence: Sriman Hariprasad jone volo gayaka “Sriman Hariprasad is a
good singer”. Here the term Hariprasad is Person Name Entity, because it contains
the middle name ‘prasad’. Similarly, consider this sentence Hariprasadnko ghara
Bhubaneswar “Hariprasad’s home is at Bhubaneswar”. Here the term Bhubaneswar
is a Location Name Entity. Similarly, in the sentence Revenshaw mahabidyalayare
se patho podhithile “He was studying at Revenshaw college” the term Reveshaw is
an Organization Name Entity.

6 Conclusion

Our proposed system tries to identify NE nearly accurately with a success rate of
81 % without any error. Although this system worked fine on the Odia newspaper
text, we are not sure if this will work equally well in other types of Odia text. Since
Odia is a resource-poor as well as less-researched language, it is obvious that we
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need more exhaustive research in this direction before we can claim appreciable
success in recognition and identification of named entities used in Odia written
texts. The performance of this system has been compared with the existing one
Odia NER [2] system and one Bengali NER [3] system. There are many linguistic
and stylistic issues (e.g., agglutinative nature and different writing style, etc.) that
also need careful attention for developing NER system for the Odia language.
Definitely, the availability of an Odia text corpus of only five lakh words collected
from Odia newspapers cannot be the benchmark trial database for systems like this,
even if SVM system works fine on our database. With this limited success we
propose to move further as application relevance of NER is approved in many
domains of NLP: parsing, word sense disambiguation, information retrieval,
question answering, machine learning—to mention a few.
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A New Grouping Method Based on Social
Choice Strategies for Group
Recommender System

Abinash Pujahari and Vineet Padmanabhan

Abstract Recommender System is a software or tool that helps users to select
items or things according to their preferences. These are used in almost every web
sites today. A lot of research is going on, how to produce efficient recommendations
for individuals. Even more, today the recommendation of items/things are for a
group of users where there is more than one user in a group and each user have their
own preferences. Group Recommender System recommends items or things for a
group of users based on their individual preferences. There are many social choice
grouping strategies available. We proposed a new grouping algorithm which will
first generate homogeneous groups and then generate recommendation of items
for them. In this paper we followed the rule based approach to learn the user’s
preferences. All the results of our approach is validated with the movie lens data set
which is the bench mark data set for recommender system testing.

Keywords Recommender system � Rule learning � Predictive rule mining

1 Introduction

The Internet, nowadays, is overloaded with information related to books, movies,
music etc. and choosing items that suits one’s interest has become a difficult task.
So it is reasonable to think of building a system that can recommend items
according to our interest. Such systems are commonly known as Recommender

A. Pujahari (&)
Institute of Information Technology, Sambalpur University,
Jyoti Vihar, Burla 768019, India
e-mail: abinash.pujahari@gmail.com

V. Padmanabhan
School of Computer and Information Sciences, University of Hyderabad,
Hyderabad 500046, India
e-mail: vcpnair73@gmail.com

© Springer India 2015
L.C. Jain et al. (eds.), Computational Intelligence in Data Mining - Volume 1,
Smart Innovation, Systems and Technologies 31, DOI 10.1007/978-81-322-2205-7_31

325



Systems in the Machine Learning community. Recommender systems [1, 2] are
very popular because it reduces the overhead of the user by providing the recom-
mendations of their interest from a large volume information. These days almost
every web site uses a recommender system. For instance, in on-line shopping
websites when we select an item similar types of items are shown that we’ll
probably like. But the problem with most recommender systems is that they are
built for individuals or are personalized to suit an individual’s interest. In this paper
we aim to build a Group Recommender System that makes recommendations to a
group of users within the problem domain of a Movie recommender system. We
need to aggregate all the users’ preferences from the group and then recommend
movies for that group of users.

Lots of research work is taking place on how to build efficient Group Recom-
mender System [3, 4]. Here efficient means more accurate recommendations. Every
recommender system uses some kind of machine learning algorithms like Decision
Tree (ID3, C4.5), etc., to learn from users past behavior in order to know his/her
preferences. In this paper we have followed the rule based approach for learning
rules from users past experiences and then while generating group recommendation
we have used our proposed algorithm which is based on other social choice
aggregation strategies.

2 Group Recommender System

Recommending items or things to a group of users is much more difficult than
recommending items to individuals. Because each users of the group has individual
preferences. These days, almost all shopping mall, shopping sites are using group
recommender system. Because the customers, who come to their premise have their
own preferences and the shop owner can’t stick to one’s preferences. For example,
the music being played at a shopping mall is applicable to group of user. The owner
of the mall can’t stick to individual’s preferences. Hence recommending items or
things for a group of users is a difficult task. There are many social choice strategies
available for aggregating users’ preferences and recommend items that are suitable
for a group of users.

2.1 Recommendation Procedures

Whether recommender system or a group recommender system, they generally
recommends items/things by using two techniques i.e. Collaborative Filtering
and Content Based Filtering. The Collaborative filtering methods are based on
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collecting and analyzing a large amount of information on users behaviors, activ-
ities or preferences and predicting what users will like based on their similarity to
other users. This procedure requires large volume of data. The idea behind the
collaborative filtering is that, to get the recommendation from someone with similar
liking to the current user. This filtering technique generally uses KNN, Bayesian
Network and other algorithms to find out the similarity of preferences between two
users. In this technique we need any machine analyzable content because it do not
consider the properties of items/things while generating recommendation.

Content Based filtering methods recommends items that are similar to the items
that the user liked in the past. So these type of recommender system generally study
the users past behaviors and preferences and generate recommendation of items that
are similar to those past items/things. In order to learn users past preferences the
system has to learn it by using any machine learning algorithm which can later be
used for predicting new items/things.

2.2 Aggregation Strategies

The main problem of group recommendation is that, how to adapt to the group as a
whole based on information about individual users’ like or dislike. In the movie
recommender system, a lot of users rated some movies in the part. Based on their
previous ratings we have to learn their preferences. After learning their preferences
we have to aggregate their rating information to provide group recommendation.
Some of the aggregation strategies [2, 5] are discussed below:

Utilitarian Strategy: Here utility values are taken into consideration for group
recommendation. The utility values are of two types i.e. additive or multiplicative.
For example, consider the movie recommender system. Here, we first add/multiply
all the ratings of each movies separately for a group of users. Then we take the
highest value of the aggregated value of the movies and list out those movies, those
have equal utility value with the highest value, as recommended items.

Most Pleasure Strategy: Here we make the group ratings list based on the
maximum of individual ratings. Those movies, whose have the highest rating
values in common, will be added to recommended list.

Least Misery Strategy: Here we make a group ratings based on the minimum of
the given individual ratings. Then the item with large minimum individual rating
will be recommended. The idea behind this strategy is that, a group is as happy as
its least happy member.
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Vineet et al. implemented a new strategy called RTL strategy [5] which is the
combination of all the above three strategy. Here the least ratings values of a movie
are removed and the recursively and the maximum of the utility values are taken
into consideration. This algorithm is performing better in terms of accuracy in
group recommendation as compared to other three grouping strategies. But this
algorithm do consider any method to create a better group. So in this paper we will
make a new grouping strategy that will also consider how to make a better group
while listing group recommendation.

3 Learning Users Preferences

In order to provide group recommendation, we have to first learn individual user’s
preferences. To achieve this end, we need to follow some machine learning algo-
rithm. Using these algorithm and the users’ past experience we will learn rule.
Based on that learned rule we predict the new items that arise in the future. This is
the most important part of any recommender system. Because when the learning of
users’ preferences is more accurate, the accuracy of the recommended items also
increases. In this paper we followed the rule based approach to learn the user
preferences. The algorithm used for learning users’ preferences is described below.

3.1 Learning Algorithm

There are many machine learning algorithms available for rule learning. In this
paper we followed a decision list based approach to Predictive Rule Mining [6]
algorithm, for learning users’ preferences. It is a multiclass rule learner, since our
problem is a multiclass problem i.e. each user can rate a movie from 1 to 5. The
rules which we learn are represented in DNF format. The rules are represented in a
sequence of if-else if-else statements. It also comes with a default rule, means
whenever a new instance do not satisfy any of the rules present in the list then the
instance is assigned with default class associated with the rule.
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The above written algorithm is based on Predictive Rule Mining with a decision
list based approach for a multiclass problem. Here we store the training examples in
two arrays i.e. positive examples array and negative examples array for a particular
class. Suppose we are learning rules for a particular class, then the training examples
belong to that particular class will be treated as positive examples and the rest will be
treated as negative examples.While the total weight of the positive examples is above
a certain threshold value we continue to learn rule for that class. Unlike other
sequential covering algorithms i.e. FOIL and RIPPER, this algorithm does not
remove the positive examples after learning a rule. Hence we do not miss out any
important rule from being generated due to removal of examples. After learning a rule
we decrease the weight of the positive examples by a factor‘α’ that are covered by
the current rule. While learning a rule the literals with best gain are added to the rule
antecedent until the best gain falls below a certain minimum value or we reach the
maximum rule length. The gain of a literal can be found out by the following formula:

Gain lð Þ ¼ WP0 � log2
WP0

WP0 þ NP0

� �
� log2

WP
WPþ NP

� �� �
ð1Þ

where WP0 is the total weight of positive examples according to lþ r, NP0 is the
total weight of negative examples according to lþ r, WP is the initial total weight
of the positive examples and NP is the initial total weight of negative examples for a
particular class.
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4 Proposed Aggregation Strategy

After learning rules for each user individually, we need to provide recommendation
for a group of users. We discussed some of the aggregation strategies in Sect. 2.2
for group recommendation. We followed a different approach for group recom-
mendation which is written below.

4.1 Proposed Algorithm

Input: test instances, users’ ratings in vector format
Output: Recommended List

Classify all the test instances according to the learned rules.
Create a duplicate set of test instances as testmovies.
For eachinstanceioftestmoviesdo

For eachuserjdo

sum i½ � ¼ sum i½ � þ userrating i½ �½j�

Find the max value in the sum array
Store the movies whose sum values is equal to or differ at most by 1 % from max
Value into a separate movie array.
Find the users who have given highest rating i.e. 5 to any of the movies present in
Movie array and make them one group.
Remove the movies from test movies that are present in the movie array.
Similarly find other homogeneous groups by considering the rating of 4 from all
the users by repeating the above steps.
Now ask the user to choose any of the created homogeneous groups.
For eachinstanceioftestinstancedo

MPS i½ � ¼ highestratedvalueamongalltheusersinthegroup
List out the movies those have equal MPS value for the group.

Group recommendation will be effective when the members of the group have
similar kind of preferences. The idea behind the above algorithm for group recom-
mendation is, first we make some homogeneous groups and then generate recom-
mendation for a particular group. While making groups we have consider the
utilitarian strategy and find the similar ratings by a set of users and make them one
group. In this process wewill we will make a group of users those have similar kind of
preferences. After generating homogeneous groups then we follow the most pleasure
strategy approach among the group members as described in Sect. 2.2. Doing this, we
ensure that most of the group member is happy with the recommendation because
we will consider the maximum ratings given by the users in the group.

330 A. Pujahari and V. Padmanabhan



4.2 Experimental Verification

The group recommender system we built is a group movie recommender system.
There are total 1,682 no of movies available in the train data set which contains the
movie information. It also contains a user ratings file which contains 100,000 user
ratings to all those movies by total 943 number of users. Each user has rated at least
20 movies. For learning rules we have taken the genre attributes of movies for
classification. Each movie is categorized with 19 different genres. Users’ ratings are
from 1 to 5 where 1 stands for bad, 2 stands for average, 3 stands for good, 4 stands
for very good and 5 stands for excellent. First we learned each user’s preferences
using the learning algorithm (Sect. 3.1) stated above. Then we tested our group
recommendation using our proposed group recommendation algorithm as stated in
previous section. There is no standard formula for evaluating [7] a group recom-
mender system. For evaluating our group recommender system we use the following
formula:

Precision singleuserð Þ ¼ R\U
R

ð2Þ

where the R is the set of recommended movies, U is the set of movies used by a
particular user and R\U is the set movies common in R and U. For calculating
precision for a group we take the average of precision of all the users in the
group. We have followed three different algorithms for learning users’ preferences
as written in and also followed the grouping strategies to generate group recom-
mendation. After generating all the recommendation the average precision we get
using different strategies along with our proposed strategy is given in (Table 1).

5 Conclusion

As we can see from the experimental result the proposed algorithm for group rec-
ommendation is performing better in terms of precision of the recommended movies,
for the data set we described above. Also the learning algorithmwe used is performing
better for all most all the grouping strategies in comparison with other learning
algorithm stated in the precision table. The proposed algorithm can be applied to other

Table 1 Precision comparison

Algorithms Precision of grouping strategies (in %)

Utilitarian Most pleasure RTL Proposed method

FOIL 40.32 38.40 42.40 42.92

RIPPER 43.89 44.32 46.90 48.32

PRM 44.12 44.05 47.67 51.76
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data set where ever group recommendations is required. Further we are working on
how to assign weightage to some of the members in the group. Because this may be a
case also that there are somememberwhose preference is influential to a group, so that
we can generate better recommendation wherever applicable.
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An Improved PSO Based Back
Propagation Learning-MLP
(IPSO-BP-MLP) for Classification

D.P. Kanungo, Bighnaraj Naik, Janmenjoy Nayak,
Sarada Baboo and H.S. Behera

Abstract Although PSO has been successfully used in much application, the
issues of trapping in local optimum and premature convergence can be avoided by
using improved version of PSO (IPSO) by introducing new parameter called inertia
weight. The IPSO is based on the global search properties of the traditional PSO
and focuses on the suitable balance of the investigation and exploitation of the
particles in the swarm for effective solution. During IPSO iterations, with increase
in possible generations, the search space is decreased. Motivated from successful
use of IPSO in many applications, in this paper, it is an attempt to design a MLP
classifier with a hybrid back propagation learning based on IPSO. The proposed
method has been tested using benchmark dataset from UCI machine learning
repository and performances are compared with MLP, GA based MLP and PSO
based MLP.
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1 Introduction

The PSO (Kennedy and Eberhart [1, 2]) is a meta-heuristic swarm based optimization
technique, which has been successfully used in much application of science and
engineering. The advantages of PSO like ease of implementation, less parameter
settings, fast convergence and free from mathematical computations makes it more
popular among other the optimization algorithm based on swarm intelligence. During
the use of PSO for many applications, researchers found that, PSO may be trapped at
some local optimum which leads to premature convergence. Many researchers
addressed this issue to enhance the performance of the standard PSO.

The method of improved PSO is basically based on the global search properties
of the traditional PSO and focuses on the suitable balance of the investigation and
exploitation of the particles in the swarm for effective solution. The common steps
of PSO like updation of position, velocity and fitness terms of the swarms will
remain same in IPSO. Here, a new parameter called adaptive inertia weight (λ) is
added to the basic equation of PSO. With the increase number of generations and
by setting the parameters for λ, the value of λ can be decreased in a gradual manner.
As a result, during the search procedure of IPSO method, when the number of
possible generations will increase, the search space will be decreased. Hence,
during the iteration the weak particle in the current generation will make a
replacement with the best particle of previous generation which will helpful to
avoid the premature convergence. Also, each particle will share the information
with other particles having only the global best (gbest) value in the search space. In
the dominion of the improving properties of PSO, IPSO has been applied in various
application domains. A few among them have been discussed relevant to the
proposed work.

Yang et al. [3] described an improved PSO algorithm for onboard embedded
applications in power-efficient wireless sensor networks (WSNs) and WSN-based
security systems for significant improvement on the performance of basic PSO. The
effectiveness of Vehicle routing and scheduling Problems by using the improved
PSO is being realized by Zhang and Lu [4]. Wu et al. [5] has successfully used the
improved PSO for optimizing the body of gravity dam and sluice gate. By
improving the basic PSO, Tang et al. [6] has designed a S Curve controller for
Motion control of Underwater Vehicle using IPSO technique. To optimize the
authority and threshold values of back propagation nerve network, Chen et al. [7]
has used the IPSO to obtain fast convergence speed. Park et al. [8] have applied the
IPSO technique with chaotic sequence for Nonconvex Economic Dispatch
Problems. Ran et al. [9] explained an improved PSO based amphibious mouse robot
for the purpose of path planning. Chew and Zarrabi [10] have made an effort on
digital speckle correlation method to measure surface displacements and strains by
assuming first order linear deformation using IPSO and compared the resulting
performance with PSO and GA. Ishaque et al. [11] have implemented an enhanced
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maximum power point tracking (MPPT) technique for the photovoltaic (PV) system
using an IPSO algorithm. Qais and Wahid [12] have developed a novel method
called TriPSO for the improvisation of IPSO. Geng and Zhao [13] designed a
method for UAV based track planning using the IPSO algorithm. Shakiba et al. [14]
have introduced a humanoid soccer playing robot by using Ferguson splines and
IPSO technique. Yanqiu et al. [15] have developed an IPSO based three-axis
measuring system calibration problems for solving the optimal local parameters. Qu
and Yue [16] have used the IPSO algorithm to solve the constraint optimization
problems and have used a new mutation operator to improve the global search
ability of PSO. Barani et al. [17] have implemented a novel IPSO based chaotic
cellular automata to get the high exploration capability in the randomness nature of
the algorithms. An efficient classification method based on PSO and GA based
hybrid ANN has been proposed by Naik et al. [18] and it is found relatively better
in performance as compared to other alternatives.

In this paper, a MLP with IPSO based back propagation learning has been
proposed for classification. The rest part of this paper is organized as follow:
Preliminaries, Proposed Method, Experimental Setup and Result Analysis,
Conclusion and References.

2 Preliminaries

2.1 Particle Swarm Optimization

Particle swarm optimization (PSO) [1, 2] is a widely used stochastic based
algorithm and it is able to search global optimized solution. Like other population
based optimization methods, the particle swarm optimization starts with randomly
initialized population for individuals and it works on the social behavior of particle
to get the global best solution by adjusting each individual’s positions with respect
to global best position of particle of the whole population (Society). Each individual
is adjusting by changing the velocity according to its own experience and by
observing the position of the other particles in search space by use of Eqs. 1 and 2.
Equation 1 is for social and cognition behavior of particles respectively where c1
and c2 are the constants in between 0 and 2 and rand(1) is random function which
produces random number between 0 and 1.

Vi t þ 1ð Þ ¼ Vi t þ 1ð Þ þ c1 � rand 1ð Þ � lbesti � Xið Þ þ c2 � rand 1ð Þ � gbesti � Xið Þ
ð1Þ

Xi t þ 1ð Þ ¼ Xi tð Þ þ Vi t þ 1ð Þ ð2Þ
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Basic steps of PSO can be visualized as:

Initialize the position of particles (population of particles) and velocity of each 
particle .
Do

Compute fitness of each particle in the population.
Generate local best particles (LBest) by comparing fitness of particles in previous 
population with new population.
Choose particle with higher fitness from local best population as global best particle 
(GBest).
Compute new velocity by using eq.1.
Generate new position of the particles by using eq.2.

While (iteration <= maximum iteration OR velocity exceeds predefined velocity range);

2.2 Improved Particle Swarm Optimization (IPSO)

In SPSO, the basic three steps like calculation of velocity, position and the fitness
value will be iterated till the required criteria of convergence is met. The ending
criteria may be the maximum change in the best fitness value. However, if the
velocity of the swarm will be fixed to zero or nearer to that and the best position
will have a fixed value, then the SPSO may lead to be trapped at some of local
optima. This happens only due to the swarm’s experience on the current and global
positions. This experience is to be avoided and should be based on the mutual
cooperation among all the swarms in a multidirectional manner [19].

So, in IPSO a new inertia weight factor λ is introduced to control both the local
and global search behavior. The value of λ may be decreased quickly [dehuri]
during the initial iterations and slowly during the optimal iterations.

The new velocity and position updation can be realized through the Eqs. 3 and 4.

V ðtþ1Þ
i ¼ k � V ðtÞ

i þ c1 � rand 1ð Þ � lðtÞbesti � XðtÞ
i

� �
þ c2 � randð1Þ � gðtÞbest � XðtÞ

i

� � ð3Þ

Xðtþ1Þ
i ¼ XðtÞ

i þ V ðtþ1Þ
i ð4Þ
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Basic steps of Improved PSO can be visualized as:

Improved PSO
Set the inertia weight λ , maximum number of iteration maxIter and other control parameters.
For each particle in the population P, initialize particle’s velocity and position randomly.
Iter=1
While (Iter <= maxIter)

If(Iter==1)
Lbest=P

else
For each particle in the population

Evaluate the fitness value of each particle in P
If the current fitness value is better than the previous particle  in P

Set the current particle position as the new local best position.
EndIf

Endfor
Endif
Select particle having maximum fitness from P as global best particle.
For each particle in the population P

Compute particle’s velocity by using eq.3
Update particle’s position using eq.4

EndFor
Iter = Iter +1

endWhile 

Even if SPSO performs well in global space due to its capability of computing
promising regions in the search space, rapid search near global optimum is very
slow. If the gbest position cannot be improved for some consecutive generations,
then the self-adaptive ES [20] is used for further improvement of gbest position.

2.3 Multi Layer Perceptron

MLP (Fig. 1) is the simplest neural network model which is consists of neurons called
perceptrons (Rosenblatt 1958). From multiple real valued inputs, the peceptron
compute a single output according to its weights and non-linear activation functions.
BasicallyMLP network is consists of input layer, one or more hidden layer and output
layer of computation perceptions.

MLP is a model for supervised learning which uses back propagation algorithm.
This consists of two phases. In the 1st phase, error (Eq. 6) based on the predicted
outputs (Eq. 5) corresponding to the given input is computed (forward phase) and in
the 2nd phase, the resultant error is propagated back to the network based on that
weight of the network are adjusted to minimize the error (Back Propagation phase).

y ¼ f
Xn
i¼1

wixi þ b

 !
ð5Þ
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where w is the weight vector, x is the input vector, b is the bias and f :ð Þ is the non-
linear activation function.

dk ¼ tk � ykð Þf yinkð Þ ð6Þ

where tk and yk is the given target value and predicted output value of input kth
pattern and dk is the error term for kth input pattern.

The popularity of MLP increases among the neural network research community
due to its properties like nonlinearity, robustness, adaptability and ease of use. Also
it has been applied successfully in many applications [21–29].

3 Proposed Method

In this section, we have proposed a IPSO based back propagation learning-MLP
(IPSO-BP-MLP) for classification. Here basic concepts and problem solving
strategy of IPSO evolutionary algorithm is used to enhance performance of MLP
classifier.

Fig. 1 MLP with input layer, single hidden layer and output layer
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Algorithm.  IPSO based Back Propagation Learning- MLP (IPSO-BP-MLP) for 
classification

% Initialization of population
P = round ( rand(n,(c-1)*(c-1)) );
Where n is the number of weight-sets (chromosomes) in the population ‘P’ and ‘c’ is 
the number of attributes in dataset (excluding class label).

% Initialization of velocity
v = rand (n,(c-1)*(c-1));

% NEURAL SETUP for MLP
Bh =(rand(c-1,1))'; % Bh: Bias of hidden layer.
Bo = rand(1); % Bo: Bias of output layer.

% IPSO Iterations
Iter=0;  % Iter: Iteration
while(1)

1. Selecting local best weight-sets (lbest) by comparing with weight-sets in previous 
population. If it is first iteration, then initial population (P) is considered to be local 
best(lbest). Otherwise, new ‘lbest’ population is formed by selecting best weight-sets 
from previous population (P) and current local best (lbest).

Iter = Iter+1;
If (Iter == 1)

lbest = P;
else

[lbest] = lbestselection (lbest, P, tdata, t); 
end

2. Compute fitness of all weight-sets in local best ‘lbest’. Each weight-sets are set 
individually in MLP and trained with training data ‘tdata’. RMSE for each weight-
sets are calculated with respect to target ’t’. Based on RMSE, fitness of weight-sets 
are calculated by using ‘fitfromtrain’ procedure. 

[F] = fitfromtrain (lbest, tdata, t);
3. Select a global best ‘gbest’ from local best ‘lbest’ based on their fitness(F) 
(calculated by using ‘fitfromtrain’ procedure) by using ‘gbestselection’ procedure.

[gbest] = gbestselection (P, F, rmse);
4. Compute new velocity ‘vnew’ from population (P), velocity (v), local best ‘lbest’ 

and global best ‘gbest’by using ‘calcnewvelocity’ procedure.
vnew = calcnewvelocity (P, v, lbest, gbest);

5. Update next position by using current population (P) and new velocity (vnew).
P = P + vnew;
If (Iter == maxIter)

break;
end

end
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function [lbest]=lbestselection (lbest, P, tdata, t)

1. Compute fitness of all weight-sets in local best ‘lbest’ and previous population ‘P’. Each 
weight-sets are set individually in MLP and trained with training data ‘tdata’ by using
‘fitfromtrain’. RMSE for each weight-sets are calculated with respect to target ’t’. Based on 
RMSE, fitness of weight-sets is calculated.

[F1] = fitfromtrain (lbest, tdata, t);
[F2] = fitfromtrain (P, tdata, t);

2. Compare fitness of weight-sets in lbest and P by comparing F1 and F2 , where F1 and F2 are 
fitness vector of lbest and P respectively. Based on this comparison, generate new lbest for next 
generation.

for i=1:1:number of weight-sets in P or lbset.
if(F1(i,1)<=F2(i,1))

lbest(i,:)=P(i,:);
else

lbest(i,:)=lbest(i,:);
end

end
end
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4 Experimental Setup and Result Analysis

In this section, the classification accuracy (Eq. 7) of our proposed method has been
presented and compared with other classifiers. Benchmark datasets (Table 1) from
UCI machine learning repository [30] have been used for classification. Before
training and testing is made, datasets are normalized using Min-Max normalization.
Comparative study on classification accuracies of models have been listed in
Table 2. Let ‘cm’ be a confusion matrix of order m × n. Then the classification
accuracy of classifiers is calculated as:

Clssification Accuracy ¼

Pn
i¼1

Pm
j¼1;
i¼¼j

cmi;jPn
i¼1

Pm
j¼1 cmi;j

� 100 ð7Þ

4.1 Parameter Setting

During simulation, c1 and c2 constants of PSO has been set to 2 throughout the
experiment. The inertia weight λ is set in between [1.8, 2]. In proposed method, one
input layer, one hidden layer and one output layer for the MLP neural network has
been set during training and testing.

Table 1 Data set information

Dataset Number
of pattern

Number of
features (excluding
class label)

Number
of classes

Number of
pattern in
class-1

Number of
pattern in
class-2

Number of
pattern in
class-3

Monk 2 256 06 02 121 135 –

Hayesroth 160 04 03 65 64 31

Heart 256 13 02 142 114 –

New
thyroid

215 05 03 150 35 30

Iris 150 04 03 50 50 50

Pima 768 08 02 500 268 –

Wine 178 13 03 71 59 48

Bupa 345 06 02 145 200 –
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5 Conclusion

In this paper, the weights of MLP Artificial Neural Network have been optimized
using IPSO based back propagation learning scheme. The comparison of perfor-
mance analysis of the results indicates that the proposed method is better in
classification accuracy than the other methods (MLP, GA-MLP, PSO-MLP). In
future, our work may extend in this interest by better optimization of weights of MLP
with hybridization of back propagation learning with other variants of PSO.
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GDFEC Protocol for Heterogeneous
Wireless Sensor Network

S. Swapna Kumar and S. Vishwas

Abstract Wireless sensor networks (WSNs) in recent years shown abrupt growth in
technological applications. The main research goals of WSN in the area of hetero-
geneity are to achieve various matrix performances such as high energy efficiency,
lifetime and packet delivery nodes. Most proposed clustering algorithms do not
consider the situation causes hot spot problems in multi-hop WSNs. To achieve such
network the two soft computing techniques applied to energy efficient clustered
heterogeneous sensor node network. In this paper proposed the implementation of
the real time energy efficient clustering using a Genetic Dual Fuzzy Entropy Clus-
tering (GDFEC) algorithm. Various matrixes of simulation carried out using
MATLAB to study the performance under setup conditions. This creates a stan-
dardized power distribution among disseminated cluster nodes in the heterogeneous
network. The protocol realization carried out on software simulation by different
empirical test. The empirical analysis of GDFEC protocol compared with different
traditional protocol to evaluate the level of resultant matrix. The protocol evaluation
studies have shown that GDFEC protocol able to improve the network performance
matrix under the heterogeneous distribution of network nodes.
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1 Introduction

In the modern era the autonomous network monitoring by wireless sensor networks
(WSN) proved to be every efficient. The wireless networks consist of large number
of tiny low power sensor node with limited computational capability to access
energy efficiently [1]. The nodes gather data from various sources and aggregate it
to the destination as per the application. There are numerous application of WSN
such as military surveillance, habitat monitoring, target tracking, pressure,
temperature, vibration monitoring, health care monitoring, and disaster prevention
monitoring etc. The data sensed by distributed sensors are randomly deployed in the
network depend upon application is pre-processed to send aggregated data to the
Base Station (BS) is normally called as Sink. This data processing requires
numerous computation leads power constraint to standby for loner period [2]. Thus
several research works towards sensor is carried out in order to operate in hostile
environment to be capable of fault tolerance and processes data for energy effi-
ciency routing in WSN [3].

Different techniques such as Reinforcement learning [5], Neural networks [6],
Fuzzy logics [7, 8] and Genetic algorithms [9] have been able to optimize the
problems. Here we applied the approach of Fuzzy and Genetic.

Genetic algorithms produce a robust optimization technique because they ensure
a gradual improvement in the solution optimization. In this paper we study the
performance implantation of Genetic Dual Fuzzy Entropy Clustering (GDFEC)
algorithm in heterogeneous WSN protocol and compared with existing protocols
under different matrix. The empirical study discriminate each protocol on the basis
of energy efficient network lifetime, packet delivery and lifetime of nodes under
numerous rounds.

The remaining part of the paper is planned as follows: Sect. 2 refers the related
work done. The Sect. 3 considers the assumption and properties, Sect. 4 discuss on
proposed work. Further the Sect. 5 presented the simulation and its analysis. Finally
concluding Sect. 6 makes remarks and future scope.

2 Related Work

WSN Heinzelman [10] proposed Low Energy Adaptive Cluster Hierarchy
(LEACH) in a distributed clustering algorithm for homogenous sensor network.
LEACH protocol uses single hop routing to transmit data to sink by TDMA
mechanism. Fu et al. proposed Fuzzy approach clustering is applied with crisp
cluster [11]. Fuzzy Clustering Method (FCM) is one of the most popular fuzzy
clustering techniques proposed by DUNN [6]. However FCM algorithm approach
has showed some problems, due to the complexity of the cluster values that has
error. Yao et al. proposed Entropy based Fuzzy Clustering (EFC) method is formed
by means of threshold value [12]. Performance varies based on 2–3 level/multilevel
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heterogeneous WSNs. The scopes for further research in this concept still exist in
the clustered network protocol. Enhanced SEP [13] is a clustering algorithm in a
three tier node scenarios, that prolongs the network effective life time for homog-
enous and heterogeneous environment in terms of network lifetime and resource
sharing. Deterministic SEP (DSEP) [14] is a two levels, three level and multi-level
heterogeneous hierarchical WSN shows improvement in terms of energy con-
sumption per round, data transmission and life time of sensor network. Liu et al.
[15] proposed Energy-Efficient Prediction Clustering Algorithm (EEPCA). EEPCA
determines node energy factor by comparing the energy of a node with the average
energy of other nodes. Brahim et al. [16] proposed Stochastic and Balanced
Development Distributed Energy Efficient Clustering (SBDEEC) protocol for CH
selection to extend the network lifetime. The simulation result shows SBDEEC
protocol performs better than SEP and DSEP in terms of network lifetime. How-
ever, some of the heterogeneous network algorithm such as SEP, DSEP, SBDEEC
overcome the above issues.

3 Assumption and Properties

The assumption and properties of the protocol in a heterogeneous network is listed
below:

• WSN model of the node in heterogeneous distribution carries initially same
amount of energy.

• Sensor nodes are randomly distributed are stationary along with BS of the
network field.

• Each sensor nodes know their own geographical position.
• Nodes are capable of adjusting their transmission power during data transmission

phase.
• There is one sink station which is located at the centre of the sensing field.
• Cluster member transfer the data via cluster head (CH) to sink where nodes are

randomly distributed.

4 Proposed Approach

The proposed work carried out in an autonomous distributed isotropic network
where nodes are randomly placed. Here the mode of N × N square area is
considered to measure the result matrix for transmitting data from Source to Sink.
The proposed model is applied with Fuzzy Interference System for the process of
clustered output consists of four modules: fuzzifier, fuzzy inference engine, fuzzy
rules base, defuzzifier. In the proposed method, the Fuzzy Interference System used
Mamdani Fuzzy Inference system [17, 18]. Generic algorithm is applied to the
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output factors of Fuzzy Interference System as per the Fig. 1 for the optimization.
The feedback is for improving the scaling factors.

The fundamental objective is to synthesize a clustered network control that is
able to optimize the energy consumption analysis as close as possible. The density,
energy consumption and energy estimation with respect to total energy and number
of rounds mathematically formulate and applied the soft computing techniques.
Here the Fuzzy approach is used to optimize the clustering.

The proposed approach is realized by considering the following attributes:

• The density of cluster from intra and inter clusters q
• Energy consumption in the CH for data transmission in terms of entropy is Ei

• The average energy estimation is given as M
• The total initial energy of the heterogeneous network is given by Etotal

• The total energy dissipated for given number of round (R) of the network is
given by Eround

• Cluster head transmission energy is given as CHTx Energy

• Cluster head receiving energy is given as CHRx Energy

• The threshold value for optimum cluster head is T(s)
• The total energy of the cluster of Ni sensor node is given by ETotal Cluster.

.

4.1 Design of the Fuzzy Logic DFEC

The block diagram of DFEC using the Fuzzy logic is shown in Fig. 2. The block
diagram consists of three inputs variables density ρ, Energy consumption Ei and
Average energy (entropy) M are chosen to analyze the amount of energy
consumption and the errors observed. Any estimated error is reduced based on the
Fuzzy feedback inputs to membership scaling factor K1, K2 and K3.

The inputs/output linguistic variables are defined as below:

Etotal ¼ Ei �M q

Eround ¼ �M Ei q

�

Feedback 

Genetic 
Algorith

Fuzzy 
Logic 

Fig. 1 Genetic algorithm system
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Triangular distribution in [−1 1] interval were chosen as membership functions
for the scaled inputs of q, Ei and �M:

The DFEC rule is based on Table 1. The DFEC algorithm considers these
outputs of the Fuzzy inference system to determine the energy efficient sensor node
eligibility factor. This measures the algorithm performance for a fixed amount of
nodes alive and varies exponentially for all protocols. The estimation Etotal is not
the optimized so further optimization is done based on Genetic algorithm.

4.2 Design of the GDFEC Algorithm

The DFEC is tuned by genetic algorithm in order to reduce computational time and
error control in the energy level measurement. Based on genetic fitness function the
convergence criterion is used to measure the DFEC inputs scaling factor.

The fitness function J is given as:

J ¼ 1
2
Z q

q 1ð Þ
� �2

þ Ei

Ei 1ð Þ
� �2

þ
�M

�M 1ð Þ
� � !

dt ð1Þ

where, q 1ð Þ, Ei 1ð Þ, and �M 1ð Þ are the matrix error difference.

Fig. 2 Block diagram of DFEC

Table 1 DFEC rules’ base
q Ei M

ETotal Ei M q

ERound M q Ei
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The genetic population and fitness function of genetic represents the genetic
algorithm. The fitness function is representing as per populations.

The genetic algorithm steps are as follows:

Step 1: Initial generate random population of fixed size according to the variation
range of scaling factor K1;K2 andK3.

Step 2: Evaluate the fitness J of each individual population.
Step 3: Select the fittest of the reproduce population.
Step 4: Generate new population operator through reproduction, crossover and

mutation.

Tables 2 and 3 show the genetic algorithm results for different size of population
and generations’ number.

The DFEC using Fuzzy when optimized by the execution of Genetic algorithm
GDFEC for producing best population generates the three scaling factors K1, K2

and K3. The GDFEC produce most significant population’s size and generations’
number are the since they have direct influence on the convergence of the GA to the
optimal solution.

5 Simulation and Analysis

In this section we have simulated out distributed clustered wireless sensor networks
in a sensing field of 100m� 100m size with 100 nodes that is autonomous dis-
tributed randomly placed using MATLAB 7.2. Simulation parameter used is listed
in Table 4.

The Fig. 3a shows the number of nodes alive versus rounds for the lifetime of the
network.

Table 2 GA’s results with
population size S = 300 Population size 50 200 350

K1 2.014 2.175 2.223

K2 1.412 1.405 1.464

K3 0.411 0.399 0.405

J 1.954 1.948 1.949

Table 3 GA’s results with
generations G = 350 Generation 50 200 350

K1 2.451 2.216 2.284

K2 1.549 1.125 1.715

K3 0.452 0.415 0.441

J 1.951 1.950 1.952
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In this there is a significant improvement in number of nodes the lifetime of the
network increases. The lifetime of GDFEC is longer and stable as compared to
DFEC, LEACH-C, EEPCA, and SBDEFC. The algorithm of GDFEC is better than
DFEC by 13.4 %, by 13.8 % to SBDEFC, to EEPCA by 14.3 % and by 14.8 % to
LEACH-C. In EEPCA the nodes dies around 6,500 rounds while for GDFEC the
node life attains till 8,930 rounds.

The Fig. 3b shows the comparison in terms of number of node alive for data
packets delivery versus number of rounds to receive at the sink station.

The results show that GDFEC protocols linearly rise for around 4,070 rounds
when compared to DFEC, LEACH-C, EEPCA, and SBDEFC. The GDFEC shows
improvement to DFEC by 13.8 %, by 14.4 % to SBDEFC, to EEPCA by 15.8 %
and by 16.4 % to LEACH-C. The throughput of GDFEC has improved as more
numbers of data packets received at sink station when compared to other protocol.

In the Fig. 3c shows amount of total residual (remaining) energy over time for a
given number of rounds.

The test carried out with different protocol shows total initial energy is 1 J that
decreases linearly up to around 2,000–3,000 rounds except for GDFEC that is
around 2,600. Energy per round is more in GDFEC as compared to DFEC, EEPCA,
LEACH-C and SBDEEC up to around 6,100 rounds then other graph dies earlier.
The GDFEC protocol retains most of the energy is consumed in the first 8,400
rounds.

In the Fig. 3d shows the stability of network energy on heterogeneous networks
for fixed percentage of node life changes.

The network sends data to 17 % nodes of high quality and reliability. GDFEC
shows more stable period throughout the network. It is observed that GDFEC
shows better performance as compared to DFEC, EEPCA, LEACH-C and
SBDEEC protocol. GDFEC obtain 42.3 % more stable period based on empirical
study in heterogeneous network nodes. Therefore, with greater proportion of het-
erogeneous nodes, a more stable period is obtained in GDFEC algorithm protocol.

Table 4 Simulation
parameter Parameters Value

Network sensing area 100 m, 100 m

Number of sensor nodes 100

Initial node energy 1 J

Data packet size 2,000 bits

Eelec 45 nJ/bit

Efs 10 pJ/bit/m2

Eamp 0.0008 pJ/bit/m4

EDA 4 nJ/bit/packet

Base station location 100 m

Aggregation 10 %
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6 Conclusion

The proposed approach aims to design a protocol based on fuzzy logic techniques
and improved by a genetic algorithm. The principal role of Fuzzy techniques is to
determine the control objectives of DFEC. In this paper the GDFEC protocol is
designed for improving the energy analysis of clustering algorithm for multilevel
heterogeneous networks. The protocol overcomes the issues of black hole coverage
as well as unequal energy distribution of nodes in different segment of network. The
DFEC algorithm elects CH based on entropy condition using Fuzzy concept
improves network black hole coverage and simultaneously minimize the energy
wastage. The provided simulation results show that the proposed approach acts
successfully with good performances in term of delivery and network life
improvement. The use of a genetic algorithm GDFEC to tune the inputs’ scaling
parameters of the DFEC reduces considerably the energy wastage. The future work
of paper will further extend to simulated annealing, Tabu search or other mathe-
matical methods in terms of quality and time-complexity. In addition, this network
optimization problem can also be extended to a mobile heterogeneous network for
the improvement of lifetime and stability of network.
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An ANN Model to Classify Multinomial
Datasets with Optimized Target Using
Particle Swarm Optimization Technique

Nilamadhab Dash, Rojalina Priyadarshini and Rachita Misra

Abstract In this paper we propose a particle swarm based back propagation neural
network model which uses an optimized target to maximize the classification accu-
racy of the classifier. By using Particle swarm optimization technique an optimized
target for each class was determined and there after the artificial neural network is used
to classify the data using these targets. For this, some of the bench mark classification
datasets are used, which are taken from UCI learning repository. An extensive
experimental study has been carried out to compare the proposedmethod and existing
method on the same datasets and a comparative analysis is done by taking several
parameters like percentage of accuracy, time of response and complexity of the
algorithm. During this study we have examined the performance improvement of the
proposed PSO and BPN combined approach over the conventional BPN approach to
generate classification inferences from the training and testing results.

Keywords Multinomial classification � Back propagation neural network �
Normalization � Particle swarm optimization

1 Introduction

Data Classification and prediction are two of the prime tasks in Data mining. They
continue to play a vital role in the area of data processing, financial analysis, stock
market predictions, weather forecasting, disease predictions, pattern recognition,
bioinformatics, image processing… etc. [1]. Clustering and classifications in Data
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Mining are applied in various domains to give a meaning to the available data and
also give some useful prediction results which can be applied to many of the crucial
problem areas of the real world. Classification is the task of dividing different data
from their known features to a particular group. Depending on the number of classes
the classifier is a binary or multinomial classifier. Binary classifiers are applied to the
data having two classes. In machine learning, multiclass or multinomial classification
is the problem of classifying the given instances into more than two classes. While
some classification algorithms naturally permit the use of more than two classes,
others are by nature binary algorithms; these can, however, be turned into multi-
nomial classifiers by a variety of strategies. Multiclass classification should not be
confused with multi-label classification, where multiple classes are to be predicted
for each problem instance. In this paper we have used artificial neural network as a
classifier but tried to improvise the model by using particle swarm optimization
technique with it. For measuring the performance the classification accuracy is taken
as the prime criteria. The architectural complexity is taken care of by optimizing the
number of nodes in the hidden layer. In this work we have taken some classification
datasets from the UCI learning repository. They are: Iris, seeds and wine datasets.

The rest of the paper is sequentially arranged in the following order. Section 2
comprises the details of the dataset and pre-processing of the dataset. In Sect. 3,
Particle Swarm optimization is briefly described, which is used to model the target
output of the classifier. Section 4 describes the results, which contains the evalu-
ation of the proposed model on the basis of different criteria. Finally Sect. 5 details
the conclusion and future work.

2 Datasets and Preprocessing

In this work we have used 3 bench mark datasets, taken from UCI learning repository
for verification and validation of the proposed model [2]. A brief of the datasets are as
follows.

2.1 Iris Flower

The dataset consists of 150 samples which consists of a set of Iris flowers, where the
goal is to predict three classes, setosa, versicolor and virginica. Based on sepal (green
covering) length and width, and petal (the flower part) length and width.

2.2 Seed

This dataset consist of experimental high quality visualization of the internal kernel
structure which is detected using a soft X-ray technique. The images were recorded

356 N. Dash et al.



on 13 × 18 cm X-ray KODAK plates. Studies were conducted using combine
harvested wheat grain originating from experimental fields, explored at the Institute
of Agro physics of the Polish academy of science Lubin. The data set can be used for
the tasks of classification and cluster analysis. The dataset contains the following
feature attributes, (1) area A, (2) perimeter P, (3) compactness C pi * A/P ^ 2, (4)
length of kernel, (5) width of kernel, (6) asymmetry coefficient (7) length of kernel
groove. All of these parameters were real-valued continuous.

2.3 Wine

These data are the results of a chemical analysis of wines grown in the same region
in Italy but derived from three different cultivars. The analysis determined the
quantities of 13 constituents found in each of the three types of wines. The data
consists of (1) Alcohol (2) Malic acid (3) Ash (4) Alcalinity of ash (5) Magnesium,
(6) Total phenols, (7) Flavanoids (8) Nonflavanoid phenols, (9) Proanthocyanins,
(10) Color intensity, (11) Hue (12) OD280/OD315 of diluted wines, (13) Proline.
All attributes are continuous.

2.4 Normalization

Normalization of input data is used for ranging the values to fall within an
acceptable scope, and range [1]. These procedures help in obtaining faster and
efficient training. If the neurons have nonlinear transfer functions (whose output
range is from −1 to 1 or 0 to 1), the data is normalized for efficiency. As our outputs
are falling within these ranges, each feature in each dataset is normalized using
column normalization. The normalized data are used as the inputs to the machines.

3 Basic Principles of PSO

Particle swarm optimization (PSO) is a population based stochastic search and
optimization technique, which was introduced by Kennedy and Eberhart in 1995
[3]. It is a multi-objective optimization method to find optimal solution to the
problems having multiple objectives [4]. It is a technique, loosely modeled on the
collective behavior of groups, such as flocks of birds and schools of fish. It mainly
shows a natural behavior of a group of objects, search for some target (e.g., food).
It is computer simulation of the coordinated behavior of a swarm of particles
moving to achieve a common goal [5]. The goal is to reach to the global optimum
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of some multidimensional and possibly nonlinear function or system [6]. PSO’s
working principle is quiet similar to any other evolutionary algorithms like genetic
algorithm. Initially particles are randomly distributed over the search space. So each
particle gets a virtual position that represents a possible potential solution to opti-
mization problem. It is an iterative process where in each iteration every particle
moves to a new position, navigating through the entire search space. Each particle
keeps track of its position in the search space and its best solution so far achieved.
The personal best value is called as pBest and the ultimate goal is to find the global
best called as gBest [7].

The standard PSO algorithm broadly consists of the following computational
steps

(i) Initialize particles with random positions and velocities;  
For each value of  k   [where ‘k’ represents the number of particles]
Do              a) Evaluate fitness of each particle’s position (p)

 b) If  fitness(p) better than fitness(pbest) then pbest = p  

c) Set best of pBests as gBest

d) Update particles velocity and position  

End of for 

(ii) Stop: giving gBest, optimal solution.  

       Here, a particle refers to a potential solution to a problem in d- 
dimensional design space with k particles. Each particle is characterized by 
Position vector….. xi(t)   and  Velocity vector…...vi(t) 

Each particle has Individual knowledge pbest, its own best-so-far position,
Social knowledge gbest, pbest of its best neighbour. The equations for velocity and
position updates are given below

v tþ 1ð Þ ¼ w � v tð Þð Þ þ ðc1 � r1 � p tð Þ�x tð Þð Þ þ ðc2 � r2 � g tð Þ�x tð Þð Þ ð1Þ

x tþ 1ð Þ ¼ x tð Þ þ v tþ 1ð Þ ð2Þ

The first equation updates a particle’s velocity. The term v(t + 1) is the velocity at
time t + 1. The new velocity depends on three terms. The first term is w * v(t). The w
factor is called the inertia weight and is just a constant between 0 and 1. Here the
value of w is taken as 0.73, and v(t) is the current velocity at time t. The second term
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is c1 * r1 * (p(t) − x(t)). The c1 factor is a constant called the cognitive (or personal
or local) weight. The r1 factor is a random variable in the range [0, 1)—that is,
greater than or equal to 0 and strictly less than 1. The p(t) vector value is the
particle’s best position found so far. The x(t) vector value is the particle’s current
position. The third term in the velocity update equation is (c2 * r2 * (g(t) − x(t)).
The c2 factor is a constant called the social, or global, weight. The r2 factor is a
random variable in the range [0, 1). The g (t) vector value is the best known position
found by any particle in the swarm so far. Once the new velocity, v(t + 1) has been
determined, it is used to compute the new particle position x(t + 1).

In case of a neural network, a particle’s position represents the values for the
network’s weights and biases. Here, the goal is to find a position/weights so that the
network generates computed outputs that match the outputs of the training data.

3.1 PSO for Target Optimization

In case of supervised learning, during the training process of neural network, three
parameters are mostly required, the input, weight and target [8]. In practical
approach the target of a neural network is either randomly chosen or depends on the
feature of input dataset. e.g., if the input dataset has three different classes, three
target outputs are generated. In case of unsupervised learning, the target does not
exist at all, rather it is needed to be explored by the network itself. If any of the
previously said problem occurs, the efficiency of the neural network reduces
drastically due to the following reasons

1. The neural network may take longer time to get trained as randomly chosen
target outputs may not be the optimal one.

2. Extensive computations are required as additional mapping is required in order
to match up with the input values to the randomly chosen target values.

3. Usually for classification tasks, the number of output neurons in a neural network
depends on the number of classes present in the dataset [9], whereas the number of
input neurons depends on the number of features per input data. This particular
architecture fails to maintain the relevance between the input and the randomly
chosen target. (Feature to number of class mapping is done instead of feature to
feature mapping which is more accurate). These problems are addressed by using
the proposed PSO based technique, which generates a nearly optimized target by
analyzing the input dataset of the neural network. The steps for designing the
classifier is diagrammatically shown in Fig. 1.

Collect & Prepro-
cess data, divide 
dataset into train-

Find optimized 
target by PSO on 

Input data 

Train ANN till it 
converged

Simulate network 
with test data and 
measure accuracy 

Fig. 1 Proposed model of PSO based classifier
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3.2 Training by BPNN and Simulation

Training in an artificial neural network is necessary to make the classifier learn by
itself. It is the ability to approximate the behavior adaptively from the training data
while generalization is the ability to predict the training data [9]. A BPN network
learns by example. It gives us the desired output for a particular input if, provided
with the known input by changing the network’s weights so that, when training is
finished, it will give the correct output. The change in weight takes place according
to the error produced. The data sets are divided into two parts. i.e., training set
(known data) and testing set (Unknown data) which is not used in the training
process, and is used to verify the machine and then we have simulated our results
with these datasets [10].

The training process of this work follows the following steps

1. On the input data, particle swarm optimization is applied to find out the
optimized target. In other words the optimized inputs for the classifier are found
out with the help of PSO technique.

2. The training data are prepared by normalizing the input and the optimized target
that range from 0 to 1.

3. The artificial neural network is trained by previously got inputs till it gets
converged.

The convergence criterion for the network is taken as minimum error condition.
Figures 2 and 3 show the convergence of different networks used to train the said

datasets.

Fig. 2 Convergence graph of
iris
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In the proposed work the architecture of the network varies according to the
dataset. This is due to the fact that, the output of the neural network depends on the
number of features present in the dataset. The output of the neural network depends
on the number of features present in the dataset. For example, a [4 * 5 * 4] network
having 4 input data is used to train the iris dataset containing four features per data.

4 Results and Observations

The process of classification was carried out on the previously mentioned datasets
by taking the conventional ANN with back propagation learning algorithm as well
as the proposed approach. In both the cases the classification accuracy was taken as
the most vital factor for performance evaluation. Number of misclassification is
calculated by measuring the Euclidean distance between the target and actual
output. Percentage of misclassification is ratio of incorrectly predicted class and
total number of data present in the testing samples multiplied by 100. Table 1 shows
the overall comparison between the PSO-BPNN and BPNN approach. It is clear
from the result that the proposed approach shows significant improvement over
BPNN. Tables 2, 3 and 4 give the simulation accuracy of the proposed work for
different datasets up to 4 decimal places.

Fig. 3 Convergence graph of
seed
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5 Conclusion and Future Work

Though the role of back propagation neural network is inevitable in the field of
classification, there is a certain need to assess its efficiency in terms of learning time,
simulation accuracy and flexibility. In the proposed work we have tried to improve
the classification accuracy, and got some promising results which verify that the
proposed method shows a remarkable improvement over back propagation machine
classifier alone. The particle swarm optimization technique also played a vital role to
provide the optimized target that made the learning process easier and efficient.
Considering the inspiring results obtained from the proposed work the future
objectives are (1) to apply the proposed method on some real life problems with

Table 2 Simulation accuracy of wine dataset

No. of classes Number of simulation result accurate up to Total no. of test
samples per class4 decimal

places
3 decimal
places

2 decimal
places

1 decimal
places

Class 1 09 09 09 09 09

Class 2 10 10 11 11 11

Class 3 08 08 08 08 08

Percentage
of accuracy

97 % 97 % 100 % 100 % Total = 28

Table 3 Simulation accuracy of seed dataset

No. of classes Number of simulation result accurate up to Total no. of test
samples4 decimal

places
3 decimal
places

2 decimal
places

1 decimal
places

Class 1 16 16 17 20 20

Class 2 15 15 16 20 20

Class 3 17 18 18 20 20

Percentage of
accuracy

80 % 83 % 85 % 100 % Total = 60

Table 4 Simulation accuracy of iris dataset

No. of classes Number of simulation result accurate up to Total no. of test
samples

4 decimal
places

3 decimal
places

2 decimal
places

1 decimal
places

Class 1 10 10 10 10 10

Class 2 10 10 10 10 10

Class 3 09 09 09 09 10

Accuracy % 98 % 98 % 98 % 98 % Total = 30
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some benchmark datasets mainly in the area of computational biology and bioin-
formatics (2) to reduce the architectural and computational complexity of the net-
work in terms of number of hidden neurons along with training and simulation time.
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Novel Approach: Deduplication
for Backup Systems Using Data Block Size

K.J. Latesh Kumar and R. Lawrance

Abstract The core confronts of today’s Information Technology remains to be the
funding and optimized management of storage infrastructure. Data maintenance and
most importantly securing the data, since data is omitted by non IT infrastructure
edging higher and hence storage appliances turning huge and breeding infrastruc-
ture capital investment, hence technology front is pointing at new research method
that would cut and reduce the capital investments on storage front. Deduplication is
one of the key components of storage efficiency technologies that enable customers
to store the maximum amount of data for the lowest possible cost. This technology
is implemented on storage to achieve efficient storage savings. Unlike any other
storage technology deduplication is also crond to run at suitable clock across data
centre. This research article aims to lower the storage cost and in achieving the
higher deduplication rate.

Keywords RAID � NFS � WAN

1 Introduction

Today’s IT world challenge is managing the rising e-data and digital data across data
disaster and backup sites, since backup is a process where identical data will be
dumped redundantly for recovery purposes. Deduplication [1] is enormously
devised in these instances to reduce the cost of storage. The need for the deployment
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of data deduplication technology [2] is most essential in today’s IT infrastructure
maintenance, business specific data deduplication essentially aimed for backups
which is the most and critical process at the customer business. Deduplication [3]
process, which uniquely identifies data fragments, cross verifies with the existing
data and writes this data blocks to storage grid if found data blocks are new other-
wise, if an incoming data block is a redundant only reference is created to it and the
slice will not be repeatedly stored. For example, in a production environment every
week backup usually holds the redundant data, there the deduplication process will
store data if is unique and discard if it is redundant. This induces beneficial reduction
in storage constraints; enterprise data consuming will highly help retention policies.
This means that sites can store terabytes of backup data on terabyte of physical
volume capacity, which has huge economic benefits.

In this approach the foremost advantage of using Data Block Size Deduplication
is that it increases the performance, allows to size based computation that can be
employed on big data sanitization and reliability on the storage system [4] to store
maximum amount of data efficiently by making use of optimized storage space [3],
that helps to reduce spending on the storage to inside data centre to accommodate to
more data housing to run his business smoothly and efficiently. The guaranteed
storage management is quite easy by employing this technology on the storage
volume. The data block size deduplication has unique intelligence of deduplicating
the data, based on the data block size and unique data hashing method. The crux of
deduplication is odd data block and even data block data and unique data block
hashing database. All these three components of the workflow intelligence will
effort the deduplication process to achieve higher benefit and reduce the IO process
by cutting down the stress across the storage grid to avoid redundant reads and
writes. The unique data block hashing database enforces unique hashing ID’s for
every data block in the storage. In this approach the primary focus is on optimized
quicker deduplication that is made possible onto storage appliance.

2 Our Approach

In this novel approach the data from clients before be stored onto storage pool is
communicated onto three workflow that are data block size computation, data block
category and finally unique data hashing method to complete the deduplication
process as shown in the Fig. 1, two scenarios of deduplication implementation are
analyzed. When started on production, “how deduplication works” [5] when the
whole system is new production for deduplication [4] to start on, and the other is
where business has existing data in on the storage, or may be migrating from other
deduplication methods as well. Considering environments like these, the attempt in
this research to achieve better data deduplication rate. In a environment of new
setup being established and a client trying to write data onto storage volume where
data duplication [data block size based] is enabled, the data block first passes
through the data size computation which finds the data block size, passing this test
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of producing the actual volume of the data block, categorization of the data block is
performed to filter out entities odd data block and even data block, each block data
is written to disk only after passing through this scan whether the file/object/ blocks
are identical to the data block categories, after this process of recording the
metadata about the data block, it does subset check of the data block size whether
found in either of this category of data blocks, if found that the data block is
identical to size and to its bit/byte level content, then each unit data length is
compared, if found unique then it forwarded to the IO of the storage controller to
store it onto disk and its metadata is also recorded to the categories of relevant data
blocks, otherwise the data block set is disqualified and space on the disk is
reclaimed and just a reference is created for that block instead of storing the data
block, thus storage space is saved.

In this approach is induced on environments to shape the peer competitive
results. The disk malfunction in the data centre is the primary challenge in devising
large data protection environments. The disk aggregates are pool of thousands andmore
disks that are prone to have a disk failures inside when they operate continuously for

Fig. 1 Data block size
deduplication workflow
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long hours, to handle this logical volume management and RAID [6] intelligence are
plugged to handle this situations to enhance the data storage capacity smoothly. Hence
the tests are conducted on a flat file system design and environment.

3 Core Technology of Data Block Size Deduplication

In this novelty approach a unique way of data deduplication is proposed, this data
deduplication goes quite way different in its structure to categorize the data set in
filtering the redundant data. In the current deduplication mechanism Each data
block is identified by a ref id that is component of the storage volume metadata,
during the deduplication course locating the unique data set and discarding the
duplicate data set only the ref id are varied. The block that residue on disk arrays
with the indicator, instead storing the data blocks only the pointer count is updated
and the ref id indicator is decremented if it finds duplicate data set. Otherwise there
are ref id that is not matching any of the data segment will be automatically
freed. In comparison to NetApp deduplication technology duplicating big chunk [7]
size blocks like 4 k from a flexible volume, the proposed method data block size
deduplication works quite unique in way to reduce the load on the storage controller
so that the IO from the storage controller go better speed to perform reads and
writes across storage pool, if by first deciding the block size, type of the data
supplied from the clients, then this evaluates by applying the hashing method that
scans the odd or even data blocks in the flex volume to locate if unique or repeated
data segment, based on this verification data blocks are wrote disk pool or aggre-
gates along with metadata if they are unique otherwise only reference is altered.

The Fig. 2 depicts quicker and smoother data filtering data reduction process
solution, deduplication is the process primarily used at backup levels, since a
backup system contains at least one copy of all data inside a vault. Since the data is
getting updated on the vault it is a great challenge to manage and organize the
efficiency [8] of storage usage. Henceforth effective Deduplication process must be
involved to have these backup’s created in best way so that managing storage
shouldn’t be an overhead for any organization and the data at the same time. In this
approach prior data blocks are pushed to disk array/aggregates of the storage pool it
is managed using the data block hashing method, which enables easy way of
managing the open data segments and on production data activity. In the Fig. 3 the
new scheme of data scanning is illustrated and described how data block size
Deduplication is simple and effective when compared native and other Dedupli-
cation methods being used.

The core technology behind data block size deduplication is that it holds the size
filter of the blocks like odd and even, which holds a virtual partition inside the data
container of unique hashing database, this method induces much speedier scanning
of the data blocks that would help the deduplication process to make the decision to
whether data block is existing or it is non redundant block, since the intelligence
can easily lookup to the size of the file and start probing for the one inside either in
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the odd sized data block or the even sized data block, this helps in achieving
significantly quicker performance rate in either doing IO over onto storage volumes
or probing the data blocks whether they are redundant or otherwise a unique data
block so that it can pushed to storage volumes.

4 Implementation

In our approach the addressable data segments are not of fixed size and can vary to
obtained length from the logical file data. Therefore the each data chunk [9] is first
filtered by a data hash method that would identify to odd data/even data block

Fig. 2 Data block size
deduplication process

Fig. 3 Block level data
processing
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segment from the offset, In process these patterns are later rolled to relevant data
pattern and then it is plugged for deduplication. This is portrayed in Algorithm.

4.1 Algorithmic Data Block Processing

As illustrated in Fig. 3, the data hasher scans for the two different data filters to
update into the metadata framework, as the data hasher locates the odd/even block
data segments it records that to a hashing table and then loads it odd/even data
block area, thereby it is scanned for each bit/byte of data inside the blocks whether
it exist in the data pool or not, if not then it is stored otherwise just only the
reference is added the ref ID is copied to data hasher for further future data scanning
for avoiding the redundant data set. This algorithm is implemented to enhance the
deduplication rate by identifying the duplicate data using data block size algorithm
and the algorithm as explained in article on the following infrastructure. Hardware
4 GB RAM, 2 dual-core 1.8 GHz DELL Optilex running on RHEL 3 (2.4.16-
32smp) with 14 7200 RPM SATA [10] drives. Operation: Data stream ‘DS’ loads
the data block onto root node (data processor) P1 ← DS1, P1 processes the data
from initial buffer and find block size the length of the L(P1) ← D1 are now
processed in P1 then moves it O1 or E1 accordingly till the last byte of the data
stream. The prime consideration is data deduplication workarounds were at block
size of 2 KB.

5 Results

The utilization of deduplication technology is growing very ubiquitously for dis-
tributed and grid computing environments where are parallel processing [11] and
high speed wildfire servers are operating and storing fat quantity of duplicate data
segments. Data block size deduplication initiates a deduplication technology that
applies to file, image and blob data backups. This research method aims in saving
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the storage appliances and capital investment from low scale [1] to large scale
business functionalities. The Fig. 4 depicts the NFS based wire traffic of small data
centre where in test cases are generated and tested for deduplication process, the
data blocks originated from Windows work station and unix nodes that are sharing
across samba server and NFS [12] shares. Data transmitted in kilobytes are ranging
from small chunks to bigger chunks/second from both of the environments. Savings
space is calculated based on the original aggregate volume and deduplicated vol-
umes lying on storage via both unix and windows.

6 Benefits

The bulk data transfer from primary [13] backup/disaster site to secondary/remote
data centre for every seconds inside a metro cluster design is a greater challenger
since the bandwidth [14] of the network and latency issues that reduces the per-
formance because the data is bulk since the backup usually contains the redundant
data segments, data deduplication is highly beneficial in this arena by not storing
the redundant data across the backup site that reduces the volume to be transferred
from primary to remote. Technology that helps and induces quicker data transfer is
highly appreciated and accepted. Transporting huge data set (backup) across WAN
[15] is always a challenge, since longer transmission consumes higher the time, this
can be avoided and faster data rate is achieved by empowering the data dedupli-
cation. This also eliminates the legacy storage appliances like tape and other disk
drives that are expensive in maintenance like power and cooling across data centers.

Fig. 4 Data block size
deduplication—space save
results
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7 Conclusion

To recap, the primary contribution is in setting up of the data block size deduplication
by integrating novel designmethod. It is experimented the execution across vivid data
sets as shown in the results section of the article. It is observed and demonstrated that
data block size deduplication is helpful in identifying the different category of data
blocks that are contiguous or non contiguous during modification. One shortcoming
of data block size deduplication is updating data blocks, since all computation and
processing from data stream to data hasher is repeated, this is highly beneficial where
vault storing appliances and application environments, where system does not
interested in making frequent updates. A slight memory compromising is also
required since processing at different intervals of workflow is bit consuming of CPU
resources.

To further this research and proposition to article, considerations can be given to
the implication of extending this to all kinds of block level and file level data onto
storage. The researcher must also consider the benefits and implications of applying
this data protection method in and with various other different file systems and
storage of a data center. Securing the data communication across data center by
implementing the secured deduplication is look worth. The researcher must also
consider the benefits and implications of applying this new data deduplication
method in and with various other different file systems and storage of a data center.
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Segmentation Google Earth Imagery
Using K-Means Clustering
and Normalized RGB Color Space

Nesdi Evrilyan Rozanda, M. Ismail and Inggih Permana

Abstract Image segmentation is defined as: “the search for homogenous regions in
an image and later the classification of these regions”. In this research, a remote
sensing image, Pekanbaru city of Riau Province-Indonesia is provided for the green
land segmentation. It is obtained by observing the surface of the earth using the
Google Earth Imagery. To segment the green land of the given image, two different
methods are used in this research, K-Means Clustering and Normalized RGB Color
Space methods. This research is expected to have two clusters output: the spreading
of green fields and not green fields. The result shows that the given Google Earth
imagery can be segmented about 40.50 and 47.01 % pixels from all image pixels by
K-Means Clustering and Normalized RGB Color Space respectively.

Keywords Google earth imagery � Image segmentation � K-Means clustering �
Normalized RGB color space

1 Introduction

Remote sensing involves the use of airborne and space-imaging systems to
inventory and monitor the Earth resources. Broadly defined, remote sensing is a
methodology employed to study the characteristics of objects from a distance.
Using the various remote sensing devices, the collected data can be analyzed to
obtain information about the objects, areas, or phenomena of interest [1]. One way
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to acquire the remote sensing imagery is by utilizing the Google Earth Imagery.
Furthermore, the rectification of the high resolution digital aerial images or satellite
imagery for the large scale city mapping is a modern technology that needs well as a
distributed and an accurate defined control points [2]. It can be obtained by using
widely known software Google Earth and be applied for an accurate city maps
construction.

As a data research, Google Earth Imagery has been widely used by many prior
researches [3–9] captured by Google Earth. For different background interest,
Google Earth is used since it is possible to zoom into the objects with a high
resolution aside from the simplicity given in, such as an analyzing and an automatic
of image segmentation, classification region for rainfall estimation, supporting the
cloud computing application, sidewalk distance measurements, mapping gullies,
tropical forest biomass assessments, oil palm age determination, and so forth.

In this research, the green land segmentation captured by Google Earth Imagery
is investigated to show the converted green land for the residential development
areas in Pekanbaru city-Riau Province, Indonesia. The converted Pekanbaru land
had been increased approximately 60.11 % in 2004 which was mostly done for the
residential. Spatial plan for settlement in 2000 amounted to 14,172 acres, while in
2004 the number increased to 35,531 hectares. Areas for the residential develop-
ment occurred because the population was growing rapidly, whether locals or
immigrants who took part in economic activities in Pekanbaru. The General Spatial
Plan City of Pekanbaru (Rencana Umum Tata Ruang Kota/RUTRK) estimated that
population in Pekanbaru in 2006 reached 704,220 people; while in 2002 it was only
about 615,195 people. It means that there was about 12.64 % population increment
during 2000–2006 [10]. The population increment will have an impact on land-use
changing for residential, green area, allotment, or other conditions, and these are
expected to continue to grow. The changing in dwindling condition of the green
land gives its own interest for this study with the goal to test the power of Google
Earth to show the distribution of the green land in Pekanbaru city of Riau province
by using image processing techniques. Here, two different segmentation methods,
K-Means Clustering and Normalized RGB Color Space are used to classify the
expected output: green land fields and not green land fields; and then the comparing
results of both implemented methods will be provided to show the performance of
the two segmentation methods.

This paper is organized as follows. In Sect. 2, the proposed algorithms will be
presented. In Sect. 3, we evaluate the proposed algorithms with several test images.
Finally, we summarize and conclude the papers in Sect. 4.

2 The Proposed Method

Figure 1 shows a plot of this research method. Basically, in order to acquire a
segmented imagery there are several steps that must be done. These stages can be
divided into three general sections, namely input, process and output. For this
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study, the required input is the Google Earth imagery obtained from the collecting
data, and then it is processed including the finding and the counting process of the
weight clustering Euclidean Distance. Furthermore, the weight clustering is used to
obtain the output data explaining which areas are included in the cluster of green
land and not green land.

2.1 Collecting Data

The meaning of the collecting data in this research is how to get the main data to be
analyzed in this work from Google Earth Application. Figure 2 is the Pekanbaru

Start

Collecting Data Analysis and Design Data
Implementation

and
Testing

Image
Segmented

Compare the ImageResultFinish Segmented

Google Earth Unification
of Images

K- Means Normalized
RGB Color

Space
ClusteringImage

Fig. 1 Flowchart research methods

Fig. 2 Pekanbaru area from
google earth
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area captured from Google Earth obtained free by using Google Satellite Maps
Downloader. This application will need the longitude and latitude values (coordi-
nate values), then the application will download the image in accordance with the
value entered into it. Pekanbaru area in Fig. 2 was downloaded with the coordinate
values in 101° 18′–101° 36′ of East Longitude and 0° 25′–0° 45′ of North Latitude.
By utilizing Google Satellite Maps Downloader, Google Earth imagery will be
divided automatically to be 20 pieces image with the static large pixel resolution
256 × 256, the level zoom is 12, and the bit-depth image is 8 bit. Therefore, the
entire piece image needs to be collected called by unification of image stage to
show the whole main image of the Pekanbaru area. Actually, when the analysis and
design data were staged, the image used to be analyzed is the real piece image
downloaded by the Google Satellite Maps Downloader application. It is performed
to avoid inaccurate results that may be caused by the unification process.

2.2 Analysis and Design Data

This step is used to describe the K-Means Clustering and the Normalized RGB
Color Space method processes. Data utilized for this step is the real images of
Pekanbaru area before the unification process is done. Figure 3 shows the process of
K-Means Clustering to cluster the images and Fig. 4 is the block diagram of
segmentation imaging using K-Means; while Fig. 5 is a figure regarding the Nor-
malized RGB Color Space process.

2.2.1 K-Means Clustering Method

K-Means Clustering Method is one of unsupervised learning algorithm. This
method is one of the simplest algorithms that solve the well-known clustering [11].
In our implementation as shown in Fig. 3, K-means works with a simple and an
easy way to cluster any data set through the certain number of clusters fixed a priori
(here, we expect to have two clusters, A and B clusters [12]. Cluster A is the green
land cluster and cluster B is the not-green land cluster). It is started by input data-n
(x, y). Data-n refers to x rows and y columns of image pixels. The goal of this
method is to define A and B centroids. These centroids should be placed in a
cunning way since the different location may cause different result. Thus, the better
choice is to place them as much as possible far away from each other. It means that
the K-means method performance depends on the initial positions of the cluster
centers. Here, K-means shows that it is an inherently iterative algorithm. Besides,
there is no guarantee about the convergence towards an optimum solution. The
convergence centroids vary with the different initial points. It is also sensitive to
noise and outliers. The K-Means method can be described as follows:
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1. Initialize the number of clusters
2. Allocate data into the random cluster
3. Calculate the centroid/average of data in each cluster using the Euclidean

distance
4. Allocate each data to the centroid/the nearest average
5. Go back to step 3, if there is still data to move or if the cluster centroid value

changes.

Euclidean 
Distance Counting 

each Centroid:
D1 = [(x,y), A]
D2 = [(x,y), B]

Data-n (x,y)
- Centroid: 2 (A and B)
- Max Iteration: 100

Random Intial 
Weight Centroid 

(A and B)

D1<D2

Segmented as 
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Segmented as 
Cluster  B

Update new 
Centroid 
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100?
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Fig. 3 Flowchart K-Means
clustering
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Furthermore, Fig. 4 explains that each input will be converted to a vector
imagery to obtain the pixel rows. Each pixel represents the three color components:
Red, Green, and Blue (RGB). It means that a single pixel is equal to the vector data
which has members RGB color. Thus, each vector will be used as a data input for
the K-means to obtain the weights in the cluster and will be categorized into two
clusters with the same vector length as its input. The two cluster distributions will
be derived after achieving the Euclidean distance results. In our implementation, the
Euclidean distance is achieved by using formula in Eq. (1) [13].

Fig. 4 Segmentation imaging
block diagram

Fig. 5 RGB color space
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2.2.2 Normalized RGB Color Space Method

Color model is an abstract mathematical model describing the way colors that can
be represented in a collection of numbers/numeric. The color models usually have
three or four color components. When the model linked to each other by a precise
approach, it is formed to set a specific color called by color space or color spectral
[13]. Thus, to form the colors of the RGB color set (one red, one green, and one
blue) or called the Normalized RGB Color Space, each color must be superimposed
on each other (overlay), as shown in Fig. 5, and each of the three colors overlay
results will form blocks of color intensity mixed results respective RGB color
components

dEucðP;QÞ ¼
Xn
j¼1

Pj � Qj

�� ��2 ð1Þ

g ¼ Gffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 þ G2 þ B2

p ð2Þ

In color with 24-bit depth, each of the three components R, G, and B for 8-bit
can be represented in an integer ranging from 0 to 255 which is called the degree of
color. A value of 0 means the components of the color black (no intensity), while
255 means full intensity so white. To reduce the sensitivity to changes in light
distribution, the Normalized RGB Color Space or also called Normalized RGB
Chromaticity Diagram is used to normalize the three components of RGB and RGB
color space. And for normalized RGB can be done by performing the division of
each value of the degree of the R, G, or B to the value of the accumulated squares of
the three components of the color and squared roots. In the case of this study,
normalization of color degree will only be made on the degree of greenish color
image segmentation to obtain a green color which is green land distribution [14] as
shown as in Eq. (2).

The process of normalization of the degree of greenness is used to ensure that the
pixels are still at the threshold point can be identified from the greenish color of
green, so it takes the value of the threshold point (threshold) is appropriate (opti-
mum) for the identification and segmentation of color. And to position themselves
threshold can be set and determined using the Normalized RGB Chromaticity
Diagram, as shown in Fig. 6. From Fig. 6 it can be seen that to obtain the basic
color (normal color) green, it is necessary to test the threshold point (threshold) for
the green color, which ranges between 0.3 and 2.0. If the green degree threshold
point (greenness degrees) is found, then the next step is to adjust the value of the
threshold point is the condition in Eq. (3) below to obtain the image segmentation:
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If Greenness degrees [¼ Thresholdð Þ
then pixel is green

ð3Þ

If the condition is met, it will automatically obtain the pixels (area) which is
segmented the distribution of green and if not met then the result is a segmentation
of the area which is not a distribution of green land.

3 Experimental Results

Referring of the 20 images Google Earth, 10 images are chosen randomly as the
training data to obtain the best cluster weight and yield the best cluster using
K-Means Clustering.

While Normalized RGB Color Space, it is only using one data training to get the
best threshold value. It is chosen randomly but it is trained as many as 10 times.
After training for 10 training images, the best cluster weights obtained on the fourth
training data (K-Means Clustering) with the number of iterations = 100 iterations
and the sixth training (Normalized RGB Color Space) could show the best
threshold value. These two results can be seen in Table 1. Then, the results tested on
20 images in Google Earth (test data) and the results can be seen in Table 2. In
Table 2 will be displayed only 6 of 20 result testing images.

The results segmentation testing of K-Means Cluster using weight vector of
green land cluster R = 148.69789, G = 135.29292, B = 12.495605 and weight
vector of not green land cluster R = 46.177826, G = 57.85212, B = 36.74251 and
Normalized RGB Color Space Method using the best threshold value 0.6 of
greenness degrees can be seen in Table 2. All images have the same large pixel
resolution 256 × 256 pixels and bit-depth 8 bit. And the table can show that both
methods have different results to segment the same image. If all images tested,

Fig. 6 Normalized RGB
chromaticity diagram
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Table 2 Results testing segmentation of K-Means cluster and normalized RGB color space

No. Original image K-Means clustering results Normalized RGB result

1

Green cluster: 6.4 %
Not green cluster: 93.6 %

Green cluster: 16.5 %
Not green cluster: 83.5 %

2

Green cluster: 35.6 %
Not green cluster: 64.4 %

Green cluster: 42.9 %
Not green cluster: 57.1 %

3

Green cluster: 61.2 %
Not green cluster: 38.8 %

Green cluster: 65.7 %
Not green cluster: 34.3 %

4

Green cluster: 53.5 %
Not green cluster: 46.5 %

Green cluster: 57.5 %
Not green cluster: 42.5 %

5

Green cluster: 9.1 %
Not green cluster: 90.9 %

Green cluster: 34.0 %
Not green cluster: 66.0 %
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K-Means could show about 40.50 % pixels and Normalized RGB Color Space
about 47.01 % pixels segmented as green land from all image pixels. However, K-
means clustering shows the better accuracy to cluster images using color feature of
image against of normalize RGB space method.

4 Conclusion

After comparing between K-Means Clustering and Normalized RGB Color Space
Method, this research can be concluded that: Google Earth Imagery can be used as
data research and proved in this research that by using K-Means Clustering and
Normalized RGB Color Space method, it can be segmented well with the different
results in each method. If 20 images are tested, K-Means could show about 40.50 %
pixels and Normalized RGB Color Space about 47.01 % pixels segmented as the
green land from all image pixels with the large pixels are 1.310.720 pixels. In this
study, K-means clustering shows better accuracy to cluster the two expected
clusters compared with normalized RGB space method. However, a clustering with
the color feature of image usually considers the color depth of the pixels infor-
mation. The better resolution and bit-depth of data input that will be clustered are
given, the better accuracy cluster will be achieved.
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Texture Based Associative Classifier—An
Application of Data Mining
for Mammogram Classification

Deepa S. Deshpande, Archana M. Rajurkar
and Ramchandra R. Manthalkar

Abstract The incidence of breast cancer is rapidly becoming the number one
cancer in females. It is the serious health problem and leading cause of death for
middle aged women. Mammography is one of the most reliable methods for early
detection of breast cancer. But mammograms are the most difficult images for
interpretation and may lead to false diagnosis. Therefore there is a significant need
of automatic extraction of the actionable information from the mammogram data in
order to ensure improvement in diagnosis. To address this issue, we have proposed
an automatic classification system for breast cancer using Texture Based
Associative Classifier (TBAC). Here we wish to automatically classify the breast
mammograms into three basic categories i.e. normal, benign and malignant based
on their texture associations. Our experimental results on MIAS dataset demonstrate
that the proposed classifier TBAC is superior to existing associative classifiers for
mammogram classification.
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1 Introduction

Breast cancer is the primary and most common disease found among women. The
world health organization’s International Agency for Research on cancer (IARC)
estimates that more than 400,000 women expire each year due to this disease. The
occurrence of breast cancer is increasing globally and disease remains a major
public health problem. According to American college of Radiology (ACR) sta-
tistics one out of nine women will develop breast cancer during their life span.
Statistics from breast cancer India website tells that the breast cancer accounts for
25–31 % of all cancers in women and the average age of developing the breast
cancer has been shifted from 50–70 years to 30–50 years. Globocan (2008) data
shows that there is a rapid growth in the death of women suffering from this disease
i.e. one death for every two cases detected. The earlier the cancer detected the better
treatment can be provided. Mammography is considered the most reliable radio-
logical screening technique in early detection of breast cancer. Mammograms are
relatively cheap to produce but have many disadvantages. Correct classification of
anomalous areas in the mammograms through visual examination is a challenging
task even for experts. It has been also found that radiologists misdiagnose 10–30 %
of the malignant cases because of high volume of mammograms to be read by
physicians and lack of useful analysis tools or computer aided diagnosis systems to
realize hidden relationships and trends in digital mammograms for accurate diag-
nosis. Therefore there is a significant need of Computer Aided Diagnosis (CAD)
system [1, 2] to assist medical staff. Such type of system can help to reduce the
problems of screening mammograms. It can be used as a second reader and can
improve the detection performance of a radiologist. Much research has been done
during last few years in the field of mammogram classification [3–8], still there is
no widely used method to classify mammograms due to the fact that medical
domain requires high accuracy and adequate classification to handle the large
amount of data made available by advancements in imaging.

Mammogram classification concerns about the automatic classification of
mammogram images to one or multiple classes based on their content. Many dif-
ferent classification approaches were developed to classify mammograms, these
approaches can be evaluated mainly by accuracy and the knowledge they produce.
Some of them produce high accurate classifiers and others low accurate ones.
However, one fundamental measurement criteria is the understandability of the end-
user of the resulting classifiers. A new classification data mining technique called
Associative Classification (AC) is developed which combines high accuracy and
understandability output together based on association rule. AC is a high efficient
method that builds more predictive and accurate classification systems than tradi-
tional classification methods such as probabilistic and the k-nearest neighbor
algorithm according to many research experimental studies. AC produces rule’s
based classifiers that are easy to understand and manipulate by end-user. This
research is devoted to develop a new model based on AC for mammogram clas-
sification problem. Mainly, we focused on three main steps in the mammogram
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classification problem and these are: (1) Developing efficient and fast method of
association rule mining which can overcome the major drawbacks of traditional
a priori algorithm [9] and adopting this method for classification of unstructured
data like image database. (2) Proposing a novel rule scoring procedure that looks
for probability estimate to indicate how likely the rules belong to interesting rules
for classification during building the classifier. This novel method significantly
handle imbalance class distribution of data when compared with existing AC
models like CBA, CMAR, ARC-AC, ARC-BC etc. (3) Improving the accuracy by
considering multiple association rules rather than class constrained rules where
class is kept at the right hand side of the rules, in the classification step. Experi-
mental results using mini mammography database made freely available by
Mammography Image Analysis Society (MIAS) [10] indicated that the proposed
model outperforms other existing classification techniques either traditional tech-
niques or AC techniques. Thus the potential of association rule mining for mam-
mogram classification is demonstrated in this paper using TBAC associative
classifier.

2 Background Review

The classification of mammograms is a difficult and computationally enormous
task. Much research in the field of mammogram classification has been done
recently because of significant need of automated classification system to assist
medical staff specially physicians and radiologists. Most of the research in the
mammogram analysis has focused on content based image retrieval [11, 12]. For
content based analysis mammograms are processed to extract a set of features
that represents textures and shapes in the mammograms. Euclidian distance or
Minkowshi distance methods are generally used for similarity matching among
extracted features for mammogram classification. However such methods have not
been found suitable to model perceptual similarity adequately. More effective
methods for content based image analysis have been proposed to classify mam-
mograms such as SVM based technique [13], wavelets [14, 15], fractal theory [16],
statistical methods [17], fuzzy set theory [18, 19], markov model [20], neural
network [21]. All of them use features extracted using image processing techniques.
These methods work reasonably well, but still they require higher classification
accuracy. Hence among numerous supervised classification methods, associative
classification has been adopted by different researchers for mammogram classifi-
cation. Liu et al. [22] proposed first classifier building algorithm (CBA) based on
standard a priori algorithm using association rules to classify mammograms into
different classes. CMAR [23] provides classification based on multiple class
association rules using FP-Growth algorithm. Antonie et al. [5, 24, 25] introduced
two techniques ARC-AC (association rule-based classification with all categories)
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and ARC-BC (association rule-based classification by categories) for association
rule based classifier (ARC). ARC-BC is an improvement over ARC-AC where
association rules are formed for each class separately rather than for entire dataset
and it provides accuracy up to 80 %. All these classifiers generate class constrained
rules where class is kept at the right hand side of the rules. Two major considerable
limitations are that they consider only the presence of the feature but not its
importance and do not able to handle unbalanced data. Ribeiro et al. [7] use texture
features and association rules to classify mammogram images. But the major
problem was segmentation of images and constraint of keeping class labels on the
right side of the rule. Tseng et al. [26] applied multilevel association rules to cluster
objects from various images and perform object based segmentation. But it is not
widely applicable for medical images because they usually contain few objects.
Yun et al. [27] used a combination of association rules with rough set theory to
develop Joining Associative Classifier (JAC) for mammogram classification, which
provides accuracy up to 77 %. Weighted Association Rule Based Classifier (WAR-
BC) [28] having accuracy of 89 % was introduced by Dua et al. [29]. It uses intra-
class weight and inter-class weight of each association rule for classification.

Although most of the researchers have been developed different classification
techniques for mammogram classification, correct classification of mammograms
with higher accuracy is still challenging task. Hence in this research work we
considered the problem of mammogram classification and proposed Texture Based
Associative Classifier. Here, we wish to automatically classify the mammogram
either into normal, benign or malignant class based on associations among texture
feature representation as the image content.

3 Data Collection

In the development of TBAC to access real mammograms for experimentation, we
used breast cancer mammograms from the mini mammography database made
freely available by Mammography Image Analysis Society (MIAS) [10]. It consists
of 322 images which belong to three basic categories: normal, benign and malignant.
There are 208 normal images, 63 benign and 51 malignant, which are considered
abnormal. From this set of images we used 150 images (50 images per basic cate-
gory) as training dataset and 25 images from each basic category are used for testing.
The illumination conditions at the time mammograms were taken and noise intro-
duced during digitization make mammogram interpretation difficult. Therefore
mammogram images present in the image database need to preprocess in order to
improve the quality of images. In image processing [30, 31] histogram equalization
is a method of contrast adjustment using the image’s histogram. Through this
adjustment, the intensities can be better distributed on the histogram. Therefore we
applied histogram equalization technique from the spatial domain in the image

390 D.S. Deshpande et al.



processing to make contrast adjustment so that the abnormalities of the mammogram
images will be better visible. This helps to improve the efficiency of mining task.

4 Proposed Model of TBAC Classifier and Results

This section details the phases we considered in the development of TBAC. Feature
extraction and subset selection is key for formation of transaction database in
developing the proposed model. Next, we look at mining transaction database using
association rule mining. Finally, we used output of mining task for construction of
classification model.

4.1 Formation of Transaction Database

To create the transaction database to be mined for classification, feature extraction
[28, 32] and subset selection represent the maximum relevant information that the
image has to offer. The extracted features are then organized in a database, which is
the input for the mining task of the classification system. In order to accurately
classify the mammograms, total 18 texture features [33] like Autocorrelation,
Contrast, Correlation, Cluster Prominence, Cluster Shade, Dissimilarity, Energy,
Entropy, Homogeneity, Maximum Probability, Sum of Square Variance, Sum
Average, Sum Variance, Sum Entropy, Difference Entropy, Information Measure of
Correlation, Information Measure of Correlation2, Inverse Difference Moment
Normalized are extracted using GLCM statistical method [34, 35]. Texture features
are preferred as they are able to distinguish between normal and abnormal patterns.
These features are then mapped into conventional database format where columns
are texture features representing an image and rows have values corresponding to
those texture features. Most of these features are irrelevant and redundant. Also use
of all these 18 features may degrade the mining performance due to computational
complexity. Therefore these features are then passed through feature subset selection
process to limit the number of input features. The best five features that present high
dissimilarity with the other features are selected using forward selection method. The
selected features are Sum of squares variance (F1), Auto correlation (F2), Cluster
shade (F3), Sum variance (F4) and Cluster prominence (F5). These selected real value
texture features are normalized to binary form by standard min-max data normali-
zation technique [36] and organized in a database in the form of transactions, which
in turn constitute the input for deriving association rules. The transactions are of the
form [Image ID, F1; F2; :::; F5] where F1:: F5 are relevant 5 features for a given
image. Thus transaction database is formed for the three basic categories of mam-
mograms (normal, benign and malignant) using 50 images per category from the
MIAS database and used as a training dataset for classification.
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4.2 Association Rule Mining

Association rules [36] show attributes value conditions that occur frequently
together in a given dataset. Association rule mining [9, 37] finds interesting asso-
ciations and/or correlation relationships among large set of data items. An associ-
ation rule is represented in the form X → Y where X, Y belongs to I and
X ∩ Y = Ø. Confidence c of the rule says that c % of transactions in T that support
X also support Y. The support s of the rule tells that s % of the transactions in
T contains X Ù Y. Traditional association rule mining algorithm [9] discovers the
rules those have support and confidence greater than or equal to the user specified
minimum support and minimum confidence. In our prior work [38], we have
proposed novel method of association rule mining shown in Fig. 1. Thus the
training dataset is mined to obtain frequent feature set using this algorithm and
association rules are derived for all three predefined classes of mammograms. For
an example frequent feature set for malignant class is shown here and sample of
derived association rules for feature set {Sum of sq variance, Autocorrelation,
Cluster prominence} is listed in Table 1.

Frequent feature set for malignant class = {{Sum of sq variance}, {Auto cor-
relation}, {Cluster Shade}, {Sum Variance}, {Cluster prominence}, {Sum of sq
variance, Auto correlation}, {Sum of sq variance, Cluster prominence}, {Auto
correlation, Cluster prominence}, {Sum variance, Cluster prominence}, {Sum of sq
variance, Autocorrelation, Cluster prominence}}.

Fig. 1 Algorithm for association rule mining
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4.3 Classification

Association rule mining aims to find all rules in data. Different rules may give
different information. Many of them may give conflicting information which makes
it difficult to know how likely the rules belong to interesting rules for classification.
To address this issue we presented score function that makes use of all rules
because every rule contains a certain amount of information. Support and confi-
dence are two basic accuracy measures [39] to evaluate rules. But it finds many
misleading rules which may not be useful for classification. Hence a different
approach to assess association rules is required. In this paper, we have proposed a
method for scoring of association rules in order to avoid significance of misleading
rules for classification. Simply confidence can be used for scoring of the rule. The
score is simply the confidence value of the rule in the respective class. Highest
confidence indicates the likelihood that the rule belongs to respective class. How-
ever many rules that are put into specific class with highest confidence do not
actually belong there due to imbalance class distribution. This may give poor results
for classification. Hence we presented more reliable score function using weight
which will push the rules towards two ends i.e. likely to be interesting or not
interesting. Once the association rules have been discovered for three basic cate-
gories of mammograms, score is calculated for each rule of respective categories
i.e. we assign probability estimate to indicate how likely the rule belongs to
interesting rules. Score is formulated based on accuracy measures listed in Table 2.
Since we have used four desirable effects of accuracy measure, weight should
reflect their needs to define score of the rule. Therefore weight is calculated as

Weight ¼ Supp � Conf � CF � CP if Lift [ 1: ð1Þ

Weight ¼ Supp � Conf � CF � CPð Þ=4 if Lift \1: ð2Þ

Rules are interesting when they have high accuracy, high completeness, and high
certainty factor but here interestingness is evaluated by score function given below
and algorithm for rule scoring is presented in Fig. 2.

Table 1 Sample association rules for malignant class

Rule No. Association rules

1 Sum of square variance, auto correlation ⇒ cluster prominence

2 Sum of square variance, cluster prominence ⇒ auto correlation

3 Auto correlation, cluster prominence => sum of square variance

4 Sum of square variance ⇒ auto correlation, cluster prominence

5 Auto correlation ⇒ sum of square variance, cluster prominence

6 Cluster prominence ⇒ sum of square variance, auto correlation
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Table 2 Accuracy measures to access association rules

Accuracy measure Formula Description

Support (supp) Supp(A ⇒ C)
= supp(A ∪ C)

The probability that the feature set
appears in a transaction DB. Support is
the percentage of transactions where the
rule holds

Confidence (confi) Conf(A ⇒ C)
= supp(A ∪ C)/supp(A)
= Supp(A ⇒ C)/supp(A)

Confidence is the conditional probability
of C with respect to A or, in other words,
the relative cardinality of C with respect
to A

Lift Lift(A ⇒ C)
=P(AÙC)/[P(A)* P(C)]

If Lift < 1 then occurrence of A is
negatively correlated with occurrence
of C
If Lift > 1 then A and C are positively
correlated
If Lift = 1 then A and C are independent
and there is no correlation between
A and C

Certainty factor
(CF)

if Conf(A ⇒ C) > supp(C)
CF(A ⇒ C) =
[Conf(A ⇒ C)- supp(C)]/
[1-supp(C)]
Else
If Conf(A⇒ C) < supp(C)
CF(A ⇒ C) =
[Conf(A ⇒ C)- supp(C)]/
[supp(C)]
Else
If Conf(A⇒ C) = supp(C)
CF = 0

The certainty factor is interpreted as a
measure of variation of the probability
that C is in a transaction when we
consider only those transactions where
A is

Completeness
(CP)

CP(A ⇒ C)
=Supp(A ⇒ C)/Supp(C)

How much of the target class a rule
covers

Fig. 2 Algorithm for rule scoring
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Score ¼
XN

i¼1

Wi � Confi½ �=Confi: ð3Þ

Scores are computed for all these derived association rules based on their
accuracy measures listed in Table 2. Association rules listed in Table 1 are pre-
sented along with their scores in Table 3. Rules 1–6 are expected rules as their
confidence is close to one and value of completeness is also close to one. This
shows that derived rules are with high accuracy and avoids the discovery of mis-
leading rules. Such type of association rules derived from all three categories/
classes of mammograms along with their scores are considered as global rule set
and represent the classification model for TBAC. This model is used in the testing
phase to classify previously unseen mammograms. For appropriate classification
the algorithm given in Fig. 3 is applied on the query mammogram. Each association
rule derived from query mammogram is processed to find match with the global
rule set. Scores of matching rules are added on class by class basis and finally
classification of the query mammogram is done to the class having highest
cumulative sum.

Result for classification of digital mammograms obtained by proposed classifier
TBAC is given in Table 9. The confusion matrix has been obtained from the testing
part. 25 images from each basic category are used for testing. In this case out of 25

Fig. 3 Algorithm for class prediction of query image

Table 3 Association rules with scores for malignant class

Rule No. Confidence Certainty factor Completeness Lift Weight Score

1 0.95 0.75 1 1.19 0.57 4.01

2 1 1 0.95 1.19 0.76 3.81

3 0.97 0.81 0.95 1.17 0.59 3.92

4 0.95 0.72 0.98 1.17 0.53 4.01

5 0.95 0.75 1 1.19 0.72 4.01

6 1 1 0.95 1.19 0.76 3.81
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actual malignant images 4 images were classified as normal. In case of benign and
normal all images are correctly classified. The confusion matrix is given in Table 4.

Given m classes, CMi,j, an entry in a confusion matrix, indicates # of tuples in
class i that are labeled by the classifier as class j.

The terms used to express accuracy measures are given in the contingency
(Table 5). Where TP stands for True Positive i.e. images which are normal and
labeled as normal by classifier. FP stands for False Positive i.e. images are abnormal
but labeled as normal by classifier. FN stands for False Negative i.e. images which
are normal but labeled as abnormal by classifier and TN stands for True Negatives
i.e. images which are abnormal and labeled as abnormal by classifier. Resultant
contingency tables for different categories (Tables 6, 7 and 8) are derived from
confusion matrix and presented here.

In general, accuracy of classifier C, acc(C) is the percentage of test set tuples that
are correctly classified by the model M and Error rate (misclassification rate) of C is
calculated as 1—acc (C). Classification accuracy and error rate of different classes
using TBAC is shown in Table 9. Also it is very much clear from Table 8 that out of
75 testing mammograms (25 normal + 50 abnormal) 71 testing mammograms (25
normal + 46 abnormal) are correctly classified. Therefore accuracy of TBAC
classifier is 94.66 %.

Table 4 Confusion matrix

Actual class Predicted class

Benign Malignant Normal

Benign 25 0 0

Malignant 0 21 4

Normal 0 0 25

Table 5 Contingency table

Category Predicted class

Normal Abnormal

Actual class Normal True positive (TP) False negative (FN)

Abnormal False positive (FP) True negative (TN)

Table 6 Contingency table (normal-benign category)

Category Predicted class Total Recognition (%)

Normal Benign

Actual class Normal 25 00 25 100

Benign 00 25 25 100

Total 25 25 50 100
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We have compared our proposed classifier with the other published classifiers.
Table 10 presents the result in terms of accuracy for MIAS dataset using BPNN,
ARC-AC, ARC-BC, JAC, WAR-BC and TBAC classifiers. Result shows that our
proposed classifier TBAC performs well reaching over 94.66 % in accuracy as
compared with the other classification techniques.

The merits of our proposed TBAC classifier are

1. Derived association rules represent actual associations among extracted texture
features rather than class constraint rules where class is always kept at the right
hand side of the rule.

2. The proposed classifier has been found to be performing well compared to the
existing classifiers incurring accuracy as high as 94.66 % for MIAS image
database.

3. This classifier can easily handle multiple classes with unbalanced data. This
ability to handle unbalanced data is significant improvement to existing clas-
sifiers for mammogram classification.

4. It can be used as a second reader to improve the detection performance of
radiologists at early stage of breast cancer. Also it can reduce the computation
cost of mammogram image analysis.

5. It can be applied to other image analysis applications also.

Table 7 Contingency table (normal-malignant category)

Category Predicted class Total Recognition

Normal Malignant

Actual class Normal 25 00 25 100

Malignant 04 21 25 84

Total 29 21 50 92

Table 8 Contingency table (normal-abnormal category)

Category Predicted class Total Recognition (%)

Normal Abnormal

Actual class Normal 25 00 25 100

Abnormal 04 46 50 92

Total 29 46 75 94.66

Table 9 Classification
accuracy and error rate of the
proposed model

Class Accuracy (%) Error rate (%)

Normal 100 0

Benign 100 0

Malignant 84 16

Abnormal 92 8
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5 Conclusion

Mammography is one of the best methods helpful for early detection of breast
cancer and increases the chance of successful treatment. But mammography tests
are not perfect. Interpretation of mammograms is also very difficult and hence
correct classification of mammograms through visual examination is a challenging
task even for experts. To address this issue, a novel classifier TBAC is proposed in
this paper to assist medical staff for correct classification of mammograms. The
evaluation of the classifier is carried out on MIAS dataset. Mammograms are
preprocessed to enhance the quality of images. Texture features are extracted from
the mammograms and discretized for rule discovery. Association rules are derived
by judging the importance of extracted texture features. These rules are then
modeled for classification. Derived association rules represent actual associations
among extracted texture features rather than class constraint rules where class is
always kept at the right hand side of the rule. The proposed classifier TBAC has
been found to be performing well compared to the existing classifiers incurring
accuracy as high as 94.66 % for such dataset. This classifier can easily handle
multiple classes with unbalanced data. This ability to handle unbalanced data is
significant improvement to existing classifiers for mammogram classification. It
also illustrates the use and effectiveness of association rule mining for mammogram
classification in the area of medical image analysis. Moreover it can be used as a
second reader to improve the detection performance of radiologists at early stage of
breast cancer. Also it can reduce the computation cost of mammogram image
analysis and can be applied to other image analysis applications.

Table 10 Comparison with different classification techniques

Sr. No. Classification technique Accuracy (%) References

1 Back propagation neural network (BPNN) 81 [5]

2 Association rule-based classification with
all categories (ARC-AC)

69 [24, 25]

3 Association rule-based classification
by categories (ARC-BC)

80 [24, 25]

4 Joining associative classifier (JAC) 77 [27]

5 Weighted association rule based classifier
(WAR-BC)

89 [29]

6 Texture based associative classifier (TBAC) 94.66 Proposed
classifier
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Particle Swarm Optimization Based
Higher Order Neural Network
for Classification

Janmenjoy Nayak, Bighnaraj Naik, H.S. Behera and Ajith Abraham

Abstract The maturity in the use of both the feed forward neural network and
Multilayer perception brought the limitations of neural network like linear threshold
unit and multi-layering in various applications. Hence, a higher order network can
be useful to perform nonlinear mapping using the single layer of input units for
overcoming the drawbacks of the above-mentioned neural networks. In this paper, a
higher order neural network called Pi-Sigma neural network with standard back
propagation Gradient descent learning and Particle Swarm Optimization algorithms
has been coupled to develop an efficient robust hybrid training algorithm with the
local and global searching capabilities for classification task. To demonstrate the
capacity of the proposed PSO-PSNN model, the performance has been tested with
various benchmark datasets from UCI machine learning repository and compared
with the resulting performance of PSNN, GA-PSNN. Comparison result shows that
the proposed model obtains a promising performance for classification problems.
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1 Introduction

Over the last two decades, Particle Swarm Optimization (PSO) has been introduced
for solving various real world problems. But, due to the non-linearity, high dimen-
sionality, andmulti-modality nature, finding the optimal solution for such problems is
a quite challenging task. Many researchers have shown tremendous efforts by using
the stochastic algorithms in solving various global optimization problems. Among
the stochastic approaches, population-based evolutionary algorithms (EAs) [1] and
swarm intelligence (SI) methods [2] offer a number of advantages [3] which make
them more popular: simple implementation, inherent parallelism, vigorous and
reliable performance, global search capability, zero necessity of particular informa-
tion about the problem to solve, good insensitivity to noise.

Sun et al. [4] have proposed a new fitness estimation strategy for particle swarm
optimization to reduce the number of fitness evaluations, thereby reducing the
computational cost. They examined the performance of the proposed algorithm is on
eight benchmark problems which show the proposed algorithm is easy to implement,
effective and highly competitive. Imran et al. [5] introduced different variants of PSO
with respect to initialization, inertia weight and mutation operators. Pan et al. [6]
defined the state sequence of a single particle and the swarm state based on the
proposed PSO based Markov Chain model, which calculates the one-step transition
probability of particles by the random characteristics of PSO’s acceleration factor.
Babaei [7] presented a general form of PSO to approximately solve a great variety of
linear and nonlinear ordinary differential equations (ODEs) independent of their
form, order, and given conditions. An extensive review of literature available on
concept, development and modification of Particle swarm optimization has been
made by Khare and Rangnekar [8]. Authors claimed that due to simplicity and easy
of implementation, PSO can be used in a wide variety range of problems. A com-
prehensive experimental study on Diversity enhanced particle swarm optimization is
being conducted by Wang et al. [9] on a set of benchmark functions, including
rotated multimodal and shifted high-dimensional problems, which obtains a prom-
ising results on various test problems. Neri et al. [10] addressed a compact particle
swarm optimization, which employs a probabilistic representation of the swarm’s
behavior and allows a modest memory usage for the entire algorithmic functioning.
A new hybrid approach for optimization combining Particle Swarm Optimization
(PSO) and Genetic Algorithms (GAs) using Fuzzy Logic for modular neural network
has been proposed by Valdez et al. [11].

Higher Order Neural Network (HONN) is a ongoing topic of research interest
among the researchers. In this paper, the performance of a higher order neural
network called Pi-Sigma neural network has been analyzed which were introduced
by Shin and Ghosh [12]. The product units in HONNS are able to increase the
capacity of information in neural networks and due to the presence of higher order
terms they possesses the fast learning capabilities than some of the normal feed
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forward networks. A number of investigations have been carried out on the per-
formance of HONN specially Pi-Sigma Neural Network (PSNN) in the applications
like Online Algorithms [13–15], Cryptography [16], Classification [17], Control
[18, 19] etc.

This paper proposes a particle swarm optimized higher order Pi-sigma neural
network for data classification. The computational experiments of the proposed
algorithm have been implemented in MATLAB and the accuracy measures have
been tested by using the ANOVA statistical tool. Experimental results entail that the
proposed method is robust, steady, reliable and provides better classification
accuracy than other models. The remainder of the article is organized in the fol-
lowing way: Sect. 2 describes the preliminaries like Pi-Sigma neural network,
Genetic Algorithm and PSO. Section 3 presents the proposed method. Experimental
setup and Result Analysis have been presented in Sect. 4. Section 5 is devoted to
Statistical analysis and Sect. 6 concludes the work with some future directions.

2 Preliminaries

2.1 Pi-Sigma Neural Network (PSNN)

The PSNN has the same structure like feed forward neural network with the set of
input, hidden and output layers. PSNNs employ fewer weights and processing units
than HONNs, but they are able to incorporate several of their capabilities and
strengths in an indirect manner. PSNNs have efficiently addressed numerous
complex tasks, where conventional Feed forward Neural Networks (FNNs) are
having difficulties, such as zeroing polynomials [20] and polynomial factorization
[21]. The structure of PSNN with n inputs and one output is shown in Fig. 1. The
network has a regular structure with the summing of input layer which transfers the
output as the product of summation unit to the output layer and uses less no. of
weight unit processing nodes which makes it more efficient and accurate than the
other neural networks. The reduction of number of weights allows the network for
faster training.

Let the input X = X0, X1,. . .; Xj. . .Xn
� �T

be the ðnþ 1Þ dimensional input
vectors where xj denotes the jth component of X. The ðnþ 1Þk dimensional weight
vectors such that Wij = Wij0,Wij1,Wij2. . .Wijnð ÞT; i ¼ 1; 2. . .k are summed at a
layer of k summing units, where k is the corresponding order of the network and Bj
is the bias unit. The output at the hidden layer hj in Fig. 1 can be computed by
Eq. 1.

hj ¼ Bj þ
X

wjixi ð1Þ
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where wij represents the weight from the input to summing unit. As the weight in
the hidden layer to output layer is fixed to 1, so the output O can be computed by
Eq. 2.

O ¼ f
Yk
j¼1

hj

 !
ð2Þ

where f(.) is an suitable activation function.

2.2 Genetic Algorithm (GA)

Holland [22] and Goldberg [23] initiated the work on Genetic Algorithms. The
essence of the GA in both theoretical and practical domains has been well dem-
onstrated [24]. The perception of applying a GA to resolve complex problems is
practicable and sound. The algorithm starts with a population of chromosomes
through random generation or from a set of known specimens. The population of

Fig. 1 Architecture of pi-sigma network
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chromosomes will be cycled through three steps, namely evaluation, selection, and
reproduction [25]. Each chromosome represents one plausible solution to the
problem or a rule in a classification problem. The simplest steps of a genetic
algorithm can be expressed using the following steps:

2.3 Particle Swarm Optimization (PSO)

PSO [26] is a population-based stochastic algorithm [9] that starts with an initial
population of randomly generated particles. Since its inception, PSO has become an
admired optimizer and has widely been applied in various practical problems. A set
of particles move inside a decision space by adjusting their position and exchanging
information about the current position in search space according to its own earlier
experience and that of its neighbors [27] in order to detect their promising areas.
While travelling in a group for either food or shelter [28], not only the behavior of
various types of swarms indicates a unique indication towards the non-colliding
nature between themselves, but also they adjust both their position and velocity. In
this mechanism, the swarm members modify their positions as well as the velocities
after communicating their group information according to the best position
appeared in the current movement of the swarm [29]. The swarm particles would
gradually get closer to the specified position and finally reach the optimal position
with the help of interactive cooperation [30]. Each particle has to maintain their
local best positions lbest and the global best position gbest among all of them.

Vtþ1
i ¼ V tð Þ

i þ c1 � rand 1ð Þ � l tð Þbesti � X tð Þ
i

� �
þ c2 � rand 1ð Þ � g tð Þ

best � X tð Þ
i

� �
ð3Þ

X tþ1ð Þ
i ¼ X tð Þ

i þ V tþ1ð Þ
i ð4Þ
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Equation 3 controls both cognition and social behavior of particles and next
position of the particles are updated using Eq. 4, Vi(t) and Vi(t+1) are the velocity of
ith particle at time t and t + 1 in the population respectively, c1 and c2 are accel-
eration coefficient normally set between 0 and 2(may be same), Xi(t) is the position
of ith particle and lbesti

(t) and gbest
(t) denotes local best particle of ith particle and global

best particle among local bests at time t, rand(1) generates random value between 0
and 1.

3 Proposed Method

The feature of population distribution changes over the generations throughout the
PSO search process. At a primary stage of the search, the particles may be spread
over the entire search space. Consequently, the population allocation is dispersive.
The proposed PSO-PSNN algorithm (Algorithm-1) uses a standard back propagation
gradient learning algorithm proposed by Rumelhart et al. [31]. The algorithm starts
with the initialization of weights to a small randomly generated value. The initial
population of the algorithm will be the local best (lbest) at starting iteration. The
fitness of all individuals will be evaluated by the “Fitness from training algorithm”
(Algorithm-2) by using the root mean square error (RMSE) given in Eq. 5.

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i¼1 Oi � Ôi

n

s
ð5Þ

The network is trained with the production of errors and the overall estimated
error function E can be calculated as in Eq. 6.

Ej tð Þ ¼ dj tð Þ � Oj tð Þ ð6Þ

where dj(t) indicates the final desired output at time (t − 1). At each time (t − 1), the
output of each Oj(t) is calculated. The PSO-PSNN algorithm for classification is
illustrated in algorithm 1 which produces the output of the network with some
optimized weight set. The network is trained with the standard back propagation
gradient descent learning (BP-GDL) during the fitness calculation. The weight
change and the updating of weight value can be computed by Eqs. 7 and 8
respectively.

Dwj ¼ g
Ym
j6¼1

hji

 !
xk ð7Þ

where hji the output of summing is layer and g is the rate of learning.
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wi ¼ wi þ Dwi ð8Þ

For accelerating the error convergence the momentum term a is added and the
weight connection value can be computed as in Eq. 9.

wi ¼ wi þ aDwi ð9Þ

Particle Swarm Optimization Based … 407



4 Experimental Setup and Result Analysis

Several tests of the PSO-PSNN method were performed with an implementation of
the method by using MATLAB 9.0 on a system with an Intel Core Duo CPU
T5800, 2 GHz processor, 2 GB RAM and Microsoft Windows-2007 OS. The neural
network used in this paper is PSNN and the challenge is to find the optimal
architecture of this type of higher order neural network, which means finding out
the optimal number of layers and nodes of the neural network. Datasets (Table 1)
for classification is prepared using fivefolds out of which fourfolds are used for
training and onefold is used for testing. The classification accuracy is calculated
from confusion matrix by using Eq. 10. If cm is the confusion matrix then accuracy
of classification is computed as:

Accuracy ¼

Pn
i¼1

Pm
j ¼ 1;
i ¼¼ j

cmi;j

Pn
i¼1

Pm
j ¼ 1 cmi;j

� 100 ð10Þ

The normalization technique used is the Min-Max normalization, which maps
the values of dataset v to v′ in the range new maxA to new minA½ � of an attribute
A using Eq. 11.

v0 ¼ v�minA
maxA � minA

new maxA � new minAð Þ + new minA ð11Þ

The proposed method has been designed for performing the classification task on
various benchmark datasets like WBC (P), PARKINSON, HEPATITIS, WBC (D),
and IRIS from the University of California at Irvine (UCI) machine learning
repository [32]. For each of the datasets, runs are performed for every single fold.
The data (Table 2) in our proposed method are prepared using the fivefold cross
validation (processed by KEEL Data-Mining Software Tool [33]. Table 3 represents
the result of average classification accuracy of the five datasets based on 10 runs. The
results of average value for each dataset after performing the fivefold cross

Table 1 Data set information

Dataset Number
of pattern

Number
of attributes

Number
of classes

Number of
pattern in
class-1

Number of
pattern in
class-2

Number of
pattern in
class-3

WBC (P) 194 32 02 148 46 –

PARKINSON 196 23 02 48 148 –

HEPATITIS 155 19 02 32 123 –

WBC (D) 569 30 02 357 212 –

IRIS 150 05 03 50 50 50
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validation of the proposed PSO-PSNN model clearly indicates that the classification
accuracy of the proposed model is quite better than the others in both training and
testing. The performances of all the models by considering 100 epochs and the
RMSE is shown in Figs. 2, 3 and 4 for the three datasets.

5 Statistical Analysis

In this Section, the one-way ANOVA test [34] using the SPSS (version16.0) sta-
tistical tool has been used to prove the results are statistically significant. ANOVA
can divide the sum variability [35] into the variability among the classifiers and the
data sets as well as the residual (error) variability. The null hypothesis can be rejected

Table 3 Comparison of average performance of PSO-PSNN, GA-PSNN and PSNN

Dataset Accuracy of classification in average

PSO-PSNN GA-PSNN PSNN

AHPT AHPS AHPT AHPS AHPT AHPS

WBC (P) 86.352 85.127 82.007 81.832 76.651 75.390

PARKINSON 94.362 94.824 91.769 92.383 88.521 88.502

HEPATITIS 82.021 82.018 80.071 79.058 74.072 74.388

WBC(D) 94.031 94.038 90.042 91.348 88.304 87.103

IRIS 95.309 95.102 93.033 93.398 89.029 89.109

AHPT Average hit percentage in training, AHPS Average hits percentage in testing

Table 2 Fivefold cross validated iris dataset

Dataset Data files Number
of patterns

Task Number
of pattern in
class-1

Number of
pattern in
class-2

Number of
pattern in
class-3

IRIS Iris-5-1trn.Dat 120 Training 40 40 40

Iris-5-1tst.Dat 30 Testing 10 10 10

Iris-5-2trn.Dat 120 Training 40 40 40

Iris-5-2tst.Dat 30 Testing 10 10 10

Iris-5-3trn.Dat 120 Training 40 40 40

Iris-5-3tst.Dat 30 Testing 10 10 10

Iris-5-4trn.Dat 120 Training 40 40 40

Iris-5-4tst.Dat 30 Testing 10 10 10

Iris-5-5trn.Dat 120 Training 40 40 40

Iris-5-5tst.Dat 30 Testing 10 10 10
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Fig. 2 Performance of three models on WBC (P) data

Fig. 3 Performance of three models on hepatitis data
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to get some difference among the classifiers, based on some marginal better
variability of the between classifier in compared to error variability. The test has
been carried out using one-way ANOVA in Duncan multiple test range with 95 %
confidence interval (Fig. 5), 0.05 significant levels and linear polynomial contrast.

Fig. 4 Performance of three models on WBC (D) data

Fig. 5 a, b ANOVA statistical results
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6 Conclusions and Future Work

This paper presented a Particle swarm optimized HONN, which is analyzed for
classification problems. The performance of the proposed PSO-PSNN is better than
all the other models in terms of both the classification accuracy and computational
efficiency. In the proposed method, a random generation of population selection has
been done and the best m individuals were stored in an archive pool. Furthermore,
as a possible justification of the results, it is important to notice that PSO performs
better for the considered benchmark datasets and is a more robust technique than
GA. So, the assimilation of global optimization methods like Evolutionary Algo-
rithms instead of the use of classical local optimization methods is strongly rec-
ommended for classification problems. However, in case of some large data sets,
PSO suffers from premature convergence because of rapid trailing of diversity.
Further work will investigate the development of any nature inspired optimization
algorithm, which may lead to better classification accuracy. Another direction of
research may lead to the development of some other higher order neural network to
reduce the architectural complexity in a less number of iterations.
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K-Strange Points Clustering Algorithm

Terence Johnson and Santosh Kumar Singh

Abstract The classical K-Means clustering algorithm yields means which can be
called the final unchanging or fixed means around which all other points in the
dataset get clustered. This is so because the K-Means clustering terminates when
either the clusters repeat in the next iteration or when the means repeat in the next
iteration. This reveals that if one is able to somehow calculate and find apriori the
final unchanging means using the dataset, then the task of clustering reduces to only
assigning the remaining points in the dataset into clusters, which are closest to these
final fixed or unchanging means based on standard distance measures. Taking a cue
from the result of the classical K-Means method, the K-Strange points clustering
algorithm presented in this paper locates K points from the dataset equaling the
number of required clusters which are farthest from each other and are hence called
K-Strange points based on the Euclidean distance measure. The remaining points in
the dataset are assigned to clusters formed by these K-Strange points.

Keywords K-Strange points clustering � Farthest points � Euclidean distance
measure

1 Introduction

Data Mining is the process of detecting patterns from extremely huge quantities
of data collection [1]. Data Mining explores large quantities of data in order to
discover hidden rules and potentially meaningful patterns [2]. Data Mining can be
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performed on various types of database and information repositories, but the kind of
patterns to be found are specified by various data mining functionalities [3].
Grouping or bunching of data into a set of categories or clusters is one of the
essential methods in manipulating and finding patterns from data [4]. Clustering is
the most common data mining process which aims at dividing datasets into subsets
or clusters in such a way that the objects in one subset are similar to each other with
respect to a given similarity measure while objects in different subsets are dissimilar
[5]. Clustering is a task that attempts to detect similar categories or groups of
objects based on the implementation of their feature dimensions [6]. One can detect
the predominant distribution patterns and interesting correlations that exist among
data attributes by clustering which can determine dense and sparse areas [7].
Clustering organizes and partitions objects into groups whose members are alike in
some way [8]. A cluster is a collection of data objects that are similar to one another
within the same cluster and are dissimilar to the objects in other clusters [9]. A good
clustering algorithm will produce high quality of clusters with high intra cluster
similarity and low inter cluster similarity [10]. The purpose of clustering is to detect
groups or clusters of similar objects where an object is represented as a vector of
measurements or points in multidimensional space. The distance measure deter-
mines the dissimilarity between objects in various dimensions in the dataset [11].
Cluster analysis is an important technique to find the similar and dissimilar groups
in data mining [12]. Clustering is commonly and heavily used in a variety of
applications such as in market segmentation, medical science, environmental sci-
ence, astronomy, geology, business intelligence and so on. It also helps users in
understanding natural groupings in a data set or structure of the data set [13].

1.1 Motivation

The classical instantiation of the K-Means algorithm begins by randomly picking K
prototype cluster centers called K-Means, assigning each point to the cluster whose
mean is closest in a Euclidean sense, then computing the mean vectors of the points
assigned to each cluster and using these as new centers in an iterative approach until
the termination criteria is reached [14]. The complexity of the K-Means method is
O(nktd) where n represents the number of data points, k represents the number of
required clusters, t represents the number of iterations the algorithm should undergo
if the cluster centers (means) do not repeat in the next iteration or if the clusters do
not repeat in the next iteration and d represents the number of attributes or
dimensions [15]. Clustering, using the classical K-Means method results in
obtaining final fixed points which we call the final unchanging means around which
all other points in the dataset get clustered. This suggests that if we are able to
somehow calculate and find apriori the final unchanging means using the dataset,
then the task of clustering reduces to only assigning the remaining points in the
dataset into clusters, which are closest to these final fixed or unchanging means
based on standard distance measures. Taking a cue from the result of the K-Means
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method the algorithm presented in this paper locates K points from the dataset
equaling the number of required clusters which are farthest to each other based on
the Euclidean distance measure. The remaining points in the dataset are assigned to
clusters formed by these K-Strange points.

2 Proposed Work

This paper presents an algorithm for clustering by finding K points in a dataset
equaling the number of required clusters which are most dissimilar to each other.
The K points are referred to as K-Strange points because these K points are located
farthest from each other or are the most dissimilar points to each other in the
dataset. The Algorithm initially randomly chooses a point from the dataset repre-
senting the first of the K-Strange points (Fig. 1). It then locates a point which lies
farthest from the first initially chosen point (Fig. 2). Then it finds a third point in the
dataset which is farthest from the two strange (maximally separated) points located
in the previous steps (Fig. 3). For k = 5 clusters, it finds the fourth point which is
maximally separated from the previous 3 farthest points (Fig. 4). And eventually the
fifth strange point from the four maximally separated farthest points is found thus
forming five points which are strangers to each other or in simple words five points
which are at maximum distance from each other (Fig. 5). If the required number of
clusters is K = 5, then the five clusters can be formed by assigning the remaining
points in the dataset into clusters formed by these 5 strange points (Fig. 6). If the
clustering requirement is of K = T clusters then continue the procedure of finding

Fig. 1 First randomly chosen
strange point
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the T Strange points which are the K = T points which are farthest from each other
and then assign the remaining points in the dataset into clusters formed by these
K = T Strange points based on the Euclidean distance measure.

2.1 K-Strange Points Clustering Algorithm

Input:

(i) A database containing n objects. D = {D1, D2, D3, D4, …, Dn}
(ii) The number of required clusters K = T

Output: A set of K clusters.

Fig. 2 Calculated second
strange point

Fig. 3 Calculated third
strange point
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Step 1: Select two points Dk and Dw from the dataset which are at maximum
distance from each other by finding distances between the all points in the
dataset from each other using the Euclidean distance measure. The Euclidean
distance between 2 points is defined as the square root of the sum of the squared
differences [16]. The Euclidean distance between the points i(w1,x1, y1,z1) and j
(w2,x2, y2,z2) is given by:

Fig. 4 Fourth strange point

Fig. 5 Fifth strange point

K-Strange Points Clustering Algorithm 419



dði; jÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðw1 � w2Þ2 þ ðx1 � x2Þ2 þ ðy1 � y2Þ2 þ ðz1 � z2Þ2

q

Step 2: Locate a third point Df which is farthest from Dk and Dw such that the
sum of the distances between points Df, Dk and Dw is larger than any other
combination with Dk and Dw

Step 3: Repeat the above procedure until we locate K points equaling the
number of required clusters mentioned in the problem
Step 4: Assign the remaining points in the dataset into clusters formed by these
K-Strange (farthest) points using the Euclidean distance measure
Step 5: Output K clusters.

2.2 Implementation of the Proposed Algorithm

Consider a clustering requirement for 3 clusters of any dataset. The Euclidean
distance between all points in the dataset can be found using the piece of code (1)
given below.

Fig. 6 Five clusters formed
from the k = 5 strange points

for(int i=0;i<arrayRow;i++)
for(int j=0;j<arrayRow;j++){

double a = {d[i][0],d[i][1],d[i][2],d[i][3]};
double b = {d[j][0],d[j][1],d[j][2],d[j][3]};
double eucD = euclidDist(a,b);
ed[k] = eucD;
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On finding the Euclidean distance of all the data points from each other we find
the two points which are at maximum distance from each other using the below
piece of pseudo-code (2).

Then we locate a point which is farthest from these two points. If the nth data
item Dn−1 and the mth data item Dm−1 are these two points then we locate a third
point which is farthest from Dn−1 and Dm−1 such that the sum of the distances
between the third point, Dn−1 and Dm−1 is larger than any other combination with
Dn−1 and Dm−1. This can be done as shown in the following pseudo-code (3).

Once the third point is found using the above code, we stop finding any more
farthest points since the clustering requirement is to group the points in the dataset
into 3 clusters and as we have already found the K = 3 Strange points equaling the
number of required clusters from the dataset we stop searching for any more farthest
points. The next step is to assign the remaining points in the dataset into clusters
formed by the K-Strange points. Finally, this is implemented as shown in the
pseudo-code (4) below.

if(ed[k]>max){
max = ed[k];
Assign 1st strange point to f[][] 
Assign 2nd strange point to g[][] 
k++;

}

double de = newMax + euclidDist(v1,v2,v3,v4,u1,u2,u3,u4) + 
euclidDist(u1,u2,u3,u4,w1,w2,w3,w4);
dist[y]= de;
if(dist[y]>finalMax){

finalMax = dist[y];
Assign 3rd strange point to s[][]
y++;

}

if((euclidDist(v,p)<=euclidDist(w,p))&(euclidDist(v,p)<=e
uclidDist(t,p))) Assign p to Cluster 1
else
if((euclidDist(t,p)<=euclidDist(v,p))&(euclidDist(t,p)<=e
uclidDist(w,p))) Assign p to Cluster 2
else
if((euclidDist(w,p)<=euclidDist(v,p))&(euclidDist(w,p)<=e
uclidDist(t,p))) Assign p to Cluster 3
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2.3 Experimental Results

The algorithm is tested with a 2D array dataset of 10,000 points each with 4
columns randomly generated by the following pseudo-code for finding 3 clusters.

Step 1: The Euclidean distance between all points in the dataset found using the
pseudo-code (1)
Step 2: On finding the Euclidean distance of all the data points from each other
we see that the two points which are at maximum distance from each other.
Using pseudo-code (3) we locate the third farthest point Dk such that the sum of
the distances between Dk, Dn−1 and Dm−1 is larger than any other combination
with Dn−1 and Dm−1. The snapshot of the 3 strange points can be seen in Fig. 7
Step 3: Here the remaining points in the dataset are assigned into clusters formed
by the K-Strange points and this is done using the pseudo-code (4). On exe-
cution, the code gives the information on the formation of the 3 required clusters
as follows:

Fig. 7 K-Strange Clustering for a random array of size [1 0 0 0 0] [4] for 3 clusters

int arrayRow = 10000;
int arrayCol = 4;
int data[][] = new int[arrayRow][arrayCol];
for(int i=0; i<arrayRow; i++){

for(int j=0; j<arrayCol; j++){
data[i][j]= (int)(Math.random()*10 +10);

}
System.out.println();

}
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2.4 Comparison with K-Means and Inference for 3 Clusters

Table 1 shows the results of the K-Means and K-Strange points clustering algo-
rithms for a random dataset of 1,000, 5,000, and 10,000 data points each with
4 dimensions for 3 clusters. Although the K-Strange clustering algorithm executes
slower than the classical K-Means, the K-Means algorithm takes an exponential
time to converge as the number of data points and dimensionality increases. Hence
K-Means clustering algorithm uses t as the number of iterations to terminate the
clustering process if it tends to go into an infinite loop. This will result in inaccurate
clusters. Though the K-Strange Points Clustering algorithm takes a little more time
for its execution than the K-Means algorithm in lower dimensions, it performs
better than the K-Means in higher dimensions as seen from Fig. 8 and the Table 2
that follows.

We see that as the dimensions increase, the K-Strange Points Clustering algo-
rithm gives us the results as seen in Fig. 8 but the K-Means algorithm doesn’t
converge.

Table 1 Comparison of
K-means with K-strange for
4 dimensions

Algorithm Data points Execution time (ms)

K-means [1 0 0 0] [4] 16

K-strange [1 0 0 0] [4] 156

K-means [5 0 0 0] [4] 32

K-strange [5 0 0 0] [4] 546

K-means [1 0 0 0 0] [4] 202

K-strange [1 0 0 0 0] [4] 1,935

Fig. 8 K-Strange Clustering for a random array of size [1 0 0 0 0] [13] for 3 Clusters
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3 Conclusion

The complexity of the K-Means Clustering method being O(nktd), there is a strong
likely hood that the clusters so formed may not be accurate because according to the
K-Means method, for clustering to yield accurate results, either the cluster centers
(means) should repeat in the next iteration or the clusters should repeat in the next
iteration. As dimensions increase, K-Means takes exponential time and so, abruptly
terminating the clustering process after a certain number of specified iterations will
not yield the desired accurate clusters. This issue is addressed by finding K points in
any dataset equaling the number of required clusters which are at maximum dis-
tance from each other making them the most dissimilar or Strange points to each
other and then assigning the remaining points in the dataset into clusters formed by
these K = T strange points based on the Euclidean distance measure, and thereby
eliminating the abrupt terminations associated with t, the number of iterations.
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Effective Detection of Kink in Helices
from Amino Acid Sequence
in Transmembrane Proteins Using
Neural Network

Nivedita Mishra, Adikanda Khamari, Jayakishan Meher
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Abstract Transmembrane proteins play crucial roles in a wide variety of biochem-
ical pathways which comprise around 20–30 % of a typical proteome and target for
more than half of all available drugs. Knowledge of kinks or bends in helices plays an
important role in its functions. Kink prediction from amino acid sequences is of great
help in understanding the function of proteins and it is a computationally intensive
task. In this paper we have developed Neural Network method based on radial basis
function for prediction of kink in the helices with a prediction efficiency of 85 %. A
feature vector generated using three physico-chemical properties such as alpha pro-
pensity, coil propensity, and EIIP constituted in kinked helices contains most of the
necessary information in determining the kink location. The proposed method cap-
tures this information more effectively than existing methods.
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1 Introduction

Sequence based predictions on membrane spanning proteins are of great importance.
Membrane proteins comprise about 25 % of all proteins encoded by most genomes.
Transmembrane α-helix bundle is a common structural feature of membrane proteins
except porins, which contains β-barrels. Membrane spanning α-helices differ from
their globular counterpart by the presence of helix breakers, Pro and Gly, in the
middle of helices. Pro is known to induce a kink in the helix [1, 2]. A hypothesis
suggests that Pro is introduced by natural mutation to have a bend and later further
mutated leaving the bend intact for required function during the course of evolution
[3]. The role of Pro and kinks in transmembrane helices were extensively investigated
both experimentally and theoretically to unravel the nature’s architectural principles
[2, 4]. Another observation suggests induction of kink at the juncture of α-helical and
3–10 helical structure in a transmembrane helix [2–6]. Mismatch of hydrophobicity
of lipid bilayer and peptide may also result in distortion of α-helical structure [7].
Sequences of straight and kinked helices were further subjected to machine learning
to develop a classifier for prediction of kink in a helix from amino acid sequences.
Support vector machine (SVM) method [8] projects that helix breaking propensity of
amino acid sequence determines kink in a helix. DWT has been applied on hydro-
phobicity signals in order to predict hydrophobic cores in proteins [9]. Protein
sequence similarity has also been studied using DWT of a signal associated with the
average energy states of all valence electrons of each amino acid [10]. Wavelet
transform has been applied for transmembrane structure prediction [11]. Signal
processing methods such as Fourier transform and wavelet transform can identify
periodicities and variations in signals from a background noise. The presence of kink
in amino acid sequence is determined effectively in transform domain analysis [12].

Kinked and straight helix of protein Type-4 Pilin and Chlorophyll a-b binding
protein respectively are shown in Fig. 1.

A kink in a helix may be formed by helix-helix interaction. In such cases the
intrinsic kink forming or helix breaking tendency may not be required. Even a helix
forming tendency may be overridden. This possibility clamps a theoretical limit to
predict a kink with high accuracy. Hence there is a need to develop advanced
algorithm for faster and accurate prediction of kink in transmembrane helices. This
motivates to develop novel approach based radial basis function neural network
(RBFNN) to effectively predict kink in transmembrane α-helices.

2 Materials Preparation

2.1 Database

List of transmembrane proteins and their coordinate files were obtained from the
Orientation of Proteins in Membranes (OPM) database at College of Pharmacy,
University of Michigan (http://www.phar.umich.edu).
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2.2 Determination of α-Helical Regions

Dihedral angles were computed using MAPMAK from coordinate files and listed
for each residue along with assignment of conformational status of the residue
namely right or left helical, β-strand. Molecular visual tools RasMol were used to
visually confirm the transmembrane α-helical regions.

2.3 Computation of Helix Axis

Helix axis was computed from the approximate local centroids h0i ðx0i ; y0i ; z0i Þ of the
helix by taking a frame of tetrapeptide unit [13].

x0i ¼
1
4

Xiþ3

i

xi; y0i ¼
1
4

Xiþ3

i

yi; z0i ¼
1
4

Xiþ3

i

zi ð1Þ

where xi, yi, and zi are the coordinates of Cα atoms of the tetrapeptide frame. Unit
vector in the direction of resultant of vectors θ′iθ′i+1 yields direction cosines (l, m, n)
of axis of helix (A). The axis pass through the centroid of the helix θ0 = (X0, Y0, Z0).

X0 ¼ 1
n

Xn

i¼1

xi; Y0 ¼ 1
n

Xn

i¼1

yi; Z0 ¼ 1
n

Xn

i¼1

zi ð2Þ

Fig. 1 Backbone
representation of a kinked
helix of type-4 pilin protein
(2pil), and b straight helix
(second helix) of chlorophyll
a-b binding protein (1rwt)
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where n is the number of residues in a helix. Refined local centers θi of helix
are then calculated for each Cα by computing the foot of perpendicular drawn from
Cαi to A.

2.4 Location of Hinges

Hinges were located in a helix by a distance parameter d(CiNi+4), where Ci is the
backbone carbonyl carbon of ith residue and Ni+4 is backbone peptide nitrogen of
i + 4th residue [13]. Value of d(CiNi+4) beyond the range 4.227 ± 0.35$ Å reflects a
hinge at the ith residue in the helix. Hinge was quantified by two parameters kink
and swivel [3].

2.5 Calculation of Feature Parameters

Here physico-chemical properties of amino acids are used to draw the feature
vector. These are alpha, coil and Electron ion pseudopotential interaction potential
(EIIP) as shown in Table 1.

Table 1 Physicochemical
parameters of amino acid
residues used in algorithm for
prediction of Ni-binding sites
in proteins

Amino acid Alpha Coil EIIP

A 1.372 0.824 0.0373

R 0.694 0.893 0.0959

N 0.473 1.167 0.0036

D 0.416 1.197 0.1263

C 1.021 0.953 0.0829

Q 0.765 0.947 0.0761

E 0.704 0.761 0.0058

G 0.913 1.251 0.0050

H 1.285 1.068 0.0242

L 1.471 0.810 0.0000

I 1.442 0.886 0.0000

K 0.681 0.897 0.0371

M 1.448 0.810 0.0823

F 1.459 0.797 0.0946

P 0.526 1.540 0.0198

S 0.903 1.130 0.0829

T 0.910 1.148 0.0941

W 1.393 0.941 0.0548

Y 0.907 1.109 0.0516

V 1.216 0.772 0.0057
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3 Radial Basis Function Neural Network Classifier
for Kink

In this paper we have introduced a low complexity radial basis function neural
network (RBFNN) classifier to efficiently predict the sample class [14, 15]. The
potential of the proposed approach is evaluated through an exhaustive study by
many benchmark datasets.

The experimental results showed that the proposed method can be a useful
approach for classification. A radial basis function network is an artificial neural
network that uses radial basis functions as activation functions. It is a linear
combination of radial basis functions. The radial basis function network (RBFNN)
is suitable for function approximation and pattern classification problems because
of their simple topological structure and their ability to learn in an explicit manner.
In the classical RBF network, there is an input layer, a hidden layer consisting of
nonlinear node function, an output layer and a set of weights to connect the hidden
layer and output layer. Due to its simple structure it reduces the computational task
as compared to conventional multi layer perception (MLP) network. The structure
of a RBF network is shown in Fig. 2.

In the RBFNN based classifier, an input vector x is used as input to all radial
basis functions, each with different parameters. The output of the network is a linear
combination of the outputs from radial basis functions.

For an input feature vector x, the output y of the jth output node is given as.

yj =
XN

k¼1

wkjuk =
XN

k¼1

wkje
� xðnÞ�Ckk k

2r2
k ð3Þ

X1

X2

XN

Y1

Y2

Y3
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W0

Wkj
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ϕ

ϕ

ϕ
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Fig. 2 The structure of a RBF network
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The error occurs in the learning process is reduced by updating the three
parameters, the positions of centers (Ck), the width of the Gaussian function (σk)
and the connecting weights (w) of RBFNN by a stochastic gradient approach as
defined below:

wðnþ 1Þ ¼ wðnÞ � lw
@

@w
J(n) ð4Þ

Ckðnþ 1Þ ¼ CkðnÞ � lc
@

@Ck
JðnÞ ð5Þ

rkðnþ 1Þ ¼ rkðnÞ � lr
@

@rk
J(n) ð6Þ

where, J(n) = 1
2 e(n)j j2, e(n) = d(n) − y(n) is the error, d(n) is the target output and y

(n) is the predicted output. lw; lC, and lr are the learning parameters of the RBF
network.

4 Simulation and Result Analysis

In order to compare the efficiency of the proposedmethod in predicting the class of the
kink data we have used standard datasets. All the datasets categorized into two
groups: binary class to assess the performance of the proposed method. The dataset
consists of amino acid sequences of 9 characters. 400 sequences from kink dataset and
400 sequences from non-kink dataset are taken as training set. The feature selection
process proposed in this paper includes alpha, coil and EIIP as shown in the Table 1.
To implement the RBFNN classifier, wefirst read in the file of protein sequencewhich
is represented with numerical values. The performance of the proposed feature
extraction method is analyzed with the neural network classifiers: RBFNN. The leave
one out cross validation (LOOCV) test is conducted by combining all the training and
test samples for the classifiers with datasets [16]. LOOCV is a technique where the
classifier is successively learned on n − 1 samples and tested on the remaining one.
i.e., it removes one sample at a time for testing and takes other as training set. It
involves leaving out all possible subsets so the entire process is run as many times as
there are samples. This is repeated n times so that every sample was left out once.
Repeating these procedure n times gives us n classifiers in the end. Our error score is
the number ofmispredictions. Out of 400 sequences from kink dataset all 400 samples
are detected as true positive whereas out of all 400 sequences from non-kink dataset,
all 400 samples are detected as true negative.

The prediction accuracy has been analyzed in terms of three measuring
parameters such as accuracy (A), precision (P) and recall (R). These are defined in
terms of four parameters true positive (tp), false positive (fp), true negative (tn) and
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false negative (fn). tp denotes the number of kinks and are also predicted as kinks, fp
denotes the number of actually straight but are predicted to be kinks, tn is
the number of actually straight and also predicted to be straight, and fn is the
number of actually kinks and predicted to be straights.

4.1 Accuracy

The accuracy of prediction of kinks in amino acid sequence is defined as the percentage
of kinks correctly predicted of the total sequences present. It is computed as follows:

A ¼ tp þ tn
tp þ fp þ tn þ fn

: ð7Þ

4.2 Precision

Precision is defined as the percentage of kinks correctly predicted to be one class of
the total kinks predicted to be of that class. It is computed as:

P ¼ tp
tp þ fp

: ð8Þ

4.3 Recall

Recall is defined as the percentage of the kinks that belong to a class that are
predicted to be that class. Recall is computed as:

R ¼ tp
tp þ fn

: ð9Þ

A query sequence of 35 kink samples and 35 non-kink samples are tested for
validation and the result obtained is shown in Table 2.

The accuracy, precision and recall are 0.85, 0.84, and 0.84 respectively. The
accuracy of sequence based classifiers reported so far is about 85 %. Hence the
present classifier appears to have high accuracy compared to existing sequence
based classifiers.

Table 2 Measuring
parameters for prediction
accuracy

Actual/predicted Kink Non-kink

Kink 30 (tp) 5 (fp)

Non-kink 6 (fn) 29 (tn)
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5 Conclusion

The proposed radial basis function neural network classifier approach plays a vital
role in the prediction of kink in transmembrane α-helix. This method is not only fast
but also has improved accuracy (85 %) as compared to SVM learning system
(80 %) reported by us earlier [8]. However prediction of kink in a helix depends on
the features of amino acid sequence. Feature vector with propensities of residues in
helix and coil along with EIIP are only used for numerical representation in the
present study. Although kink prediction has its own limitations, the present work is
primary report in the area of helix kink prediction from amino acid sequence based
on neural network algorithms. In future we plan to subject all kinked helices to
molecular dynamics and filter out the helices having intrinsic tendency to form thus
eliminating kink induced by external factor like hydrogen bonding and polar and
nonpolar interaction thereby improving the accuracy.
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A Novel Semantic Clustering Approach
for Reasonable Diversity in News
Recommendations

Punam Bedi, Shikha Agarwa, Archana Singhal, Ena Jain
and Gunjan Gupta

Abstract Experienced users expect the recommendations to be accurate as well as
diverse. Unconditional diversity looses user’s trust. Therefore a novel soft hierar-
chical semantic clustering approach is proposed to group users based on their
semantic profiles, to bring reasonable diversity in news recommendations. To find
ranked membership of user in a cluster, interest score along with rank of that
category in profile is considered. Users are compared semantically using hierar-
chical structure of ontology, to bring positive serendipity along with reasonable
diversity. New items are recommended with semantic ranking. Transparency helps
user to understand and logically accept new unexpected recommendations. Clusters
are formed by making variations in standard Jaccard similarity metric and are
compared for homogeneity using Semi-Partial R-Squared (SPRS) metric. Result
shows that formed clusters are better in terms of homogeneity and distribution of
concepts per cluster. The approach is scalable, as number of users and items
increases.
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1 Introduction

Information overload and busy schedule of people has generated the demand of
Personalized Recommendations. Different filtering approaches exist [1] for this
purpose.

In a dynamic domain like news it is very productive to recommend items
referred by similar minded users. For this purpose Collaborative Filtering (CF) [2]
is used which is widely used for recommendations [3, 4]. Recent study shows that
along with accuracy, diversity is also desirable [5, 6]. Diversity compromises
accuracy. Therefore proposed approach semantically brings reasonable diversity,
without much of the loss to accuracy.

In this paper a soft semantic hierarchical clustering approach is proposed with
modified Jaccard similarity for making intersecting clusters. Making of implicit
semantic profiles have already been proposed by authors [7], to capture dynamic
and static likings of users, with temporal effects. Outliers in preferences were also
identified and rectified by focused analysis, to bring accuracy in ranking of likings.
Formed profiles are given as input to the proposed approach. Semi-Partial
R-Squared (SPRS) metric [8] is used for comparing homogeneity of clusters. Result
shows that approach makes homogeneous clusters along with well spread distri-
bution of concepts in clusters.

In news domain user may belong to more than one cluster. Therefore soft
clustering approach has been proposed. Each user belongs to one or more cluster
with different membership score. Formed clusters are refined by eliminating weak
members to reduce the computation cost. Similarity among users is also calculated
and compared semantically to remove pairs which hold no merit for recommen-
dation process. Recommendations are semantically ranked based on the average
interest in profiles of other similar users. This approach brings reasonable diversity
[9] because similarity among users is computed semantically at major concept
levels as well as sub concepts level of Ontology. Positive serendipity [9] has also
been achieved. User feedback shows that transparency in recommendations of
unexpected items is desirable [10]. The proposed approach does not suffer with the
scalability issue.

1.1 Background

Different filtering approaches exist in literature, each having its own benefits as well
as limitations. Content based filtering approach focuses on accuracy in recom-
mendations considering item specific features to identify user preferences. It faces
the issue of over-specialization, sparsity and cold start problem for new item. CF
identifies items preferred by likeminded persons. It faces the issue of scalability as
the number of new items and number of new user increases. Recommendations
based on CF is based on the assumption that users with similar past behaviors have
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similar preferences and recommends items that are preferred by other similar users.
CF requires a clustering approach. Clustering is the task of grouping a set of objects
in such a way that objects in the same group are more similar to each other than to
those in other groups. Different types of clustering algorithms are: (1) K-means
(2) fuzzy C-means (3) Hierarchical (4) Expectation-maximization (EM) is a Mix-
ture of Gaussian algorithm. In first type data are grouped in an exclusive way.
Second type uses fuzzy sets to cluster data, so that each point may belong to two or
more clusters with difference between the two nearest clusters. In third type every
datum is set as a cluster for beginning condition. After a few iterations it gives the
final desired clusters. The fourth type uses a complete probabilistic approach.

2 Related Work

We have surveyed work done in this area in past few years and found given facts. In
[11], authors have applied hierarchical clustering for fuzzy indexing of web docu-
ments to improve search engine efficiency. In [12], authors have used K-means
clustering approach and cosine similarity to find similarity between users. In [13],
CF is used to find new ad document related to user query. They had used click
through rate of users and found matches in discrete categories: precise, approx,
marginal and clear. Authors have used Pearson correlation to find relation between
2 queries. In [14], authors have compared Content Based, CF and hybrid approach
for news recommendation and vouch for only CF as the domain is dynamic. Authors
have classified news into probable 50 categories using K-means, making crisp
clusters. In [1], authors have proposed a CF algorithm for news recommendation,
which is a combination of memory based and model based CF algorithm. The
approach just tries to achieve accuracy in recommendations. Moreover approach is
not based on semantics. In [15], authors have used hierarchical clustering approach
to group news items to be recommended to bring only diversity. Outliers are not
handled in user preferences. In [16], User profiling is based on analysis of web log
data without outlier analysis. In [17], recommendations are based just on binary
values. In [18], author has stated that recommendation approaches can help to solve
the problem of information overload. In [19], authors have focused deeply on the
issues of CF. They emphasized that accuracy is not the only criteria for good RS and
other evaluation criteria like diversity must be explored.

User profiling in proposed approach is based on preferences with temporal
ranking. Outlier analysis of user preferences helps to improve the ranking of users’
static preferences. News items to be recommended are classified into thousands of
categories using multi label classification, and are arranged hierarchically in multi
level news domain ontology. Unlike prior approaches preferences are semantically
ranked based on interest scores. These user profiles are grouped semantically using
hierarchical approach making intersecting clusters. Proposed modified Jaccard
similarity metric considers user’s ranked preferences in concepts instead of just the
number of concepts. It makes homogenous clusters. Recommendations in proposed

A Novel Semantic Clustering Approach … 439



approach are semantically ranked. Earlier researchers have tried to bring just
diversity using CF. In proposed approach similarity among users is compared at
each level of the ontology which brings reasonable diversity as well as positive
serendipity. It has also been shown that transparency in diverse recommendations
improves understandability and acceptability. Moreover proposed approach is
scalable also.

3 Proposed Approach

For bringing reasonable diversity Dual Hierarchical Soft Semantic Clustering
Approach (DHSSC) has been proposed. The approach makes intersecting clusters
of users considering ranked interest in their profiles. The approach has two phases:
(1) Clustering of users using DHSSC, based on dual user preferences, in news
concept and entity both. (2) Semantically ranked diverse and serendipitous rec-
ommendations with transparency.

Phase 1 This phase proposes a clustering algorithm DHSSC distributed in 4 steps:

Step 1 Assignment of users to clusters of individual major concepts (or entities),
based on ranked preferences in different concepts (and entities). Ranked preferences
are considered based on the fact that two users having same interest score for a
category may have that category at different ranks in their profiles. It helps in
comparison of rank of preferred concept in profiles of users and also to calculate
their membership strength in cluster.

A user Ui has Interest Score ‘S’ in Concepts (C1–Cn) as S(C1)…S(Cn). The
scores are arranged in order such that S(C1) > S(C2)…> S(Cn). Ranked Interest of
a User [RI(U)] is calculated by giving highest rank to user’s maximum interest
score and decreasing the rank assigned to each subsequent interest score of user.
Similar ranking method is used for all the users, to make their interest scores
comparable. The formula is as follows (F1):

RI Uið Þ ¼ N
N

S C1ð Þð Þ; N� 1
N

S C2ð Þð Þ; . . .; N� ðn� 1Þ
N

SðCnÞð Þ ð1Þ

Such that n ≤ N. Where, N = total number of concepts (or entities) in the
domain, n = total number of concepts (or entities) in the domain in which user has
shown interest.

Unlike traditional hierarchical approach which has to consider all the users as
individual data points, proposed approach assigns users to the limited number of
news concepts or entities in which users have shown interest. It does not face the
issue of scalability as the number of new user increases. We have individual news
concepts (or entities) as initial data points, having all n number of users distributed
among them, based on interests captures in profiles. This phase ensures making of
intersecting clusters.
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Step 2 Merging of individual clusters of Phase 1. To group similar users, similarity
among the individual clusters is measured using modified Jaccard similarity metric.
It considers ranked interest RI of user ‘Ui’, RI(Ui) in different formed clusters
(calculated using formula F1), instead of just the number of preferred concepts. If a
concept cluster Ca is preferred by a set {U1, U3, U4} of users and concept cluster
Cb is preferred by {U3, U4} then similarity (sim) between Ca and Cb is calculated
using formula (F2):

sim Ca;Cbð Þ ¼
Pz

i¼1 min RIðUi ðCaÞÞ;RIðUiðCbÞÞð ÞPz
i¼1 maxðRIðUiðCaÞÞ;RIðUiðCbÞÞÞ ð2Þ

where, z is no. of distinct users in both the clusters. Standard formula considers just
the number of users. Jaccard similarity is used to ensure that similar concept
clusters (based on number of intersecting users among clusters and their corre-
sponding interest scores) are merged to form cluster of similar users. Evaluation
result shows that homogeneity of formed clusters is improved using proposed
approach.

Step 3 This step of refinement of users within merged concept clusters, (formed in
step 2), removes the users which belong to a merged cluster with extremely low
interest scores. It creates group of users with strongmembership. To compute strength
‘S’ of a Ui within a merged concept cluster CLy, a formula has been given (F3):

S Ui;CLyð Þ ¼
Pm

j¼1 RI UiðCjÞð Þ
jCLyj ð3Þ

where m is the number of concepts in cluster CLy in which user Ui was interested
and |CLy| is the total number of concepts in CLy. To reduce search space the users
with strength below a threshold are not considered in next steps.

Step 4 Pair wise similarity among remaining users is computed to find highly
related pair of users belonging to a particular cluster. This assists in recommending
preferred concepts in profile of Ui which are new to Uj and vice versa. For com-
puting pair wise similarity among users in a cluster, Jaccard similarity measure is
given (F4):

Sim Ui;Ujð ÞCLy ¼
P CLyj j

a¼1 min UiCa;UjCað Þ
P CLyj j

a¼1 max UiCa;UjCað Þ
ð4Þ

Phase 2 In this phase various conditions are taken into consideration for ranked
recommendations with reasonable diversity and serendipity. Similar users are
clustered into groups based on similarity in major concepts calculated in phase 1. It
is observed that within a category, sub-categories are very diverse. Therefore it is
required to semantically compare users within groups to check whether they are
interested in a common sub category also. Approach considers similar users with
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high interest scores. However it has been observed that some similar users having
low similarity score have good number of preferred common concepts. Therefore
approach also considers these users for recommendations, which will improve their
interest. Recommendations are arranged in ranks in descending order based on the
average of score of other similar cluster member.

4 Experimental Study, Observations and Evaluations

A portal has been designed for testing of proposed approach. Portal is provided to
under graduate and post graduate students of the University of Delhi. Captured user
preferences are analyzed for homogeneity of clusters. None of the available
benchmark datasets meet the required criteria as authors have used semantic
approach. In traditional hierarchical clustering approach data points and the dis-
tances between them changes after each iteration. In proposed hierarchical clustering
approach, maximum number of clusters in phase-I are fixed depending upon the total
number of unique concepts having user interests. Interest score of users’ is also fixed
during analysis. Distances calculated among these concepts are computed offline and
stored in a matrix.

In proposed approach individual concepts are initial data points, needed to be
merged. A N × N similarity matrix is formed for all the pairs of major concepts.
Clusters formed using standard and modified Jaccard metric, gives different
results. Clusters are formed (Table 1) considering following three approaches:

Table 1 SPRS values of clusters for news concepts formed using three approaches

No. SPRS value of Merged Clusters formed No. of 
concepts

1 Merged Cluster-1  4.836988E-6 (0.011989694)
Merged Cluster-2  8.0629225E-6 (0.01998598)
Merged Cluster-3  5.100267E-5 (0.03436532)
Merged Cluster-4  0.0 
Merged Cluster-5  0.0 
Merged Cluster-6  0.0 
Merged Cluster-7  0.0 
Merged Cluster-8  0.0 
Merged Cluster-9  0.0

2
2
2
1
1
1
1
1
1

2 Merged Cluster-1  0.011435431 
Merged Cluster-2  0.05623525 
Merged Cluster-3  0.037493944 
Merged Cluster-4  0.0

3
5
3
1

3 Merged Cluster-1  0.011435431 
Merged Cluster-2  0.014368579 
Merged Cluster-3  0.034721155 
Merged Cluster-4  0.0 
Merged Cluster-5  0.0 
Merged Cluster-6  0.0

3
3
3
1
1
1
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(1) by computing Cluster centers, (2) by computing number of common users
within concepts of clusters, (3) (Proposed) by computing ranked interest score of
common users within concept of clusters. Formed clusters are compared using
SPRS measure. SPRS gives results between 0 and 1. Values near 0 means
homogeneity of merged clusters. We propose approach 3 which proves the best
homogeneity along with well spread distribution of concepts.

In Fig. 1, series 3 shows reasonable diversity in major categories by com-
pounding the span of diversity. Series 6 shows leaf categories recommended based
on phase II of proposed approach to bring reasonable diversity. Figure 2 shows
unexpected serendipitous recommendations and their usefulness. Series 1 shows
recommended categories after clustering. Series 2 shows the serendipitous cate-
gories (which is not semantically related to user’s individual preferences).

Series 2 is smaller than series 1 because all recommended categories in series 1
are not serendipitous. Series 3 shows the number of recommended serendipitous
items, in which user has shown interest. Figure 3 shows transparency and Feedback
for the question ‘understand ability due to transparency’ (Fig. 4) proves it is
desirable.
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Fig. 1 Reasonable diversity in recommended major and leaf news concepts

Fig. 2 Graph showing accepted serendipitous recommendations
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5 Conclusion

RS use similarity between users or items to generate recommendations which are
novel and accurate but lack diversity. Soft semantic hierarchical clustering approach
is proposed based on the preferences of other likeminded persons. In proposed
approach Jaccard similarity metric has been modified to make homogeneous
clusters. Semantic similarity among users brings reasonable diversity and seren-
dipity. User feedback shows usefulness of transparency. Proposed semantics based
approach is able to handle the scalability issue as the number of news items and
number of new users increases.
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Prediction of Blood Brain Barrier
Permeability of Ligands Using Sequential
Floating Forward Selection and Support
Vector Machine

Pooja Gupta, Utkarsh Raj and Pritish K. Varadwaj

Abstract Prediction of Blood Brain Barrier (BBB) permeability index has been
established as an important criterion for CNS active drug molecules. Various
experimental and in silico approaches were being used for the prediction BBB
permeability with accuracy level fall within 80 % on test dataset (r2 = squared
correlation coefficient; 0.65–0.91 derived from training set). In this study Sequential
Floating Forward Selection (SFFS) feature selection method based Support Vector
Machine (SVM) classification was carried out on a set of 453 chemically diverse
compounds with known BBB permeability index. The prediction efficiency for the
test set was found to be r2 = 0.95 for 369 compounds (within the applicability domain
after excluding four activity outliers). Classification accuracies for permeable
(BBB +ve) and non-permeable (BBB −ve) were 96.84 and 98.21 % respectively.

Keywords Blood brain barrier � In silico � Support vector machine

1 Introduction

The blood-brain barrier (BBB) is a big paradox. On one side it protects the brain by
being a constant systemic pouring of noxious substances. Similarly, on other side it
prevents the delivery of most important drug or therapeutic agents to molecular
receptors present in brain. BBB is an important interface between central nervous
system (CNS) and peripheral blood circulation [1]. It is situated at brain capillary
endothelial layer covering 12 m2/g of the brain parenchyma. The term ‘‘blood–brain
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barrier’’ was coined, by Lewandowsky, [2] when he along with Briedl and Kraus
[3] found that neurotoxins affects the brain when injected directly, but not when
injected intravenously.

The BBB is formed by epithelial-like high resistance tight junctions within the
endothelium of capillaries perfusing the vertebrate brain. Because of the presence of
the BBB, circulating molecules gain access to brain cells only via one of two
processes: (i) lipid-mediated transport of small molecules through the BBB by free
diffusion, or (ii) catalyzed transport. Drug delivery to the brain via endogenous
transport systems within BBB requires drug reformation, such that it can access the
blood brain barrier transport system and enters the brain. The brain drug discovery
and brain drug targeting must be combined together to ensure the success of neuro-
therapeutics development.

1.1 Models for BBB Prediction

BBB plays the rate limiting role in neuro-therapeutics development. The prediction
of BBB permeability is very much needed for CNS-active drug candidates, as well
as for ligands with non-CNS indications. However, most of the CNS-active drugs
fail in clinical trials because of its poor BBB permeability. This has led to the
development of different in vitro, in vivo, and in silico methods for the prediction of
BBB drug permeability.

1.1.1 In Vitro Models

Isolated brain capillaries were being used as in vitro model of the BBB by isolating
capillaries from brain tissues of various species. They can be used for binding and
uptake assays and to study BBB transport systems for nutrients and peptides at the
mRNA and protein level [4]. However, isolated brain capillaries are not metabol-
ically viable [5, 6] and poses a high risk of contamination by other brain-derived
cells [7].

1.1.2 In Vivo Models

A common method for the assessment of BBB permeability is the intravenous
administration of a test substance into an animal. After a single bolus injection of a
radiolabeled test compound, the animal is decapitated and the brain tissue is ana-
lyzed for radioactivity [8, 9]. Other methods include determination of brain uptake
index (BUI) [10, 11], brain perfusion method [12] and micro-dialysis [13, 14]. The
latest method used to study transport across the BBB in vivo is positron emission
tomography (PET) [15].
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Experimental determination of BBB permeability and non-permeability is very
important but it is time taking and expensive process and suffers from variety of
limitations. Thus, now-a-days in silico model of BBB permeability is gaining
considerable importance.

1.1.3 In Silico Models

In silico models ought to predict BBB permeability from chemical structures. For the
development of these computational models, experimental brain uptake data is
correlated with molecular properties, such as lipo-philicity and molecular weight
[16, 17] etc. So far, only passive permeability at the BBB has been modeled, because
the knowledge about the relationship between molecular structure and active or
facilitated transport is still limited [9]. Thus, in silicomodels may be a useful tool for
the initial screening of lead compounds to predict passive BBB permeability.

A plethora of in silico models for BBB permeability prediction have been
developed in recent past, by scientific community engaged in development of
neurotherapeutics, based on Quantitative Structure Activity Relationship (QSAR)
[18–21], probabilistic and statistical analysis [22–29] and artificial intelligence
based machine learning classification [30–35]. All developed models are based on
identification of molecular properties/features which directly or indirectly affects
BBB permeability. Many such properties were identified by researchers like
polarizability, hydrogen-bond acidity, hydrogen-bond basicity [18, 19], drug sol-
vation free energy in water [20], polar surface area, variety of electro-topological
indices [21, 36], octanol-water partition coefficient [16, 21, 27, 37], hydrogen-bond
acceptors [37], molecular weight [16, 38], dipole, highest occupied molecular
orbital (HOMO) energy [38], polarity, polarizability, and hydrogen bonding
[16, 27] etc. These existing models have accuracy level well within 80 % on test
dataset (r2 = 0.65–0.91 derived from training set).

2 Materials and Methods

2.1 Dataset

We have selected BBB permeable and impermeable ligand data from literature
study and ligand databases [30, 39, 40]. The selected dataset for this study com-
prises of chemically diverse 453 ligand molecules. Further we randomly split the
whole dataset of 453 ligands, into training set of 80 ligands, comprised of 40 BBB
permeable and 40 BBB non-permeable ligand data. Similarly 373 ligands were
taken as test set which comprised of 249 BBB permeable molecules and 124 BBB
non-permeable molecules. Training set data was used for training various support
vector machine (SVM) classifiers, while the testing examples were not exposed to
the system during learning, kernel selection and hyper-parameter selection phases.
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2.2 Descriptor Selection (Feature Selection for BBB)

In most of the pattern recognition algorithm each input data to be classified is
associated with large number of descriptors resulting in very large dimensions of
feature space so makes classification a difficult task. Therefore dimensionality
reduction is an essential step in addressing such problems. There exist two ways for
feature selection viz filter method, which is based on intrinsic properties of data as
the criterion for feature subset evaluation, and wrapper method, which takes the
performance of the classifier into account. Recently reported least square (LS)
bound measure [41] is a hybrid of filter and wrapper method which provides
accurate classification with reasonable computational complexity. Unlike the clas-
sical wrapper method, it does not demand repeated trainings for cross validation. In
present work, SFFS is used along with following measure:

M ¼ Rða0p ðDp
minÞ2 þ 2=c

h i
� 1Þ ð1Þ

where xð Þþ ¼ maxð0; xÞ: a0 can be obtained from solving a set of linear equations
in the LS-SVM. Dp

min is the distance between xp and its nearest neighbor. γ1 is a LS-
SVM parameter. γ1 plays very important role in the performance of LS bound
method thus its appropriate value should be evaluated before testing. We employed
our algorithm with a sequence of given values of γ1 to select important genes on the
entire dataset. Because the LS Bound measure indicates the generalization perfor-
mance, the optimal value of γ1 is chosen to be the one which gives the minimal LS
Bound measure during the selection procedure.

2.3 Data Preprocessing and Descriptor Calculation

Different feature values for ligand dataset falls in different ranges hence to avoid the
discrepancy we have further scaled down the numeric values between −1 and 1.
Such scaling facilitates better representation of feature values in kernel function.

In electronic descriptor, Hydrogen Acceptor (H-A) and Hydrogen Donor (H-D)
are taken into account. These are numeric representation of number of hydrogen
bond donor and acceptors within the drug molecule; based upon Stein method [42].
In topological descriptors, we have used six important descriptors. viz. Randic
Index-valence Connectivity Index chi-1 (χ1v) [43], Wiener Index (W) [44], Balban
Distance Connectivity Index (J) [45], first Zagreb Index (ZM1), second Zagreb
Index (ZM2) [46] and Polarity number (pol) [44, 47, 48]. These were calculated
using empirical graph theory calculation.

Randic Index is inverse square root of the vertex degree. It measures sum of the
bond connectivity over all bonds in the molecule and differentiate between drugs
which have the same molecular weights and volume, but very different “branching”
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properties. It is the most widely used topological parameter. The first order Randic
indices (Eq. 2) are given as:

v ¼
X

cij ¼
X

ðdidjÞ ð2Þ

where, di and dj are the free valences of the carbon of each bond vertex, i, with the
adjacent, j, discounting hydrogen, because the molecule graph is, by definition, a
hydrogen-free graph (Kenogram). cij represent relative bond accessibility areas
(RBA). Whereas, wiener’s index (Eq. 3) is defined as half the sum of the off-
diagonal elements of the distance matrix of the relevant graph:

W ¼ ð1=2Þ
X

ðdi; jÞ ð3Þ

It counts the number of bonds between pair of atoms and sums the distance
between all pairs by generating a distance matrix. It follows the shortest route.
Balban Index is also known as ‘averaged distance sum connectivity’. It is based on
detour matrix and is denoted by J. It is based upon the Randic formula, the only
difference is, it replaces vertex degrees by averaged distance sums.

For acyclic compounds:

Jacyclic ¼ q
X
adji;j

ðsisjÞ�0:5 ð4Þ

For cyclic compounds:

Jcyclic ¼ q
lþ 1

X
adji;j

ðsisjÞ�0:5 ð5Þ

where, µ is the cyclomatic number, which may be defined as minimum number of
edges that must be removed from the graph, to convert it in acyclic graph, q is the
number of edges, si and sj are the distance sums. In molecular graph G, the first
Zagreb index M1(G) (Eq. 6) and the second Zagreb index M2(G) (Eq. 7) are:

M1ðGÞ ¼
X

u2vðGÞ
ðdðuÞÞ2 ð6Þ

M2ðGÞ ¼
X

uv2EðGÞ
dðuÞdðvÞ ð7Þ

where, d(u) denotes the degree of the vertex u of G [49]. It represents molecular
branching, complexity and other topological properties.

Like wiener, balaban and platt index, polarity of the molecule also depends upon
the distance matrix. As the name suggests it gives the polarity of the molecule. It is
sum of edge degree of a molecular graph. Pol was invented after the wiener but
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wiener gained all the popularity not only because it was first topological indices to
be invented, but also it was simple to calculate and yet quite successful for many of
the applications.

Pol ¼ 1
2

XN
i¼1

XN
j¼1

ðiþ jÞ 8i; j where; dij ¼ 3 ð8Þ

Later, bulk properties are measured by molecular weight (MW) and mean atomic
van der waal volume (MV)-scaled on carbon atom. LogP value was also used.

2.4 SVM Description

In this process of feature space mapping, training data of two types of ligand data (i)
BBB permeable and (ii) BBB non-permeable were prepared with target labels +1 for
and −1 respectively. So input vector for training as well as test set has been quantified
as: Xi = (X1

i , X2
i ,…, X11

i ) each labeled by corresponding yi = +1 or yi = −1 depending
on whether it represents a BBB permeable or non-permeable ligand, respectively.

Training set data were used in SVM classifier. It fixes several hyper-parameters
and their values are used in determining the function that SVM optimizes and
therefore have a crucial effect on the performance of the trained classifier [50]. We
have used several kernels: linear, polynomials and radial basis function (RBF) and
found RBF as the suitable classifier function (as the number of features is not very
large), for which training errors on BBB permeable ligand data (false negatives)
outweigh errors on BBB non-permeable ligand data (false positives).

K Xi; Xj
� � ¼ exp �c Xi� Xj

�� ��2� �
; c[ 0 ð9Þ

This kernel (Eq. 9) is basically suited best to deal with data that have a class-
conditional probability distribution function approaching the Gaussian distribution.
However, this kernel is difficult to design, in the sense that it is difficult to arrive at
an optimum ‘γ’ and choose the corresponding C that works best for a given problem
[51]. This has been taken care by running grid parameter search exploring all
combinations of C and γ with each cross-validation routine, where γ ranged from
2−15 to 24 and C ranged from 2−5 to 215 [52]. To identify an optimal hyper-
parameter set we have performed a two step grid-search on C and γ using 10 folds
cross-validation, by dividing training set into 10 subsets of equal size (8 ligands
each). Iteratively each subset is tested using the classifier trained on the remaining 9
subsets. Pairs of (C; γ) have been tried and the one with the best cross-validation
accuracy has been picked. The best cross-validation performance, for a value of
γ = 0.05 and C = 325 was obtained by the RBF kernel, with parameter and cost
factor (Fig. 1). The result obtained shows very good classification accuracy 99.25 %
during the cross-validation.
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3 Result and Discussion

SVM parameters γ and C, were optimized using 10-fold cross-validation on each of
the training datasets bin, exploring various combinations of C (2−5 to 215) and γ
(2−15 to 24). In 10-fold cross-validation, the training dataset (80 molecules, each of
11 feature vector length) was spilt into 10 subsets of 8 ligand entries (4 BBB
permeable and 4 non-BBB permeable), where one of such subsets was used as the
test dataset while the other subsets were used for training the classifier. The process
was repeated 10 times using a different subset of corresponding test and training
datasets, hence ensuring that all subsets are used for both training and testing. A
two-fold grid optimization had been considered and result shown (Fig. 1) suggests
the optimized C and γ were found to be 325 and 0.05 respectively.

The best combinations of γ and C obtained from the grid based optimization
process were used for training the RBF kernel based SVM classifier using the entire
training dataset of 80 ligand entries. The SVM classifier efficiency was further
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Fig. 1 Contour plot of grid search result showing optimum values of hyper-parameter
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evaluated by various quantitative variables: (a) TN, true negatives—the number of
correctly classified BBB non-permeable ligand, (b) FN, false negatives—the number
of incorrectly classified BBB permeable ligand, (c) TP, true positives—the number
of correctly classified BBB permeable ligand, (d) FP, false positives—the number of
incorrectly classified BBB non-permeable ligand. Using these variables several
statistical metrics were calculated to measure the effectiveness of the proposed RBF-
SVM classifier. Sensitivity (Sn) and Specificity (Sp) metrics, which indicates the
ability of a prediction system to classify the BBB permeable and BBB non-per-
meable ligands, were calculated by Eqs. (10) and (11) and receiver operating
characteristic curve (ROC) for the same has been plotted (Fig. 2).

Snð%Þ ¼ TP
TPþ FN

� 100 ð10Þ

Spð%Þ ¼ TN
TN þ FP

� 100 ð11Þ

To indicate an overall performance of the classifier system; (a) Accuracy (Ac),
for the percentage of correctly classified splice sites and the Matthews Correlation
Coefficient (MCC) were computed as follows:
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Fig. 2 Receiver operating characteristic (ROC) plot for classifier with optimized values of C and γ
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Acð%Þ ¼ TPþ TN
TPþ TN þ FPþ FN

� 100 ð12Þ

MCC ¼ ðTP� TNÞ � ðFP� FNÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðTN þ FPÞðTN þ FNÞðTPþ FPÞðTPþ FNÞp ð13Þ

Sensitivity (Sn) was found to be 98.2 % with false positive proportion (FP) 1.8 %,
where as Specificity (Sp) was found to be 96.8 % with false negative (FN) proportion
3.2 %. Similarly Youden’s Index (Youden’s Index = sensitivity + specificity −1) was
0.9506 andMatthews Correlation Coefficient (MCC) found to be 0.9501. The overall
accuracy (Ac) was calculated as 97.5 % and r2 being 0.944 (r2 is squared correlation
coefficient between predicted and experimental result) which is significantly higher
than existing methods. For existing methods the r2 score falls between 0.65 and 0.91.
Area under receiver operating curve (ROC) curve is found to be 0.9908 with stan-
dard error 0.007. We had chosen the RBF kernel with optimized parameters γ and
C. Using 10-fold cross-validation, the parameters γ and Cwere optimized at 0.05 and
325 with an overall training datasets classification accuracy of 99.25 %, which is
reasonably good. While the reported accuracy on the training datasets may indicate
the effectiveness of a prediction method, it may not accurately portray how the
method will perform on novel, hitherto undiscovered splice sites. Therefore, testing
the SVM methodology on independent out-of-sample datasets, not used in the cross-
validation is critical. Here, we applied the SVM classifiers, on the entire test datasets,
the SVMmethod obtained an accuracy of 97.5 % using the RBF kernel with γ = 0.05
and C = 325. These findings suggested that the SVM-based prediction of BBB
permeability might be helpful as a tool in drug discovery and development.

4 Conclusion

The BBB permeability prediction by this proposed SVM classifier on the test
dataset was found to give 97.5 % accuracy with Sensitivity 98.2 % and Specificity
96.8 %. Further the MCC 0.950 and r2 0.944 suggests the significance and supe-
riority of this model over existing tools. Hence it may be suggested that while
working on computer aided drug discovery and development, this SVM based BBB
permeability prediction approach can be considered as an efficient tool.
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Feature Filtering of Amino Acid
Sequences Using Rough Set Theory

Amit Paul, Jaya Sil and Chitrangada Das Mukhopadhyay

Abstract Numerous algorithms have been developed for extracting meaningful
information from large dimensional biological data set. However, due to handling
of large number of features and objects, the algorithms are often complex and
procedures are lengthy. Feature selection procedure reduces complexity in ana-
lyzing high dimensional biological data and becoming essential step in bio-infor-
matics research. The paper addresses feature selection problems by exploiting inter
object feature distribution in protein sequence data where importance of amino
acids are determined based on their appearance in protein. The proposed algorithm
is compared with other well known feature selection methods revealing significant
improvement in classification accuracy.

Keywords Protein � Importance factor � Oscillation factor � Classification

1 Introduction

In this drug discovery, characteristics of proteins are identified in order to separate
active (binding) compounds from inactive (non-binding) ones, formed using twenty
different amino acid sequences. Protein expression profiling [1–3] differences
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indicative of early cancer detection and provide promising results in improving
diagnostics. Statistical analysis [4] of high dimensional proteomic data is chal-
lenging from different aspects such as dimension reduction, [5–7] feature subset
selection and building of classification rules. An optimal feature subset selection
(FSS) is an important step towards disease classification/diagnosis with biomarkers
[6, 8–10].

Rough set theory (RST) [11–13] is used to reduce dimension of data by keeping
only significant attributes that preserve indiscernibility relation between the objects
of the information table. There are usually several such reduced attribute subsets,
called reducts. Two main approaches are mentioned in the literature to finding
reducts one is based on the degree of attribute dependency and another one is
concerned with the discernibility matrix. It is not guaranteed to find a minimal
subset of reduct [14–16] using the degree of dependency concept [17, 18] while the
computational complexity is too high in case of discernibility matrix based meth-
ods. Finding all possible reducts [18] and then choosing one with minimal cardi-
nality, is impractical and applicable for simple data set. Therefore, an approximate
solution has been proposed in the paper to obtain a minimal reduct using protein
sequence data set based on RST. In order to apply RST, data sets are discretized
using linguistic variables which express correlation among the features.

2 Methods

In the paper protein sequence data set are taken for attribute selection based on the
distribution of the attributes within the objects. Protein amino acid frequencies are
obtained from highly parallel and quantitative two dimensional primary protein
sequences. If a single amino acid is considered as a attribute then 20 such attributes
are generated, similarly 400 attributes for two amino acid, 8,000 attributes for
codon. However, the data are redundant or noisy, and the methods for exploring
and extracting relationships within the data are still in its infancy. Classification or
clustering methods are used for protein primary sequence data analysis, often infer
contradictory decisions since a protein may fall in an incorrect class or may belong
to several clusters. Fuzzy C-means clustering (FCM) algorithm [19, 20] can solve
the problem by measuring degree of belongings of an amino acid in different
clusters. However, FCM has its own limitations, which may create improper par-
titioning of protein sequence data. Correlation based feature selection (CFS)
[21–23] algorithm invokes an appropriate correlation measure and a heuristic search
strategy. CFS was evaluated using three different machine learning algorithms: a
decision tree based learner, an instance based learner and Naive Bayes. Experiments
on artificial data sets [24] show that CFS quickly identifies and screens irrelevant,
redundant and noisy attributes, and selects important features. On natural domains,
CFS typically eliminates well over half the features.
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Recently application of RST for feature selection is widely used, but current
methods are inadequate to finding computationally efficient and minimal reduct.
The paper proposes an approach based on RST and applied on protein primary
sequence data for dimension reduction by obtaining single reduct in one pass.
Protein primary sequence data set is treated as decision table where different pro-
teins and corresponding amino acids are represented as objects and condition
attributes of the data sets along with their class labels, namely all-α, all-β, α/β, α + β.
In the proposed reduct generation (RG) algorithm, importance factor of each
condition attribute is evaluated and used as a priory information about the attribute.
Importance factor of an attribute in a particular class is determined based on the
maximum number of objects having similar attribute value belong to that class with
respect to the total number of objects with different attribute values belong to that
class. An attribute may have different importance in different classes. Importance
factor represents influence of a feature to define a class. More importance factor
value of an attribute in a particular class means the attribute is more essential to
determine that class. In the paper we have used the term feature for representing
corresponding attribute with its value.

2.1 Reduct Generation Algorithm (RG)

Reduct Generation Algorithm is divided into two parts

1. Normalization and Discretization.
2. Feature Selection.

Decision table (D) of a Protein sequence data set contains continuous attribute
values which are discretized using fuzzy variables with proper semantics.

Discretized values are represented using Gaussian membership functions with
varied mean and standard deviation. The membership value of an attribute repre-
sents the particular state of the respective object, which depends on the protein as
defined by the oscillation factor.

Few terminologies are defined below for understanding the proposed RG
algorithm.

1. Oscillation factor: Distribution of data in two-dimension space reveals that
features of several objects oscillate more compare to others. Oscillation factor}
determines the degree of oscillation and used to discretize the data set.
Oscillation factor of ith object for jth attribute is defined in Eq. (1).

Oscillation factorði;jÞ ¼ $mean ig � Dði;jÞ=Standard deviationi ð1Þ

The decision table is rebuilt with the discretized attribute values.
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2. Importance factor: The feature selection procedure evaluates importance of each
attribute in different classes. Importance factor of an attribute Si in class Cj is
defined by Eq. (2)

Importance factori ¼ m=n ð2Þ

where m = maximum number of objects having same value for attribute Si in
class Cj and n = total number of objects with class label Cj.

According to the definition given in Eq. (2), importance factor of an attribute lies
between 0 and 1, inclusive of these two values where 1 means the single attribute is
sufficient to define the class label of an object and 0 means the attribute has no
necessity to defining the class. The importance factor between 0 and 1 measures the
degree of significance of the attribute belonging to a particular class. Therefore,
based on the value of importance factor most significant attributes (reduct) are
generated using the proposed reduct generation algorithm.

In the proposed algorithm, the attributes are sorted in descending order depending
on their importance factor with respect to a particular class. The attribute(s)
with highest importance factor is considered and the objects, which contain a
particular value appearing maximum number of times in the decision table, are
marked. If there is some unmarked objects in that class then select next higher order
attribute and repeat the procedure.
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2.2 Case Study

Reduct Generation (RG) algorithm has been applied on protein primary sequence
data, described below.

Protein primary sequence data: The input is the protein primary single sequence
derived from PDB [25–27] based on SCOP [28, 29] classification. The features are
extracted for variable k = 1 to 4 and number of features are 201, 202, 203, and 204

respectively. For k = 1 the patterns are {A, C, D, E, F, G, H, I, K, L, M, N, P, Q, R,
S, T, V, W, Y} (20 patterns/features); for k = 2, {AA, AC,…, AY, CA, CC,… CY,
DA, DC, … DY, EA, EC … EY, … YW, YY} (400 patterns/features) and so on.

A decision table (Table 1) for protein sequence data set is constructed with 8
instances consisting of 20 condition attributes {A, C, D, E, F, G, H, I, K, L, M, N,
P, Q, R, S, T, V, W, Y} and four classes: {all-α, all-β, α/β, α + β}. The structural
class all-α, all-β, α/β, α + β are assigned with values 1, 2, 3 and 4 respectively.

Table 1 is discretized using Algorithm (1) and importance factor of each attri-
bute with respect to different classes are obtained.
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3 Results and Discussion

The proposed reduct generation algorithm has been applied on primary protein
sequence data sets for feature selection. Out of 400 features, 77 and 58 features are
selected considering two protein databases Swissport.fasta and igSeqProt.fasta
[30].

Principal component analysis (PCA) [31, 32] and Correlation Feature Selection
(CFS) using genetic search algorithms [33, 34] are simple and widely applied
methods for dimension reduction of data sets. These two procedures are compared
with the proposed RG algorithm to measure its performance.

Assume, the PCA algorithm is applicable on matrix A of size m × n. If m ≫ n,
the algorithm reduces m to k (k < m) and if n ≫ m then it reduces m to p where
p < n. Otherwise, first few number of principal components are selected for
reducing dimension of data set. With the increase of number of principal compo-
nents the algorithm generates output, having more stable system. In the proposed
RG algorithm, the number of attributes to be reduced is not supplied a priori. The
algorithm only removes the attributes which are not necessary for prediction and
therefore, the system becomes more stable.

The proposed method is applied on protein sequence data and compared with the
three available methods, as described below.

1. Correlation Feature Selection (CFS) Subset evaluation
(GeneticSearch) Evaluation mode: 10-fold cross-validation

2. CFS Subset evaluation (GeneticSearch)
Evaluation mode: evaluate on all training data

3. Principal Components
Evaluation mode: evaluate on all training data

4. Proposed method (RG)
Evaluation mode: evaluate on all training data

Comparison results are given in Tables 2 and 3 using Bayes Net classifier.

Table 1 Protein primary sequence frequency data

Protein A C D E F … W Y Class

P1 12 7 16 13 7 … 9 10 1

P2 11 12 7 5 4 … 4 11 1

P3 30 14 30 9 11 … 8 8 2

P4 23 4 18 23 7 … 9 14 2

P5 25 0 15 20 6 … 5 9 3

P6 12 4 7 13 7 … 3 3 3

P7 39 2 34 32 36 … 5 22 4

P8 42 3 28 39 32 … 5 20 4
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4 Conclusion

The proposed reduct generation algorithm (RG) overcomes the limitation of PCA
method applied on protein sequence data by selecting the exact number of amino
acid(or codon). The RG algorithm achieves minimal reduct unlike the other RST
based methods where feature selection procedure generates multiple reduct. Protein
co-relation consists of redundant data which are more efficiently removed by the
proposed method other than CFS using genetic search, thereby increasing predic-
tion accuracy.
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Parameter Optimization in Genetic
Algorithm and Its Impact on Scheduling
Solutions

T. Amudha and B.L. Shivakumar

Abstract Parameter optimization is an ever fresh and less explored research area,
which has ample scope for research investigation and to propose novel findings and
interpretations. Identification of good parameter values is a highly challenging task
which involves tedious and ad hoc course of actions with several heuristic choices.
The complexity involved in parameter tweaking is primarily due to the unpre-
dictable and heavily randomized nature of evolutionary algorithmic procedures. In
this paper, an attempt was made to tweak the parameters and decision variables of
Genetic Algorithm. GA with tweaked parameters was hybridized with Bacterial
Foraging Algorithm, and applied to the Job shop and Permutation Flow Shop
scheduling problem benchmarks. The results have proven that optimized parameter
set tuning has obtained better scheduling performance.

Keywords Bacterial foraging � Genetic algorithm � Parameter optimization � Job
shop scheduling

1 Introduction

Finding the right values of algorithm parameters for a given problem class is much
significant, because the choice of exact parameters has a good scope to improve
the performance of the chosen algorithm to a greater extent [1]. In evolutionary
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optimization techniques, the population size was found to have a control over
representation of the search space; larger population size leads to better represen-
tation. In many cases, tweaking one particular parameter may indirectly have an
influence on some other parameters. Tweaking the parameter values may be done
either by simple hand tuning method in which, parameter values may be experi-
mented on a trial basis based on past experiments or by tuning procedurally using
some optimization algorithms. This concept was proven in several implementations
of evolutionary algorithms that obtained maximum adaptability [2, 3]. To carry out
parameter tuning in a systematic fashion, no standard procedure has been estab-
lished so far to explore the entire range of combinatorial problems parameter setting
[4]. Also, very few studies are available on design aspects such as confidence
intervals for good parameter values and sensitivity analysis for parameter
robustness.

In this paper, a hybrid optimization technique (GBSA) was proposed, which used
Bacterial swarming and foraging algorithm for solution construction and Genetic
Algorithm for solution improvement in solving complex benchmark instances of Job
Shop and Flow Shop Scheduling. In any optimization metaheuristic, an optimal
balance of diversification and intensification is required, and to maintain such a
balance itself turns into an optimization procedure. Fine-tuning of parameters is very
much required to improve the efficiency of the algorithms for solving a particular
class of problems [2]. In GBSA, the parameters and decision variables of GA were
fine-tuned and applied to the same instances of JSP and PFSSP. Experimentation of
the proposed technique with optimized parameter set has shown a noticeable
improvement in optimal solutions with scheduling problem classes.

2 Parameter Optimization in GA

The performance of Genetic Algorithm is greatly dependent on the selection of
parameters [5]. Selection of individuals is the first and foremost phase of Genetic
Algorithm. In this research, three types of selection mechanisms were used. They
are Tournament Selection, Roulette Wheel Selection and Elitism. Several crossover
operators have been proposed by GA researchers for the scheduling problems [6].
Four different crossover operators were used for parameter tuning and testing. They
are Position Based Crossover, Partially Mapped Crossover, Linear Order Crossover
and Order Based Crossover, detailed in the following sub section. Mutation helps
for diversification which plays a key role to avoid fast convergence at local optima
[4]. Three different mutation operators used for parameter tuning and testing are Bit
Inversion Mutation, Boundary Mutation, Uniform Mutation and Non-Uniform
Mutation.
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Seven parameters selected for tuning, with a possible set of variants were
Population size, No. of Generations, Selection Strategy, Crossover rate, Crossover
strategy, Mutation Rate and Mutation Strategy. The parameters of Genetic Algo-
rithm considered for tuning and the variants used for implementation purpose are
shown in Table 1.

3 Proposed Hybrid Technique—GBSA for Scheduling

Genetic algorithm has a wide range of practicality and it can handle any form of
objective function and constraints, whether it is linear or non-linear, continuous or
discrete. GA is a powerful method to quickly create high quality solutions to a
problem. On the other hand, genetic algorithm has certain drawbacks such as
premature convergence and insufficient local optimization ability and hence at all
times, GA is not the most preferred choice for real time applications [7]. As long as
the population remains distributed over the search space, GA adapts itself to
changes in the objective function by reallocating the potential search efforts toward
the highly favorable regions of the search space.

Table 1 GA parameters and
variants opted for tuning Parameters Variants

Population size 10–100

No. of generations 100–1,000

Crossover rate 0.2–0.9

Mutation rate 0.02–0.1

Selection strategy (a) Tournament

(b) Roulette wheel

(c) Elitism

Crossover strategy (a) Position based crossover—PBX

(b) Partially mapped crossover—PMX

(c) Linear order crossover—LOX

(d) Order based crossover—OBX

Mutation strategy (a) Single point mutation—SPM

(b) Bit inversion mutation—BIM

(c) Boundary mutation—BoM

(d) Uniform mutation—UM
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Bacterial swarming is a relatively new member of the metaheuristic family,
primarily focused on optimization [8]. The foraging process of E. coli bacterium
consists of a series moves towards food sources. The control system is in charge of
evaluating changes from one state to the other states to provide reference infor-
mation for E. coli bacterium’s next state change. E. coli bacteria gradually approach
their food sources under the influence of its control system. In general, if the
bacteria are trapped into a region in deficiency of food, they might draw a con-
clusion based on past experience that other regions must be in abundance of food.
Due to this conclusion, bacteria would change their states. Hence, each decision of
state change is made under the physiological and environmental constraints with the
final aim to maximize the obtained energy in unit time.

In our proposed GBSA, the bacterial swarming technique is used as the con-
structive heuristics for generation of the initial population and specific recombi-
nation methodology is devised as per the constraints of the scheduling problem.
Then GA is employed as the improvement heuristic to be applied to the population
and swarming surface built by the BSA. BSA identifies a potential swarming
surface and identifies an initial locally optimal solution. After the creation of the
initial population, the standard procedures of GA, selection, crossover and mutation
take place. The significant aspect of GBSA is that it manages with the optimized
solutions as inputs to the selection phase. It was of general opinion from the
researchers that an improvement choice over the crossed over solutions will be
effective to achieve competitive performance. The mutation is then performed on
the locally optimized offspring. The solution obtained after mutation is again
transformed into an optimized solution to keep the local optimality of the popu-
lation. At this stage, mutation takes responsibility to minimize the possibility of
return into previous local optima. The population replacement and swarming over a
new and diverse region in the search space are specific to the bacterial strategy.
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procedure GBSAMetaheuristic ( )
1 for Elimination-dispersal loop do
2 for Reproduction loop do
3 for Chemotaxis loop do
4     for Bacterium i do
5       Tumble: Generate a random vector RD in rand direction
6        Compute new move strategy and Move in the rand direction
7        Compute addl cost function for swarming          
8        Initialize Swimlength
9 while Swimlength< No of stepsdo
10               perform a swim
11 if the new direction is promising then     
12 do compute swarming positions & initialize optimized population   
13           for No. of decision variables do
14           Evaluate the individuals
15             Perform Selection                                  
16              Perform Crossover based on probability condition
17               Perform a swim or a tumble of bacteria over the 

resultant of crossover
18            Perform Mutation, if required based on probability condition
19         Update Swarming surface based on new search space 
20      Compute the next bacteria move
21     else
22          Let swimlength = no. of steps
23 end
24 end
25 end
26 end
27    Sort bacteria as per ascending cost 
28    Split the group, the bacteria with highest J value die &  

other bacteria with  the best  value split
29    Update value of objective function and swarm nutrient cost accordingly.
30 end
31 Eliminate and disperse the bacteria to random locations with probability ped.
32  Update corresponding objective function and swarm nutrient locations
33 End

Bacterial swarming strategy guarantees a satisfactory degree of the diversity of
the population, thereby trying to keep away from the drawbacks of GA such as
premature convergence. The hybridization of BSA and GA has shown a remarkable
improvement over the solution generation. This is mainly due to the fact that the
population of local optima is maintained. Search space diversification, solution
reconstruction and the periodic local improvement are the primary phases of this
hybrid technique.
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4 Experimental Setup and Results

This research was aimed at producing best possible solutions for scheduling
problem benchmarks, by applying nature-inspired metaheuristic techniques with
fine-tuned parameters of GA. The benchmark problem instances for Job Shop
Scheduling Problems are taken from the OR-Library [9, 10]. The problems in OR-
Library are highly challenging and are also considered as the most significant,
classical and complex standard to test various algorithms and to prove the research
efficiency. The benchmark problem instances for Permutation Flow Shop Sched-
uling Problems generated by Taillard [11] are used. Taillard has generated problem
instances with 20 jobs, 50 jobs, 100 jobs, 200 jobs and 500 jobs. Problem instances
ranging from 20 to 100 jobs are used in this work. A total of 63 JSSP benchmarks

Table 2 Fine-tuned GA parameter set for JSSP instances

JSSP
instance size

No. of
problems

Best parameter set identified

Crossover
rate

Mutation
rate

Selection
strategy

Crossover
strategy

Mutation
strategy

10 × 5 5 0.2 0.04 Tournament PMX BIM

10 × 10 18 0.2 0.05

15 × 5 5 0.2 0.05 LOX

15 × 10 3 0.5 0.04 Elitism

15 × 15 2 0.5 0.03

20 × 5 6 0.4 0.04 PMX

20 × 10 7 0.3 0.03

20 × 15 8 0.3 0.03

20 × 20 4 0.3 0.03

50 × 10 5 0.3 0.04

Table 3 Relative gap
analysis of GBSA and fine-
tuned GBSA for JSSP
instances

JSSP instance size GBSA gap (%) Fine-tuned GBSA
Gap (%)

Min Max Mean Min Max Mean

10 × 5 0 0 0 0 0 0

10 × 10 0 9.7 0.3 0 4.2 0.1

15 × 5 8.5 15.1 2.5 5.3 10.8 2.5

15 × 10 10.3 12.4 3.8 5.9 7.23 2.8

15 × 15 10.3 11.7 5.5 6.1 5.4 1.4

20 × 5 6.4 18.1 1.8 3.3 10.6 2.8

20 × 10 7.4 10.9 1.3 4.3 4.7 2.3

20 × 15 3.1 10.9 1.0 1.0 4.6 0.2

20 × 20 12.0 25.1 4.5 7.2 10.8 0.5

50 × 10 3.9 7.1 1.1 1.1 3.2 0.7
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and 90 PFSSP benchmarks are considered for testing the fine-tuned parameter set.
The experiment was conducted with possible combinations of parameter variants.

Table 2 shows the fine-tuned parameter set obtained for solution improvement in
JSSP benchmark. The relative gap analysis and comparison of GBSA and fine-
tuned GBSA for JSSP instances are given in Table 3. The fine-tuned parameter set
obtained for solution improvement in PFSSP benchmark is given in Table 4. The
relative gap analysis and comparison of GBSA and fine-tuned GBSA for PFSSP
instances are given in Table 5.

Tournament and Elitism were identified as the best strategy for Selection both in
JSSP and PFSSP, as per our results for the tested problems. PMX and LOX were
found to be the best Crossover strategy for JSSP whereas PMX performed well for
all chosen PFSSP instances. In case of Mutation, BIM strategy gave the best
performance in JSSP and PFSSP. The Population size and the No. of Generations
were altered as per the size of the problem instance selected and hence, it was not

Table 4 Fine-tuned GA Parameter set for PFSSP instances

PFSSP
instance size

No. of
problems

Best parameter set identified

Crossover
rate

Mutation
rate

Selection
strategy

Crossover
strategy

Mutation
strategy

20 × 5 10 0.3 0.03 Tournament PMX BIM

20 × 10 10 0.3 0.03

20 × 20 10 0.3 0.03 Elitism

50 × 5 10 0.2 0.04

50 × 10 10 0.2 0.03

50 × 20 10 0.2 0.04

100 × 5 10 0.3 0.02

100 × 10 10 0.2 0.02

100 × 20 10 0.2 0.02

Table 5 Relative gap
analysis of GBSA and fine-
tuned GBSA for PFSSP
instances

PFSSP instance size GBSA gap (%)
(LB)

Fine-tuned GBSA
gap (%) (LB)

Min Max Mean Min Max Mean

20 × 5 0 1.0 0.2 0 0.4 0.1

20 × 10 0 1.2 0.3 0 0.3 0

20 × 20 0.1 9.4 3.2 0 3.2 0.6

50 × 5 0 0.6 0.2 0 0.2 0

50 × 10 0.3 3.8 1.9 0 1.2 0.3

50 × 20 4.9 10.9 7.8 2.3 3.5 0.7

100 × 5 0.6 1.2 1.0 0 0.4 0.1

100 × 10 0 0 0 0 0 0

100 × 20 2.3 6.4 3.7 0.3 2.1 0.3
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possible to exactly point out the values for these two parameters. Comparison of
relative minimum gap values of JSSP is depicted in Fig. 1. Comparison of relative
minimum gap values for Lower Bound of PFSSP is depicted in Fig. 2.

5 Conclusion

The efficiency of GA is highly motivated upon the selection of control parameters.
In this research work, an attempt was made to tweak the parameters and decision
variables of Genetic Algorithm, which was used in GBSA, and applied to the JSSP
and PFSSP scheduling problem benchmarks. A total of 63 JSSP benchmarks and 90

Fig. 1 Relative MinGap comparison of fine-tuned GBSA parameter Set—JSSP

Fig. 2 Relative MinGap comparison of fine-tuned GBSA parameter Set—PFSSP

476 T. Amudha and B.L. Shivakumar



PFSSP benchmarks are considered for testing the fine-tuned parameter set. The
experiment was conducted with possible combinations of parameter variants.
Results were consolidated exclusively for each different sized instance groups.
Genetic algorithm has shown excellent performance in hybridization with tweaked
parameter sets in case of Job shop as well as Permutation Flow shop problem
instances. On an average, there was an improvement of 50–70 % in GBSA with
fine-tuned parameter set when compared to the default parameter values applied
earlier. It could be well inferred that parameter optimization in GA has a positive
impact on scheduling effectiveness.
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Comparison of Performance of Different
Functions in Functional Link Artificial
Neural Network: A Case Study on Stock
Index Forecasting

S.C. Nayak, B.B. Misra and H.S. Behera

Abstract The rapid growth of world economy and globalization has been
attracting researchers to develop intelligent forecasting models for stock market
prediction. In order to forecasting the stock market trend efficiently, this paper
developed four single layer low complex forecasting models known as functional
link artificial neural network (FLANN). Different basis functions such as Trigo-
nometric, Chebysheb, Legendre and Lagurre polynomials are used for functional
expansion of input signals to achieve higher dimensionality. The models are termed
as TFLANN, CFLANN, LeFLANN and LFLANN respectively. The weight and
bias vectors are optimized by genetic algorithm (GA). The number of functional
expansion for each models are optimized by GA during the training process instead
of fixing it earlier, which is the novelty of this research work. The models are
employed to forecast the one-day-ahead prediction of three fast growing global
stock markets. Different types of FLANN are considered and their comparative
performance is investigated.
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1 Introduction

The stock market is very complex and dynamic by nature, and has been a subject of
study for modeling its characteristics by various researchers. Stock index fore-
casting is challenging due to the nonlinear and non-stationary characteristics of the
stock market. Hence, an accurate forecasting is both necessary and beneficial for all
investors in the market including investment institutions as well as small individual
investors. Hence there is a need to developing an automated forecasting model
which can accurately estimate the risk level and the profit gained in return.

Traditionally statistical models can be applied on stationary data sets and can’t
be automated easily. At every stage it requires expert interpretation and develop-
ment. They cannot be employed to mapping the nonlinearity and chaotic behavior
of stock market. The most used statistical method is autoregressive moving average
(ARMA) and autoregressive integrated moving average (ARIMA).

During last two decades there are tremendous development in the area of soft
computing which includes artificial neural network (ANN), evolutionary algo-
rithms, and fuzzy systems. This improvement in computational intelligence capa-
bilities has enhances the modeling of complex, dynamic and multivariate nonlinear
systems. These soft computing methodologies has been applied successfully to the
area data classification, financial forecasting, credit scoring, portfolio management,
risk level evaluation etc. and found to be producing better performance. The
advantage of ANN applied to the area of stock market forecasting is that it
incorporates prior knowledge in ANN to improve the prediction accuracy. It also
allows the adaptive adjustment to the model and nonlinear description of the
problems. ANNs are found to be good universal approximator which can approx-
imate any continuous function to desired accuracy.

It has been found in most of the research work in financial forecasting area used
ANN, particularly multilayer perceptron (MLP). The MLP contains one or more
hidden layers, and each layer can contain more than one neuron. The input pattern
is applied to the input layer of the network and its effect propagates through the
network layer by layer. During the forward phase, the synaptic weights of the
networks are fixed. In the backward phase, the weights are adjusted in accordance
with the error correction rule. This algorithm is a popular one and called as Back
Propagation learning algorithm. Suffering from slow convergence, sticking to local
minima are the two well known lacuna of a MLP. In order to overcome the local
minima, more number of nodes added to the hidden layers. Multiple hidden layers
and more number of neurons in each layer also add more computational complexity
to the network.

The Neuro-Genetic hybrid networks gain wide application in nonlinear fore-
casting due to its broad adaptive and learning ability [1]. At present, the most
widely used neural network is back propagation neural network (BPNN), but it has
many shortcomings such as the slow learning rate, large computation time, gets
stuck to local minimum. RBF neural networks is also a very popular method to
predict stock market, this network has better calculation and spreading abilities,
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it also has stronger nonlinear mapped ability [2]. The new hybrid iterative evolu-
tionary learning algorithm is more effective than the conventional algorithm in
terms of learning accuracy and prediction accuracy [3]. Many researchers have
adopted a neural network model, which is trained by GA [4, 5]. The Neural Net-
work-GA model to forecasting the index value has got wide acceptance.

FLANN was originally proposed by Pao [6]. It is a class of Higher Order Neural
Networks (HONN) that utilizes higher combination of inputs [6, 7]. The properties
of expanding the input space into a higher dimensional space huge number of high-
order neural network architecture without hidden units were introduced. The per-
formance of FLANN models have been experimented during several research works
and found to be an effective approach both computationally as well as performance
wise [8, 9]. The key factors which motivate us for research in this area are:

• Developing a neural forecasting model with less complex structural architecture.
• Improving the prediction accuracy by training the model with evolutionary

optimization algorithm such as GA.
• Employing different basis functional expansions as compared to other research

work, where using a single basis function for expansion of input signals.
• Using optimal number of functional expansions of input signals.

In this paper we have employed various FLANN models to forecast the next
day’s closing price in the stock market. Different function expansion has been
considered for the expansion of input closing price. The variations of FLANN
models are trained with genetic algorithm.

The rest of the paper is organized as follows. The stock market prediction
problem and related research works has been explained in Sect. 1. Different
functional expansion methods and development of FLANN based forecasting
models have been discussed in Sect. 2. Section 3 explains about experimental
settings and analyses the results obtained. The concluding remark has been given by
Sect. 4 followed by a list of references.

2 Model Architecture

The FLANN is basically a single layer network, in which the need of hidden layers
has been removed by incorporating functional expansion of the input pattern. In
FLANN, each input to the network (the daily closing prices value in this experi-
ment) undergoes functional expansion through a set of basis functions. The func-
tional link acts on an element by generating a set of linearly independent functions.
The input, expanded by a set of linearly independent functions in the functional
expansion block causes an increase in the input vector dimensionality, which
enables the FLANN to solve complex classification problems by generating non-
linear decision boundaries. The functional expansion effectively increases the
dimensionality of the input vector, and hence the hyper planes generated by the
FLANN provide greater discrimination capability in the input pattern space [7].
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There have been several applications of FLANN including pattern classification and
recognition, system identification and control, functional approximation, and digital
communications channel equalization. In the research work [10], the author have
been successively applied FLANN for the channel equalization problem. The
FLANN also has been applied to the financial forecasting and proved to be com-
putationally efficient [11].

In the functional expansion process each input closing price to the forecasting
model is nonlinearly expanded to generate several input values. The functional
expansion component will generate a set of linearly independent functions with
each closing value in the input vector taken as argument of the function. This
nonlinearity to the input elements reduces the number of layers and hence reduces
the computational complexity.

2.1 Trigonometric Based FLANN (TFLANN)

The simple trigonometric basis functions of sine and cosine are used here to expand
the original input value into higher dimensions. An input value xi expanded to
several terms by using the trigonometric expansion functions as in Eq. 1.

c1 xið Þ ¼ xið Þ; c2 xið Þ ¼ sin xið Þ; c3 xið Þ ¼ cosðxiÞ; c4 xið Þ ¼ sin pxið Þ;
c5 xið Þ ¼ cos pxið Þ; c6 xið Þ ¼ sinð2pxiÞ; c7 xið Þ ¼ cosð2pxiÞ:

ð1Þ

2.2 Chebysheb Polynomial Based FLANN (CFLANN)

The basis function used here is named as Chebysheb polynomial function hence the
model. Here an input value i.e. closing price xi is expanded as in Eq. 2.

c1 xið Þ ¼ xið Þ; c2 xið Þ ¼ 2x2i � 1; c3 xið Þ ¼ 4x3i � 3xi;

c4 xið Þ ¼ 8x4i � 8x2i þ 8xi þ 1
ð2Þ

2.3 Lagurre Polynomial Based FLANN (LFLANN)

The Lagurre polynomial basis function is used here to enhance the input pattern and
the neural architecture. An input closing price value xi to the model is expanded
into several terms as in Eq. 3.
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c1ðx1Þ ¼ xi; c2 xið Þ ¼ �xþ 1; c3 xið Þ ¼ x2

2
� xþ 1 ð3Þ

2.4 Legendre Polynomial Based FLANN (LeFLANN)

The basis function used here is Legendre polynomial function. An input value xi is
expanded as in Eq. 4.

c1 xið Þ ¼ xið Þ; c2 xið Þ ¼ 3x2 � 1
� �

= 2; c3 xið Þ ¼ 5x3 � 3x
� �

=2;

c4 ¼ 35x4 � 30x2 þ 3
� �

=8
ð4Þ

The GA based FLANN model developed for this experimental has the general
architecture as shown in Fig. 1.

3 Experimental Setting and Result Analysis

This section presents the forecasting results obtained by employing the above
models. The closing prices are collected for each transaction day of the stock
exchange for the year 2012. In order to normalize these data, several data nor-
malization methods has been considered and out of these, the sigmoid normaliza-
tion method has found to be superior [12]. The advantage of this normalization
method is that it does not depend on the distribution of data, which may be

Fig. 1 FLANN model trained with genetic algorithm
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unknown at the time of training the model. The normalized values are now con-
sidered as the input vector to the model. For the training purpose the normalized
values are arranged in a two dimensional matrix of breadth d, termed as bed length.
The sliding window method has been used to feed the input pattern to the model.
Let X tð Þ ¼ ðx1; x2; . . .; xdÞ be the normalized closing prices. This is first goes
through functional expansion and let X 0 tð Þ ¼ f ðx1; x2; . . .; xdÞ be the expand values.
These expanded values are feed to the input layer neuron as actual input. Let
W tð Þ ¼ ½w11 tð Þ; . . .;w1j tð Þ; . . .;w1N tð Þ; . . .wd1 tð Þ; . . .wdNðtÞ� represent the elements
of a weight vector. Each expanded input pattern X 0ðtÞ is applied to the model
sequentially and the desired financial closing value is supplied at the output neuron.
Given the input, the model produces an output y 0(t), which acts as an estimate to
the desired value. The output of the linear part of the model is computed as in Eq. 5.

y0 tð Þ ¼ X 0ðtÞT �W tð Þ þ b ð5Þ

where b represents the weighted bias input. This output is then passed through a
nonlinear function, here sigmoid activation to produce the estimated output ŷ by Eq. 6.

ŷ tð Þ ¼ 1

1þ e�ky0 tð Þ ð6Þ

The error signal eðtÞ is calculated as the difference between the desired response
and the estimated output of the model as described in Eq. 7.

e tð Þ ¼ y tð Þ � ŷ tð Þ ð7Þ

The error signal eðtÞ and the input vector are employed to the weight update
algorithm to compute the optimal weight vector.

To overcome the demerits of back propagation, we employed the GA which is a
popular global search optimization. We adopted the binary encoding for GA. Each
weight and bias value constitute of 17 binary bits. For calculation of weighted sum
at output neuron, the decimal equivalent of the binary chromosome is considered. A
randomly initialized population with 70 genotypes is considered. GA was run for
maximum 200 generations with the same population size. Parents are selected from
the population by elitism method in which first 20 % of the mating pools are
selected from the best parents and the rest are selected by binary tournament
selection method. A new offspring is generated from these parents using uniform
crossover followed by mutation operator. In this experiment the crossover proba-
bility is taken as 0.7 and mutation probability is taken as 0.003. In this way the new
population generated replaces the current population and the process continues until
convergence occurs.

The fitness of the best and average individuals in each generation increases
towards a global optimum. The uniformity of the individuals increases gradually
leading to convergence. The major steps of the GA based FLANN models can be
summarized as follows.
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GA Based Training Algorithm: 
1. Setting training data, i.e. choosing number of closing prices as input vector for 

the network. 
2. Mapping of input patterns. 

Map each pattern from the lower dimension to higher dimension, 
i.e. expand each feature value according to the polynomial basis 
functions as presented above. 

3. Random initialization of search spaces, i.e. populations. 

Initialize each search space, i.e. chromosome with values from the 
domain [0, 1]. 

4. While (termination criteria not met) 
For each chromosome in the search space 

Calculate the weighted sum and feed as an input to the node 
of output layer. 
Present the desired output, calculate the error signal and 
accumulate it. 
Fitness of the chromosome is equal to the accumulated error 
signal. 

End 
Apply crossover operator. 
Apply mutation operator. 
Select better fit solutions. 

               End 

5. Present the testing input vector, immediate to the training vectors. 
Calculated the weighted sum and calculate the error value. 

6. Repeat the steps 1-5 for all training and testing patterns, calculate the total 
error signals. 

7. Calculate the average percentage of errors (APE) for the whole financial time 
series. 

APE has been considered for performance metric in order to have a comparable
measure across experiments with different stocks. The formulas are represented by
Eq. 8.

APE ¼ 1
N

XN
i¼1

jxi � x̂ij
xi

� 100 % ð8Þ

The prediction performance of the evolutionary FLANN models experimented
on BSE and DJIA closing prices of 2012 are shown in Table 1. It can be observed
that for BSE, LeFLANN model outperforms other generating minimal APE of
0.0322. For DJIA, TFLANN gives superior result of APE value 0.0188 followed by
LeFLANN which gives 0.0344 APE in this case. Again for NASDAQ the LeFL-
ANN model outperforms other by generating APE value of 0.0083. The average
performance of LeFLANN model over three data sets is 0.0249 followed by the
TFLANN having 0.0672. Though all the four models are efficiently forecasting the
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trend of the stock data used, the trigonometric and Legendre polynomial based
FLANN models are found to be superior and prominent models over others.

The models are ranked based on their performance and are presented by Table 2.
For a particular data set, a rank is assigned to a particular model on the basis of APE
obtained by that model. For example, in case of BSE, LeFLANN rank is 1,
LFLANN obtain rank 2 followed by TFLANN and CFLANN. The total rank is the
sum of ranks assigned to a model. It can be observed that the LeFLANN model
performs better (i.e. total rank = 4). The second better performance has been
obtained by TFLANN followed by LFLANN and CFLANN. However the per-
formances of all these models are found to be satisfactory.

4 Conclusion

This paper developed and evaluated the effectiveness of variations of FLANN
models trained with an evolutionary algorithm, GA. Four different polynomial basis
functions such as trigonometric, Chebyshev, Lagurre and Legendre polynomial
have been considered for expansion of input closing prices signals. The optimal
parameters of these models as well as the number of functional expansions for each
input signals are selected by GA. These models have been proved their effective-
ness over a set of real stock markets. Particularly, the LeFLANN has a good
average performance over all data sets. These FLANN models have less complex
structural architecture and can be recommended as efficient forecasting model.
However, the performance of these models varies significantly on choosing the
expansion functions carefully.

Table 1 Error signals
generated by the models FLANN model BSE DJIA NASDAQ

TFLANN 0.0762 0.0188 0.1066

CFLANN 0.1275 0.1088 0.1216

LFLANN 0.0355 0.0675 0.3108

LeFLANN 0.0322 0.0344 0.0083

Table 2 Ranking of the
models based on performance FLANN

model
BSE DJIA NASDAQ Total

rank

TFLANN 3 1 2 6

CFLANN 4 4 3 11

LFLANN 2 3 4 9

LeFLANN 1 2 1 4
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Application of RREQ Packet in Modified
AODV(m-AODV) in the Contest
of VANET

Soumen Saha, Utpal Roy and Devadutta Sinha

Abstract In Vehicular ad hoc network (VANET) the implementation and testing
of the performance of routing protocols (www.ietf.org/rfc/rfc3561.txt, www.ietf.
org/rfc/rfc4728.txt [1], Boppana et al. in An adaptive distance vector routing
algorithm for mobile, ad hoc networks. INFOCOM 2001. IEEE Xplore, vol. 3, pp.
1753–1762, (2001) [2]) are very costly and difficult in real life situation. With the
help of Network Simulators the Real-life situation can only be mimicked. Out of
many simulators as available at present the NTCUns-6 (Wang et al. in Comput
Netw 42(2):175–197, 2003 [3]) is much more versatile due to its inherent features.
Most of the well known routing protocols are available for simulation procedure.
But, it is found that, AODV is implemented in NCTUns in such a manner that it
broadcast the route request within the same network, but multicast the route request
between two different networks. Hence it seems a unnecessary wastage of Route
Request (RREQ) (www.ietf.org/rfc/rfc3561.txt, www.ietf.org/rfc/rfc4728.txt [1])
packet for its neighbour networks (close network). To cope the problem the ADOV
routing protocol has been modified accordingly within the simulator keeping other
protocols unaltered. In suitable simulation scenario AODV routing protocol
broadcast RREQ packets among the nodes of different networks functioning in the
different lanes of the road and we got an enchantment in throughput for our
modified AODV (m-AODV).
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1 Introduction

For VANET the routing protocols work on ad hoc basis and infrastructure basis in
network (Fig. 1). Where the ad hoc network is highly unstable due to vehicle’s
speed and lane change factors.

1.1 Ad hoc Routing Protocols

Ad hoc routing protocol setup the path, exchange information and take decision of
runtime paths [4].

The topology based routing is classified (Fig. 2) in three way

1. Proactive (table-driven) routing protocols
2. Reactive (on-demand) routing protocols
3. Hybrid routing protocols (for both type).

1.1.1 Proactive Routing

Proactive routing protocols are based on shortest path first algorithms [4]. It
maintains and update routing information’s on routing in between all nodes of a
supplied network at all times, even if the paths are not currently being used. Even if
some paths are never used but updates for those paths are constantly broadcasted
among nodes [5]. Route updates are periodically performed regardless of network
payload, bandwidth constraints.

1.1.2 Reactive Routing

On demand or reactive routing protocols were planned to overcome the overhead
problem, which was created by proactive routing protocols. Maintaining only those
routes that are currently live and active [5]. These protocols implement route

RSUcar

Fig. 1 Ad hoc VANET [12]
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determination on a demand basis or need basis and maintain only the routes that are
currently in use. Therefore it reducing the burden and overhead on the network
when only a subset of available routes is in active at any point of time [6].

AODV maintains and uses an efficient method of routing, which reduces net-
work burden by broadcasting route discovery packet mechanism and by runtime
updating routing information at each adjacent node. Route discovery in AODV can
be perform by sending Route Request (RREQ) from a node when it needs a route to
send the data to a particular destination. After sending RREQ, a node waits for the
Route Reply (RREP) and if it does not receive any RREP within time threshold.

The node members of contracted ad hoc network when out of the range of the
existing ad hoc network, it may fails to progress. Hence, we need some other
helping equipments (road side equipment) to help those node (Vehicle) to progress.
But, irrespective of that, if we taken the existing neighbor Ad hoc network, that can
help to restart the communication with that isolate node (Vehicle), which is more
economic, as we do not need any extra equipment or extra data communication.

Fig. 2 Classification of Ad-hoc routing protocols [4]
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2 Literature Survey

Formally the authors have studies different routing protocols on VANET [7] and
found some different routing protocol performance [7–10]. The authors have also
obtained the result for different scenarios [7, 8], different routing protocols [10],
different type of data [9], such as multimedia and text both types of data. We found
AODV is better than other routing protocol in VANET for non real time data. And
AODV works better in city scenario (Mesh structure road shape) [8]. The com-
parative study of different routing protocols in VANET is available in the work
of [11].

Out of variousNetwork aswell as of VANET simulators NS3, SUMO,OMneT++,
MiXiM, NCTUns, Dia, Subversion (SVN), NCTUns-6 [12, 13] is a simulator very
much popular mainly as it provides graphical environment for Network simulation.
Details of application and use of NCTUns is available in the article ofWang et al. [3].
On the other hand the NCTUns supports almost all available routing protocols
applicable in VANETs. Importantly, with the graphical environment supported in
NCTUns various types of city scenarios can be realised for the simulation. The
NCTUns simulator has applied in VANET scenarios by the authors [14] and
reasonably accurate results have been observed for the Network parameters like
packet drop, packet collision.

3 Proposed Work

The present is an attempt to propose an efficient algorithm, that the close neighbor
network node (Vehicle) can send Route request (RREQ) and Route Reply (RREP)
packet. It may be for some time more useful compared to multicast (2.0.255.255) of
Internet Protocol (IP) scheme. In Fig. 3 we found left side scenario is working with
only multicast running with AODV routing protocol. So, packets is only within the
home network (2.0.0.0/16) i.e. left side scenario. Now let us assume there is a
situation, where a node (vehicle) is out of range of a communication node of left

AODV(2.0.0.0/16)
With 2.0.255.255
multicast

m-AODV (3.0.0.0/16)
With 255.255.255.255
broadcast

Fig. 3 m-AODV broadcast
it’s RREQ packet (simulation
secnario)
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side (3.0.0.0/16) network. In this situation the out of range node will fail to com-
municate and propagate. But, according to our algorithm, right side (3.0.0.0/16)
network running with modified AODV routing protocol (m-AODV) will help in
this situation (Fig. 2) for the node within the range of this network, as it is designed
for broadcast (255.255.255.255) IP. Hence if the node has link breakage of right
side network, will also able to communicate with left side ad hoc network with the
help of right side ad hoc network.

We have taken AODV (Fig. 4) protocol for ad hoc routing protocol as we found
in our previous paper [7], the AODV is best performance compared to other routing
(DSR, TORA, ADV) protocols. As we found in our previous paper [8], ADV and
AODV is almost identical in performance, but ADV is better in séance of multimedia
data only. Therefore, we try to focus the enhancement on AODV in this paper.

3.1 Proposed Algorithm

Algorithm m-AODV: [S = source node, D = destination node]
Begin

1. Route discovery

a. For node n! = destination or RERR packet received
/* n is number of nodes [n = 0, 1, … N − 1] */

b. Send RREQ packet in broadcast to all networks with broadcast IP
255.255.255.255 starting from S node.

c. If packet is not available from own network, receive packet from nearest
neighbour.
If packet received by destination at D, starts unicast.
Else go to step a.

d. On error Request Error (RERR) packet is broadcasted.

End.

RREQpkt

DATApkt

RREPpkt

source

destination

Fig. 4 AODV works [1, 15]
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3.2 Program Code

The part of modified code of Hello_packet, sendRREQ, forwardRREQ, bcastRERR
packets are given below.

3.3 Performance Metrics

Different performance metrics are used to check the performance of routing pro-
tocols in various ad hoc network scenario. In this study we have opted throughput
and broadcast of packets to check the performance of VANET routing protocols
against each other. We select those performance metrics is to check the performance
of routing protocols in highly mobile environment of VANET. Further, those
performance metrics are used to check the effectiveness of VANET routing
protocols i.e. how well the protocol deliver and receive packets and how efficiently
the proposed algorithm for a routing protocol performs in order to discover the
route towards destination. The selected metrics for modified AODV (m-AODV)
protocols evaluation are as follows [11, 15].
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3.3.1 Throughput

Throughput is the average number of successfully delivered data packets on a
communication network or network node. In other words throughput describes as
the total number of received packets at the destination out of total transmitted
packets [11]. Throughput is calculated in bytes/sec or data packets per second. The
simulation result for throughput in NCTUns6.0 shows the total received packets at
destination in KB/Sec, mathematically throughput is shown as follows:

Througput bytes/secð Þ ¼ Total number of received packets at destination� packet size
Total simulation time

Throughput of incoming packet is In throughput and incoming versus outgoing
is IN-Out throughput. If it increases, the probability of link breakage is less.

3.3.2 Broadcast of Packets

Number of packet broadcast from the source and number of packet receive by a
node. Number of packets out going versus incoming is called In-Out broadcast [14].
Lower packet drop rate shows higher protocol performance. If it incise, then
probability of link breakage is less.

4 Result and Analysis

4.1 Simulator

There are different types of simulator, such as, NS2, NS3, SUMO, NCTUns,
OMneT++, MiXiM, Dia, Subversion (SVN). But we opted chosen NCTUns-6.0 for
simulation of our present work. It helps us to test before real-time.

The major characteristics [12] of NCTUns-6.0 are given below (Fig. 5)

• It directly uses the real-life Linux TCP/IP protocol stack to generate high-fidelity
simulation results.

• It can run up any real-life UNIX-based application program on a simulated node
without any modification.

• It can use any real-life UNIX network monitoring tools.
• Its setup and usage of a simulated network and application programs are exactly

the same as those used in real-life IP networks.
• It simulates many important networks.
• It simulates many important protocols.
• It finishes a network simulation case quickly.
• It generates reliable and repeatable simulation results.
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• It provides a highly-integrated and professional GUI environment.
• It adopts a module-based architecture.
• It can be easily used as an emulator.
• It supports seamless integration of emulation and simulation.

4.2 Testing Scenario Conditions of VANET

• Network is taken ad hoc and the path is absolutely dynamic in nature.
• Lane Width is taken 30 m.
• Initial average distance is *500 m in between different car.
• Simulation time is taken 400 s on average.
• RTS threshold is 3,000 bytes.
• The car profile is taken five.
• (20 %—speed is 20 km/h, 20 %—speed is 40 km/h, 20 %—speed is 60 km/h,

20 %—speed is 70 km/h, 20 %—speed is 90 km/h)
• Number of lane is taken 2.
• Number Network is taken 2 (one of 2.0.0.0/16 net id another is 3.0.0.0/16

network id).

The other simulation environment parameter is given in the Table 1.
The above testing scenario (Fig. 3) is planned with left side road structure with

2.0.0.0/16 sub net id and right side rode structure with 3.0.0.0/16 subnet id. And
AODV run with Multicast in same network (2.0.255.255). But, m-AODV run with
broadcasting (255.255.255.255) to left and right side both.

Fig. 5 NCTUns6.0 simulator
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4.3 Result

4.3.1 Car 5 of Each Network

1. In-Out broadcast of packets
The In-Out packet broadcast output number is drastically incises in the m-AODV
approach (Fig. 6). As the traffic is less and the left side (2.0.0.0/16) nodes absorbs
the some right side (3.0.0.0/16) packet and this network packets is not confined
within the network.
Therefore we found the In packet for node is incises compared to original
AODV.

Table 1 Simulations
environment parameter for
VANET

Parameter Value

Frequency (MHz) 2,400

Fading Var 10.0

Ricean K 10.0

Tx antenna height (m) 1.5

System loss 1.0

Trans power (dbm) 3.0

Average building height (m) 10

Street width (m) 30

Average building distance (m) 90

Path loss exponent 2.0

Shadowing standard deviation 4.0

Close In distance (m) 1.0

Rx antenna height (m) 1.5

Number of cars is taken for each network 5,10,15

Fig. 6 AODV versus m-
AODV IP broadcast In-Out
graph
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2. In throughput of Packets to nodes
In throughput of packet also much improved in m-AODV scheme (Fig. 7), as it
absorbs more compared to multicast.

3. In-Out packet throughput to nodes
Naturally the below Fig. 8 indicates the in-out throughput is much more for right
side network (3.0.0.0/16) as it receive the more numbers of packet from it’s own
network. The neighbour network (2.0.0.0/16) will not able to send any packet to
the right side network as it is different network.

Therefore our proposal (m-AODV) is better in terms of In-out throughput of
packet.

Next we try to simulate further on more dance traffic situations.

Fig. 7 In throughput of
number of packets to nodes
AODV versus m-AODV

Fig. 8 In-Out throughput of
AODV versus m-AODV
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4.3.2 Car 10 of Each Network

1. In-Out broadcast of packets
2. In throughput of Packets to nodes
3. In-Out packet throughput to nodes

Hear we found the number of packet broadcast is again same for both (Fig. 9).
But the In throughput (Fig. 10) and In-out throughput (Fig. 11) incising as the traffic
incises for AODV compared to m-AODV. As, traffic incises, the LHS side traffic
need less reuse of neighbour (RHS) side packet for maintaining Ad hoc network.

4.3.3 Car 15 of Each Network

1. In-Out broadcast of packets
2. In throughput of Packets to nodes
3. In-Out packet throughput to nodes

Fig. 9 AODV versus m-
AODV IP broadcast In-Out
graph

Fig. 10 In throughput of
number of packets to nodes
AODV versus m-AODV
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On third testing result set (Figs. 12, 13 and 14) indicates more clear enhance-
ments of result compared to second test (10 car each side scenario) and first test set
(5 car each side scenario).

Fig. 11 In-Out throughput of
AODV versus m-AODV

Fig. 12 AODV versus
m-AODV IP broadcast In-Out
graph

Fig. 13 In throughput of
AODV versus m-AODV
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Finally we have found some very prospective result in that our modified AODV
(m-AODV) working principal. It is far better in the link breakage situation for high
density traffic situation, especially in city scenario (mesh structure). The perfor-
mance with respect to Out throughput and In-out throughput situation is far better
than conventional AODV working principal in NCTUns simulator.

5 Conclusion and Feature Work

We have found a very fruitful result through Figs. 6, 7, 8, 9, 10, 11, 12, 13 and 14
that, our modified AODV (m-AODV) working principal is far better in the link
breakage and high traffic density situation. The performance with respect to
broadcast, In-throughput and In-Out throughput, all the situation is better compared
to conventional AODV working principal in NCTUns simulator.

The only drawback of this proposal is, it may increase collision, if traffic density
is more. But, the number of packet as increase (Figs. 7, 8, 10, 11, 13 and 14), the
performance is progressive in our proposal.

References

1. www.ietf.org/rfc/rfc3561.txt; www.ietf.org/rfc/rfc4728.txt
2. Boppana, R.V. et al.: An adaptive distance vector routing algorithm for mobile, ad hoc

networks. INFOCOM 2001. IEEE Xplore, vol. 3, 1753–1762 (2001)
3. Wang, S.Y. et al.: The design and implementation of the NCTUns 1.0 network simulator.

Comput. Netw. 42(2), 175–197 (2003)
4. Kuosmanen, P.: Classification of ad hoc routing protocols. Finnish Defence Forces, Naval

Academy, Helsinki
5. Larsson, T., Hedman, N.: Routing protocols in wireless Ad Hoc networks—a simulation

study. Department of Computer Science and Electrical Engineering, Luleå University of
Technology, Stockholm (1998)

Fig. 14 In-Out throughput of
AODV versus m-AODV

Application of RREQ Packet in Modified AODV(m-AODV) … 501

http://www.ietf.org/rfc/rfc3561.txt
http://www.ietf.org/rfc/rfc4728.txt


6. Johnson, D. B., Maltz, D. A.: Dynamic source routing in ad hoc wireless networks. In:
Imielinski, T., Korth, H. (eds.) Mobile computing, pp. 153–181. Kluwer, Norwell (1996)

7. Saha, S., Roy, U., Sinha, D.D.: Performance analysis of VANET scenario in Ad-hoc network
by NCTUns. IJICT 3(7), 575–581 (2013) (ISSN 0974–2239)

8. Saha, S., Roy, U., Sinha D.D.: VANET simulation in different Indian city scenario. IJEEE 3(9)
(2013) (ISSN 2231–1297)

9. Saha, S., Roy, U., Sinha D.D.: Comparative study of Ad-Hoc Protocols in MANET and
VANET. IJEEE 3(9) (2013) (ISSN 2231–1297)

10. Saha, S., Roy, U., Sinha D.D.: Performance comparison of various Ad-Hoc routing protocols of
VANET in Indian city scenario. AIJRSTEM 1(5), 49–54 (2014) ([ISSN (Online):2328–3580])

11. Martinez, F.J., Toh, C.K., Cano, J.C, Calafate, C.T., Manzoni, P.: A survey and comparative
study of simulators for vehicular and hoc networks (VANETs). Wairless Commun. Mobile
Comput. 11(7), 813–828 (2011) (Special Issue: Emerging Techniques for Wireless Vehicular
Communications)

12. The GUI user manual for the NCTUns 6.0 network simulator and emulator
13. The protocol developer manual for the NCTUns6.0 network simulator and emulator
14. Saha, S., Roy, U., Sinha D.D.: AODV routing protocol modification with broadcasting RREQ

packet in VANET. IJETAE 4(8), 439–444 (2014)
15. Kawashima, H.: Japanese perspective of driver information systems. Transportation 17(3),

263–284 (1990)

502 S. Saha et al.



Characterization of Transaction-Safe
Cluster Allocation Strategies of TexFAT
File System for Embedded Storage Devices

Keshava Munegowda, G.T. Raju, Veera Manikdandan Raju
and T.N. Manjunath

Abstract The Extended File Allocation Table (ExFAT) file system is optimized to
use with SSD (Solid State Drives). The ExFAT file system supports higher storage
size compared to conventional File Allocation Table (FAT) file system. The
Transaction safe Extended FAT file system (TexFAT) is a variant of ExFAT file
system with power fail safe feature. The TexFAT file system is available in Win-
dows CE (Compact Embedded) version 6.0 and higher version Operating Systems
(OS). This paper adopts the reverse engineering methodology to explore cluster
allocation algorithms of TexFAT file system by conducting various combinations
of file system operations in Windows CE 6.0 OS. This paper also records the
performance benchmarking TexFAT and ExFAT file systems.

Keywords Cluster � ExFAT � FAT � Flash memory � FUSE � Heap � MMC �
SD � SSD � TexFAT � TFAT � USB � Windows CE

1 Introduction

The ExFAT [1, 2] file system is the successor of FAT [3] file system. The ExFAT
file system is optimized for flash memories and it supports the higher storage size.
The SD card Specification [4] classifies the FAT and ExFAT as the standard file
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systems to be used with SD cards. The ExFAT file system is Multi OS supported
and hence it is preferred file system to be used with embedded storage devices such
as Multimedia card (MMC) [5], SD card and Universal Serial Bus (USB) flash
drives. In ExFAT file system, a file/directory is a linked list of the data clusters. A
cluster is a basic allocation unit for file/directory. A group of sectors is called as a
“cluster”. The default size of sector is 512 bytes. The ExFAT file system by default
has only one FAT. The File Allocation Table contains the linked list of data clusters
of Files/directories. The Cluster Heap [2] is a Bitmap of all data clusters of File
system. The cluster heap is used to optimize the free cluster search while allocating
to a file/directory and also to optimize write and delete operations of files with
clusters allocated in contiguous numbers. In FAT and ExFAT file systems, if there
is a sudden power loss during file system update operations such as file/directory
creation, write, update, and deletion operations then user loses the existing file/
directory data and further it may lead to a state in which existing data of file system
is unreliable. Hence, both FAT and ExFAT file systems are not power fail safe. The
TFAT [6, 7] is the extension of FAT file system and TexFAT [8] file system the
extension of ExFAT file system. The TexFAT file system provides the power fail
safe feature. The TexFAT file system is available in Microsoft’s Windows CE 6.0
and later versions windows embedded operating systems. This file system is also
supported in Windows Mobile 6.5 OS. But, it is not supported in Windows XP
(eXPerience), windows 7/8 OSs. The TexFAT file system is backward compatible
with conventional ExFAT file system. This means the file/directories created in the
TexFAT file system are accessible for read and write operations in ExFAT file
system implementations. As of today, August 2014, The Microsoft Corporation has
not released any specification for TexFAT file system. This paper adopts the reverse
engineering methodology by performing the various combinations of directory and
file write operations in Windows CE platform and analyze the post file system write
patterns to explore the transaction safe cluster allocation algorithms of TexFAT file
system and hence determines the how the power fail safeness is achieved in these
file systems.

2 Cluster Allocation Algorithms of TexFAT File System

A file system operation except the read operation involves following operations

(i) The Meta data update involves updating file directory entry [1], stream
extension directory entry [1] and file name extension directory entry [1] offile/
directory, Updating the File Allocation Table and updating the Cluster Heap.

(ii) The User data update involves the updating the data clusters of the file.

Note that, if there is sudden power-loss or abrupt storage device removal from
computer system or system crash during user data update, then file/directory content
is corrupted or unreliable. But, if there is sudden power-loss during Meta data
update then it causes entire file system to be corrupted/unreliable and enforces user/
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system administrator to format the file system and erase all valid data of file system.
In TexFAT file system, power fail safe feature is provided by performing atomic the
file systems update operations. The TexFAT file system implements the transaction
safe file write/udpate/truncation operations and transaction safe directory update
operation. The ExFAT file system uses only one instance of FAT where as the
TexFAT file system uses two instances of FATs. The TexFAT uses two instances of
cluster heap to optimize the transaction safe file write operation. If the contiguous
clusters are available for allocation, then the ExFAT file system does not update the
cluster status in FAT entries, instead “No FAT chain” [2] bit is set 1, to indicate the
contiguous number of clusters are allocated. The allocated cluster status bit is
indicated in cluster heap. The “No FAT chain” bit is a part of generic primary flags
of stream extension directory entry of files/directory.

2.1 Transaction Safe File Write Operation

The file/folder creation, file write/update and file/folder removal operations causes
the update in the data of the clusters of the parent directory in which file/folder exists/
created. The TexFAT file system provides the transaction safe update/write opera-
tion of directory. Following are the two scenarios of directory update operations

1. File/Folder creation operation
2. File/Folder update/deletion operation

2.1.1 Directory Update by File/Folder Creation

The creation of a file or sub directory/folder causes either update in the allocated
clusters of the directory or allocation of new cluster to the directory. Whenever a
file is created, following are the steps performed with automicity.

1. Search for sufficient number of free bytes available in all the clusters of directory
to write the Meta data of the file to be created. In TexFAT, The Meta data of the
file consists of 32 bytes file directory entry, 32 bytes stream extension entry and
multiple 32 bytes file name extension entries.

2. If the sufficient number of free bytes are not available then allocate a new cluster
to the tail of the cluster chain of the directory and create the file by writing
32 bytes file directory entry, 32 bytes stream extension entry and multiple
32 bytes file name extension entries.

3. If the sufficient number of free bytes are available in any allocated cluster of
cluster chain of directory, then copy the content of this cluster a new cluster.
Create the file by writing the Meta data of the file in the new cluster. This new
cluster replaces the cluster in which is sufficient number of free bytes are found.

4. Copy the content of active FAT and cluster heap to backup FAT and cluster
heap.
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Figure 1 shows the WinHex [9] tool display snapshot of the root directory of the
ExFAT file system of Win CE 6.0 OS on 4 GB (Giga Bytes) SD (Secure Digital)
card. The root directory contains the file named KMG.txt with contiguous clusters
0 × 43 (hexadecimal number 43), 0 × 44 and 0 × 45. Note that, data cluster number
0 × 42 is allocated to root directory in which the file KMG.txt exists.

2.1.2 Directory Update by File/Folder Deletion/Update

Whenever the file write is performed the starting data cluster number, file size, last
updated time changes and it causes write operation to the data cluster of the parent
directory. Similarly, whenever the file/folder deleted, the 32 bytes file/folder entry,
stream extension entry and file name extension entries are marked as deleted and it

Fig. 1 Snapshot of the root directory containing the file KMG.txt; the cluster 0 × 43 is the first
data cluster of the file KMG.txt
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cause the write operation to the data cluster of the directory in which file/folder
exists. During file write and file/folder deletions following steps are performed with
atomicity.

(i) Search for the data cluster in which file/folder need to be updated/deleted.
(ii) Allocate the new data cluster in the active FAT and Cluster Heap.
(iii) Write the content of the data cluster, in which file/folder need to be updated

to the new data cluster.
(iv) Update the 32 bytes file entry, stream extension entry and file name entries in

the new data clusters.
(v) Replace the old cluster number by new cluster in cluster linked list (chain)

in FAT.
(vi) Mark the old cluster as free in cluster heap.
(vii) Copy the content of active FAT and cluster heap to backup FAT and cluster

heap.

As an example, If the file KMG.txt, shown in Fig. 1, is deleted, the Meta data of
the KMG.txt such as 32 bytes file entry, stream extension entry and file name
extension entries are need to be marked as deleted. Hence, new cluster 0 × 46 is
allocated to root directory, as shown in Fig. 2; the content of the cluster 0 × 42 is

Fig. 2 Snapshot of cluster 0 × 46 of root directory in which file KMG.txt is marked as deleted
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copied to this new cluster. The Meta data of the file KMG.txt are marked as deleted
in this new cluster 0 × 46. The cluster 0 × 42 is marked as free in cluster heap, also
the data clusters 0 × 43, 0 × 44 and 0 × 45 of file KMG.txt are marked as free in
cluster heap. FAT is not updated while freeing the allocated clusters.

In Summary, during transaction safe directory update, the cluster which needs to
be updated will be replaced by new cluster. The new cluster contains the updated
data and it inserted in same logical position in the cluster linked list (cluster chain)
of the directory as shown in Fig. 3. Note that, the starting cluster or 1st cluster of the
cluster chain of the directory does not contain any data; this technique is to avoid
the modification to the first cluster value in Meta data update of the directory. While
creating/updating/removing the file/folder in the directory, the search for the free
space or file/directory name is performed from the 2nd cluster of the cluster chain of
the directory.

2.2 Transaction Safe File Write Operation

Following are the three scenarios of file update operations

1. File write operation by adding new clusters.
2. File write operation by updating data in existing clusters.
3. File truncation by removing the existing clusters.

Directory Meta data

Cluster X
(No Meta data)

Cluster K
(Need to be updated)

Cluster T

Cluster M
(Updated with new data) 

1st

Cluster

2nd

Cluster

3rd

Cluster

Fig. 3 Directory with clusters X, K and T; the cluster K is replaced with cluster M in the cluster
chain
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2.2.1 File Write Operation by Adding New Clusters

Whenever a file is extended by adding new clusters, following are the steps per-
formed with atomicity.

(i) Search for new set of data clusters.
(ii) If the available free clusters are contiguous then these clusters marked as

allocated in the active cluster heap and FAT is not updated. If the available
free clusters are not contiguous then these clusters marked as allocated in the
active cluster heap and FAT.

(iii) The data of existing clusters are copied to the new clusters.
(iv) The new data is appended to the old data copied in step (iii).
(v) If the contiguous clusters are allocated then content of active Cluster Heap

are copied to backup Cluster Heap.
(vi) If the non-contiguous clusters are allocated then content of active Cluster

heap and active FAT are copied to backup clusters heap and backup FAT.
(vii) The Meta data of the file such as 32 bytes file/folder directory entry and the

32 bytes stream extension directory entry of the file is updated with new
starting data cluster, updated time and new file size. The updating of the
Meta data of the file is the write operation of data clusters of the parent
directory in which the file exists. The data cluster updating of the directory is
the performed as transaction safe operation as described in the Sect. 2.1.2.

Figure 1 shows that an example file named KMG.txt is created in the root
directory. The cluster numbered 0 × 43, 0 × 44 and 0 × 45 are allocated to the file. If
the file is extended by adding new data then new set of clusters 0 × 47, 0 × 49,
0 × 4A, 0 × 4B are allocated to the file. The data of the clusters 0 × 43, 0 × 44 and
0 × 45 are copied to the clusters 0 × 47, 0 × 49, 0 × 4A respectively. The new data
to be appended is copied to the cluster 0 × 4B. Figure 4 shows the updated 32 byte
file entry, stream extension and file name extension entries of the file KMG.txt with
new starting data cluster 0 × 47. The new cluster 0 × 4C is allocated to the root
directory to replace the cluster 0 × 46.

2.2.2 File Write Operation by Updating Data in Existing Clusters

Whenever existing data of file is modified, following are the steps performed with
atomicity.

(i) Search for new set of data clusters.
(ii) If the available free clusters are contiguous then these clusters marked as

allocated in the active cluster heap and FAT is not updated. If the available
free clusters are not contiguous then these clusters marked as allocated in the
active cluster heap and FAT.

(iii) The data of existing clusters is updated with new data.
(iv) This updated data is copied to the newly allocated clusters.
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(v) If the contiguous clusters are allocated then content of active Cluster Heap
are copied to backup Cluster Heap.

(vi) If the non-contiguous clusters are allocated then content of active Cluster
heap and active FAT are copied to backup clusters heap and backup FAT.

(vii) The Meta data of the file such as 32 bytes file/folder directory entry and the
32 bytes stream extension directory entry of the file is updated with new
starting data cluster, updated time and new file size. The updating of the
metadata of the file is the write operation of data clusters of the parent
directory in which the file exists. The data cluster updating of the directory is
the performed as transaction safe operation as described in the Sect. 2.1.2.

Fig. 4 Snapshot of the cluster 0 × 4C of root directory with updated Meta data of the file KMG.txt
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For Example, if the data of the cluster 0 × 45 of file KMG.txt, as shown in Fig. 1
is modified then new set of clusters 0 × 47, 0 × 49 and 0 × 4A are allocated to the
file KMG.txt as shown in Fig. 5. The clusters 0 × 47 and 0 × 49 contain the older
data of clusters 0 × 43, 0 × 44 of the file but the cluster 0 × 4A contains the
modified data of the cluster 0 × 45. The stream extension entry of the file KMG.
TXT is updated with new first cluster number 0 × 47.

Fig. 5 Snapshot of the FAT with new cluster 0 × 4B allocated to root directory; new set of
clusters 0 × 47, 0 × 49, and 0 × 4A are allocated to file KMG.txt
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2.2.3 File Truncation by Removing Existing Clusters

Whenever a file is truncated, following are the steps performed with atomicity.

(i) Search for new set of data clusters.
(ii) If the available free clusters are contiguous then these clusters marked as

allocated in the active cluster heap and FAT is not updated. If the available
free clusters are not contiguous then these clusters marked as allocated in the
active cluster heap and FAT.

(iii) The data of existing clusters is truncated.
(iv) This truncated data is copied to the newly allocated clusters.
(v) If contiguous clusters are allocated then content of active Cluster Heap are

copied to backup Cluster Heap.
(vi) If non-contiguous clusters are allocated then content of active Cluster heap

and active FAT are copied to backup cluster heap and backup FAT.
(vii) The Meta data of the file such as 32 bytes file/folder directory entry and the

32 bytes stream extension directory entry of the file is updated with new
starting data cluster, updated time and new file size. The updating of the
metadata of the file is the write operation of data clusters of the parent
directory in which the file exists. The data cluster updating of the directory is
the performed as transaction safe operation as described in the Sect. 2.1.2.

For Example, if the data cluster 0 × 45 of file KMG.txt, as shown in Fig. 1, is
removed then new set of clusters 0 × 47 and 0 × 49 are allocated to the file KMG.txt
as shown in Fig. 6. The clusters 0 × 47 and 0 × 49 contain the data of the clusters
0 × 43 and 0 × 44 but the data of the cluster 0 × 45 is discarded. The stream
extension entry of the file KMG.TXT is updated with new first cluster number
0 × 47. In summary, during transaction safe file write/update/truncation, the com-
plete cluster chain of the file is replaced with new cluster chain with updated data as
shown in Fig. 7.

3 Experimental Results

The Performance Benchmarking of file update by adding new clusters is conducted
on Dell laptop named Inspiron 5,520 containing 4 Intel core i5 processors of
2.5 GHz speed and 4 GB of RAM/main memory. The cluster allocation algorithms
of TexFAT are implemented by modifying the Linux File system in User Space
(FUSE) [10] based ExFAT implementation [11]. This modified ExFAT (TexFAT)
code is ported to Linux kernel version 3.8 of Ubuntu 12.4 OS for the accuracy of
benchmarking of file system operations. The SanDisk 64 GB SD card with cluster
size of 64 KB is used for the performance benchmarking and it is mounted with
buffer cache disabled in the Linux kernel. Each write operation is performed with
the 4 MB or record size. The file update operation is performed on the existing test
file of size 64 MB (Mega Bytes). The file update write operation by adding new
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Fig. 6 Snapshot of the FAT with new set of clusters 0 × 47 and 0 × 49 are allocated to file KMG.txt

New Cluster chainFile Meta data

Cluster L

Cluster A
(Need to be 

updated)

Cluster H

Cluster M
(Updated with 

new data)

1st

cluster

2nd

Cluster

3rd

Cluster

Cluster R
(Contains data 

of cluster L)

Cluster G
(Contains data 

of cluster H)

Fig. 7 File with clusters L, A and H; the updated file has new cluster chain with clusters R, M and G
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clusters involves the data sizes of 8 MB to 512 MB. Figure 8 shows file update
operation performance of ExFAT and TexFAT file systems. Note that, file write
performance of TexFAT degrades if the existing file size is larger. Thus, larger the
file size higher the performance degradation during file update. The average update
(re-write) performance range of ExFAT file system is 6.8–8.2 MBpS (MegaBytes
per Second). If the existing file size is 64 MB, then the average file update per-
formance range of TexFAT file system is 4.2–5.2 MBpS.

4 Conclusions

The TexFAT file system supports transaction safe file update and directory update
operations. The file write operation in TexFAT file system secures the previous
copy of the file data in case of abrupt power failures, but the performance is

Fig. 8 File Update operation performance of TexFAT and ExFAT file systems
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degraded. The TexFAT file system always ensures that both user data of the file and
Meta data of the file system are safe across uncontrolled power loss or abrupt device
removal or system/OS crashes. Similar to ExFAT file system, in TexFAT File
System also, during file/directory deletion, the allocated data clusters are marked as
free only cluster heap and FAT is not updated. The file truncation operation in
ExFAT involves only the removal of data clusters from the cluster chain of the file.
In TexFAT file system, the file truncation operation includes the file write operation
along with removal of existing data clusters of the file.
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Abstract In last few decades, Evolutionary computation and Swarm intelligence
are two hot favorites for almost all types of researchers. Moreover, many contri-
butions have been made in two directions: Genetic Algorithm (GA) and Particle
Swarm optimization (PSO). But, some limitations in both the algorithms (compli-
cated operator like crossover and mutation in GA and early convergence in PSO),
are the major restricted boundaries for solving complex problems. In this paper, a
hybridization of Particle swarm optimization and Genetic algorithm has been
proposed with the back propagation learning based Multilayer perceptron neural
network. The effectiveness of the proposed algorithm is shown through a no. of
simulation steps with the help of the benchmark datasets considered from UCI
machine learning repository. The performance of the algorithm is compared with
other standard algorithms to show the steadiness and efficiency as well as statically
significant.
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1 Introduction

Evolutionary computation and Swarm intelligence are diversified area of research
which make them more favorites than other optimization algorithms. Evolutionary
algorithms (like GA) [1], Differential Evolution (DE) [2] and Swarm Intelligence
(like PSO) [3]; Group Search Optimization (GSO), [4]; Ant Colony algorithm
(ACO) [5]; Bee Colony algorithm(BCO) [6, 7], Cat Swarm Optimization (CSO) [8,
9], Glowworm Swarm Optimization(GSO) [10], are widely used in various engi-
neering applications and these methodologies have been combined with different
neural network to perform various data mining tasks like classification, prediction
and forecasting.

Shi et al. [11] have introduced an improved GA algorithm and a new hybrid
algorithm using PSO & GA. They performed the simulations for optimization
problems and found that the hybrid algorithm performs better than other techniques.
A novel Chaotic Hybrid Algorithm (CHA) by using the hybridized PSO-GA
method for circle detection has been developed by Dong et al. [12]. Liu et al. [13]
have made an investigation on two Wavelet-MLP hybrid frameworks for wind
speed prediction using GA and PSO optimization. The comparison performance
between the two networks helps to prove that the Wavelet network is more sta-
tistically significant than MLP. Ludermir et al. [14] have used the PSO technique
for the identification of factors related to Common Mental Disorders. A hybrid
algorithm combining Regrouping Particle Swarm Optimization (RegPSO) with
wavelet radial basis function neural network is presented by Nasir et al. [15] which
is used to detect, identify and characterize the acoustic signals due to surface
discharge activity. Sahoo et al. [16] have developed a hybrid method by considering
both PSO and GA for solving mixed integer nonlinear reliability optimization
problems in series, series–parallel and bridge systems. An efficient classification
method based on PSO and GA based hybrid ANN has been proposed by Naik et al.
[17] and it is found relatively better in performance as compared to other
alternatives.

Most of the conventional optimization techniques are iterative methods in which
the selection of initial solution is based on the nature of the problem [18] and are
revised using deterministic update rules which usually depend upon the problem
structure. However, the improvement of heuristic techniques, like genetic algo-
rithm, particle swarm optimization, attracts the researcher’s attention towards these
methods, due to the efficiency of solving a complex iterative optimization problem
within a rational time complexity. But, for the improvement in computational
efficiency, hybridization between two or more algorithms are required. With this
intention, in this paper a hybridized PSO-GA based multilayer perceptron has been
proposed to perform classification task. The experiments for this purpose will
comprise of the following performance comparisons: (1) GA-MLP, (2) PSO-MLP,
(3) Hybrid PSO/GA-MLP. Remaining of this paper is organized as follows: Pre-
liminaries, Proposed Model, Experimental Setup and Result Analysis, Conclusion
and References.
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2 Preliminaries

2.1 Particle Swarm Optimization

Particle swarm optimization (PSO) [3, 19] is a widely used stochastic based search
algorithm and it is able to search global optimized solution. Like other population
based optimization methods the particle swarm optimization starts with randomly
initialized population for individuals and it works on the social behavior of particle
to find out the global best solution by adjusting each individual’s positions with
respect to global best position of particle of the entire population (Society). Each
individual is adjusting by altering the velocity according to its own experience and
by observing the experience of the other particles in search space by use of Eqs. 1
and 2. Equation 1 is responsible for social and cognition behavior of particles
respectively where c1 and c2 are the constants in between 0–2 and rand(1) is
random function which generates random number in between 0–1.

Vi t þ 1ð Þ ¼ Vi t þ 1ð Þ þ c1 � rand 1ð Þ � lbesti � Xið Þ þ c2 � rand 1ð Þ � gbesti � Xið Þ
ð1Þ

Xi t þ 1ð Þ ¼ Xi tð Þ þ Vi t þ 1ð Þ ð2Þ

The basic steps of problem solving strategy of PSO are:

Initialize the position of particles Vi tð Þ (population of particles) and velocity of
each particle Xi tð Þ.
Do

Compute fitness of each particle in the population
Generate local best particles (LBest) by comparing fitness of particles in
previous population with new population
Choose particle with higher fitness from local best population as global best
particle (GBest).
Compute new velocity Vi t þ 1ð Þ by using Eq. (1).
Generate new position Xi t þ 1ð Þ of the particles by using Eq. (2).

While (iteration <= maximum iteration OR velocity exceeds predefined velocity
range);

2.2 Genetic Algorithm

Genetic algorithm (GA) [1] is a computational model of machine learning inspired by
evolution. The development of GA has now reached a stage of maturity, due to the
effort made in the last decade by academics and engineers all over the world. They are
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less vulnerable to getting ‘stuck’ at local optima than gradient search methods. The
pioneering work is contributed by J.H. Holland for various scientific and engineering
applications. GA is inspired by the mechanism of natural selection, a biological
process in which stronger individuals are likely be the winners in a competing
environment. Fatnesses (goodness) of the chromosomes are used for solving the
problem and in each cycle of genetic operation (known as evolving process) a suc-
cessive generation is created from the chromosomes with respect to the current
population. To facilitate the GA evolution cycle, an appropriate selection procedure
and two major fundamental operators called crossover and mutation are required to
create a population of solutions in order to find the optimal solution (chromosome).

2.3 Multi Layer Perceptron

Multi Layer Perceptron (Fig. 1) is the simplest neural network model which is
consists of neurons called (Rosenblatt 1958). From multiple real valued inputs, the
perceptron compute a single output according to its weights and non-linear acti-
vation functions. Basically MLP network is consists of input layer, one or more
hidden layer and output layer of computation perceptron.

MLP is a model for supervised learning which uses back propagation algorithm.
This consists of two phases. In the 1st phase, error (Eq. 4) based on the predicted
outputs (Eq. 3) corresponding to the given input is computed (forward phase) and in
the 2nd phase, the resultant error is propagated back to the network based on that
weight of the network are adjusted to minimize the error (Back Propagation phase).

Fig. 1 MLP with input layer, single hidden layer and output layer, Where f(.) is non-linear
activation function
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y ¼ f
Xn

i¼1

wixi þ b

 !
ð3Þ

where w is the weight vector, x is the input vector, b is the bias and f :ð Þ is the non-
linear activation function.

dk ¼ tk � ykð Þf yinkð Þ ð4Þ

where tk and yk is the given target value and predicted output value of input kth
pattern and dk is the error term for kth input pattern.

The popularity of MLP increases among the neural network research community
due to its properties like nonlinearity, robustness, adaptability and ease of use. Also
it has been applied successfully in many applications [20–28].

3 Proposed Model

In this section, we have proposed a PSO and GA based back propagation learning-
MLP (PSO-GA-BP-MLP) for classification. Here basic concepts and problem
solving strategy of PSO and GA evolutionary algorithm are used for better result of
MLP classifier.

Algorithm. PSO-GA based Back Propagation Learning- MLP (PSO-GA-BP-
MLP) for classification

% Initialization of population
P = round(rand(n,(c-1)*(c-1)));
Where n is the number of weight-sets (chromosomes) in the population ‘P’ and c is 
the number of attributes in dataset (excluding class label).

% Initialization of velocity
v = rand(n,(c-1)*(c-1));

% Neural Setup for MLP
Bh =(rand(c-1,1))'; % Bh: Bias of hidden layer.
Bo = rand(1); % Bo: Bias of output layer.

% PSO-GA Iteration
Iter=0; % iter: Iteration
while(1)

1. Selecting local best weight-sets (lbest) by comparing with weight-sets in 
previous population. If it is first iteration, then initial population(P) is 
considered to be local best(lbest). Otherwise, new ‘lbest’ population is formed by 
selecting best weight-sets from previous population (P) and current local best 
(lbest).

Iter = Iter+1;
If (Iter == 1)

lbest = P;
else

[lbest] = lbestselection (lbest, P, tdata, t); 
end
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7. Update next position by using current population (P) and new velocity (vnew).
P = P + vnew;

8. If maximum iteration is reached or fatnesses are remain unchanged for a pre-
defined number of iteration then stop.

If (Iter == maxIter)
break;

end
end

2. Compute fitness of all weight-sets in local best ‘lbest’. Each weight-sets are set 
individually in MLP and trained with training data ‘tdata’. RMSE for each 
weight-sets are calculated with respect to target ’t’. Based on RMSE, fitness of 
weight-sets are calculated by using ‘fitfromtrain’ procedure. 

[F] = fitfromtrain (lbest, tdata, t);

3. Select a global best ‘gbest’ from local best ‘lbest’ based on their fitness(F) 
(calculated by using ‘fitfromtrain’ procedure) by using ‘gbestselection’ 
procedure.

[gbest] = gbestselection (P, F, rmse);
4. Create mating pool by replacing weak individuals (having minimum fitness 
value) with global best ‘gbest’ weight set. 

5. Perform two point crossovers in mating pool mating pool and replace all the 
weigh set of population P with weight sets of mating pool.

6. Compute new velocity ‘vnew’ from population (P), velocity (v), local best 
‘lbest’ and global best ‘gbest’ by using ‘calcnewvelocity’ procedure.

vnew = calcnewvelocity (P, v, lbest, gbest);

function [lbest] = lbestselection (lbest, P, tdata, t)
1. Compute fitness of all weight-sets in local best ‘lbest’ and previous population 
‘P’. Each weight-sets are set individually in MLP and trained with training data 
‘tdata’ by using ‘fitfromtrain’. RMSE for each weight-sets are calculated with 
respect to target ’t’. Based on RMSE, fitness of weight-sets is calculated.

[F1] = fitfromtrain (lbest, tdata, t);
[F2] = fitfromtrain (P, tdata, t);

2. Compare fitness of weight-sets in lbest and P by comparing F1 and F2 , where 
F1 and F2 are fitness vector of lbest and P respectively. Based on this 
comparison, generate new lbest for next generation.

for i = 1:1:number of weight-sets in P or lbset.
If (F1(i,1) <= F2(i,1))

lbest(i,:) = P(i,:);
else

lbest(i,:) = lbest(i,:);
end

end
end
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4 Experimental Setup and Result Analysis

The proposed method has been implemented using MATLAB 9.0 on a system with
an Intel Core Duo CPU T2300, 1.66 GHz, 2 GB RAM and Microsoft Windows XP
Professional 2002 OS. In this section, the comparative study on the efficiency of our
proposed method has been presented. Benchmark datasets (Table 1) from UCI
machine learning repository [29] and KEEL Data Set Repository [30] have been
used for classification and the result of proposed PSO-GA-MLP model is compared
with MLP, GA-MLP based on Genetic Algorithm and PSO-FLANN based on
Particle Swarm Optimization. Datasets have been normalized and scaled in the
interval −1 to +1 using Min-Max normalization before training and testing is made.
Classification accuracy (Eq. 5) of models has been calculated in terms of number of
classified patterns are listed in Table 2.

If cm is confusion matrix of order m × n then, accuracy of classification is
computed as:

Classification Accuracy ¼

Pn
i¼1

Pm
j¼1;
i¼¼j

cmi;j

Pn
i¼1

Pm
j¼1 cmi;j

� 100 ð5Þ

4.1 Parameter Setting

During simulation, c1 and c2 constants of PSO have been set to 2 and two point
crossovers is used throughout the experiment. In MLP, one input layer, one hidden
layer and one output layer for the neural network has been set during training and
testing.

Table 1 Data set information

Dataset Number
of
pattern

Number of
features
(excluding
class label)

Number
of
classes

Number
of pat-
tern in
class-1

Number
of pat-
tern in
class-2

Number
of pat-
tern in
class-3

Monk 2 256 06 02 121 135 –

Hayesroth 160 04 03 65 64 31

Heart 256 13 02 142 114 –

New
thyroid

215 05 03 150 35 30

Iris 150 04 03 50 50 50

Pima 768 08 02 500 268 –

Wine 178 13 03 71 59 48

Bupa 345 06 02 145 200 –
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5 Conclusion

The analysis of experimental of the combined optimization technique considered in
this paper, PSO+GA, for training MLP network with back propagation learning is
found to better as compare to MLP, GA-MLP and PSO-MLP for all most all the
datasets. By using such hybrid approach, it is easier to optimize the weights of MLP
network. Simulation results in Table 2 show that hybrid PSO-GA-MLP outperforms
other alternatives. In future, the above work may be extended to other promising
area of data mining by using it in higher order neural network.
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Analysis of New Data Sources in Modern
Teaching and Learning Processes
in the Perspective of Personalized
Recommendation

G.M. Shivanagowda, R.H. Goudar and U.P. Kulkarni

Abstract The increased variety of learning resources have substantially affected
learning styles of students, like e-books with modern collaborative tools, video
lectures of different teachers across the world, lively discussion boards etc. Having
accepted such forms of learning materials, teaching and learning processes in
conventional set up do not have a way to capture the data generated out of students’
learning activities involving such resources and use them effectively. This paper
analyses data generated by the student’s activities in Compiler of Resources in
Engineering and Technology to Aid Learning (CRETAL ) restricted to video
resources and asserts that they are indeed critically helpful data for teachers/tutoring
systems in generating personalised recommendations which are possible only
because of said data. CRETAL is the modern learning station, an intelligent system,
being developed at author’s institution to facilitate variety of learning resources
created and adapted by the faculty and the teachers worldwide to students.
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1 Introduction

CRETAL offers personalized learning environment with intelligent web services
which were used for author’s courses at undergraduate level at his institution.
Though CRETAL offers several other types of resources like any other hypermedia
system; study and analysis in this paper is limited to the video learning resources
and data related them. CRETAL is loaded with the video lectures produced by
different people around the world like National Program on Technology Enhanced
Learning (NPTEL), Khan Academy etc. and we refer them as Video Learning
Resource (VLR). Purpose of CRETAL’s services with respect to VLR is to enable
students to use VLRs like a modern E books providing annotation tools. There are
good numbers of annotation tools available in web as part of bigger system (like
few at http://www.annotations.harvard.edu); most of them have wider purposes like
movies, surveillance, medicine etc.… The multimodal system by Haojin Yang et al.
and VideoJot by Michael Riegler are too complex for a focused experiment of our
type which needs support only for the temporal text annotations [1, 2]. All of them
are less sensitive to the data that our experiment wanted to capture. In this regard
CRETAL have the features like, table of content in beginning of the VLR so that
user can seek the video stream directly from the point of his interest, tagging VLRs
at a particular instant, attach chit notes, marking, highlighting, preserving these tags
and allowing the user to search them during quick references etc. CRETAL also lets
users to share their tags and chit notes to their Buddy group (see (f) of Fig. 1) to
accommodate the collaborative and active learning styles. Among these, table of
content is the production time tagging done by the VLR producers or by the teacher
in the resources compiler mode. CREATL also have features to construct the users

(f)

(c)
(e) (d)

(b)

(g)

(a)

Fig. 1 CRETAL’s snap shot in the student mode. a Optional pop up b context based scrolling
suggestions. c Chit Notes if available. d Outcomes mapped by teacher in compiler mode.
e Associated tags with current VLR. f Interface for tagging. g Interface for searching tags
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learning trajectory by following their activity in a session and across the sessions
and generate dynamic suggestions. A typical structure of tag is <Tag_ID, Tag_
Description, Start_Time, End_Time, Tag_Type, User_ID, Rel-
evance_Index, VLR_ID>. Among the components of a tag, tag_type is one
which helps in distinguishing the tag as Chit Note, Marker, Connector, Launcher,
and Question to Teacher or Buddy etc. All these tags become searching contents for
any user who logs into CRETAL looking for VLR of his interests (see (g) of Fig.
1). Such tags can be suggested by the course teacher as references to his students
and a set of VLR can be adapted as references to the courses like reference books. It
is not the scope of this paper to either discuss the design of CRETAL or to evaluate
its performance against other existing E-learning systems.

Rest of the paper is organized as follows. Section 2 describes data used by E
learning systems for assessing and assisting learning, which are outcome of some
previous research. Section 3 introduces the new data sources because of VLR by
CRETAL and their estimation. Section 4 describes the outcomes of the CRETAL’s
experiment by author in his courses along with analysis of data. Finally Sect. 5
provides the concluding remark.

2 Nature of Data Required to Assist and Assess
Learning: Survey

Various methods and systems developed based on the information communication
have doubled in the recent past to improve the learning effectiveness of students at
all levels of education. They can be sorted as web based systems from just course
material presentation to personalised learning systems. We considered the recent
most appreciated systems like DEPTHS (Design Patter Teaching Help System),
ZOSMAT, Personalised Learning Course Planner (PLCP) and Personalised E-
Learning System (PELS) to understand the kinds of data along with their sources
which help these systems in achieving their objective of enhanced learning and its
effectiveness. Most commonly, data in any such system will depend on the nature
of the content of the learning material, its availability, method of measuring the
learning outcomes of the targeted concepts etc.

2.1 Depths

E helping system developed by Jeremic et al. [3] is restricted to non VLR and for
few topics of Software Patterns concepts. Three most important data that DEPTHS
uses for the student modeling are Personal data which is not essential for the
adaption of the teaching material, Performance data which is mixture of dynamic
and static data with respect to cognitive and individual characteristics, Teaching
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history which is DEPTHS actions, time taken to solve test, time spent of reading
slides/lessons and time taken for activities etc. All these data are used to calculate
the degree of mastery on particular concepts of the course content.

2.2 PLCP

Choi et al. [4] have used E-Learning Decision Support System (EL-DSS) to achieve
personalised course content organization; effort is to prove that if the course is
planned as per the requirements of the students then their learning performance is
improved. The data they record and use for this purpose are the user profile data
which give due importance to the pre-knowledge of the students, which is analysed
along with priorities of the course content set by the user to advise a learning
trajectory using EL-DDS and decision matrix.

2.3 ZOSMAT

An Intelligent Tutoring System (ITS) for mathematics which follows students in
every learning step is developed by Ayturk Keles et al. with flash animation also as
one of learning material [5]. This needs good amount of data which is temporal in
nature. Important components of the student’s model in ZOSMAT are personal
information, learning status with respect the learning objectives and series of test
data which are attached to the topics in the content of the course.

2.4 PELS

This is also an E-Learning System much similar to the PLCP but it differentiates
itself with self-regulated learning feature. This effort of Chen [6] is rich in data
acquisition with respect to learning. Learning time, number of modules learnt,
degree of concentration, values of learning ability etc. are used along with the data
extracted from the self evaluation form to estimate the performance of learning
using the Achievement index for the concentrated learning, Reading rate, Effort
level of learning. These play a vital role in generating recommendation to students.

All the above mentioned systems and few other commercial systems in web,
more or less have the reading type material as their resources without collaborative
features and except ZOSMAT none make attempt to consider the offline data of the
real class room or have characteristic to make themselves supplement the evaluation
process of students of the conventional set up. Other than this, Catherine Mulwa
et al. [7] in their survey of hypermedia system with respect to Technology
Enhanced Learning; identify 14 different factors that have influence on learning. All
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learning systems fail or not able to consider one or the other data which is a
contributor to performance assessment or recommendation generation [8]; the
obvious one in conventional set up is the student’s activities outside the class room
or during the non contact hours toward learning. The data related to student’s efforts
in learning plays an important role in understanding the student’s differences [9].
Rest of the paper presents new data sources created only because of the VLR which
supplements to the regular class room activity of teaching-learning-assessing in the
conventional set up and how these data becomes relevant in generating the per-
sonalised recommendations.

3 CRETAL’s Data Sources

The course teacher is believed to have mastery over the content of course irre-
spective of the type of the resource material. Like every other user, teachers also
have their own tags on different VLR belonging to CRETALs repository. Several
collections of such tags bind to popup can be regarded as teacher’s prescription to a
student like <P_ID, Student_ID>, which is nothing but advising a student to
follow predefined learning trajectory aided by VLR and short notes, they can be
treated similar to reading assignment in conventional setup. A typical structure of a
prescription is <P_ID, (Tag_ID1, Tag_ID2…), (PopUp_ID1, PopU-
p_ID2…)>. Popup are similar to ads in YouTube, but launch short text notes,
questions, tasks or simply collect responses etc.… A typical structure of a popup is
<PopUp_ID, Pop_Time, Popup_Type, Genus, Author_Response_-
Time, Tag_ID, P_ID>; where Type of a popup means, question which is to be
answered, chit note which need to read, locator which asks to create a tag of marker
type etc. and Genus is to indicate whether popup is optional or compulsory. There
will be a predefined response time fixed by the author of the popup in
Author_Response_time.

As user watch VLR, he might initiate and involve in lot of activities using
CRETAL’s services like tagging, appreciate, depreciate other’s tag, following his
teacher’s prescription, pausing, repeating, seeking back and front, quitting,
switching to dynamic suggestion by CRETAL etc. For better imagination a snap
shot of the CRETAL users view in student mode is given in the Fig. 1.

All the said activities of the users are the new sources of data that we talked
about in the beginning; these can contribute substantially in the computation of
competence and performance indicators that many tutoring system use for the
student modeling. They do also contribute when teachers create blended or hybrid
learning scenarios by blending Technology-Enhanced Learning and traditional
approaches to teaching and learning [7]. Few of the contributing data their sources
are as follows;
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3.1 Learning Time Invested

This is an important contributor in calculating performance index of an individual
learner; the number of tags searched, their relevance index, total number of tags
followed and time invested [see Eqs. (1) and (2)] by the user per session. These data
can increase the correctness of the ‘Achievement Index of learning Time’ which has
direct influence on the performance index of individual learners [6, 10, 11]. Even if
it is not self regulated system, the data plays a vital role in estimating prescription’s
Achievement Index.

TInvest Students IDð Þ ¼
X

Tagi2F;Tagi:User ID 6¼Students ID

length of Tagið Þ

þ TPopUp Tagi:Tag IDð Þ � TIdle Students IDð Þ
ð1Þ

TPopUp Tag IDð Þ ¼
X

PopUpj:Tag ID¼Tag ID

response time of ðPopUpjÞ ð2Þ

All T in above equations indicate the total time of the subscript in common unit
in a session. Tagi is the ith tag and F is the set of tags followed by the student in his
free mode sessions. If TInvest is to be calculated for a prescription Pk, it is be noted
that, 8i 8j Tagi &PopUpj 2 Pk which is given by TInvest Students ID;Pkð Þ across
sessions. Response time of any PopUpj is simply the VLR paused time, but its
intensity and interpretation depends on its type.

TIdle is the Idle time; in learning environments it is usually based on the mouse
and key board actions. It might be misleading if adapted to VLR without delib-
erations. Sometimes the VLR are too long; in CRETAL we advise to consider
responses to the dynamic popup to estimate the idle time [see Eq. (3)]. For example
in prescription mode, VLR has PopUpk popped at time t0, its author’s response time
is rk units and the user has not responded to the popup till t0 þ 2rk then total idle
time till the moment is given by the equation below;

TIdle Students IDð Þ ¼ T 0
Idle Students IDð Þ þ start time of ðPopUpkÞ

� start time of ðPopUpkÞ
� author response time of ðPopUpk�1Þ � 2rk

ð3Þ

3.2 Learnability Index and Degree of Understanding

Popularly known as learning ability Index, used in the estimation of learning gain
and as performance indicator to understand and quantify the attainment of learning
outcomes [6, 11]; the popup and the dynamic suggestion box can be connected with
Questioning System which supplies questions of required denomination, type,
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targeted concept, difficulty level as per the outcome mapper (see (d) of Fig. 1)
similar to intelligent question bank agent of the web based self-assessment system
developed by Antal and Koncz [12]. The response time of such tests can be used to
estimate the learnability of the students according to the Baker’s item response
theory; like answering two questions belonging to the same concept with incre-
mental difficulty where second question’s answer is built over the first one. It could
be this way in CRETAL, two popup PopUpp at t1 and PopUpq at t2 where both are
of the Type question and belongs to same prescription or timeline of the tag; in the
learning span of (t2 � t1) if the user’s average response time r �ðrp þ rqÞ=2 then it
can be considered towards the higher ability.

For the degree of mastery DM of the concepts learned (learning gain) can be
estimated from the popup having Popup_Type as question along with question’s
difficulty level [3, 12]. In CRETAL environment it depends on the objective of the
prescription and is directly proportional to the level of mastery like Familiarity,
Usage, and Assessment etc. Other than popup of question type, tags having the
Tag_Type as chit notes and their relevance reward index Rindex (see Eq. (4)) can
contribute to the estimation of DM.

Rindex Students IDð Þ ¼ a
X

Tagi:User ID¼Students ID;Tagi:Type¼Chit Notes

number of appreciations of Tagið Þ

ð4Þ

where, a is the stabilization constant fixed by the teacher in his own method like
cross verification of number of students participated in Rindex or an offline discus-
sion with students. Rindex is calculated out of the accumulated appreciations for all
student’s tags by the community also contributes to the learning achievement. If the
prescription of the teacher is to create chit notes by the students, then its offline
evaluation index value along with Eq. (4) can be used for the estimation of students
Attainment of Outcome of the concepts covered by the tags or VLR followed.

3.3 Learning Style Assessments

Input about the student’s learning style and pre-knowledge is vital for personalized
recommendation [10]; prescription by the teacher using CRETAL is an effort to
help the students in similar line. The automatic student modeling approach pro-
posed by Graf et al. [13] for detecting the learning style out of the four dimensions
theory of Felder and Silverman; depends on student’s activities in learning man-
agement system like Moodle. The data related to student’s activity in the CRETAL
either in prescription mode or in free learning mode are helpful in assessing the
students learning style which in turn can support any recommendation system.
Number of sessions, number of times the similar content accessed, number of seek
backs for an VLR in a session, total pause time across the tags of marker type (this
type of tags are used by the CRETAL users for marking diagrams, charts, table etc.
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in an VLR), number of dynamic advises generated versus the number of advises
taken etc. can increase the correctness of the estimation of Index of Learning Style.

3.4 Learning Rate and Concentration Index

These are the data in learning systems without VLR in knowing the attention level
of the students during the session. In prescription mode of CRETAL’s environment,
responding to the optional popup can be used observe attention of the user (see (a)
of Fig. 1).

4 CRETAL’s Data Analysis

We have taught two different courses for the same set of undergraduate students at
our institute during 2012–2014 in separate semesters with 135 student’s registra-
tions; we adapted the Open Assessment Methodology for the student’s achievement
assessments and grading [14]. We adapted CRETAL only for last course where
most of the VLR were from MIT and NPTEL. To study the effectiveness and
relevance of the data generated by CRETAL, we compared assessment data of both
the courses, we found significant differences in the student’s liveliness and their
participation in the course conduction. We will have the context and content of the
courses excluded to keep the further discussion a data centric; we will refer the
Course2 as the course which adapted CRETAL and Course1 as the other. During
the Course2, class room coverage is extensively mapped with the teacher’s tags and
prescriptions with help of Class Activity Sheet (CAS) [14]. The mapping involved
more than 65 VLR from NPTEL, MIT and few from YouTube for extra examples
and deep dives. With nearly 200 teachers tag, there were 1,000 tags altogether.
Though CRETAL do not have analytics tool yet to make automatic analysis of
Buddy shares in the community; the manual analysis of the raw data showed nearly
3,000 plus sharing. Figure 2 shows total number of offline consultations being
uniformly distributed in the semester weeks for Courses2 compared to the Course1;
the availability of the reference material (VLR) beyond contact hours with pin
pointed tags have reduced number consultation with teacher. This is because the
students have found a way to clear certain level of doubts by repeating the VLR,
Chit notes of buddies and teachers. We confirm this from the Fig. 3 which shows
the number of effective hours (excluded idle time with CRETAL) invested by the
students in using CRETAL which otherwise might have been spent on non VLRs as
non fruitful exercise and hence this effort of students would have gone unac-
counted. As result of this enhanced investment of time in effective and innovative
way has resulted nearly 20 % of grade shift; we can confirm this from Fig. 4.
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The main reasons for this grade shift are; (1) effective facilitation VLR as sup-
plementary (not alternatives) course materials and (2) Enable the course teacher
with new set of data about the students efforts in non contact hours.
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Some of the positive changes that we noticed were quality of discussions and
arguments by the students to defend the correctness of their assignments had sig-
nificantly improved; we could not quantify this change in the students as it is
difficult to interpret objectively, but we could confirm this to ourselves with grade
distribution and the satisfaction levels of the students.

5 Conclusion

Producing the video material for learners without bothering individuals learning
style is a one-fits-all kind of method; another is to effectively adapt such VLR along
with VLRs which are byproduct of premium institution’s regular teaching-learning
process to facilitate students in conventional setup of other institutions. CRETAL
has high potential to enable the students with different learning styles by facilitating
variety of supplementary learning resources. CREATL can help teachers and the
institutions to adapt VLR and generate meaningful data to all of these types of
users. With CRETAL and its data, three most significant benefits that we would like
confirm are;

1. Dynamic suggestions to a fresh learner based on the previously established
trajectory by students of similar type.

2. Data on students activities and their effective time in CRETAL helps teacher to
know about off-line (non contact hours) effort of a student in achieving the
course outcomes, which can be used for grading.

3. Institutions adapting such system along with conventional set up helps them to
move towards personalisation of education.

The data given by the CRETAL are certainly from the new source because of the
nature of resource material and their blended adaption to the courses through open
assessment methodology in the conventional setup. Not to forget the CRETAL has
feel of social networking through the facility of collaborative learning, because of
which the data produced have got a different dimension to them in contributing to
the estimation of learning performance.
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Hybrid Single Electron Transistor Based
Low Power Consuming Odd Parity
Generator and Parity Checker Circuit
in 22 nm Technology

Sudipta Mukherjee, Anindya Jana and Subir Kumar Sarkar

Abstract Co-fabrication between single electron transistor (SET) and CMOS
technology has already proved to be feasible in production of future low power ultra
dense circuitry. Mutual integration between this two can thus be efficient in com-
puting applications. Here, an odd parity generator and parity checker circuit is build
up with hybridization of SET-CMOS technology using Mahapatra-Ionescu-
Banerjee (MIB model) and BSIM 4.6.1 model. Power consumption and PDP are
also calculated and compared numerically and graphically with the conventional
CMOS technology.

Keywords MIB � BSIM4.6.1 � Parity generator � Parity checker � Hybrid SET-
CMOS

1 Introduction

In every processing system to accomplish data transfer, some parity bits are to be
generated and checked whether transmission of data is successful or not. Those
parity generator and checker circuits are hereby designed with hybrid SET-CMOS
technology primarily to reduce power consumption. Single electron transistor
(SET) [1] is capable of delivering ultra low power as well as ultra dense circuitry,
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but speed of operation is not so high. Moreover, it shows some background charge
effect and non-availability of room temperature operable technology. On the other
hand, CMOS has high current drive and well established fabrication techniques
found in many years. That is why hybridization [2] was needed between them.

2 Basic Parity Generator Circuit

For any instruction to direct computer in making an operation some extra binary
bits are added to the original binary number to produce that number in even or odd
parity. Say, 4 bits of given input are 0110; this has even parity. Therefore when
applied to an Ex-or gate, it will generate low logic at output. If an inverter is
connected before that ex-or output, final bit will be high logic (1). Thus conjunc-
tively 5 bits are presented with odd parity (10110).With the help of EX-NOR gate,
we can easily generate that parity bit. Figure 1 reflects this circuit with hybridization
between SET and CMOS.

Fig. 1 Odd parity generator
circuit with CMOS-SET
hybridization
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3 Concept of Parity Checker Circuit

Parity checking technique is mainly used in stored code groups. Ex-or gates are
compatible for parity checking as they produce high level output when there are
odd number of 1’s present at input. For even number of 1’s, it will surely generate
low logic at output. To check parity of an n-bit number, (n − 1) Ex-or gates are
needed to be cascaded. This circuit in hybrid form is vividly depicted in Fig. 2.

4 Hybrid Set-CMOS Based Odd Parity Generator Circuit

Following Fig. 1 represents hybrid [3] odd parity generator where X0–X3 are
initially given to the circuit as inputs. Now bit X4 is generated resulting from and
along with them.

Fig. 2 Hybrid SET-CMOS
based parity checker circuit
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5 Hybrid Set-CMOS Based Parity Checker Circuit

Figure 2 depicts hybrid single electron transistor based parity checker circuit.
Required voltages drive components are connected accordingly.

6 Simulation

We simulated both of our designs with the help of MIB and BSIM 4.6.1 model and
took VDD for parity checker 0.7 V and for parity generator to be 0.9 V at room
temperature [4, 7]. Parameters needed for realization [4] are shown in Table 1.

Table 1 Parameters taken for PMOS and SET

Device Parameter

Single electron
transistor

C1 = 0.27 aF, C2 = 0.12 5aF CD = CS = 0.1 aF, RTD = RTS = 1 MΩ

PMOS L = 22 nm, W = 33 nm; for other parameters standard values taken from
model BSIM4.6.1

Fig. 3 Waveforms for hybrid SET-CMOS based parity generator
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Figure 3 shows input output voltage waveforms found at simulating the hybrid
odd parity generator circuit and Fig. 4 reflects the responses we got from hybrid
parity checker circuit.

7 Power and PDP Analysis

An impressive reduction in power consumption is demonstrated both for parity
generator as well as parity checker in comparison with so-called CMOS logic
numerically over following Tables 2 and 3.

Above comparison is graphically shown in Fig. 5.
Above comparison is graphically shown in Fig. 6.
Power-delay product for hybrid SET-CMOS [5, 6] based circuit and conven-

tional CMOS based encoder is shown in Tables 4 and 5.
The graphical comparison plot is reflected in Fig. 7.
The graphical comparison plot is reflected in Fig. 8.

Fig. 4 Responses from hybrid SET-CMOS based parity checker

Table 2 Comparison of average power consumption for odd parity generator circuit

Parameter Conventional CMOS based odd
parity generator

Hybrid SET-CMOS based odd
parity generator

Power consump-
tion (W)

4.59E−09 4.44E–11
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Table 3 Comparison of average power consumption for parity checker circuit

Parameter Conventional CMOS based parity
checker

Hybrid SET-CMOS based parity
checker

Power consump-
tion (W)

4.59E−09 4.44E−11

Fig. 5 Comparison of
average power consumption

Fig. 6 Comparison of
average power consumption

Table 4 Power-delay product comparison for odd parity generator circuit

Parameter Conventional CMOS based odd
parity generator

Hybrid SET-CMOS based odd
parity generator

Power-delay prod-
uct (W s)

1.61E–15 1.32E–17
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8 Conclusion

This work has proved itself to be implemented in future low power, ultra dense
computing circuit as presented in Sect. 7. We have made the total power con-
sumption reduced by providing supply voltage below 1 V as well as making all the
island related capacitance values to lie within some atto-farad range. Therefore our
designed odd parity generator and parity checker circuit is feasible to be operated at
room temperature [7, 8] in latest nano-technological trend.

Table 5 Power-delay product comparison for parity checker circuit

Parameter Conventional CMOS
based parity checker

Hybrid SET-CMOS based
parity checker

Power-delay product (W s) 1.61E–15 1.33E–17

Fig. 7 Power-delay product
comparison

Fig. 8 Power-delay product
comparison
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Comparative Analysis of Decision Tree
Algorithms: ID3, C4.5 and Random Forest

Shiju Sathyadevan and Remya R. Nair

Abstract To analyze the raw data manually and find the correct information from
it is a tough process. But Data mining technique automatically detect the relevant
patterns or information from the raw data, using the data mining algorithms. In Data
mining algorithms, Decision trees are the best and commonly used approach for
representing the data. Using these Decision trees, data can be represented as a most
visualizing form. Many different decision tree algorithms are used for the data
mining technique. Each algorithm gives a unique decision tree from the input data.
This paper focus on the comparison of different decision tree algorithms for data
analysis.

Keywords Iterative dichotomiser 3 (ID3) � C4.5 � Randomforest

1 Introduction

We live in a world where vast amounts of data are collected daily. Analyzing such
data for acquiring the meaningful information is an important need. Human analysts
with no special tool might not yield in producing the right result sets. But data
mining can meet this need by providing tools to discover knowledge from data,
Classification and prediction are two forms of data analysis tools.

Classification is one of the fundamental and Useful technique in data mining.
Using classification algorithm we can construct a model and used to predict the
class label of the testing instances. It has been successfully applied to many real
world application areas, such as medical diagnosis, weather prediction, credit
approval etc. In classification, several approaches are adopted to classify the data.
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Decision trees are a very popular and commonly used approach for classification
[1]. This Decision tree classifiers start with the Training set with their associated
class labels. The root node is the main feature. Each internal node represents the test
attributes, each branch represents the outcome of the test and each leaf node rep-
resents the class labels. To identify the class label for an unknown sample, the
Decision tree classifier will trace path from root to the leaf node, which holds the
class label for that sample.

This paper focus on the comparison of three different decision tree algorithms
ID3, C4.5 and Random Forest [2]. These three decision tree algorithms are different
in their features and hence in the accuracy of their result sets. ID3 and C4.5 build a
single tree from the input data. But there are some differences in these two algo-
rithms. ID3 only work with Discrete or nominal data, but C4.5 work with both
Discrete and Continuous data. Random Forest is entirely different from ID3 and
C4.5, it builds several trees from a single data set, and select the best decision
among the forest of trees it generate. The rest of the paper is organized in four
sections. In Sect. 2 the related work and literature of decision tree algorithms is
presented. In Sect. 3 the three algorithms’, ID3, C4.5 and Random Forest is
explained with a brief discussion about the algorithm along with the pseudo code.
Section 4 compares the three algorithms and explains the differences among them.
In Sect. 5, an application is selected where the three algorithms are applied and
compared with respect to their prediction accuracy.

2 Related Work

There are so many researches are done for Decision tree learning algorithms. ID3
and C4.5 are two most popular decision tree algorithms. Among these algorithms,
ID3 is the basic algorithm. But it has many drawbacks. So To improve ID3,
researchers have proposed many methods, such as, use weighting instead of
information gain [3], user’s interestingness [4] and attribute similarity to informa-
tion gain as weight. Chun and Zeng [5] also have proposed improved ID3 based on
weighted modified information Gain called ωID3.

Quinlan [6] has developed tree based classification algorithm known as C4.5, an
extension to the ID3 algorithm. It uses the gain ratio for building the tree. The C4.5
deals with continuous attributes which was not supported by ID3. It divides the
values of a continuous attribute in a two subsets. He also proposed method of
pruning, which deals with the removal of unwanted branches which are generated
by noise or too small size of training data [7].

In the case of Random Forest algorithm, it builds random trees from a single
input dataset. This algorithm is efficient for predicting the accurate results. Because,
we compare many trees and obtain the best from them. So the result obtained from
Random Forest is more accurate than ID3 and C4.5. So our main goal is to compare
the prediction accuracy of these 3 decision tree algorithms ID3, C4.5 and Random
Forest and achieve high performance and accurate results.
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3 Understanding Decision Tree Classifiers

3.1 ID3 Classifier

ID3 (Iterative Dichotomiser 3) is the basic algorithm for inducing decision trees.
This algorithm builds a decision tree from the data which are discrete in nature. For
each node, select the best attribute. And this best attribute is selected using the
selection criteria—Information Gain [8]. It indicates how much informative a node
is. And the attribute which has the highest Information Gain is selected as split
node.

3.2 C4.5 Classifier

C4.5 Algorithm is developed based on the Decision tree Algorithm ID3 [9]. ID3 is
also used to generate decision trees. But it does not guarantee an optimal solution to
analyze continuous data. But C4.5 algorithm overcomes these short comings. They
are:

-
-

- -
-

-
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1. Attribute Selection Criteria

ID3 uses Information Gain as the Selection criteria.

Gain Sð Þ ¼ Entropy Sð Þ �
Xn

c¼1

Scj j
S

Entropy Svð Þ ð1Þ

If the input is continuous, this Gain doesn’t give an optimum result. That’s why
ID3 is only applicable for discrete datas. But C4.5 overcomes this by introducing
new method known as Gain Ratio: This method contains two concepts, Gain and
Split Info.

Gain Ratio Sð Þ ¼ Gain Sð Þ
Split Info Sð Þ ð2Þ

So If the attribute is continuous, this selection criteria gives the optimum result.

3.3 Random Forest Classifier

Random forest is another Decision tree technique that operates by constructing
multiple decision trees [10]. This algorithm is based on bagging (Bootstrap
aggregating) [11], i.e. after building multiple random training subsets, the algorithm
construct one tree per random training subsets. This technique is called random split
selection method and the trees known as random trees.

-
-

-

-
-
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4 Comparisons

Among the three algorithms: ID3, C4.5 and Random Forest. We know that, ID3 is
the basic decision tree algorithm. The selection criteria used for ID3 is not suit for
continuous datasets. So this algorithm is only applicable for discrete cases. To
overcome this problem, Quinlan extend the ID3 to C4.5 by introducing a new
selection criteria called Gain Ratio [12]. This gives optimum result with both
discrete and continuous case data sets. It is not possible to assure that the tree build
from ID3 and C4.5 is an accurate tree, because it only generates a single tree for a
given set of input data. So if the new data set is applied to the model(tree) so
generated, we get only one prediction result. This Prediction may or may not be
correct. Hence the correctness and accuracy of these two algorithms cannot be
assured. To overcome this accuracy problem, Random Forest was implemented.
This algorithm generates several trees (many Random trees are generated) from a
single data set. So the method is to apply the new data set to every tree in the model
and list the output generated from it. Best prediction is determined by selecting the
majority class value. That is, which ever class among the lot is predicted the most
number of times that class is selected as the final prediction.

5 Experimental Results

Dataset used for this application is Credit Approval Dataset, obtained from the
Machine Learning repository UCI [13].

In this Credit Approval dataset some of the attributes are linear and some are
nominal. Table 1 shows the characteristics of selected Credit Dataset.

Now a day, banks play a crucial role in market economies. For markets and
society to function, individuals and companies need access to credit [14]. To a
bank, a good risk prediction model for loan allocation is necessary so that the bank
can provide as much credits as possible without any risk. This report describes an
approach for predicting the loan approving application using ID3, C4.5 and Ran-
dom Forest [15]. Using these algorithms, we can determine whether the loan can be
approved or not. But before approving a loan, bank will look at all the relevant
financial history of the borrower. These features are represented as the attributes of
the dataset are shown in Table 2.

As a first step, we check the class labels of all the instances in the dataset. If all
tends to fall under the same class, it is possible to stop the tree with the leaf node as

Table 1 Training dataset
matrix Dataset Credit approval

No of instances 25

No of attributes 21

No of classes 2
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the common class label. Otherwise, select the best attribute that partition the
training set.

Figure 1 shows the decision tree built by the ID3 algorithm where it uses
information gain as the splitting measure. This tree does not represent an optimum
result because some of the attributes are continuous and some are discrete. In the
case of continuous datasets, the highest gain is for the attribute that has more
number of partitions. Here, out of 20 attributes, 7 attributes are continuous (Credit
Amount, Duration, Installment rate, Resident Since, Age, Num Credits At Bank and
Dependents). Information Gain is used as the selection method. Out of this 7
continuous attributes, highest gain is for the attribute “Credit Amount” (because it
has 25 different values). So based on the Information Gain, Credit Amount is
selected as the Root node. But this tree cannot be treated as an optimum solution for
this application, because there are no other checking conditions (sub node) in this
tree.

So if it is tested against a new data set, then it will predict only based on the
attribute “Credit Amount”. For example, Table 3 represents testing data consisting
of 10 instances, where 30 % of the test data is the training data without class label

Table 2 Training dataset
attribute details Attribute name Description

Checking
account

Checking the account status

Credit history No credits taken/all credits paid back
duly

Purpose Car, furniture, business, education etc.

Credit amount Credit amount

Savings status Current saving status of the borrower

Years employed Unemployed/present employed since

Installment rate Installment rate in % of disposable
income

Personal status Single, married, divorced, separated

Other debtors Guarantors/co-applicant

Resident since Present residence since

Property Real estate, savings, car, no property

Age Age of borrower in years

Other plans Banks, stores, none

Noncredit at
bank

Number of existing credits at this bank

Job Check the borrower is employed or not

Dependents Number of dependents including family

Telephone None or yes

Foreign None or yes

Housing Rent/own/for free

Approve Good or bad
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and 70 % of the test data is new test instances. Each instance in this test data will be
predicted with the help of the ID3 tree in Fig. 2. So when this data is applied on
ID3, each instance traverses the ID3 tree and reaches the class values (in this case
either good or bad). This class values will be taken as the predicted result. ID3 tree

Fig. 1 Credit approval tree
using ID3
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contains 1 root node “Credit Amount” and 25 leaf nodes. Prediction result are as
listed in Table 4. So each instance in the above testing data will only check their
Credit Amount value, based on which the results will be predicted.

So in actual practice, it is not possible to make a decision whether to approved or
reject a loan based on just one attribute which in this case is “Credit Amount”. So
this cannot be considered as an optimum result. To overcome this, the same data set
is pushed through C4.5.

If we apply this Credit dataset on C4.5, it builds a decision tree which is totally
different from ID3’s output.

In C4.5 we use Gain Ratio as the splitting criteria. Figure 3 shows the C4.5
Decision Tree. But the working of Gain Ratio is different from Information Gain as
used in ID3. Gain Ratio doesn’t depend on the attribute type, instead calculates
Information Gain and Split Info for each attribute. It will select the attribute which
has the highest Gain Ratio as the best split-point. So by using this Ratio format
formula Eq. (2), it is now possible to overcome the problems faced while using ID3.

The same 3 data instances as shown in Table 3, when applied to C4.5, each
instance traverse through the model and predict the output. Here the attribute
“Personal status” is selected as the root node as it had the highest gain ratio.
“Installment rate” is selected as the sub node to “Persona Status” as it has the
highest Gain ratio within that tree. Going forward when new data sets are applied to
this model, it will only check “Personal Status” and ”Installment Rate”, because in
this tree these are the 2 nodes whose value will predict the result set. Prediction
results are as listed in Table 5.

It is not possible to assure that the tree build from C4.5 is an accurate one
because here also only a single tree is generated from the input data. So if a new test
data is applied to the model (tree), there will only be one prediction result which
may or may not be correct.

If it is possible to compare more than one prediction and pick the best prediction
from the lot, then it can provide better accuracy. Random Forest Algorithm can
build number of trees from the training data set and is represented in the form of
rules [16]. For each tree, corresponding rules are generated. Testing data (as shown
in Table 3) is applied on each rule generated from the Random Forest, and pick the
one that occurs most frequent as the best decision.

Figure 4 shows the rules generated by applying credit dataset on Random Forest.
When a new test data set is applied on to these rules, then whichever class value
(Good or bad) occurs the most for an instance against each tree, that class value will
be set as the best prediction. The same test data set show under Table 3 is applied
against Random Forest algorithm.

Fig. 2 Training dataset for building the model
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As shown in Table 6, in the 1st instance, Tree1 and Tree 3 predicted “good”
where as Tree 2 predicted as bad. So class value with the maximum occurrence is
“good”. So this be selected as the final prediction, where as in the 2nd instances,
class value “bad” have the maximum occurrence, and hence its final prediction was
set as “bad”. Similarly for the 3rd instance class value “Good” happen to repeat the
most.

The output got from these three algorithms is different. In the case of ID3 and
C4.5, only one prediction result was generated. Hence it was not easy to confirm
that the prediction was correct as there were no way to compare the result sets. But
in the case of Random Forest, three different decision trees were built, and hence
three predictions were generated. From these three predictions, the class with the
most occurrence was treated as the best prediction.

Fig. 3 Credit approval tree
using C4.5

Table 5 Prediction generated by C4.5

Checking
account

Credit history Purpose Installment
rate

Personal
status

Approve

<0 Ok Car .. 3 Male-married .. Bad

<200 Ok-till-now Furniture .. 4 Female .. Good

None Critical Car .. 4 Male-single .. Good

None Ok Television .. 2 Male-married .. Bad

>=200 Ok-at-this-
bank

Television .. 3 Female … Bad

<0 Ok-till-now Furniture .. 2 Male-single … Good

<200 Ok-till-now Television .. 3 Male-single … Good

<0 Past-delays Car .. 3 Male-single … Good

<0 Ok-till-now Furniture .. 1 Male-married … Bad

<0 Past-delays Business .. 3 Male-single … Good
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In the case of Prediction accuracy, Random Forest is better when compared to
other two algorithms. The Prediction Accuracy of three algorithms is shown in
Fig. 5.

This bar chart gives the overall idea about the Prediction Accuracy of the three
Algorithms: ID3, C4.5 and Random For-est. For testing, 30 % of the training data
without class and 70 % of the new data was selected. So from the above testing, ID3
gives prediction only based on 1 attribute (i.e. Root node-Credit Amount) only
30 % of the data is correctly classified. In the case of C4.5, it gives prediction based
on 2 attributes (i.e., Personal-Status and Installment Rate), here 60 % of the testing
data is correctly classified where as Random Forest compare multiple prediction

Fig. 4 Credit approval rules—using random forest

Table 6 Prediction generated
by random forest Instances Tree1 Tree2 Tree3 Final prediction

1st Good Bad Good Good

2nd Bad Bad Good Bad

3rd Bad Good Good Good

4th Bad Good Good Good

5th Bad Good Bad Bad

6th Good Good Good Good

7th Bad Good Good Good

8th Good Good Good Good

9th Bad Good Bad Bad

10th Good Good Bad Good
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results and select the best prediction from it based on the occurrence of the class
values, here out of 10 instances, 8 instances are correctly classified, i.e. 80 % are
correctly predicted.. So the Prediction Accuracy of Random Forest is better when
compared to ID3 and C4.5. From the test results it is evident that from the three
different forms of decision trees, Random Forest could generate better decision.

6 Conclusion

This paper provides a brief explanation of Decision tree learning method and
classification techniques. It explains the main three Decision tree algorithms, ID3,
C4.5 and Random Forest. Paper highlights the fact that these three decision tree
algorithms are different in their prediction accuracy. Experimental Result section,
compares these algorithms against a common testing dataset and the result set so
generated are also compared. After analyzing and comparing the results, Random
Forest gives the better prediction result. So Among these algorithms, Random
Forest is best for accurate classification.
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Digital Forensic in Cloudsim

Jagruti Shah and L.G. Malik

Abstract Digital forensic is the method of providing digital evidence in order to
prove the crime in digital world. In context of cloud environment the term digital
forensics becomes more challenging due to dynamic and decentralized nature of
cloud. The research proposes the digital forensic technique using Cloudsim. Cloud
simulator is a powerful tool for modeling, simulating and carry out experimenta-
tion. This research presents digital forensic technique in context of cloud envi-
ronment using cloudsim. The scenario of crime is created by hacking the client’s
sensitive data, which is stored in cloud. The tiled bitmap algorithm is used to detect
tampering of database on cloud server which presents the potential evidence. Also
the proposed method is used to store the file on cloud server using timestamp and
encryption method to avoid hacking. The research focuses on one of the category of
crime that is tampering of data on cloud server.

Keywords Cloudsim � Tiled bitmap

1 Introduction

Cloud computing is sharing of resources on a larger scale which is cost effective
and location independent. Resources on the cloud can be deployed by the vendor,
and used by the client. It also shares necessary software’s and on-demand tools for
various IT Industries.

When it comes to Security, cloud really suffers a lot. The vendor for Cloud must
make sure that the customer does not face any problem such as loss of data or data
theft. There is also a possibility where a malicious user can penetrate the cloud by
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impersonating a legitimate user, there by infecting the entire cloud thus affecting
many customers who are sharing the infected cloud. Data integrity, Data theft,
Privacy issues, Infected application, Data loss, Data location, Security on Vendor
level, Security on user level are various cloud crimes. In order to overcome these
crimes a new branch of Digital forensic came into existence that is cloud forensic. A
cloud forensics is a cross-discipline between cloud computing and digital forensics.
Cloud forensics as a subset of network forensics (DFRWS 2001), as network
forensics deals with forensic investigations in any kind of public or private net-
works, and cloud computing is based on broad network access, thus technically,
cloud forensics should follow the main phases of network forensic process with
extended or novel techniques tailored for cloud computing environment in each
phase [1].

The digital forensics is unique in cloud environment due to multitenant archi-
tecture of cloud. The evidences are diversified and are very large. Some mining
techniques are used to classify the logs into relevant and irrelevant data [2]. The
cloud simulator can be used for simulating the cloud as well as crime related to
cloud. Every activity in cloud has unique log at corresponding component of cloud
layer. These logs would be basis for initiating cloud forensics process. In this work
the cloudsim is used for creating cloud server for banking application. The
deployment model the work uses is Infrastructure as a service. The digital forensic
techniques are cumbersome and dependent step on cloud provider. The forensic
investigator has to rely on cloud providers for evidences. This work implements the
digital forensic technique using tiled bitmap algorithm for detecting server database
tampering. In this work the trust on cloud provider is required.

Consider the cloud server that maintains the database of cloud customers for
banking purpose. The customers logged in through authenticate logging mechanism
and process the transaction. The hacker hacks the credential of customers, the
customer now asks for invalid transaction that had happened. This new forensic
technique gives details of individual customer’s logging information through tiled
bitmap algorithm.

The cloudsim is a tool for modeling datacenters, network topologies, message
passing applications etc. [3]. It is developed by CLOUDLABS from Melbourne.
The architecture of cloudsim includes components like network, cloud resources,
cloud services, virtual machine services user interface structures scheduling policies
etc. The VM provisioning, datacenter and virtual machines are the services pro-
vided by cloudsim. This work uses the cloudsim for simulating attack on cloud
environment and enabling digital forensic in cloudsim.

The tiled bitmap algorithm [4] is used for generating hash value of each oper-
ation of server and clients. This algorithm is used for detecting tampering in
database with the help of candidate set. The candidate set is created by ANDING of
granules of target bit pattern.

The rest of the paper is organized as follows Sect. 2 illustrates the related work,
Sect. 3 includes implementation details, results are discussed in Sects. 4 and 5
concludes the paper.
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2 Related Work

Every digital forensic technique consists of identification, data extraction, preser-
vation and collection, analysis and presentation Phase. Every phase has its own
significance in context of cloud environment. Many authors had given different
approaches for all this stages of cloud forensics because of problems faced due to
multilayered, multitenant architecture of cloud. Identification is reporting of mali-
cious activity in cloud such as illegal use of cloud for storing files, deleting files and
so on. This phase arise in cloud by the complaint made by individual, by CSP
authority reporting misuse of cloud or any other. Now there are many case studies
related to this phase who had reported the crime related to cloud which have
involvement of CSP and client as well. In [5] author discussed the digital forensic
difficulties using two hypothetical case studies.

2.1 Data Extraction

Data extraction refers to physical acquisition of forensic data. The data collection phase
in cloud environment is very critical due to abstract and magic box nature of cloud
which guarantees 100 % availability of resources hiding architectural detail of cloud.
Any digital forensic procedure consists of physically taking the custody of hard disk
being investigated and then taking bitwise copy of same maintaining the integrity of
data. But in case of cloud this is impossible. Physical seizure is difficult and dependent
step in cloud. The investigator has to contact CSP for physical acquisition of datawhich
is distributed amongmany data centers. According to [6] data collection phase of cloud
forensics should also consider the storage capacity for collecting evidence. Data
extraction in cloud varies with different deployment model. According to different
deployment model user has varying control at different layer. According to NIST
definition IAAS model provides more control, PAAS lesser and SAAS again lesser.

In [1] author suggests that data can be extracted at different level of cloud viz.
virtual cloud instance, network layer and at client side. In [7] the virtual machine
snapshot is taken in order to generate the periodic events of crime scene creation.
The code module of VM is compared with threshold value which is already cal-
culated with previously known attack scenarios. The data extraction in [8] is done
with help of traditional forensic examination tool FTK and ENCASE. The author
suggests that during data extraction phase for forensic investigation the trust is
required at different layer of cloud. The trust that is mentioned in research violates
the principle of digital forensic investigation process. In [9] the author extracts data
from three different components. The data retrieval is done from firewall logs, Nova
compute API logs and virtual disk image. The firewall logs tells us the investigators
the attacker scanning target VM, Nova compute API logs gives information about
unauthorized access to virtual machine and virtual disk of user may tell what an
attacker done after getting access to virtual instance. The Openstack creates a
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directory for individual virtual instance which it could provide as an incident
response. The authenticated logging service The Authenticated Logging Service
uses Merkle trees as the data structure for storing API and firewall log data. When a
new user joins the cloud service, a sub tree is created for the user under the root. The
user’s tree root is signed using the user’s public key. All API logs associated with
that user are stored in his or her sub tree. Data under the user’s root are organized in
five layers, corresponding to the machine instance year, month, and day of the
respective client. The value of each node is calculated by concatenating the values of
the children which would ensure integrity of retrieved data. When we talk about
acquisition of API logs of particular instance the CSP provides the raw log messages
and hash value of particular node in order to validate the integrity of digital evidence.
The next levels of logs are firewall logs. The firewall logs in Openstack are stored in /
var/log/syslog. The research adds special prefix that is instance id to each of log
messages so that each of the log messages can be scanned for particular instance id.
When the match found the corresponding logs are retrieved. Disk images are stored
in the file system of the host operating system. The file path includes the name of the
instance, which is used to identify the correct image to return to the user. In this way
the strong data acquisition in order to prove the data as evidence is retrieved. In [10]
the author presents some monitoring tools in order to collect logs. The research uses
snort, syslog and log analyzer in order to collect data for forensic purpose. From the
logs in /var/eucalyptus/jetty-request-05-09-xx file on Cloud Controller (CC)
machine, it is possible to identify the attacking machine IP, browser type, and
content requested. From these logs, it is also possible to determine the total number
of VMs, controlled by single Eucalyptus user and VMs communication patterns.

2.2 Data Analysis

In [11] virtual snapshot technique is used for regenerating events. LVM2 that is
Logical Volume Manager is used to take periodic snapshot of virtual network
environment in Linux Based Operating System. To record the attack properly or
accurately a fuzzy clustering based algorithm is used. The research assumes that
enough documentation about attack is available. A partitioning clustering technique
is used to divide attacks into divisions and the hierarchical clustering is used again
to divide it into disjoints set of attack. Then the attacks have some degree of
similarities in them so fuzzy clustering technique is used. The current code module
that is running is continuously compared with known threshold value. The
threshold value is calculated by observing memory usage, bandwidth usage, pro-
cessing power requirement if the distance compared is less than the threshold value
then the VM is unsafe and it is put in the unsafe zone. In [8] FTK and Encase is
used to in order to acquire evidences. This Research gives us insight about the trust
required at each level for data acquisition process. In [9] the API logs, the firewall
logs and virtual disk image are retrieved. In order to retrieve API logs the personal
identifier of client is used. The Openstack stores the NOVA API logs in /var/log/
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nova/on. When the match found it retrieves the logs corresponding to UUID of that
virtual machine. While retrieving firewall logs new rule is appended that logs all
dropped packets to /var/log/syslog. For each instance, the research appends a
special prefix to the log messages that labels the UUID of the machine. Doing so
enables us to parse the log file and identify those lines that correspond to the
particular virtual machine that the user requests. While retrieving snapshot of
volume the research supports the retrieval of disk images from virtual machines that
are powered off. In [12] logs are collected from various components of eucalyptus
cloud and usage of processor in normal condition and attack condition is given in
order to provide forensic evidences.

3 Implementation Details

The cloudsim is used for simulating cloud as well as crimes related with it. The
research tries to initiate cloud forensic process by getting log of different activities
happening in cloud environment. For this cloudsim is used initially so that
experiments could be further extended to real time cloud as well.

3.1 Experimental Setup

Cloudsim is a free package for deploying Infrastructure as a Service instance. The
cloudsim requires Net beans IDE. The simulator enables the simulation of cloud
environment as well as cloud crimes. This work can be extended for getting evi-
dences in real time scenario as well. The MySQL database is used for storing client
information and server database. For each operation the hash value is generated and
is stored in database. Whenever the single operation takes place for example login
either at server end or client end the new hash value is generated and checked with
previously generated hash value. The Fig. 1 shows the hash value generated during
server login and corresponding logs of same.

Fig. 1 Hash values of server login
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In this way the hash value is generated for each operation and is stored in
database for forensic examination. The server maintains the information about all
the clients and related information about the same. The cloud crime takes one of the
two forms [9] in one the crime is committed using cloud as an accessory and
another is crime against cloud. The research takes into account all the possibilities.

The client uses authenticate login mechanism for new transaction. In this
approach the hash value is generated for client login and is saved in database of
corresponding client. The client uploads and downloads files in the cloud. During
this operation a partial hash value is generated. This partial hash value is used for
further checking.

The simulation of cloud crime where a suspicious person alters the legitimate
users’ files on cloud is done. In this mechanism as already stated the partial hash
value is generated again and is matched with the previously generated hash values
of clients stored in database. The Fig. 2 shows the hash value generated when
hacking is done.

The hash value generated at hacker side does not match with client’s hash value
and can be proved as an evidence for forensic investigation process. The Fig. 3
shows the results of audit logs of proposed systems.

3.2 Methodology

The experimental setup gives us the hash values during various transactions
occurring during various operations on cloud server. These hash values would be
basis for further analysis.

The tiled bitmap algorithm [4] is implemented for forensic analysis. The tiled
bitmap algorithm [4] is based on the notion of candidate set. The candidate set is a

Fig. 2 Hash value generated hacker side

Fig. 3 Hash value generated at client side and hacker side do not match
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set of possible corruption events. It is derived from single target. The target is
binary number which is the result of partial hash chains of tampered tile. In this
approach a validator is run every 16 h. When a validator returns false result, a
partial hash chain of tampered tile is conducted and the result of each partial hash
values is ANDED to form target binary number. This target binary number is input
to form candidate set. The algorithm is used to generate target timestamps which is
used for forensic analysis. The forensic analysis investigation process, with the help
of tiled bitmap algorithm is able to detect when and what of data is altered. The
process initiates the forensic examination process. The audit logs of server and
clients are generated separately. The forensic analysis is able to decide whether the
threat is from client side or server side. After determining the exact location of
crime it would be easy for investigation team to prove the malicious user. To avoid
this, the research also proposed a timestamp based secure login in cloud to avoid the
tampering of database in cloud. The files are uploaded on cloud server. Each of the
file on cloud server is given the unique security key and timestamp to access the file
as shown in Fig. 7. The security key is valid for that timestamp only. Whenever the
client logs in, the client is given the security key and timestamp to access the file on
cloud server. The key get expires after accessing the file for that timestamp. This
method would secure the files from unauthentic accessing of files on cloud server.
Because only those user can get access to the files on the server who has security
key from secure cloud server. The Fig. 4 shows how the timestamp is given to each
of the file on cloud server. The security key is also given to each file to access that
file. Users with security key can access that file.

The Fig. 5 shows the security key and timestamp given to client is used for
downloading and accessing the files on cloud server.

Fig. 4 Security key and timestamp assigned to files on server side
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4 Result and Discussion

This research tries to provide basis for preliminary cloud forensic analysis. Iden-
tification of crime in cloud is also another big issue. As cloud is very big infra-
structure consisting of various and diversified components, getting evidences at
each level and correlating those with each other to prove all evidences pointing
towards same victim is also big issue. If this research provides the logs at different
level that gives us the identification of crime that would give the investigator the
starting point of evidence collection. The results shows us if during transaction
process if any malicious activity takes place then the cloud forensic analysis process
aids to detects the fault either at client or at server end as shown in Fig. 6. This
definitely eases the process of forensic investigation in cloud environment. The

Fig. 5 Security key and timestamp used to access files on client side

Fig. 6 Forensic analysis process
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encryption technique proposed with timestamp to each of the files on cloud server
definitely secure files from unauthenticated accessing (Fig. 7).

The results shows cloud evidences which is be presented in order to prove any
crime. The limitation of this research is every parameter is analyzed at simulator
level and only one of the categories of cloud crime is covered. The cloud simulator
is chosen for preliminary analysis of algorithm and results so that it can be validated
in real time. In real time every aspect of cloud crime would be covered and
combination of methodology to do forensic investigation in cloud environment.

5 Conclusion

With advent of cloud computing and crimes related with the same the cloud
forensics has new dimension in this area. The cloud crime could be altering data
files on cloud, DDOS attack, cross channel attack and many more. The research
aims at providing forensic solution to avoid tampering of data in cloud environ-
ment. The data in cloud server is accessed through different clients at diversified
area. From where the data is accessed is unknown to user due to missing archi-
tectural detail of cloud. The crime related to cloud is increasing day by day. The
research focuses on malicious accessing of data on cloud. Also it tries to provide the
security solution for the same. The security solution provides re-encryption tech-
nique to provide more security on cloud server. The timestamp is given to access
the file for client whenever user logins to access file on cloud server. The user
accesses the file within that timestamp. If the user fails to do so the time expires and
user would not be able to access the file. In this way the security is provided for
unauthorized access to data on cloud server. The research also focuses on providing
digital evidences if a malicious person tries to tamper the database on cloud server.
The Tiled Bitmap algorithm provides hash values as an evidence to prove some-
thing unauthorized is happened. This unmatched hash value initiates the process of
investigation. The novel technique of re-encrypting the file and giving timestamp
for accessing the files uploaded on cloud server provides more secure level to
customers of cloud. Our future work would try to include different other forms of
cloud crime and with capability of providing potential evidences as well.

Fig. 7 Results of security
key generated
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A Novel Genetic Based Framework
for the Detection and Destabilization
of Influencing Nodes in Terrorist Network

Saumil Maheshwari and Akhilesh Tiwari

Abstract The Social Network Analysis analyses social network on web. SNA has
led the law enforcement agencies to study the behavior of terrorist networks for the
identification of relationships that may exist between nodes. Recently, Terrorist
Network Mining (special branch of SNA) has been in vogue in Data mining
community because of its ability to identify key nodes present in the network. This
paper proposes a new approach for Terrorist network mining. The proposed work is
carried out in two phases. The first phase proposes Genetic based optimization
mechanism. Proposed mechanism is suitable for effective optimization of large
social network containing terrorist and non-terrorist nodes. During optimization
process removal of non-terrorist nodes from the network has been performed and
resultant represents the reduced graph containing only the set of potential nodes.
The second phase proposes a weighted degree centrality measure (considers
frequency of communication) for effectively neutralizing of the terrorist network.

Keywords Social network analysis � Terrorist network mining � Genetic algorithm

1 Introduction

Today with the improved lifestyle of individual, advancement in the technology and
widespread use of internet, assuring the security of themankind has become one of the
major challenges. The modernization of technology has laid the criminals to use this
cyber era for fulfilling their inhuman goals against the mankind. Thus raising con-
cerns about the effects that attacks from cyberspace can cause to the overall society.
Therefore it is necessary for law enforcement agencies to provide the security to
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civilians from these criminals. To do so these agencies need to ascertain the terrorist
network knowledge effectively and efficiently. A key challenge faced by the law
enforcement agencies is the large crime ‘raw’ data volumes and the lack of sophis-
ticated network tools and techniques to utilize the data effectively and efficiently [1].

This explosively growing, widely available, and gigantic body of data makes our
time truly the data age [2]. This bulk of data created and available in fast computing
world has laid the data mining as an emerging tool for detecting and preventing
terrorism [3]. Data Mining is seen as a most prominent technique because of its
ability to mine useful information from large amount of data available. Data mining
is useful for decision makers to make decision, discovering hidden relation and
pattern, foreshowing possible behaviours which may occur in the future by ana-
lysing historical and current data [3].

Genetic algorithm is the most important technology in many mining technology,
which can select information from large amounts of data in the data warehouse, find
possible operating mode in market, and mining facts people hard to find out [4].
Genetic based optimization of social network is done in order to remove non-
terrorist nodes from the network and the optimization resultant represents only the
set of potential nodes. These potential nodes are the possible terrorist nodes that
have a potential to cause a high impact on the society. Discovering or detecting
these potential nodes prior to the event (such as terrorist attack) may destroy their
plan for executing the event [4].

The use of web by these inhuman people has unintentionally allowed them for
fulfilling their inhuman goals by exchanging messages, planning their strategy etc.
Therefore, security concerns on the web too have increased. In this context, data
mining has established itself as the demanding field for studying social networks on
web by applying one of its feasible techniques named Social Network Analysis
(SNA) [5]. Social network analysis studies networks for the identification of rela-
tionships and associations that may exist between nodes [6]. The SNA uses a
centrality measures pointing out who is the central node(s) in the network. It is
because of this that SNA is utmost utilized technique by the law enforcement
agencies for studying trends of hidden terrorist networks [1].

When the SNA is applied for investigating of terrorist networks on web then it is
acknowledged as Investigative Data Mining (IDM), also known as Terrorist
Network Mining [7]. Defined centrality measures for SNA have been embodied
successfully for destabilization of terrorist network [8]. The technique discovers the
most promising node(s) (central node) within the network and the goal is to remove
this node(s) from the network in order to neutralize the network activities [9].

For the analysis, the terrorist network is considered as a graph and users are
considered as its nodes. Using the SNA centrality measures i.e. degree and
eigenvector, various roles are estimated from the graph. Making use of these
measures hierarchy is constructed in the form of a tree utilizing the algorithm
defined for destabilization of terrorist network. The case study of some of the
attacks is performed by Memon, Hicks, Hussain, Larsen [10–12].

The paper suggests the use of genetic based optimization mechanism in order to
to remove non-terrorist nodes from the network and the optimization resultant
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represents only the set of potential nodes. Also the paper urges to use the weighted
degree centrality measure. The use of weighted degree centrality measure for
finding the central node(s) also considers the frequency (weights) of communication
between the nodes. This would aid in an effective estimation of hierarchy followed
by the terrorist networks.

2 Gaps Available in the Current Knowledge

Though the present centrality measures are quite capable of determining the hidden
hierarchy of the terrorist network, lists are certain short comings of the currently
used centrality measures:

(a) Currently used centrality measures for terrorist network mining does not
consider the frequency of communication among the nodes while determining
the central node in a network. Hence some new centrality measure is required
which considers the frequency of communication among the nodes for finding
central node in Terrorist network. The new centrality measure for terrorist
network mining is proposed with the view for improving the efficiency of the
algorithm.

(b) Also some optimization technique need to be executed before applying the
centrality measure in order to obtained the desired results. The Genetic based
optimization technique extracts possible set of potential (terrorist) nodes from
social network of terrorist and non-terrorist nodes.

3 Proposed Methodology

The proposed methodology works in two phases. During the first phase genetic
based optimization has been performed on the large social network. The fitness
function in genetic based optimization predicts and minimizes the social network
containing only the potential nodes.

3.1 Proposed Genetic Based Optimization Mechanism

GA works with the coding of solution set and not with the solution itself. Coding of
a solution set is encoding of a solution into chromosome, which is just an abstract
representation. Coding all the possible solutions into chromosome is the first part.

The structure of information associated with each node is shown in Table 1.
Five chromosomes are used to define each individual in a graph namely: age of

individual; Gender, with 00 means female, 01 means male; Income level as low,
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medium or high expressed as 02, 01 or 00 respectively; Health condition as good,
general or bad expressed as 02, 01 or 00 respectively; and Crime record as serious,
ordinary or no record expressed as 02, 01 or 00 respectively.

Appropriate representation, fitness function and reproduction operators are the
determining factors, as the behavior of the Genetic algorithm is extremely depen-
dent on it. Brief explanation and algorithm as follows:

(a) Coding Strategy
The encoding depends mainly on solving the problem. For example, one can
encode directly real or inter numbers. There are many parameters associated
with each node hence multi-parameter coding technology can be used. Basic
technique or idea is to encode every parameter associated with each node and
then combining these encoded parameters into a complete chromosome. Thus
for each node the associated parameters are converted into chromosome. For
instance, 25|male|Low|General| Serious, are the parameters associated with a
node. Each parameter is encoded and combined to get a complete chromo-
some. Hence for the parameters 25|male|Low|General| Serious, the encoded
chromosome will be 25|01|02|01|02.

(b) Fitness Function for the Optimization of Terrorist Network
The fitness function is so selected that it optimizes the graph such that a clear
distinction can be made between the possible terrorist and non-terrorist nodes.
The terrorist node in a graph is assumed to be the one with parameters defined
as male, income level as low, health condition to be good, crime record as
serious crime and age between 18 and 60 based on the data set of 26/11 and
other attacks. Fitness value is computed for each chromosome by the fol-
lowing fitness function:

where in the equation, À, ğ, a, b and r. corresponds to the parameters
associated with the nodes namely: Age, Gender, Health condition, Income
level and Crime record respectively. Here in the function a high weightage is
given for the parameter crime record by calculating the exponential of the
value.

Table 1 Structure of
information associated with
each node

Age Gender Income
level

Health
condition

Crime
record

56 F Med. Good Ordinary

36 F High General No record

20 M High Poor Ordinary

30 M Low Good Serious
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Based on the graph obtained as an output of first phase, during the second phase,
tree hierarchy is generated by applying algorithm for destabilization of Terrorist
Network. The inputs for the algorithm are optimized graph (output of first phase)
and centralities value. The proposed new centrality measure i.e. degree centrality
measure for weighted graph is used for destabilization of Terrorist Network which
considers the frequency of communication between the nodes for calculating the
central node of a graph.

3.2 Degree Centrality in Terrorist Network (Considering
Frequency of Communication)

Centrality measurement is considered as a crucial parameter for understanding and
analyzing the actors’ roles in social networks [8] and is used to identify the strength
of the information influence.

Till now the focus has been on the Degree centrality on non-weighted graph, i.e.
the calculation of relationship number at each node. This study will focus on degree
centrality on weighted graph.

Input: A Terrorist Network represented as a Graph G(V, E)
Output: Weighted Degree Centralities values of all nodes
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4 Experimental Results

For testing the usefulness of developed optimization mechanism and centrality
measure experimentation has been performed using matlab (version R2012a). For
experimental purpose synthetic dataset (containing 60 nodes and connections
between them) has been utilized. Weights on the edges indicate the number of
communication between the nodes connected by edge. Our work is carried out in
two phases:

(a) Firstly, optimization has been performed on the data set. Optimization resul-
tant produces an optimized/reduced graph containing 15 nodes. Figure 1
shows the graph/Social network corresponding to considered dataset. In the
graph each node is assigned with certain weights such as age, gender, health
condition, income level and crime record.
After applying the Genetic based optimization mechanism the social network
represented by graph is reduced to a graph containing only 15 nodes. The fitness
calculation uses the above discussed formula to reveal the fitness value for each
node. Fitness function is applied to each chromosome and corresponding fitness
values are generated with respect to each chromosome. Now to distinguish
between the terrorist and non-terrorist nodes we define a threshold value so that
the chromosomes with fitness value satisfying or less than the threshold value
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are the set of possible terrorist nodes. Possible set of terrorist nodes are those
whose fitness value is smaller. Optimized graph contains 15 nodes (indexed
with their original serial no.) as depicted in the Fig. 2.

(b) Secondly above defined algorithm for destabilization of Terrorist Network
with new centrality measure is applied on the resultant of the proposed opti-
mization and a tree hierarchy is generated. Table 2 consist the values of
centrality calculated for the algorithm:
With the centrality value obtained the tree hierarchy is generated using the
algorithm. With the hierarchy of tree generated the crucial node among the
reduced graph can be identified. The output obtained after accessing the algo-
rithm could be visualized through Fig. 3. Here the crucial nodes identified are

Fig. 1 Graph representing 60 nodes with connections between them

Fig. 2 Reduced/optimized graph containing 15 nodes
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shown with red color. Destabilization of network can be achieved by capturing
the crucial nodes.
The comparison of execution time and no. of nodes generated by the algo-
rithms is depicted by chart in the Figs. 4 and 5 respectively.

Table 2 Values of centrality
Node index Weighted degree centrality values

6 6.1131

55 4.9458

1 4.7312

57 5.2125

44 6.1131

41 5.3785

36 5.9471

21 5.9118

3 5.4791

20 5.9118

10 5.3131

47 6.4804

53 4.9979

50 5.5798

43 6.1131

ROOT

6 47 43

36 

50 

10 20 21 44

55 41

1

3

53

Fig. 3 Hierarchy obtained after applying the algorithm
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5 Conclusion

This paper proposes a novel Genetic Based Terrorist Network Mining algorithm.
Proposed algorithm works effectively for the detection and destabilization of Ter-
rorist Network/influencing nodes present in the network. Due to the incorporation
of Genetic Based Optimization mechanism within developed algorithm, now it is
very easy to focus only on the set of potential nodes for the identification and
removal of actual terrorist nodes. Furthermore, considering the frequency of
communication between the nodes while determining the crucial node in a network
has led the effective destabilization of terrorist network. Experimentation has been
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performed with MATLAB tool. During experimental analysis synthetic dataset
containing 60 nodes and connections between them has been considered. The result
is as per the expectation and shows the effectiveness of the developed algorithm.

References

1. Chaurasia, N., Tiwari, A.: Efficient algorithm for destabilization of terrorist networks. Int.
J. Inf. Technol. Comput. Sci. 5(12), 21–30 (2013)

2. Han, J., Kamber, M., Pei, J.: Data Mining : Concepts and Techniques, 3rd edn. Morgan
Kaufmann Publications, Massachusetts (2006)

3. Pujari, A.K.: Data Mining Techniques, Universities Press (2001)
4. Maheshwari, S., Tiwari, A.: Genetic Based optimization of social network with special

reference to terrorist network mining. TECHNIA-Int. J. Comput. Sci. Commun. Technol. 7:1.
[ISSN 0974-3375] (2014)

5. Chaurasia, N., Tiwari, A.: On the use of Brokerage approach to discover influencing nodes in
terrorist networks. In: Social Networking, Intelligent Systems Reference Library, vol. 65,
pp. 271–295. (doi:10.1007/978-3-319-05164-2_11) (2014)

6. Marin, A., Wellman, B.: Social network analysis: an introduction. The Sage Handbook of
Social Network Analysis

7. Shaikh, M.A., Jiaxin, W.: Investigative data mining: identifying key nodes in terrorist
networks (2006)

8. Wasserman, S., Faust, K.: Social Network Analysis, Methods and Applications. Cambridge
University Press, Cambridge (1994)

9. Chaurasia, N., Dhakar, M., Tiwari, A., Gupta, R.K.: A survey on terrorist network mining:
currenttrends and opportunities. Int. J. Comput. Sci. Eng. Surv. (IJCSES) 3(4), 59–66 (2012)

10. Memon, N., Larsen, H.L.: Investigative data mining toolkit: a software prototype for
visualizing, analyzing and destabilizing terrorist networks (2006)

11. Memon, N., Hicks, D.L., Hussain, D.M.K., Larsen, H.L.: Practical algorithms and
mathematical models for destabilizing terrorist networks. In: Mehrotra, S., Zeng, D.D.,
Chen, H., Thuraisingham, B.M., Wang, F.-Y. (eds.) ISI 2006, LNCS 3975, pp. 389. Springer-
Verlag, Berlin (2006)

12. Memon, N., Larsen, H.L., Hicks, D.L., Harkiolakis, N.: Detecting hidden hierarchy in terrorist
networks: some case studies. In: Proceedings of ISI 2008 Workshops, LNCS 5075,
pp. 477–489. Springer-Verlag, Berlin (2008)

13. Memon, N., Larsen, H.L.: Practical approaches for analysis, visualization and destabilizing
terrorist networks. In: Proceedings of the First International Conference on Availability,
Reliability and Security, ARES (2006)

582 S. Maheshwari and A. Tiwari

http://dx.doi.org/10.1007/978-3-319-05164-2_11


Analyzing User’s Comments to Peer
Recommendations in Virtual Communities

Silvana Aciar and Gabriela Aciar

Abstract Social networks and virtual communities has become a popular
communication tool among Internet users. Millions of users share publications
about different aspects: educational, personal, cultural, etc. Therefore these social
sites are rich sources of information about who can help us solve any problems.
In this paper, we focus on using the written comments to recommend a person who
can answer a request. An automatic analysis of information using text mining
techniques was proposed to select the most suitable users. Experimental evaluations
show that the proposed techniques are efficient and perform better than a standard
search.

Keywords Social networks � Text mining � Recommender systems

1 Introduction

Social networks have become in a few years, a global phenomenon that is
expanding every day. Twitter, Facebook, Google+ and LinkedIn have emerged with
overwhelming force in society. Social technologies are radically changing the way
people communicate and interact. People often consult the Internet to find answers
to your questions. Perform queries on Google, which returns thousands of web
pages with possible answers. A person can take a long time to find the right answer
among all received pages. This leads to abandon the search or accept an answer that
may not be the most appropriate. Due to overload of information on the Internet,
people prefer to ask a friend. The way to communicate is using social media, today
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a person is part of at least 3 social networks and has more than 100 contacts. In
large networks, identify the right person who can answer a specific question is not
an easy task for one person, sometimes the right person is not directly related to
him. One way to facilitate interaction and solve the problems of information
overload is through the use of recommender systems [1, 2]. The purpose recom-
mender systems are to simplify the search process by providing to users informa-
tion, products or services based on their needs, interests, and preferences. The
recommender systems use techniques from several disciplines such as artificial
intelligence, information retrieval, data mining and machine learning to identify
items of interest for a user in a particular context of recommendations [2–4]. This
paper proposes to use recommender systems to suggest suitable users to answer
queries of people. In the literature there are several studies that recommend users to
interact in a social network [5–7] none of which used the information posted by
users. In this paper we consider necessary to analyze the content of user’s post to
get their knowledge about a particular topic, and then suggest users to answer
questions based on that value. Despite the importance and value of the information
introduced by users in a comment, there is no comprehensive mechanism that
formalizes in an application: The process of selection and retrieval of user com-
ments; Information processing to obtain a value representing the knowledge of
users on a topic; Recommendation of a user based on that value. Part of the problem
lies in the complexity of information extraction from textual and turns that infor-
mation into recommendations. Figure 1 shows the structure of the proposed rec-
ommender system.

Fig. 1 Process to recommend user based on information from comments
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The structure of the paper is as follows. Section 2 presents related works about
the recommendation of users using information from social networks. In Sect. 3 we
describe in details the mining comments process, which uses text mining tech-
niques. The set of measures used to calculate a recommender value of a user is also
briefly explained in this section. Section 4 presents the experiments performed that
demonstrates the effectiveness of proposed approach. The example is in a virtual
community on the e-learning domain. Finally, the conclusions, the limitations of the
work and the directions for future research are discussed in Sect. 5.

2 Related Works

While in the community of recommender systems has been much progress in the
study of methods to make recommendations of products and services [2–4, 8], there
are few work of recommending people. The methods used in recommending users
take into account the similarity between the profiles, reputation within a community
and network of contacts. In [9, 10] recommendations are made based on the sim-
ilarity of user profile on a social network. The profile is constructed explicitly. The
profile and reputation of individuals in a virtual community are considered to make
recommendations in [11, 12]. Recommendations are currently being conducted
using the network of contacts of people [13, 14]. The virtual community is modeled
as a graph consisting of nodes representing individuals and links between those
nodes that usually represents the distance between people. Once the network
structure is obtained, recommendations are made based on the type, organization
and network properties [5–7, 15, 16]. From the review, has not found work that
uses information from user’s comment to recommend people to interact. The
content of the comment have to be analyzed in order to decide who can answer a
question for those who cannot. The following sections detail the process for rec-
ommending users based on comments written in virtual communities.

3 Recommendation of Users Based on Comment Posted

The following tasks are required to select and retrieve information from the com-
ments, process that information and use it to know if a user is suitable for
recommendation:

• Implementation of text mining methods to obtain information from written
comments by users.

• The definition of metrics that allow prioritized users by the degree of their
knowledge on a specific topic.

• Developing recommender mechanisms to filter and present the most appropriate
users.
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The process will be done through an application that given a user request Q, it
searches user comments containing Q obtaining set of relevant post. A set of
metrics for obtaining recommending users from the set of relevant post have been
defined. In next sections are explained the process to obtain such measures.

3.1 Selection of Relevant Post and Identification of Candidate
Users

Given a user request Q of a user and Q is composed of keywords such that Q = (q1,
q2, …, qn), the first step is to find all the post containing Q. The search for relevant
post is a simple search where those publications containing Q chains (qi) are only
selected. The selected post constitute a collection of relevant publications Pr = {p1,
p2, p3, … pn} where each publication can have an associated set of comment and
users who wrote them. Figure 2 shows the structure of the data obtained from
relevant publications.

Users who made comments and those who made the publication constitute a set
of candidate users UC = {u1, u2, u3,…, un}. For each candidate user, comments that
were made and the times they interacted in the virtual community are obtained.

3.2 Analyzing User Comments

A user can answer a request Q if he has knowledge about Q and he is available to
answer questions. We have defined a set of metrics to obtain such information. The

Fig. 2 Information obtained
from relevant post
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User Information about a Topic (UIT) measure is computed with information
written on comments while the User Interaction (UI) andWillingness to Respond
(WR) measures are computed using information from interactions in the virtual
community. User Information about a Topic (UIT) is defined as the sum of
weights (wi) of the words qi multiplied by the times C that these words appear
together in user comments. It is calculated using Eq. 1.

UIT ¼
Xn

i¼1

wi � C ð1Þ

wi is obtained by means of the measure tf-idf (Term Frequency-Inverse Document
Frequency) widely used in Information Retrieval. In our proposal it means that the
qi terms that appear most frequently written in a user’s comments, but less in the
other reviews, is more probable that it be most used by the user. Equations 2–4 are
employed to compute the measure.

wi ¼ fi � idf i ð2Þ

fi ¼ freci
MaxFrec

ð3Þ

idfi ¼ log
N
ni

ð4Þ

fj is the normalized term frequency of qi in the comments made by a user. Idfi
represents the inverted term frequency of qi. freci is the frequency of term qi in all
comments. MaxFrec represents the maximum frequency of all frequencies of words
in the comments. N is the number of comments and ni is the number of comments
containing the term qi. Interactions User (IU): is defined as the times that a user
has posted or has commented NCU over the total number of post and comments on
the virtual community TNC, as indicated by Eq. 5.

IU ¼ NCU
TNC

ð5Þ

User’s knowledge on the topic (UKT): it is obtained based on the user
information on the topic UIT multiplied by the number of interactions of the user in
the virtual network IU. Equation 6 is used to implement this measure.

UKTðuÞ ¼ UIT � IU ð6Þ

Willingness to Respond (WR) is defined as the probability that a user responds
to a request based on past behavior. It is probably that a person who has frequently
answered questions in the past, now answer a question. Equation 7 is used to
calculate the willingness of reply.
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WRðuÞ RPOSþ 1
ðRPOSþ 1Þ þ ðRNEGþ 1Þ ð7Þ

where RPOS is the number of times that the user has responded request and RNEG
is the total number of time that he has not responded.

3.3 Selecting the Most Suitable User

The most suitable and reliable user are chosen to make the recommendations. A
selection algorithm has been defined to make the choice automatically. The algo-
rithm is composed by 3 elements, a set (U) of candidate users, a selection function
Selection(UKT(u),WR(u)) to obtain the most relevant and reliable user which uses
the values of user’s knowledge about a topic UKT(u) and willingness to respond
WDR(u) as parameters and a solution set (F) containing the users selected (F U).
With every step the algorithm chooses a user of U, let us call it u. Next it checks if
the u F can lead to a solution; if it cannot, it eliminates u from the set U, includes
the user in F and goes back to choose another. If the users run out, it has finished; if
not, it continues.

The selection function has as parameters the information of the user about a topic
UKT(u) and the availability to respond WR(u). This function is obtained through
equation:

selectionðUKTðuÞ;WRðuÞÞ ¼ UKTðuÞ �WRðuÞ ð8Þ

The lists of relevant users are ordered from highest to lowest selection value and
the top of the list are recommended.
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4 Experimental Results

The domain of education was chosen to carry out the experiments and evaluate the
feasibility of the proposal. A user recommender system has been implemented in
the Moodle platform where post made in forums for teachers and students are
analyzed. Moodle forums allow users to post information about a topic through
comments. A post on a Moodle forum includes a section containing the user name
of the writer who can be real or fictitious. A section describing the content of the
post written by the user and a comment section where other users can comment the
post. For the experiments have been analyzed data from the participation of 22
students and teachers in several forums of Moodle during 2013. Data collection for
testing consists of: 22 users, 45 posts and 134 comments. The recommender system
implemented can be seen in Fig. 3.

Two experiments were performed using the same data set.
Experiment 1 Recommendation based on UKT and WR: The recommender

system used the proposed method in this paper to suggest users. 10 users requested
by users using the recommender systems. They introduced request about several
subjects. The recommender analyzed forums to obtain candidate users. For each
candidate user, the system performances the metrics defined in Sect. 3.1 with
information from their comments. The most suitable user is selected applying the
proposed algorithm. When a person has been recommended, the system solicits to
user the evaluation of people’s behavior. Therefore, the system presents to user a
form asking the user to answer yes if the person recommended answered your
request. This information is used to compute the WR measure presented in Sect. 3.

Experiment 2 Recommendation based on keyword search: In this experiment
the recommender system perform a basic search to recommend users. Others 10
users have been requested recommendation. They introduced request about several

Fig. 3 User recommender system implemented on Moodle platform
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subjects. The system searches for the keywords in the comments and it recommends
users who mentioned more times the keywords in your comments. When a person
has been recommended, the system solicits to user the evaluation of people’s
behavior. Therefore, the system presents to user a form asking the user to answer
yes if the person recommended answered your request. This information is used to
compute the WR measure presented in Sect. 3.

4.1 Performance Metric

In order to evaluate the result of recommendations made in both experiments the
accuracy rate calculated by Eq. 9 is used. The evaluation is based on good rec-
ommendations over all recommendations, in which a good recommendation is
defined as: given a request, a person who will already answer the question is
recommended; this information is retrieval from the feedback given by the user
after contact with the recommended person.

Accurracy Rate ¼ NG
N

ð9Þ

where NG is the number of the users who are correctly recommended (recom-
mended person who was responded the question); N is the total number of the
recommended person. Both experiments were performed 10 times with different
users each time. Experimental results, as shown in Fig. 4 and Table 1, display that
the proposed method has a higher accuracy.
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5 Conclusions

The large amount of information available nowadays makes the process of
detecting user for interact more and more difficult. Recommender systems have
been used to make this task easier, but the use of these systems does not guarantee
that the recommended person be the most suitable. We propose a recommender
system that uses information from user’s comments to obtain the most suitable to
interact with other user. We have defined a set of metrics that allow us know if the
user has relevant information or not about a subject to answer a request. A user
recommender system has been implemented in the Moodle platform where post
made in forums for teachers and students are analyzed. Moodle forums allow users
to post information about a topic through comments. Two experiments have been
performed to test our approach. Accuracy of our proposed method against accuracy
of a baseline method has been compared. Observing the results of the experiments
carried out in this paper, we note that the recommendations are better if we take into
account the knowledge and willingness of user to present users in order to response
a question. In our future work, we intend to evaluate our approach with open social
networks such as Facebook and Google+.
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Fuzzy-Based Reliable Spectrum Tree
Formation for Efficient Communication
in Cognitive Radio Ad Hoc Network

Ashima Rout, Srinivas Sethi and P.K. Banerjee

Abstract In view of the scarce major radio resource vis-a-vis to resolve the
bottleneck experienced in the present scenario of revolutionary technology,
researches are under progress in the domain of cognitive radio ad hoc network
(CRAHN). In this context, spectrum sensing followed by reliable as well as efficient
spectrum detection and its effective utilization has been a main feature to achieve
the quality at par with the intelligibility during communication in CRAHN. In this
paper, performance of spectrum sensing has been discussed and tried to meet the
challenges for a secured communication. A new approach has been formulated here
using spectrum tree formation in cognitive radio ad hoc network environment at
each intermediate node in between source and destination points. Analyzing this
novel concept using fuzzy spectrum tree, the proposed model proves to perform
better in cognitive radio ad hoc network environment in terms of throughput with
minimum overheads.

Keywords CRAHN � Spectrum analysis � Spectrum sensing � Fuzzy based
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1 Introduction

Federal Communication Commission (FCC) [1] provides the information regarding
the fixed spectrum assignment strategy which is inappropriate in the recent wireless
communication era and most of the allotted licensed spectrum bands are under-
utilized. The detection and deployment of the unused spectrum bands can be
realized by sensing its radio environment which carry rigorous challenges and vital
functionalities like spectrum sensing, sharing, management and mobility for
insightful ideas on cognitive radio [2, 3]. The maximum spaces of licensed and
under-utilized spectrum can be resolved by actual utilization of spectrum which
implies the implementation of cognitive radio network (CRN). The CRN can be
outlined from the aspects of Software Defined Radio and Intelligent Signal Pro-
cessing. Further basing on the concept of software defined radio; the Cognitive
Radio (CR) can sense its environment and track the changes for observational
outcomes dynamically. The implementation of the CR is executed by intelligent
signal processing to perform functions of resource management and access to
communication media [2, 4].

Cognitive radio (CR) is a proficient technology that recognizes the Dynamic
Spectrum Access [5] of licensed bands of the spectrum in the primary system envi-
ronment. It can be performed by taking the benefits of spectrum utilization with an
access to the cognitive/secondary users which are treated as unlicensed users. Hence,
the theory of spectrum reuse by secondary user (SUs) has been evolved to capture the
licensed spectrums of primary users (PUs). The SUs enter the unused licensed band of
PUs opportunistically and quit their tenancy when PU is on the verge of possession
into that band [6]. To maximize channel utilization based on the concepts of
opportunistically assigning licensed channels it is desirable to make the whole
activity a consistent and well-organized one that has been justified in this paper.

The rest of the paper is structured as follows. Related works have been discussed
in Sect. 2 followed by fuzzy-based spectrum tree formation in Sect. 3. Section 4
discussed the performance evaluation with result analysis of proposed model. The
conclusion has been discussed in Sect. 5.

2 Related Works

Distinguishing the spectrum availability and its re-configuration play vital role in
dynamic network where the later is the process to identify the spectrum accessi-
bility. The re-configuration may be completed according to the environment and
different transmission parameters in order to make use of the available spectrum
opportunistically [3, 7].

The secondary or cognitive radio network does not have a licensed spectrum and
tries to utilize the unused spectrum in an opportunistic way but such a dynamic
network may have its own base station [7]. Sensing the radio frequency and
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spectrum discovery are the foremost duties of cognitive radio in CRN. This may
sense the spectrum holes which is needed at the receiver to articulate exposure and
transmit power control. The management of the spectrum selects the communica-
tion power levels and frequency holes for communication through nodes. The
exertion is passed in receiver and transmitter which involve some procedure of
feedback between receiver and transmitter [8].

A base station schedules the data transmission in the centralized architecture of
CR network which can be taken as one of the entities in the network. Another one is
responsible for assigning the radio resource to spectrum broker or users in the
dynamic network. In this situation, the users may be primary, secondary or both.
The job of the spectrum broker may be thought of performing the roles of a primary
or secondary base station or else accomplishing the sensing functionalities [4, 10,
11]. In the cooperative and non- cooperative network of the distributed CRN, there
is no spectrum broker or a base station to coordinate spectrum access of secondary
users. The users share the interference information in cooperative network and
determine the spectrum allocation based on this. But, there is no communication for
interference information in non-cooperative network. In this paper, the choice of
improved spectrum in terms of reliability and spectrum tree formation have been
proposed for enhanced communication in cognitive radio ad hoc network.

3 Fuzzy-Based Spectrum Tree Formation

In this section, fuzzy based reliable spectrum selection algorithm has been dis-
cussed. Same radio channels have been shared by the Primary or Secondary users to
communicate with their base stations in the network. The SUs depend on the
activities of primary users. The specified spectrum assigned to the primary network
is divided into number of channels, where the primary network consists of number
of primary users in the same area, a CR network is organized which consists of
number of cognitive or secondary users. The secondary users are active when the
primary user is inactive and vice versa.

In a dynamic environment like CRAHN, effective channel sensing and its
management are significant issues to perform better result. The channel need not be
dedicated so that it can be shared to transfer numerous packets from one or more
nodes to a number of destination points. The intermediate nodes forward the same
message signal to other neighborhood nodes in an ad hoc manner in cognitive radio
network. In this paper, primary user activity has been assumed through the statis-
tical information and channel capacity as in Fig. 1, to detect the reliable spectrum in
CRAHN environment. Definition of primary user activities may be established as
the percentage in average of the usage of dedicated channel by primary users as per
the statistical information whereas; channel capacity is treated as the maximum data
rate over an assigned channel. A novel concept of spectrum tree formation has been
proposed using fuzzy logic considering two basic parameters as primary user
activity and channel capacity [13, 15, 16].
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Here, estimation of reliable spectrum process has been justified by using fuzzy
logic thereby taking into account primary user activity and channel capacity in
CRAHN environment. During this approach, the fuzzifier converts the primary user
activity and channel capacity to perform fuzzification process, which is used to find
out the reliable spectrum as an output. It has two inputs as primary user activity and
channel capacity during the evaluation process. It decides the grade to which they
belong to each of the suitable fuzzy sets via membership functions and evaluates the
reliable value of a spectrum through the defined inputs.

The output fuzzy sets for reliable spectrum sensing are evaluated by rule base
method after creating input fuzzy sets, which consists of “if-then”-statements. The
reliability of the resulted spectrum can be determined by means of the estimation
process carried out through fuzzy inference sys (FIS), which applies a set of fuzzy
rules. The fuzzy sets of inputs and outputs are reflected as in Figs. 2, 3 and 4.

Fig. 1 Architecture of the reliable spectrum sensing mechanism in CRAHN

Fig. 2 Primary user activity as per statistical information
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Rules are defined through a series of “IF-THEN” statement for the output with
the help of the input conditions using the rule structure of fuzzy logic. There are sets
of nine (3 × 3) possible logical output response decisions, as shown in Fig. 5.

The reliable spectrum sensing can be done by using fuzzy concept with the help
of the primary user activity in terms of statistical information and channel capacity
in CRAHN environment. A set of SUs form a tree in each available spectrum band,
in the network called spectrum-tree [18].

A spectrum-tree can be formed by using cognitive/secondary users in cognitive
radio ad hoc network through each available reliable spectrum band. Each spec-
trum-tree has only one root and it keeps the elementary information about each
node in the tree in a dynamic topology, such as the routes for other nodes. Each
node has its unique secondary user identification in one spectrum-tree. This is
proactive communication in the network and may help to make a superior and
reliable communication in the CRAHN which is main objective of this paper.

Fig. 3 Channel capacity

Fig. 4 Spectrum reliability
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4 Simulation Environments and Results Discussion

The performance of CRAHN is assessed by simulations through discrete network
simulator named NS-2 [20], integrated with the Cognitive Radio Cognitive
Network simulator [21]. The source node and sink nodes have been considered in
CRAHN to work in different spectrum bands. The Simulation parameters for
CRAHN have been considered as per Table 1.

The control overhead is considered for analyzing the performance of protocol in
CRAHN. From the Fig. 6 it is observed that the proposed model is better as it
consumed less control overhead in the network. Similarly, the throughput is defined
as an essential parameter which can be considered to evaluate the performance of
protocol in the network. It is the rate at which the nodes in a network receives data
and a good channel capacity of a network and rated in terms of bits/bytes per
second. In Fig. 7, the throughputs for number of secondary users present in the
CRAHN give better results as compared to the conventional model. Hence the
performance of CRAHN seems to be enhanced in terms of throughput for various
node dimensions of SUs.

Fig. 5 Construction of rules

Table 1 Simulation parameters for CRAHN

S. No Parameters Values

1 Area size 500 m × 500 m

2 Transmission range of PU 250 m

3 Transmission range of SU 100 m

4 Simulation time 1,000 s

5 Nodes speed 5 m/s

6 Pause times 10 s

7 Data rate 5 Kbps

8 Mobility model Random any point

9 Interface 1

10 Number of channel 5

11 Numbers of SU Node 10, 20, 30, 40, 50, 60, 70, 80, 90, 100

12 Numbers of PU 5

13 No. of simulation 5
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Further, keeping in view the comparison status between the existing and
proposed algorithms in terms of low, high and moderate (mod.) the performance
evaluation as regards to Overhead and Throughput have been mentioned in the
Tables 2 and 3 respectively.

Fig. 6 Overhead versus
number of secondary users
(SU)

Fig. 7 System throughput
versus number of secondary
users (SU)

Table 2 Performance evaluation in terms of overhead

No. of secondary users

10 20 30 40 50 60 70 80 90 100

Conventional Mod. High Mod. Mod. High Mod. High Mod. Low High

Proposed Low Low Mod. Low Low Mod. Low Low Low Low
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5 Conclusions

The key concept in the proposed model is to establish a spectrum-tree in each
reliable spectrum band, so that the collaboration between spectrum decisions could
be established. In order to adapt with system environment, consideration of different
parameters have become inevitable in terms of system throughput to measure the
channel excellence, effectiveness and efficiency in the CRAHN for observation
purpose. Correspondingly, significance of the system has also been studied under
this scenario in the said network. Irrespective of number of secondary users a line of
comparison has been established showing whether throughput and overhead are
low, moderate or high as regards to conventional and proposed spectrum tree
algorithm, thus resulting the proposed model to supersede the conventional one.
However, the comparison table may attract alteration of present state in different
cognitive radio environment. As other parameters also influence towards the
increase and decrease of throughput and overhead, the performance of spectrum
sensing can be evaluated by trading the number of secondary users with our
assumed parameters like overhead and throughput. Inferences could be justified and
rationalized as compared to the existing and conventional one towards achieving
the quality and efficiency of spectrum for SUs node size in a CRAHN.
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Realization of Digital Down Convertor
Using Xilinx System Generator

Manoj Kumar Sahoo, Kaliprasanna Swain
and Amiya Kumar Rath

Abstract In some secure communication system, to detect the frequently varied
baseband signal, a digital down converter (DDC) with a variable digital filter is
used. In this paper, a reconfiguration design process of DDC is discussed for a GSM
application with the help of Xilinx system generator (XSG) on field programmable
gate array (FPGA). The approach is based on hardware Co-simulation based on
XSG platform which integrates itself with the Matlab based Simulink graphics
environment and implemented on Virtex-II based xc2v200-4fg676 FPGA device.
Optimal equiripple technique implements DDC which reduces the resource
requirement. To solve the complexity, a novel type of polyphase decomposition
structure is used. Keeping the view of the system performance, such as area and
speed, this paper proposes a model which is implemented by using embedded
multiplier, LUTs and BRAM of FPGA. It is seen that the proposed design
consumes very less resources available on target devices.

Keywords DDC � FPGA �Matlab � Xilinx system generator � Co-HW simulation

1 Introduction

DSP algorithm is hidden inside a number of consumer electronic products such as
mobile phones, satellite phones, PDAs and many other wireless products. The DSP
algorithms are modified time to time in order to increase the speed, area and power
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consumption. The vendors of such products must be flexible enough to adopt
new signal processing technique to increase the coverage area, portability and
combination of many more areas. An important application where a diverse range
of frequency is required is a software defined radio (SDR). The first step towards the
DSP area is usually initiated by sampling and then digitizing the analog signal to
convert into a stream of numbers. Today FPGA technology is becoming an
emerging technology to implement DSP algorithm among other traditional tech-
nologies like DSP processor, ASIC etc.

This paper is organized as follows. A brief discussion of DDC is presented in
Sect. 2. Section 3 describes the proposed DDC structure. Co-hardware simulation
of DDC model developed in Sect. 4 whereas results and analysis are shown in
Sect. 5 and at the end conclusions are drawn in Sect. 6.

2 Digital Down Convertor

Down conversion of the signal involves the process of shifting a high rated signal to
a require standard signal. In general the receivers receive a wide band of signal, but
the receiving end user may only require a small portion of the entire band. So
fulfilling the above requirement might involve prohibitively large filters. The
deployment of DDC makes this process efficient and easier [1, 2].

A DDC consists of five basic blocks such as Direct Digital Synthesizer (DDS),
Mixer, Cascaded integrate comb (CIC), Compensation FIR (CFIR) filter, Pro-
grammable FIR (PFIR) filter.

The area of digital signal processing plays a vital role in many fields of elec-
tronics, transmission and storage of digital date [3]. Apart from this, as far as
complexity of the circuit is concerned the cost against performance is an important
factor [4]. In wireless application, FIR filters, sampling technique is a primary
concern and also in some multi rate DSP system where up sampling and down
sampling is achieved by using interpolator and decimeters. In this variable sampling
process, to attenuate the production of undesired signals associated with aliasing FIR
filter is used [5]. As far as SDR based wireless base band receiver is concerned, DDC
plays a vital role for the same. Basically a DDC shifts the high frequency carrier
signal to an intermediate frequency and then converts to the baseband spectrum of
interest. To achieve the maximum SNR and adjacent channel cancellation, DDC also
performs decimation and filtering. Primarily for GSM application, DDC decimates
the incoming spectrum [6] by filtering prior to decrease the sampling rate. With the
advent of FPGA family and to explore the benefit, DDC is implemented in FPGA. A
simplified architectural block diagram [7] is shown in Fig. 1.

In the first stage, a DDS along with a pair of multipliers (M1 and M2) [8] is used
to translate a specific channel down to baseband spectrum by tuning the desired
frequency of interest. Two cascaded integrated comb (CIC) filters are used in the
second stage to reduce the sampling rate for matching the desired bandwidth at
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output and to provide a coarse gain adjustment. Finally a pair of polyphase filter one
is compensation FIR (CFIR) and another is programmable FIR (PFIR) to provide
the additional decimation and shaping the final output.

3 Proposed DDC Model Design

A model of Digital Down-Converter (DDC) is designed to meet the new generation
application in communication like 3G or 4G in mobile communication, specifica-
tions using a multi-section CIC decimator and two equiripple based polyphase
decimators [9] with the help of Xilinx block set in the Matlab®Simulink environment
for a vertex family FPGA from Xilinx. The XSG is the environmental token to help
the design to analyze and implement in a fixed float architecture, then convert to an
integer based system architecture. The XSG help in developing Co-Hardware block
with the help of XFLOW or generating the HDL code. These processes are very
much helpful for DSP system analysis and implementation on FPGA. The Fig. 2
shows the design part in Simulink using Xilinx blockset, which is to be implemented
on target FPGA. Equiripple window based technique is used to improve hardware
complexity and speed with compare to other windows based process.

Fig. 1 Architectural block diagram of DDC

Fig. 2 Proposed DDC model
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The functions performed by the developer model are waveform synthesis (DDS),
complex multiplication and Multirate filtering. Figure 3 shows the three major
blocks; mixer section, CIC section and decimator section are the three major parts
of this design.

3.1 Mixer Section

This block consists of two multipliers M1 and M2, along with direct data syn-
thesizer (DDS) as shown in Fig. 4. The multipliers M1 and M2 used in the proposed
DDC model are implemented using the Virtex-II IP based embedded multipliers. To
enhance the sample rate in excess of 200 MHz pipeline operation is used. In this
design, with an input sample rate of 52 MHz, a single multiplier could be time-
shared to implement the input heterodyne by nature. To store one quarter of a cycle
of a sinusoid the FPGA block memory is used. Both the in-phase and quadrature
components of the local oscillator to be generated simultaneously are enhanced by
dual-port memory using a single BRAM. The single BRAM implementation can
generate a 4 K sample full-wave 16-bit precision complex sinusoid. The synthesizer
with phase dithering will generate a mixing signal with a spurious free dynamic
range (SFDR).

3.2 CIC Section

As the baseband channel is highly oversampled, a simple cascade of boxcar filters,
implemented as a cascaded integrator comb (CIC) is employed initially to achieve
the require reduction factor of 48.

Fig. 3 Blocks in the DDC block
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The CIC filter C(z) is multiplier less consisting only of integrator and differen-
tiator sections. For this application a cascade of 4 integrators followed by 4 differ-
entiators, with an embedded 48:1 reduction in rate change is used as shown in Fig. 5.

Fig. 4 Mixer sub module for DDC

Fig. 5 CIC sub module for DDC
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3.3 Polyphase Decimator Section

To produce the required input-to-output sample rate change of 192:1, the CIC filter
is followed by a cascade of two 2:1 polyphase decimators shown in Figs. 6 and 7
respectively.

The polyphase decimator G(z) is realized with a 24-tap MAC filter, while a
96-tap MAC filter is employed for H(z). Here 96 cycles are required to implement
this filter.

4 Development of Co-hardware Simulation of DDC Model

1. The DDC hardware library Generation—This is the process to generate the
equivalent hardware of the above model for a targeting device and here we
consider Vertex 2 (XC2V2000-4fg676). With the help of XSG by using
XFLOW the equivalent hardware target device programmable bit file is
generated.

2. Then the library model is integrated with the basic model as shown in Fig. 8.
3. The library file can be generated for a standalone JTAG method or an Ethernet

JTAG mode where the standalone process is considered.
4. Then the device utility, timing parameter, and output are analyzed for JTAG

Co-sim block as shown in Fig. 9.

Fig. 6 Polyphase decimator G(z) sub module for DDC

Fig. 7 Polyphase decimator H(z) sub module for DDC
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5 Result and Analysis

The DDC model is designed with Xilinx blockset in Simulink. With the help of
XSG, the model is analyzed through Co-hardware simulation process and HDL
code for FPGA is generated by netlister process.

5.1 Result from Simulink Modeling

The developed DDC has been simulated and verified using Simulink whose output
response is shown in Fig. 10. The first two waveforms show I & Q input signals.
Third and fourth waveforms show the decimated I & Q output signals.

The deployed system estimator token suggest the number of devices with
respected to total availed in an FPGA family, which is very much helpful to choose
the FPGA. Figure 11 shows the input and the output response in the frequency
domain, whereas Fig. 12 shows the resource estimation process both for pre and
post estimator the parameters like slices, FFs, BRAMs, LUT are compared.

Fig. 8 Integration of library with basic model

Fig. 9 DDC Co-hardware simulation model
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Fig. 10 DDC input and output response (time domain)

Fig. 11 DDC input and output response (frequency domain)

Fig. 12 Resource estimation process (pre synthesis and post synthesis estimation)
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5.2 Result for Co-hardware Simulation

Figure 13 shows the initialization of simulation in the netlister process, and also
describes the output of Co-Hardware simulation using JTAG Sim block.

Figure 14 shows the design utility in Xflow process and timing parameters for
DDC Co-hardware simulation respectively.

6 Conclusion

Xilinx System Generator based hardware co-simulation technique is presented to
implement digital down convertor for software defined radios. The reconfiguration
method of design for the design with XSG for DSP system design is very useful. An
Equiripple window method based polyphase decomposition technique is used in
DDC design to optimize the speed and area. The implementation of the proposed
model on Virtex-II family (device: xc2v2000-4fg676) utilize less device resources

Fig. 13 Initialization of netlister process and output of co-hardware simulation of DDC using
JTAG Sim-block

Fig. 14 Design utility in XFLOW process and timing parameters for DDC co-hardware
simulation
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to provide cost effective solutions for SDR. The Co-Hardware simulation is carried
out and the results are verified with the Simulink environment result. Similarly the
DDU unit should be designed with the same specification, which builds up DDC-
DDU unit for an SDR application with GSM bandwidth.
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Probabilistic Ranking of Documents Using
Vectors in Information Retrieval

Balwinder Saini and Vikram Singh

Abstract On the web, electronic form of information is increasing exponentially
with the passage of past few years. Also, this advancement creates its own
uncertainties. The overload information result is progressive while finding the
relevant data with a chance of HIT or Miss Exposure. For improving this, Infor-
mation Retrieval Ranking, Tokenization and Clustering techniques are suggestive
as probable solutions. In this paper, Probabilistic Ranking using Vectors (PRUV)
algorithm is proposed, in which tokenization and Clustering of a given documents
are used to create more precisely and efficient rank gratify user’s information need
to execute sharply reduced search, is believed to be a part of IR. Tokenization
involves pre-processing of the given documents and generates its respective tokens
and then based on probability score cluster are created. Performance of some of
existing clustering techniques (K-Means and DB-Scan) is compared with proposed
algorithm PRUV, using various parameters, e.g. Time, Accuracy and Number of
Tokens Generated.

Keywords Information retrieval (IR) � Ranking/indexing � Tokenization �
Clustering

1 Introduction

Information Retrieval (IR) is an essential part of Data mining. It mainly deals with
the representation, storage, organization and access or retrieval of the information
[1, 2]. Modern information retrieval (IR) system tries to provide better model which
is responsible for finding the most relevant information with respect to the user’s
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query when it is requested. Few years back, Information retrieval beginning was
totally related to the knowledge stored in the textual form and information retrieval
was processed manually. In libraries, information retrieval was in the form of book
lists and in the books, it was like tables of contents and index pages etc. As it is
difficult to maintain and build these indices so, the tables only have the index terms
like Name, Writer, and Headings of given subject [3]. To differentiate between the
relevant and irrelevant documents is the main uncertainty depends upon normal
arrangement of the required documents done by a Ranking algorithm [4]. In the
arrangement, the top most documents are taken to be more relevant. Therefore,
ranking of given documents are the most important part of the process of infor-
mation retrieval system. Thus, ranking algorithm deep reside in information
retrieval systems. Working of ranking algorithm [1, 2] is according to the basic
premises (regarding document relevance) yield distinct information retrieval mod-
els. In the modern IR systems there are various bases for the ranking. Probability
score is one of the important factors, which is completely based on the identified
tokens the document and documents vector’s length.

2 Information Retrieval Model

Documents are considered as bunches of words under traditional retrieval model-
ing. This means that, the models acts like entity without structure in which rele-
vance can be determined on the basis of no. of occurrences of terms only [5]. When
the retrieval system input with a query, with respect to that query every document is
scored. After the completion of this scoring process, user gets the final ranked list.
These scores are produced by the IR model. Efficiency doesn’t care under the
general retrieval models; user’s information need and the ranking process are the
main focus of these models.

Modern Information retrieval system deals entire process of systems into two
parts one deals with representation, organization and storage. Second part of
information retrieval system deals with providing the mechanism for stored infor-
mation items to the end users [6]. In the first part, Information retrieval system deals
with extracting the useful data sources that is information and then it represent this
information in a accurate and efficient way in the system memory, means organized
in a proper manner like tabular form etc. Using suitable ranking or Indexing
techniques. Finally, stored this managed information into a storages medium like
hard disk, flash drives or on a cloud. In the second part, deals with the retrieval
party of system with accessing the stored information from the storage medium
when the user’s query takes place in the information retrieval system. It also
handles the errors which are generated when the information retrieval system is in
an operational state. Therefore the IR models in information retrieval field are:
Boolean Model, Vector-Space Model, and Probabilistic Model [1–3]. In the
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Boolean model documents and queries are represented as set of index terms. The
advantages of this is model is its simplicity. The Boolean model [7] suffers with too
many documents retrieval during exact matching, this disadvantage decrease its
popularity and make space for another model i.e. Vector-Space model [2]. Due to
partial matches under the Vector-Space model, it gives better results from the
Boolean model of information retrieval. For this partial match it uses a method of
term weighting [5], in which frequency of each word in each document is found
followed by the weight of words in the documents with respect to the other doc-
uments and the query as entered by the user is found. The vector-space model has
one disadvantage that the unavailability of exactness in retrieval. The Probabilistic
model [6] provides retrieval of matching documents in which nearly exact match is
found. Composition of this paper is, Sect. 3 describes the probabilistic information
retrieval model, ranking method and also discusses the tokenization process.
Section 4 describes the related work and Sect. 5 discusses the proposed algorithm
i.e. PRUV algorithm, and also describe its example. Section 6 gives the imple-
mentation results compared with K-Means and DB-Scan clustering algorithm.

3 Probabilistic Model and Ranking

Probabilistic information retrieval model [2, 6] uses the probability theory concepts
for matching the given documents with user’s query. It gives the matching results
like either exact match is found or not exact. When this IR model is used in search
engines or in other systems for the purpose of document retrieval gives better
results as compared with other IR models. Although the results of retrieval are
better when they are given with the use of the probabilistic model, they are retrieved
with comparatively lesser speed because the retrieval is improved gradually. The
Advantage of Probabilistic information retrieval model is, it uses simple probability
theory for ranking the documents and the ranking order is in decreasing order of
their probability of being relevant. Probabilistic information retrieval model has
disadvantages also like: initially separate the relevant and irrelevant documents, it
does not give any idea about the frequency of key-words/index terms which are in
documents. Good information retrieval systems have some features which are as
follows:

3.1 Ranking Procedure

Information Retrieval system or model should have a good ranking procedure
because ultimately quality of a information retrieval model directly depend upon its
ranking method by which it can index the given set of data items in the data
repository so that when the user’s query, for retrieving some information is
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requested then only relevant information should be retrieved to the user and
decrease the irrelevant information from the retrieved result.

3.2 Representation and Organization of Data Items

The main part of all information retrieval is how they represent and organise its data
items so that the final result of a user’s query will be deliver in very short time
period and it has good quality also means resultant document or information should
be relevant to the user’s need. Tokenization process plays an important role on
representation of documents. Tokenization process [9] is of the most important
aspect in information retrieval field in which simply all the words, numbers, and
other characters etc. are formed these words, numbers, and other characters are
called as tokens. This process also calculates the frequency value of all these tokens
present in the given document. For example, there is a document in which the
information likes “This is an Information retrieval model and it is widely used in the
data mining application areas”. The tokenization process, output of the process for a
document, is identified words or numbers and words count etc., theses words and
numbers are called tokens. This is shown in Fig. 1.

In output, values in angular braces indicate the frequency of a word in the given
document, e.g. word “our” and “project” occurs two times in the document so their
frequency is 2. Tokenization also facilitates by to separating the stop words and
only gives the distinct words form the given document. Once the tokens are
established by tokenization process, next step is to calculate the probability score,
the value of probability score is with respect multiple topic’s (vectors) and token’s
count on the document. Finally clustering process creates the cluster of tokens
based on their probability score.

4 Related Work

Clustering of the given documents is a classical approach in data mining area. In
modern era, many algorithms are there for document clustering process.
Karthikeyan and Aruna [10] developed a method for document clustering on the

Fig. 1 Tokenization and input, output strings
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basis of probability based semi-supervised document clustering. In this method,
documents are clustered with respect to the user’s need and this need is represented
by multiple-attribute topic structure, it uses some topic annotations for each doc-
ument for calculating similarity values between the documents. Cluster documents
are based on maximum similarity value. Qiu and Tang [9] proposed a new topic
oriented semi-supervised document clustering approach. In this approach, clusters
are made-up on the basis of ontology and a dissimilarity creation function.

5 Proposed Algorithm (PRUV)

The probabilistic ranking using vectors (PRUV), addresses the issue of uncertainty
in token identification process and exactness on numbers of tokens in documents.
The Ranking of tokens is purely based on the occurrence of identified tokens from
given documents. The probabilistic Ranking method is most suitable for the IR
systems, where degree of uncertainty persist at data and user query level [6]. The
probability score of tokens and defined threshold values for cluster are the basis for
the clustering process. In case of K-means [11] and DB-Scan [12], Threshold the
parameters are defined initially to the algorithm for implementations. In PRUV
approach, along with threshold values for cluster the probabilistic rank (Occurrence
of tokens) is also provided for implementation. The tokenization technique is used
which tokenize all the documents and then applying the working principle of
probabilistic information retrieval model on the output of this tokenization tech-
nique for finding their probability scores and it also uses the clustering process
which makes the clusters of output (probability score) of probabilistic IR model
i.e. it extends the overall ranking process for obtaining better results.

5.1 Motivation

Information Retrieval system or model should have a good ranking procedure, as
quality of a information retrieval model directly depend upon its ranking method by
which it can index the given set of data items in the data repository. On the user’s
query is requested to retrieve some information then only relevant information
should be retrieved to the user and decrease the irrelevant information from the
retrieved result. In following the basic details of algorithm are described below,
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PRUV Algorithm (Input (Di, Dj)) = (Output (??))

Step 1:
Identify Vector_Topics(Vi) for all i=1, 2, 3.....n // and add some keywords or 

reserve words to each vectors //
Calculate Vector_Len(VLi)= (Vi) for i=1, 2, 3......n // The basis of number of 

keywords in it.//

Step 2:

For each Vi & Training Document (TDi),
Tokenization (Ai)= (Vi, TDi), // Apply Tokenization to extract words (Wi), 

numbers (Ni) & Special symbols (Si) stored into some arrays(Ai). //
Calculate Word_Count (WCi)= (Ai), for all i= 1, 2, 3...n, // for The total 

number of occurrences of each Wi //
Calculate Similar_Words(SWi) = (Wi, Vi), for i=1, 2, 3.....n, // to store 

similar into vector’s//
Step 3:

For each SWi,
Calculate Probability (Pi) = SWi / SWj , // Where SWi defines the 

occurrence of distinct words in a TDi & SWj defines the total number of distinct 
words in all Vi. //
Step 4:

Clusters_Form (c), // Based on comparison between Pi & User’s threshold values 
(Uthres) for each cluster. //

Step 5:

Then finally execute for testing document (TD), Repeat, from step 2 to step 4.

5.2 Example

The step-wise working example of PRUV algorithm is as follows:

Step 1: Initial part, Vectors (V) and words (Wv) will be created, as shown in
Table 1. For given set of Input documents four vectors v1, v2, v3 and v4 are
created, so value of i = 1, 2, 3, 4. In the Table 1 all the vector are shown (v1, v2, v3
and v4).

In the Table 1, Column name represent the name of vectors e.g. v1 represents
military background, v2 represents sports background, v3 represents science
background and v4 represents engineering background. Next, calculation of each
vector length (VL) that is total number of distinct words in a vector will be done.
VL1 = 10, VL2 = 10, VL3 = 10, VL4 = 10 and SWj = 40.

Step 2: Now, tokenize all these document (TD1 to TD4) text and find out all the
words (Wd), all the numbers (Nd) and all special symbols (Sd). Calculate Wd
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frequency also that is word count WC. So in TD1 the value of SW1 is equal to 4
because four distinct words are matched with Wv1 that are Military, Army, Navy
and Air force. In TD2 the value of SW2 is equal to 3 because three distinct words
are matched with Wv2 that are Player, Team and Ball. In TD3 the value of SW3 is
equal to 2 because three distinct words are matched with Wv3 that are Scientist and
Evolution. In TD4 the value of SW4 is equal to 4 because four distinct words are
matched with Wv4 that are Engineer, Professional, Computer and Construction.
Finally word count represents in angular braces (i.e. 〈WC〉).

Mathematically,

Vector (Vi) Training documents (TDi) SWi and WCi

Military (V1) Military is a good option for a career
builder for youngsters. Military is not
covering only defense it also includes IT
sector and its various forms are Army,
Navy, and Air force

SW1 = 4 (Military 〈3〉, army
〈1〉, navy 〈1〉, air force 〈1〉)

Sports (V2) In cricket a player uses a bat to hit the
ball and scoring runs. It is played
between two teams; the team scoring
maximum runs will win the game

SW2 = 3 (Player 〈1〉, Team 〈2〉,
Ball 〈1〉)

Science (V3) Various scientists working on different
topics help us to understand the science
in our lives. Science is continuous
evolutionary study

SW3 = 2 (Scientist 〈1〉, Evolu-
tion 〈1〉)

Engineering
(v4)

Engineers are manufacturing beneficial
things day by day, as the professional
engineers of software develops pro-
grams which reduces man work, civil
engineers gives their knowledge to
construction to form buildings, hospitals
etc. Everything can be controlled by
computer systems

SW4 = 4 (Engineer 〈3〉,
Professional 〈1〉, computer 〈1〉,
Construction 〈1〉)

Table 1 Vector table
Military (v1) Sports (v2) Science (v3) Engineering (v4)

Battle Ball Scientist Computer

Soldier Team Atom Engineer

Army Player Laboratory Engine

Navy Win Research Test lines

Airforce Lose Element Construction

Defense Play Evolution Professional

Weapons Game Experiment Electrical

War Competition Particle Mechanical

Battalion World cup Cell Civil

Military Toss Energy Diagrams
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Step 3: Calculate Probability Score Pi where i = 1, 2, 3, and 4 using formula as
shown in Table 2.

Now, Clusters (C1, C2) are formed on the basis of these Probability values (P)
and user defines threshold value i.e. 0.06 are shown in Table 3. In Table 3, C1
having Military, Engineering, Sports vectors and C2 has Science vector.

6 Implementation and Results

Java software programming tool i.e. Netbeans IDE 8.0 aims at building and
manipulating the PRUV algorithm, K-Means algorithm, and DB-Scan algorithm on
Windows system i.e. a dell Vostro laptop having windows 8 as operating system is
selected as a system. The system has Intel Core 2 Duo processor and 4 GB RAM.
However this is not the basic requirement for implementing the system. Any other
system can also be used, but the computation time will be little bit higher.

6.1 Parameter Used for Comparison

6.1.1 Number of Token’s

Document tokenization has its own importance. Tokenization helps to achieve better
efficiency in IR system, as no of token are less but accurate. Initially all given
documents are pre-processed and respective vectors are formed. Pre-processing of
documents involves, removal of all the special symbols like (, . ? ! etc.), stopwords like
(is, am, are, we, as, it etc.) and stemming is applied in which stem is created. Stem is a
portion of word after removing its affixes e.g. “Connect” is the stem of words

Table 2 Probability score
table TDi Probability score (Pi) = ∑SWi/SWj

TD1 0.1

TD2 0.075

TD3 0.05

TD4 0.1

Table 3 Cluster table
Cluster no. Probability values

C1{M, E, Sp} {0.1, 0.075, 0.1}

C2{Sc} {0.05}
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connections, connected, connecting for reducing the search time as well as search
storage space. The tokens generated with processing or without processing are varies
and has effect on overall efficiency. Comparative results are shown in Fig. 2.

6.1.2 Cluster Formation Time (CLUFo_T)

Time Value, defined as how much time is requires to create clusters of given
documents (millisecond). In the implementation, it is observed that clustering of
document is purely based on the token’s probability score/values, in case of PRUV
algorithm probability score are calculated based on accurately identified token’s.

6.1.3 Cluster Accuracy with Vectors (CLUAcc_Vect)

Accuracy, defines as the measurement of correctness of a given process. In this
paper, accuracy is defined how many documents are getting clustered accurately
with respect to the vector categories, cluster accuracy with vectors (CLUAcc_Vect).
Vectors are created by using training document and each of documents token’s
probability score are being calculated with using these vectors, this approach
provide the two way of verification of accuracy of clustering.

6.2 Number of Token’s Generated Versus Tokenization
Strategy

Following of results are showing, the comparison on both cases with tokenization
and without Tokenization on given documents. The Parameter used is “number of
tokens generated” versus Pre-Processing, is shown in Fig. 2. In Fig. 2, Vertical axis
represents the document with or without tokenization and horizontal axis represents
the number of tokens generated so that with document tokenization number of
tokens generated is equal to 200 and without document tokenization number of
tokens generated is equal to 308.

Fig. 2 Document tokenization graph
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6.3 CLUFO_T Versus Clustering Algorithm

In Fig. 3, graph shows the comparison between cluster formation time (CLUFO_T)
and algorithm used for clustering e.g. K-Means, DB-Scan and PRUV algorithm. As
results show PRUV algorithm perform significantly better than K-Means and
DB-Scan, time elapsed by PRUV algorithm is 40 ms while K-Means 53 ms and
DB-Scan 56 ms, to create same number of clusters of same type of input.

6.4 CLUAcc_Vect Versus Clustering Algorithm

In Fig. 4, graph shows the comparison between cluster accuracy with vectors formed
(CLUAcc_Vect) and algorithm used for clustering e.g. K-Means, DB-Scan and
PRUV algorithm. As shown in Fig. 4, when executing in the same environment,
K-means gives less value of accuracy (83.33 %) whereas PRUV algorithm is giving
100 % accuracy, as PRUV algorithm uses document vectors for probability score.

Fig. 3 CLUFO_Time versus clustering algorithm

Fig. 4 CLUAcc_Vect versus clustering algorithm
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6.5 Summary of Results

The final result analysis is summarized in Table 4: summarizing all the imple-
mentation results on the basis of these results, PRUV algorithm gives better results
as compare with K-Means and DB-Scan clustering algorithm.

7 Conclusion

In information retrieval, Different model works for different applications. For a
particular case, if there is a good weighting function is available so for this instance,
vector space models are best fitted and if relevant and irrelevant documents are
available, the probabilistic retrieval model will be a good option. The performance
of different information retrieval models are governed by some conditions which
are to be outlined. The PRUV algorithm, tokenization process is used to generate
the tokens of given vectors or documents. Result shows that, PRUV algorithm gives
100 % accuracy for given document clustering as compare with K-means and DB-
Scan clustering algorithm. As clustering is an extraordinarily great part so the
incorporated approach of clustering should be used in probabilistic information
retrieval model for information retrieval system. In the clustering approach model,
it requires similarity score, so the identification of user’s intent is done by infor-
mation retrieval model. In PRUV algorithm approach, for the formation of clusters
probability scores of different tokens and the user define threshold values are used.

References

1. Salton, G., McGill, M.J.: Introduction to Modern Information Retrieval. McGraw-Hill Book
Co., New York (1983)

2. Yates, R.B., Neto, B.R.: Modern Information Retrieval. ACM Press, Harlow (1999)
3. Dong, H., Husain, F.K., Chang, E.: A survey in traditional information retrieval models. In:

IEEE International Conference on Digital Ecosystems and Technologies, pp. 397–402 (2008)
4. Jarvelin, K., Kekalainen, J.: IR methods for retrieving highly relevant documents. In:

Proceedings of SIGIR, pp. 41–48 (2000)
5. Robertson, S.E., Jones, K.S.: Relevance weighting of search terms. J. Am. Soc. Inf. Sci. 27,

129–146 (1976)

Table 4 Result summary

S. No. Parameter PRUV K-means DB-scan

1 With document tokenization 200 200 200

2 Without document tokenization 308 308 308

3 Time (ms) 44 53 60

4 Accuracy (%) 100 83.33 72.33

Probabilistic Ranking of Documents … 623



6. Crestani, F., et al.: Is this document relevant? probably: a survey of probabilistic models in
information retrieval. ACM Comput. Surv. 30(4), 528–552 (1998)

7. Lashkari, A., Mahdavi, F., Ghomi, V.: A boolean model in information retrieval for search
engines. In: IEEE International Conference on Information Management and Engineering,
pp. 385–389 (2009)

8. Raman, S., Kumar, V., Venkatesan, S.: Performance comparison of various information
retrieval models used in search engines. In: IEEE Conference on Communication, Information
and Computing Technology, Mumbai (2012)

9. Qui, J., Tang, C.: Topic oriented semi-supervised document clustering. In: Proceedings of
SIGMOD, Workshop on Innovative Database Research, pp. 57–62 (2007)

10. Karthikeyan, M., Aruna, P.: Probability based document clustering and image clustering using
content-based image retrieval. J Appl Soft Comput 13, 959–966 (2012)

11. Wang, J., Su, X.: An improved k-means clustering algorithm. In: IEEE Conference on
Communication Software and Networks, Japan, pp. 44–46 (2011)

12. Senthesree, K., Daodaran, A., Appaji, S., Devi, D.N.: Web usage data clustering using
DBSCAN algorithm and set similarities. In: IEEE Conference on Data Storage and Data
Engineering, India, pp. 220–224 (2010)

624 B. Saini and V. Singh



An Approach for Computing Dynamic
Slices of Structured Programs Using
Dependence Relations

Madhusmita Sahu, Swatee Rekha Mohanty
and Durga Prasad Mohapatra

Abstract We propose a technique for computing dynamic slices of structured
programs based on various types of dependence relations. First, we compute the
static slice with respect to a variable given in the slicing criterion and store it in a
slice file. Then, we execute the program for a given input and store various de-
pendences in a table corresponding to the executed statements that are stored in the
slice file. The slice is computed from the program path by taking dependences into
account that are stored in a table. We have named our proposed algorithm as
Program Dependence (PD) algorithm.

Keywords Dynamic slice � Slicing criterion � Program dependence relations

1 Introduction

Program Slicing is a decomposition technique used to extract statements from a
program related to a particular computation. Weiser [1] first introduced the concept
of program slice. A program slice is computed with respect to a slicing criterion. A
slicing criterion is a tuple hs;Vi, s being a program point of interest and V being a
subset of the program’s variables used or defined at s. The concept of dynamic
slicing was first introduced by Korel and Laski [2]. Jia et al. [3] proposed a dynamic
slicing algorithm to simplify control and data dependences. Zhang et al. [4]
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implemented a dynamic forward slicer SPS, which can extract the part of the code
influenced by the user. In this paper, we propose an algorithm for computing
dynamic slices of structured programs using various dependence relations. The rest
of the paper is organized as follows. Section 2 introduces some definitions. In
Sect. 3, we describe our proposed algorithm to compute dynamic slices. We
compare our proposed work with some other works in Sect. 4. Section 5 concludes
the paper.

2 Background

In this Section, we briefly describe some definitions required to understand our
work

Definition 1 Control Dependence Relation (CDR): If there is a directed path
p from statement m to n such that m may control all the statements in p except m,
then, there exists a control dependence relation between m and n. For example, in
Fig. 1, statement 24 controls the execution of statement 25. Thus, there exists a
control dependence relation between statements 24 and 25.

Definition 2 Data Dependence Relation (DDR): If there is a variable v defined at
statement m and used at statement n and v is not defined again in between the
directed path p from m to n, then, there exists a data dependence relation between
m and n. For example, in Fig. 1, statement 18 uses the value of i, which is defined at
statements 13 and 19. Thus, there exists a data dependence relation between
statements 18 and 13. Similarly, there exists a data dependence relation between
statements 18 and 19.

Definition 3 Call Dependence Relation (ClDR): If a statement u calls a function
p that is defined at v, then there exists a call dependence relation between state-
ments u and v. For example, in Fig. 1, statement 9 calls the function perm, which is
defined at statement 12. Thus, there is a call dependence relation between state-
ments 9 and 12.

Definition 4 Parameter Dependence Relation (PrDR): Suppose a statement u calls
a function p by passing parameters to p and p is defined at statement v. Then, there
exists a parameter dependence relation between actual parameters at statement
u and formal parameters at statement v. For example, in Fig. 1, statement 9 calls the
function perm by passing parameters n and k and perm is defined at statement 12.
Thus, there is a parameter dependence relation between the actual parameters n and
k at statement 9 and formal parameters x and y at statement 12 respectively.

Definition 5 Return Dependence Relation (RDR): Suppose there is a statement
u that calls a function p and there is a statement v inside function p that returns a
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Fig. 1 A sample
interprocedural program
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value to u. Then, there exists a return dependence relation between statements u and
v. For example, in Fig. 1, statement 9 calls the function perm and the statement 20
inside function perm returns the value of p to statement 9. Thus, there exists a return
dependence relation between statements 9 and 20.

Definition 6 Program Dependence Relation (PDR): The program dependence
relation is obtained by combining the control, data, call, parameter, and return
dependence relations in case of interprocedural programs.

Definition 7 closure(Xp): The closure(Xp), where Xp represents a statement
X running at pth step, is computed as closure Xpð Þ ¼ Xpf g[ closureðfYqjYq 2
PDRðXpÞgÞ. This is explained in Sect. 3.

3 Proposed Algorithm

In this section, we explain our proposed approach. In our approach, the static slice
of the program is computed with respect to a slicing criterion and is stored in a slice
file. Then, the program is executed for the given input and the executed statements
corresponding to the statements in a slice file are stored in a table along with their
dependencies. After execution, the dynamic slice is computed from the closure
function.

Let the slicing criterion be hqk;vi, where qk represents the statement q executed at
the kth step and v is a program variable. The dynamic slice is computed from
closure(qk) as follows:

closure qk
� � ¼ fqkg[ closure yl

� �
; where yl 2 PDR qk

� �
:

Let dslice(q,v) denote the dynamic slice with respect to variable v for the execution
of the statement q. Then, the dynamic slice dslice(q,v) is given by

dslice q; vð Þ ¼ closure qk
� �

:

Now, we propose our algorithm for dynamic slicing of interprocedural programs.
We have named it Program Dependence (PD) algorithm.
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Input: The program P, the slicing criterion <qk,v> and a given input I. 

Output: The dynamic slice corresponding to the slicing criterion <qk,v>. 

Begin

1. Find the static slice of program P w.r.t. the slicing criterion <qk,v>. 
2. Store the static slice in a slice file. 
3. Execute the statements in P corresponding to the statements in the slice file for the 

given input I. 
4. During execution, carry out the following after each statement x in the slice file is 

executed in the ith step. 
(a) If u is a variable used at a statement xk and defined at yj, where y is an executed 

statement in the jth step, then DDR(xk)={yj}. 
(b) If a statement xk is executed depending on the execution of a statement yj, then 

CDR(xk)={yj}. 
(c) If yj, where y is an executed statement at the jth step, invokes a function defined 

at xk, then ClDR(xk)={yj}. 
(d) If yj, where y is an executed statement at the jth step, invokes a function defined 

at a statement xk with parameters, then PrDR(xk)={yj}. 
(e) If a statement xk receives a value from a function with a return statement defined 

at statement yj, then RDR(xk)=yj. 
(f) Calculate PDR(xk) for a statement x executing in the kth step using the rule: 

5. Store DDR, CDR, ClDR, PrDR and RDR in a table. 
6. For each statement q executed in the kth step, compute closure(qk) using the rule: 

where . 
7. If there exists two statements, p and q, such that k<m and , where q

executed at the kth step is represented by qk and p executed at the mth step is 
represented by pm, then update  

 where . 
8. For the slicing criterion <qk,v>, look up  for variable v. 
9. Assign dslice(q,v)= closure(qk).

End 

PD Algorithm: 

3.1 Working of the PD Algorithm

We illustrate the working of our algorithm with the help of an example. Consider
the C program given in Fig. 1. This program finds binomial coefficients. For the
slicing criterion h531;ci, the static slice consists of the following statements: {1, 2,
3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26,
27, 28, 29}. For our example program, the static slice contains all the statements
which may not be always the case. For the input data n = 4, k = 2, the program will
execute the following statements 11, 21, 33, 44, 65, 76, 97, 128, 139, 1410, 1511, 1712,
1813, 1914, 1715, 1816, 1917, 1718, 2019, 1020, 2121, 2222, 2323, 2424, 2625, 2726,
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2827, 2628, 2929, 1130 and 531, in order. The corresponding statements and their
dependences are stored in Table 1. For the slicing criterion h531;ci, the dynamic
slice obtained using PD algorithm is given by

closure 531
� � ¼ 531

� �[ closureð yljyl 2 PDR 531
� �� �Þ ð1Þ

Equation (1) implies

closure 531
� � ¼ 531

� �[ closure 11
� �[ closureð44Þ

Table 1 Dependency table for Fig. 1

Statements DDR CDR ClDR PrDR RDR PDR

11 ϕ ϕ ϕ ϕ ϕ ϕ

22 ϕ 11 ϕ ϕ ϕ 11

33 ϕ 11 ϕ ϕ ϕ 11

44 22, 33 11 ϕ ϕ 1130 11, 22, 33, 1130

65 ϕ ϕ 44 44 ϕ 44

76 65 65 ϕ ϕ ϕ 65

97 65 76 ϕ ϕ 2019 65, 76, 2019

128 ϕ ϕ 97 97 ϕ 97

139 128 128 ϕ ϕ ϕ 128

1410 ϕ 128 ϕ ϕ ϕ 128

1511 128 128 ϕ ϕ ϕ 128

1712 128, 139 1511 ϕ ϕ ϕ 128, 139, 1511

1813 139, 1410 1712 ϕ ϕ ϕ 139, 1410, 1712

1914 139 1712 ϕ ϕ ϕ 139, 1712

1715 128, 1914 1511 ϕ ϕ ϕ 128, 1511, 1914

1816 1813, 1914 1715 ϕ ϕ ϕ 1813, 1914, 1715

1917 1914 1715 ϕ ϕ ϕ 1914, 1715

1718 128, 1917 1511 ϕ ϕ ϕ 128, 1511, 1917

2019 1816 1511 ϕ ϕ ϕ 1511, 1816

1020 65 76 ϕ ϕ ϕ 65, 76

2121 ϕ ϕ 1020 1020 2929 1020, 2929

2222 ϕ 2121 ϕ ϕ ϕ 2121

2323 ϕ 2121 ϕ ϕ ϕ 2121

2424 2121 2121 ϕ ϕ ϕ 2121

2625 2121, 2323 2424 ϕ ϕ ϕ 2121, 2323, 2424

2726 2222, 2323 2625 ϕ ϕ ϕ 2222, 2323, 2625

2827 2323 2625 ϕ ϕ ϕ 2323, 2625

2628 2827, 2121 2424 ϕ ϕ ϕ 2121, 2424, 2827

2929 2726 2424 ϕ ϕ ϕ 2424, 2726

1130 97, 1020 76 ϕ ϕ ϕ 76, 97, 1020

531 44 11 ϕ ϕ ϕ 11, 44

630 M. Sahu et al.



T
ab

le
2

cl
os
ur
e
qk�
� fo

r
al
l
st
at
em

en
ts
q
ex
ec
ut
ed

at
th
e
kt
h
st
ep

qk
C
lo
su
re
(q

k )

E
qu

at
io
n

R
es
ul
t
of

eq
ua
tio

n
Fi
na
l
re
su
lt

11
11

[c
lo
su
re
ð/

Þ
f1

1
g

f1
g

22
22

[c
lo
su
re
ð1

1
Þ

f1
1
;2

2
g

f1
;2
g

33
33

[c
lo
su
re
ð1

1
Þ

f1
1
;3

3
g

f1
;3
g

44
44

[c
lo
su
re

11 ð
Þ

[
cl
os
ur
e
22 ð
Þ

[
cl
os
ur
e
33 ð
Þ

[
cl
os
ur
eð1

13
0
Þ

f1
1
;2

2
;3

3
;4

4
;6

5
;7

6
;9

7
;1
28
;1
39
;1
41

0
;1
51

1
;1
71

2
;1
81

3
;1
91

4
;1
71

5
;

18
16
;1
91

7
;1
71

8
;2
01

9
;1
02

0
;2
12

1
;2
22

2
;2
32

3
;2
42

4
;2
62

5
;2
72

6
;2
82

7
;

26
28
;2
92

9
;1
13

0
g

f1
;2
;3
;4
;6
;7
;9
;1
0;
11
;1
2;
13

;1
4;
15
;1
7;
18

;
19
;2
0;
21

;2
2;
23
;2
4;
26

;2
7;
28
;2
9g

65
65

[c
lo
su
re
ð4

4
Þ

f1
1
;2

2
;3

3
;4

4
;6

5
g

f1
;2
;3
;4
;6
g

76
76

[c
lo
su
re
ð6

5
Þ

f1
1
;2

2
;3

3
;4

4
;6

5
;7

6
g

f1
;2
;3
;4
;6
;7
g

97
97

[
cl
os
ur
e
65�
�

[
cl
os
ur
e
76�
�

[
cl
os
ur
e
20

19
ð

Þ

f1
1
;2

2
;3

3
;4

4
;6

5
;7

6
;9

7
;1
28
;1
39
;1
41

0
;1
51

1
;1
71

2
;1
81

3
;1
91

4
;1
71

5
;

18
16
;1
91

7
;1
71

8
;2
01

9
g

f1
;2
;3
;4
;6
;7
;9
;1
2;
13
;1
4;
15

;1
7;
18
;1
9;
20

g

12
8

12
8
[c

lo
su
re
ð9

7
Þ

f1
1
;2

2
;3

3
;4

4
;6

5
;7

6
;9

7
;1
28
g

f1
;2
;3
;4
;6
;7
;9
;1
2g

13
9

13
9
[c

lo
su
re
ð1
28
Þ

f1
1
;2

2
;3

3
;4

4
;6

5
;7

6
;9

7
;1
28
;1
39
g

f1
;2
;3
;4
;6
;7
;9
;1
2;
13
g

14
10

14
10
[c

lo
su
re
ð1
28
Þ

f1
1
;2

2
;3

3
;4

4
;6

5
;7

6
;9

7
;1
28
;1
41

0
g

f1
;2
;3
;4
;6
;7
;9
;1
2;
14
g

15
11

15
11
[c

lo
su
re
ð1
28
Þ

f1
1
;2

2
;3

3
;4

4
;6

5
;7

6
;9

7
;1
28
;
15

11
g

f1
;2
;3
;4
;6
;7
;9
;1
2;
15
g

17
12

17
12

[
cl
os
ur
e
12

8
ð

Þ
[
cl
os
ur
e
13

9
ð

Þ
[
cl
os
ur
eð1

51
1
Þ

f1
1
;2

2
;3

3
;4

4
;6

5
;7

6
;9

7
;1
28
;1
39
;1
51

1
;1
71

2
g

f1
;2
;3
;4
;6
;7
;9
;1
2;
13
;1
5;
17

;1
9g

18
13

18
13

[
cl
os
ur
e
13

9
ð

Þ
[
cl
os
ur
e
14

10
ð

Þ
[
cl
os
ur
eð1

71
2
Þ

f1
1
;2

2
;3

3
;4

4
;6

5
;7

6
;9

7
;1
28
;1
39
;1
41

0
;1
51

1
;1
71

2
;1
81

3
g

f1
;2
;3
;4
;6
;7
;9
;1
2;
13
;1
4;
15

;1
7;
18
g (c

on
tin

ue
d)

An Approach for Computing Dynamic Slices … 631



T
ab

le
2

(c
on

tin
ue
d)

qk
C
lo
su
re
(q

k )

E
qu

at
io
n

R
es
ul
t
of

eq
ua
tio

n
Fi
na
l
re
su
lt

19
14

19
14
[
cl
os
ur
e
13

9
ð

Þ
[
cl
os
ur
e
17

12
ð

Þ
f1

1
;2

2
;3

3
;4

4
;6

5
;7

6
;9

7
;1
28
;1
39
;1
51

1
;1
71

2
;1
91

4
g

f1
;2
;3
;4
;6
;7
;9
;1
2;
13
;1
5;
17

;1
9g

17
15

17
15
[
cl
os
ur
e
12

8
ð

Þ
[
cl
os
ur
e
15

11
ð

Þ
[
cl
os
ur
eð1

91
4
Þ

f1
1
;2

2
;3

3
;4

4
;6

5
;7

6
;9

7
;1
28
;1
39
;1
51

1
;1
71

2
;1
91

4
;1
71

5
g

f1
;2
;3
;4
;6
;7
;9
;1
2;
13
;1
5;
17

;1
9g

18
16

18
16
[
cl
os
ur
e
18

13
ð

Þ
[
cl
os
ur
e
19

14
ð

Þ
[
cl
os
ur
e
17

15
�

�
f1

1
;2

2
;3

3
;4

4
;6

5
;7

6
;9

7
;1
28
;1
39
;1
41

0
;1
51

1
;1
71

2
;1
81

3
;

19
14
;1
71

5
;1
81

6
g

f1
;2
;3
;4
;6
;7
;9
;1
2;
13
;1
4;
15

;1
7;
18
;1
9g

19
17

19
17
[
cl
os
ur
e
19

14
ð

Þ
[
cl
os
ur
eð1

71
5
Þ

f1
1
;2

2
;3

3
;4

4
;6

5
;7

6
;9

7
;1
28
;1
39
;1
51

1
;1
71

2
;1
91

4
;1
71

5
;1
91

7
g

f1
;2
;3
;4
;6
;7
;9
;1
2;
13
;1
5;
17

;1
9g

17
18

17
18
[
cl
os
ur
e
12

8
ð

Þ
[
cl
os
ur
e
15

11
ð

Þ
[
cl
os
ur
eð1

91
7
Þ

f1
1
;2

2
;3

3
;4

4
;6

5
;7

6
;9

7
;1
28
;1
39
;1
51

1
;1
71

2
;1
91

4
;

17
15
;1
91

7
;1
71

8
g

f1
;2
;3
;4
;6
;7
;9
;1
2;
13
;1
5;
17

;1
9g

20
19

20
19
[
cl
os
ur
e
15

11
ð

Þ
[
cl
os
ur
eð1

81
6
Þ

f1
1
;2

2
;3

3
;4

4
;6

5
;7

6
;9

7
;1
28
;1
39
;1
41

0
;1
51

1
;1
71

2
;1
81

3
;1
91

4
;

17
15
;1
81

6
;1
91

7
;1
71

8
;2
01

9
g

f1
;2
;3
;4
;6
;7
;9
;1
2;
13
;1
4;
15

;1
7;
18
;1
9;
20

g

10
20

10
20
[
cl
os
ur
e
65�
�

[
cl
os
ur
eð7

6
Þ

[
cl
os
ur
eð2

92
9
Þ

f1
1
;2

2
;3

3
;4

4
;6

5
;7

6
;1
02

0
;2
12

1
;2
22

2
;2
32

3
;

24
24
;2
62

5
;2
72

6
;2
82

7
;2
62

8
;2
92

9
g

f1
;2
;3
;4
;6
;7
;1
0;
21
;2
2;
23
;2
4;
26
;2
7;
28

;2
9g

21
21

21
21
[c

lo
su
re

10
20

ð
Þ

f1
1
;2

2
;3

3
;4

4
;6

5
;7

6
;1
02

0
;2
12

1
g

f1
;2
;3
;4
;6
;7
;1
0;
21
g

22
22

22
22
[c

lo
su
re

21
21

ð
Þ

f1
1
;2

2
;3

3
;4

4
;6

5
;7

6
;1
02

0
;2
12

1
;2
22

2
g

f1
;2
;3
;4
;6
;7
;1
0;
21
;2
2g

23
23

23
23
[c

lo
su
re

21
21

ð
Þ

f1
1
;2

2
;3

3
;4

4
;6

5
;7

6
;1
02

0
;2
12

1
;2
32

3
g

f1
;2
;3
;4
;6
;7
;1
0;
21
;2
3g

24
24

24
24
[c

lo
su
re

21
21

ð
Þ

f1
1
;2

2
;3

3
;4

4
;6

5
;7

6
;1
02

0
;2
12

1
;2
42

4
g

f1
;2
;3
;4
;6
;7
;1
0;
21
;2
4g

(c
on

tin
ue
d)

632 M. Sahu et al.



T
ab

le
2

(c
on

tin
ue
d)

qk
C
lo
su
re
(q

k )

E
qu

at
io
n

R
es
ul
t
of

eq
ua
tio

n
Fi
na
l
re
su
lt

26
25

26
25
[
cl
os
ur
e
21

21
ð

Þ
[
cl
os
ur
e
23

23
ð

Þ
[
cl
os
ur
eð2

42
4
Þ

f1
1
;2

2
;3

3
;4

4
;6

5
;7

6
;1
02

0
;2
12

1
;2
32

3
;2
42

4
;2
62

5
g

f1
;2
;3
;4
;6
;7
;1
0;
21
;2
3;
24
;2
6g

27
26

27
26
[
cl
os
ur
e
22

22
ð

Þ
[
cl
os
ur
e
23

23
ð

Þ
[
cl
os
ur
eð2

62
5
Þ

f1
1
;2

2
;3

3
;4

4
;6

5
;7

6
;1
02

0
;2
12

1
;2
22

2
;2
32

3
;2
42

4
;2
62

5
;2
72

6
g

f1
;2
;3
;4
;6
;7
;1
0;
21
;2
2;
23
;2
4;
26
;2
7g

28
27

28
27
[
cl
os
ur
e
23

23
ð

Þ
[
cl
os
ur
eð2

62
5
Þ

f1
1
;2

2
;3

3
;4

4
;6

5
;7

6
;1
02

0
;2
12

1
;2
32

3
;2
42

4
;2
62

5
;2
82

7
g

f1
;2
;3
;4
;6
;7
;1
0;
21
;2
3;
24
;2
6;
28
g

26
28

26
28
[
cl
os
ur
e
21

21
ð

Þ
[
cl
os
ur
e
24

24
ð

Þ
[
cl
os
ur
eð2

82
7
Þ

f1
1
;2

2
;3

3
;4

4
;6

5
;7

6
;1
02

0
;2
12

1
;2
32

3
;2
42

4
;2
62

5
;2
82

7
;2
62

8
g

f1
;2
;3
;4
;6
;7
;1
0;
21
;2
3;
24
;2
6;
28
g

29
29

29
29
[
cl
os
ur
e
24

24
ð

Þ
[
cl
os
ur
eð2

72
6
Þ

f1
1
;2

2
;3

3
;4

4
;6

5
;7

6
;1
02

0
;2
12

1
;2
22

2
;2
32

3
;2
42

4
;2
62

5
;2
72

6
;

28
27
;2
62

8
;2
92

9
g

f1
;2
;3
;4
;6
;7
;1
0;
21
;2
2;
23
;2
4;
26
;2
7;
28

;2
9g

11
30

11
30
[
cl
os
ur
e
76�
�

[
cl
os
ur
e
97 ð
Þ

[
cl
os
ur
eð1

02
0
Þ

f1
1
;2

2
;3

3
;4

4
;6

5
;7

6
;9

7
;1
28
;1
39
;1
41

0
;1
51

1
;1
71

2
;1
81

3
;1
91

4
;

17
15
;1
81

6
;1
91

7
;1
71

8
;2
01

9
;1
02

0
;2
12

1
;2
22

2
;2
32

3
;2
42

4
;2
62

5
;

27
26
;2
82

7
;2
62

8
;2
92

9
;1
13

0
g

f1
;2
;3
;4
;6
;7
;9
;1
0;
11
;1
2;
13

;1
4;
15
;1
7;
18

;1
9;

20
;2
1;
22

;2
3;
24
;2
6;
27

;2
8;
29
g

53
1

17
12
[
cl
os
ur
e
11 ð
Þ

[
cl
os
ur
e
44 ð
Þ

f1
1
;4

4
;2

2
;3

3
;6

5
;7

6
;9

7
;1
28
;1
39
;1
41

0
;1
51

1
;1
71

2
;1
81

3
;1
91

4
;

17
15
;1
81

6
;1
91

7
;1
71

8
;2
01

9
;1
02

0
;2
12

1
;2
22

2
;2
32

3
;2
42

4
;2
62

5
;

27
26
;2
82

7
;2
92

9
;1
13

0
;5

31
g

f1
;2
;3
;4
;5
;6
;7
;9
;1
0;
11
;1
2;
13

;1
4;
15
;1
7;
18

;
19
;2
0;
21

;2
2;
23
;2
4;
26

;2
7;
28
;2
9g

An Approach for Computing Dynamic Slices … 633



By evaluating the above expression recursively, we get closure(531) = {11, 44,
22, 33, 65, 76, 97, 128, 139, 1410, 1511, 1712, 1813, 1914, 1715, 1816, 1917, 1718, 2019,
1020, 2121, 2222, 2323, 2424, 2625, 2726, 2827, 2929, 1130, 531}.

Table 2 shows the closure qk
� �

for all statements q executed at the kth step.
Then, dslice(5,c) = closure(531) = {1, 2, 3, 4, 5, 6, 7, 9, 10, 11, 12, 13, 14, 15, 17,

18, 19, 20, 21, 22, 23, 24, 26, 27, 28, 29}.
Thus, the dynamic slice with respect to the slicing criterion h531;ci consists of

the following set of statements: {1, 2, 3, 4, 5, 6, 7, 9, 10, 11, 12, 13, 14, 15, 17, 18,
19, 20, 21, 22, 23, 24, 26, 27, 28, 29}.

4 Comparison with Related Work

Jia et al. [5] developed an algorithm for computing dynamic slices for intrapro-
cedural programs using dependence relations using a program dependence diagram
algorithm. They have not developed any technique to compute dynamic slices in the
presence of function calls. Jha et al. [6] developed a method to compute dynamic
slices using static slicing of program dependence graph. Their approach takes more
space and time due to the construction of program dependence graph (PDG) and
modified PDG. Also, they have not addressed the issue of dynamic slicing in the
presence of function calls. In our algorithm, we correctly compute dynamic slices
for interprocedural programs where function calls are present.

5 Conclusion

In this paper, we presented an approach to compute dynamic slices of interproce-
dural programs. Our approach computes static slice with respect to a slicing cri-
terion and store it in a slice file. Then, it executes the program for a given input and
the executed statements corresponding to the statements in the slice file are stored in
a table with their dependences. The dynamic slice corresponding to a slicing cri-
terion is computed from the table. The advantage of our approach is that we don’t
need to construct the dependence graph for the program. We simply compute the
static slice with respect to a slicing criterion and store it a slice file. The program is
executed for a given input and the executed statements corresponding to the
statements stored in the slice file are used to calculate dynamic slices. Now, we are
working on slicing of Object-Oriented Programs (OOPs), Aspect-Oriented Pro-
grams (AOPs) and web applications.
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Sub-block Features Based Image Retrieval

Vijaylakshmi Sajwan and Puneet Goyal

Abstract In various domains like security, education, biomedicine etc., the volume
of digital data is increasing rapidly, and this is becoming a challenge to retrieve the
information from the storage media. Content-based image retrieval systems (CBIR)
aim at retrieving from large image databases the images similar to the given query
image based on the similarity between image features. This paper aim to discuss
and solve the problem of designing sub-block features based image retrieval.
Firstly, this paper outlines a description of the primitive features of an image. Then,
the proposed methodology for partitioning the image and extracting its colour and
texture is described. The algorithms used to calculate the similarity between
extracted features, are then explained. Finally, we compared with some other
existing CBIR methods, using the WANG database, which is widely used for CBIR
performance evaluation, and the results demonstrate the proposed approach
outperforms other existing methods considered.

Keywords Content-based image retrieval � CBIR � Histogram � Euclidian
distance

1 Introduction

Imaging has played a major role in our life. Our ascendants used the walls of their
caves to paint some pictures telling us different stories or other information. With
the start of the twentieth century, imaging has grown in an unrivaled way in all our
proceeds of life. Now, images play major act in many fields like security, medicine,
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journalism, education and entertainment. The evolution of the World-Wide Web
facilitate users to access data from almost any region and provide the profiteering of
digital images in any fields [1–4]. Naturally, when the size of data becomes larger
and larger, it will be worthless unless there are powerful methods to access. Content
based image retrieval (CBIR) refers to automatically retrieving some desired images
from an image database on the basis of some features such as color, texture, and
shape [1, 2]. The first theory of content based image retrieval was given by Kato to
represent his experiments for accessing images from a database using color and
shape features. There are various benefits of CBIR techniques over other simple
image retrieval methods such as text-based retrieval techniques. CBIR provided key
for many types of image information management systems such as medical
imagery, criminology, and satellite imagery [4]. CBIR differs from traditional
information retrieval as a digital image is represented using multi dimensional array
of pixel values, with no inherent meaning.

Many CBIR systems use a single feature for image retrieval or rely on global
features, and therefore these solutions do not perform well in terms of accuracy and
efficiency [4–11]. For this reason, proposed approach uses combined features (such
as colour, texture) of extended image sub-block with matching based on higher
priority principle. And it provides better retrieving result than retrieval using some
other existing methods.

2 Proposed System

Given a query image and a collection of images or say an image database, the aim
of the proposed system is to find some images from the image database that are
most similar to the query image. The proposed approach is based on combined
features of image sub-blocks and gray-level co-occurrence matrix (GLCM)
[11–16]. Similar to these methods, the image in proposed method is partitioned into
sub-blocks which are of equal size and not coinciding with each other. In the
proposed method, the images are partitioned into 24 equal sized blocks. For the
sub-blocks matching, the histogram and GLCM metric values are computed for
each sub-block of the image from image database and this is compared with similar
computed values of the corresponding sub-block of the query image. Here, we
explain in detail the steps which are used in the proposed approach (Fig. 1).

2.1 Convert the Image into Grayscale Image

First convert the image into grayscale image as shown in Fig. 2a and its histogram
shown in Fig. 2b then equalize the image in order to increase contrast of values of
an image as shown in Fig. 3a and its flat histogram shown in Fig. 3b. RGB and
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indexed images bring high values that require more estimation time. Then, resulting
image undergoes histogram equalization in order to raise contrast of values of an
image by achieving its flat histogram [11].

Fig. 1 Partitioning the image considered in 24 different sub-blocks

Fig. 2 a Grayscale image and b Histogram of grayscale image

Fig. 3 a Equalized image and b Flat histogram of equalized image
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2.2 Partitioning the Image into Sub-blocks

In second step, the image is divided into 24 (4 × 6) into sub-blocks which are of
equal size and not coinciding with each other, as also shown in Fig. 1. If the image
is of size 256 × 384, the size of sub-block is 64 × 64.

2.3 Extraction of Colour of an Image Sub-block

The histogram equalized image is split into four fixed bins in order to extract more
specific information from it. The frequencies of 256 values of gray scale are split
into sixteen (16) bins carrying 16 values each (0–15, 16–31, 32–47, …). Then we
normalized the histogram which diminishes the number of bins by taking colors that
are similar to each other and putting them in the same bin. The information from
each sub-block is saved in the form of a feature vector [12, 13].

2.4 Extraction of Texture of an Image Sub-block

In the proposed approach, there is introduced a texture sample for image retrieval
found on GLCM. A GLCM is a matrix in which the number of rows and columns is
equal to the number of gray levels G, in the image. The matrix element P (i, j | Δx,
Δy) is the corresponding frequency with which two pixels, distinct by a pixel
distance (Δx, Δy), appear within a given area, one with intensity ‘i’ and the other
with intensity ‘j’. The matrix element P (i, j | d, ө) encloses the second order
statistical probability values for changes between gray levels ‘i’ and ‘j’ at a specific
displacement distance d and at a specific angle (ө) [16]. GLCM matrix generation
can be explained with the example illustrated in Table 1 for four different gray
levels. Here one pixel offset is used (a reference pixel and its immediate neighbor).
If the window is large enough, using a larger offset is feasible. The top left cell will
be filled with the number of times the combination 0,0 occurs, i.e. how many time
within the image area a pixel with grey level 0 (neighbor pixel) falls to the right of

Table 1 GLCM calculation
Neighbor pixel value → ref
pixel value:

0 1 2 3

0 0,0 0,1 0,2 0,3

1 1,0 1,1 1,2 1,3

2 2,0 2,1 2,2 2,3

3 3,0 3,1 3,2 3,3
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another pixel with grey level 0 (reference). Elements in the matrix are measured by
the equation shown below here.

p i; jjd; hð Þ ¼ pði; jjd; hÞP
i

P
jði; jjd; hÞ

ð1Þ

Proposed approach used four important features; Entropy, Energy, Contrast, and
Inverse Difference are selected for implementation.

2.4.1 Entropy

Entropy shows the amount of information of the image that is desired for the image
compression. Entropy measures the image information.

Entropy ¼
X

x

X

y

p x; yð Þ log pðx; yÞ ð2Þ

2.4.2 Energy

It is the sum of squares of entries in the GLCM Angular Second Moment measures
the image homogeneity. Angular Second Moment is high when pixels are very
identical.

Energy ¼
X

x

X

y

pðx; yÞ2 ð3Þ

2.4.3 Contrast

It is a measure of the stain contrast between a pixel and its nearest pixel over the
whole image. Contrast is 0 for a constant image.

Contrast ¼
X

x

X

y

ðx� yÞ2 pðx; yÞ ð4Þ

2.4.4 Inverse Difference

Inverse difference moment (IDM) is the local homogeneity. P (x, y) is the gray-
level value of the align (x, y).
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IDM ¼
X

x

X

y

Pðx; yÞ 1

1þ x� yð Þ2 Pðx; yÞ ð5Þ

The texture characteristic are calculated for an image when d = 1 and ө = 0°, 45°,
90°, 135°. In each direction four texture features are computed. Then, combined
feature vector of colour and texture is constructed.

3 Euclidean Distance Matching

With the decomposition of the image, the number of sub-blocks remains same for
all the images. The sub-block approach proposed here is similar to one used in [15].
But proposed approach partitioned the image into 24 blocks (4 × 6) instead of 6
blocks. A sub-block from query image is allowed to be matched sub-blocks in the
target image. However sub-blocks may play in the matching process only once.
Then, sum all the distance between sub-block of query image and database image.
If we have two feature vectors of query image and database image respectively,
P and Q. The distance between two images is calculated by Euclidean distance is
shown by following equation:

D P;Qð Þ ¼ ðRn
i¼1jðpi � qiÞj2Þ1=2 ð6Þ

4 Experiment and Results

For comparison with some other existing CBIR methods, we use the images from
the WANG database [17], which is widely used for CBIR performance evaluation.
We use 50 images of each class, and we considered 10 classes; it means total 500
images are considered in our database.

4.1 Performance Evaluation Metrics for CBIR Systems

In CBIR, the most commonly used performance measure is Precision. Precision is
defined as the ratio of the number of retrieved relevant images to the total number of
retrieved images [11–16]. We denote precision by P and it is computed as follows:

P ¼ No: of relevant images retrieved
Total No: of images retrieved

ð7Þ
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A retrieved image is examined to be correct if and only if it is in the same
category as the query. We compare proposed approach result with that of [11].
Precision (P) of retrieved results is given by Eq. (8).

P kð Þ ¼ nk=k ð8Þ

where, k is the number of retrieved images, nk is the number of relevant images in
the retrieved images. The average precision of the images belonging to the qth
category Aq is given by

�pq ¼
X

k�Aq

PðIkÞ=jAqj ; q ¼ 1; 2; . . .:10 ð9Þ

The final average precision is

p ¼
X10

q¼1

pq=10 ð10Þ

In order to check retrieval effectiveness of the proposed approach, we have to
test it by selecting some images randomly and retrieve some images.

Table 2 shows the average precision of our proposed approach with other
existing system. In experiment we found out that increasing the number of sub-
blocks gives the better retrieval result. Proposed approach performs better than
other approaches for a single object (like dinosaur, flower and bus) and we also
observe that Average precision decreases with increasing the number of retrieved
images.

Table 2 Average precision

Class Average precision

Local colour histogram
method

Local colour histogram + GLCM
texture of image sub-block
(using 6 blocks)

Proposed approach

Dinosaur 6.6 6.2 9.9

Flower 2.1 5.1 6.8

Bus 1.6 4.3 6.8

Horse 1.3 3.5 5.5

Mountain 1.8 2.4 4.0

Elephant 3.3 3.3 3.3

Building 2.1 2.6 3.9

Africa 2.4 2.2 3.4

Beach 1.8 2.6 3.3

Food 2.5 2.9 3.1

Average 25.5 35.1 59.5
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Figure 4 shows the result based on Local histogram method when the query
image considered is an image from a Flower class (as shown as 1st picture in
Fig. 4). We can observe that this method gives only four relevant and six irrelevant
images from the database and the results obtained are shown in Fig. 4. Figure 5
shows the result based on the approach using on Local Histogram and GLCM
Texture of image sub-block (6 sub-blocks). Here, the query image considered is
from a Flower class and the results obtained are shown in Fig. 5. We can observe
that it gives nine relevant and one irrelevant image from the database. Figure 6
shows the result based on proposed approach. In this also, the query image is from a
Flower class and it gives ten relevant images from the database (as shown in Fig. 6).

Fig. 4 Retrieval results based on color histogram method

Fig. 5 Retrieval results based on local histogram + GLCM texture of image sub-block (using 6
blocks)

Fig. 6 Retrieval results based on proposed approach
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5 Conclusions

With the role of images becoming increasingly important in different domains like
social media, web advertisements, education, security, medicine etc., the research
topic—CBIR is of great importance. In this work, an image retrieval method based
on sub-block features is discussed. For comparison with some other existing CBIR
methods, we use the images from the WANG database, which is widely used for
CBIR performance evaluation. Experiments result show that the proposed approach
outperforms other existing methods considered. New algorithms for further
improving the performance of CBIR methods need to be explored.
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A CRO Based FLANN for Forecasting
Foreign Exchange Rates Using FLANN

K.K. Sahu, G.R. Biswal, P.K. Sahu, S.R. Sahu and H.S. Behera

Abstract The trend in financial trading shows a significant growth in recent years
due to globalization in financial market. Foreign Exchange Rate in these days plays
a crucial role in financial marketing. The trend of foreign exchange rate follows
nonlinear function which can be solved by artificial neural network. In this paper an
adaptive CRO based FLANN forecasting model has been proposed for prediction
of foreign exchange rate. This model predicts the dollar exchange rate of currencies
in Rupees, Yen and Euro which varies over time. The experimental result shows
that CRO based FLANN model trained with LMS performs better and efficient than
FLANN model.

Keywords Forecasting � Foreign exchange rate � FLANN � Chemical reaction
optimization � Back propagation

1 Introduction

Foreign exchange (FOREX) market has been the world’s largest trading market.
Triennial Central Bank Survey carried out by the Bank of International Settlements
(BIS) showed that the global average trading volume is $5.3 trillion per day in April
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2013. And among all the currency traded, US Dollar remained at the top with 87 %
of all traded currencies. EURO came the second highest with 33 %. And Japanese
YEN came in third position. Recently India has become one of the central mar-
keting hubs. In this work the FOREX rate of Indian Rupees (INR), EURO, and
YEN to USD have been predicted.

FOREX rate depends upon various real world factors like economy, politics,
investor psychology, etc. So, the task of FOREX rate prediction becomes cum-
bersome and challenging. Traditionally different statistical techniques are used to
predict the FOREX rate [1]. In these statistical methods it was being assumed that
the FOREX rate behaves in a linear way, which is practically the opposite. With the
evolution of machine learning techniques the prediction of non-linear FOREX rate
became possible.

This work makes use of artificial neural network (ANN) to scrutinize the
historical data and predict the foreign exchange rate of future movements. Moti-
vated by the challenging task of FOREX rate prediction a CRO based FLANN with
an adaptive gradient descent method (Least Mean Square Method), has been pro-
posed to predict FOREX rate. In FLANN model generally a single input can be
expanded to more than one input. This paper shows the efficiency of FLANN-CRO
model along with LMS technique over simple FLANN with LMS technique in
predicting the foreign exchange rate. This paper is organized into 5 sections. The
first section introduces the foreign exchange rate and motivation. Section 2
addresses the literature review. The proposed model with CRO and LMS used in
this work are described in Sect. 3. Data collection and Experimental analysis, such
as feature extraction and experimental result and their discussion are addressed in
Sect. 4, with the conclusion in Sect. 5.

2 Related Work

FOREX market is very volatile in nature. So the development of a model for the
problem of the FOREX rate prediction problem of real world finance is very crucial.
The accuracy of the models highly essential as it predicts the most volatile assets of
the world market. From the traditional statistical approach [1, 2] to modern artificial
intelligence approach [3–5], many research works have been carried out to increase
the accuracy of the prediction. So far the artificial neural network models outper-
formed the traditional approaches due to their ability to predict the nonlinearity of
the FOREX market. A similar research work addresses how the nonlinear mathe-
matical models of the MLP and RBFNN, and the Takagi–Sugeno (TS) fuzzy
system are competent to provide a more accurate out-of-sample predict in
comparison to the traditional auto regressive moving average (ARMA) and ARMA
generalized auto regressive conditional heteroscedasticity (ARMA-GARCH) linear
models [6].

Models other than MLP are also used to forecast the FOREX rate and their result
shows that they perform better than MLP network. A study of Exchange rate
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forecast [7] has shown that a back propagation based neural network for RMB
Exchange rate forecasting. Similarly Ritanjal et al. [8] used a single layer flat net
ANN called FLANN, for FOREX prediction. Due to its single layered architecture,
its complexity is very low. Further a study on nonlinear adaptive models [9] shows
the comparison between FLANN and CFLANN on the basis of one, three, six and
twelve months’ ahead prediction of three different exchange rates. FLANN is also
used in stock market prediction. Patra et al. [10] developed a computationally
efficient FLANN-based intelligent prediction system for stock prices.

The use of optimization algorithm along with ANN to improve its performance
became very popular. Sermpinis et al. [11] used an adaptive neural network with
radial basis function and particle swarm optimization for FOREX rate prediction.
The result of this work shows that the proposed model outperforms traditional
neural networks model.

3 Proposed Work

In this paper, we have predicted foreign exchange rate using a CRO based FLANN
model. The model and the optimization technique are described below.

3.1 FLANN Model

A FLANN (Function Linked Artificial Neural Network) is one single layered
artificial neural network with a functional block whose job is to produce functional
expansion of each input to the network, which is further fed to the network to
produce the output. The functional block increases the number of inputs to the
network which provides FLANN the ability to solve difficult non-linear problems.

A simplified FLANN model is shown in Fig. 1. Let Z is an input pattern vector
with k element given by Z = [z(1), z(2) … z(k)] when Z is applied to the functional
Expansion block each element of the input vector is expanded to a number of
inputs. An element z(k) is expended to Ø(k) = [Ø1(k), Ø2(k), …, Ø(2N+1)(k)]. Thus
each element is split into 2N + 1 element which consists N number of cosine term
and N number of sine term of the input element along with that element itself. The
generic expansion formula is given below:

/ðkÞ ¼ fzðkÞ; cos pzðkÞ; sin pzðkÞ; . . .; cosNpzðkÞ; sinNpzðkÞg ð1Þ

Thus K number of elements in input vector Z passes FE block produce L = K
(2N + 1) number of inputs, stores in Ø which will be fed to the network as shown in
Fig. 1. These Ø terms are the final input to the FLANN model, which are then
multiplied with corresponding weight to obtain the weighted input. These weighted
inputs are then summed up to obtain the weighted sum S as given in Eq. 2.
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As shown in Fig. 1 the output of the model Y is obtained by passing ‘S’ through the
activation function.

S ¼
Xp
j¼1

Xm
i¼1

/ðj; iÞ �Wðj; iÞ ð2Þ

where m = (2N + 1) and ‘p’ represents the number of attribute in each pattern. Now
the output of the model is compared with target vector T and the error is optimized
by updating the weight using optimization techniques such as CRO, LMS, GA etc.

3.2 Least Mean Square Method (LMS)

Let k training patterns are applied to the model in a sequential manner and this
process is repeated for ‘l’ experiments. After application of k patterns of input to the
model, all the weights of the model are updated at the end of lth experiment by
computing the average change mth weight as

Wmðlþ 1Þ ¼ WmðlÞ þ Dwm ð3Þ

Fig. 1 Architecture of FLANN model
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The change of mth weight at lth experiments given by:

DwaðlÞ ¼
XK
k¼1

2l/aðkÞdðk; lÞ=k ð4Þ

The symbol Øm (k) represented the mth expanded value at the application of kth
pattern and the error term computed as

dðk; lÞ ¼ ½ð1� _y2ðk; lÞ=2Þ�eðk; lÞ ð5Þ

e k; lð Þ ¼ y k; lð Þ � _yðk; lÞ ð6Þ

And _yðk; lÞ stands for the estimated output of the model when the kth pattern of
lth experiment is applied.

3.3 Chemical Reaction Optimization (CRO) Technique

CRO is a recent optimization technique based on the nature of chemical reactions.
The reactants which are in an unstable state undergo a sequence of collision and
produce a final state, which is chemically stable [12]. There are actually four
elementary reactions involved in the chemical reaction. Basing upon the number of
molecules taking part in the reaction the reactions are divided into two types. Such
as uni-molecular collision (molecule hit on some external substance) and inter
molecular collision (molecules collides with each other). For simplicity, we have
considered one and two molecules for uni-molecular and inter-molecular reaction
respectively. Both uni-molecular and inter-molecular collision can again be divided
on the basis of the effectiveness of the collision. The resulting four elementary
reactions are described as follows:

Decomposition: On wall effective collision, where one molecule produces two or
more molecules.

On wall ineffective collision: In this case, the collision of the molecule on the
wall is ineffective thereby leading to a small change in the molecular structure of the
molecule.

Synthesis: More than one molecule combined with each other produces a single
stable molecule.

Inter molecular ineffective collision: More than one molecule collides and results
in same numbers of molecule with minor change.
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3.4 Proposed Algorithm CRO Based FLANN with LMS
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4 Experimental Analysis

4.1 Feature Extraction from Raw Data

The raw data collected on a monthly basis and it contains the exchange rate of
different currencies and the time in months. This information is not sufficient enough
for predicting. So, to obtain better forecasting result, some statistical features are
extracted from the raw data. The input is taken from 12th month onward so that
features like moving average, standard deviation and variance can be calculated.

1. The N-month moving average is calculated as follows:

maN ¼ 1
N

XN
i¼1

Xi ð7Þ

In our research N is set to 12 to obtain ma12 and Xi represents the exchange rate
for ith month.

2. The standard deviation for N-months is obtained using the following formula:

sdN ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN
i¼1

ðXi � �XÞ2
vuut ð8Þ

where �X is the moving average for N-month period.
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3. The variance for N-month period is calculated by squaring the standard
deviation.

vN ¼ sd2 ¼ 1
N

XN
i¼1

ðXi � �XÞ2 ð9Þ

After feature extraction the new dataset is normalized using min-max technique
as follows:

Nr ¼ ð2 � x� ðMax�MinÞÞ=ðMax�MinÞ ð10Þ

where Nr is the normalized and x is the actual value and Max and Min are the
maximum and minimum value of the dataset. Now the dataset is divided into two
parts i.e. training set and testing set.

Mtr no of month for which data is available for training
Mts no of months for which data is available for testing
M = Mtr + Mts no of month for which total data are available

For the (m + 11)th month mean and variance values are computed as.
The inputs to the model for any (m + 11)th month(1 <= m <= Mtr−11) is thus

Xm+11, Xm+11(ma12), Xm+11(sd12) and Xm+11(v12) (1 <= m <= Mtr−11). the estimated
output of the model is given by Xm+12 as the model predicts for (m + 12)th month.
The black box view of the proposed nonlinear model is shown in, Fig. 2. After the
model is trained by CRO and LMS method, testing is carried out using data having
Mts month data.

4.2 Performance Metric

In this paper two performance metrics are used to evaluate the performance of the
proposed model. Those are:

1. Root Mean Square Error (RMSE): RMSE provides a clear view of the perfor-
mance of the model as it provides movement of RMSE of the model. RMSE is
calculated as follows:

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN
i¼1

eði; lÞ2
vuut ð11Þ

where e(i,l) is the error of ith pattern for lth experiment.
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2. Average Percentage Error (APE): In this work three different currencies are
taken into consideration. The RMSE of FOREX prediction will be affected by
the economic condition of the respective countries. Hence, to have a uniform
conclusion, average percentage error is chosen as another performance metric.
APE is calculated using the following formula:

APE ¼ 1
N

XN
i¼1

eði; lÞ
tðiÞ � 100 ð12Þ

where e(i, l) is the error of the model at lth experiment t(i) is the target of ith
patterns. Figure 3 shows the working principle of the proposed model. In this
model CRO and the LMS method is hybridized to provide better results. Due to
the presence of four different types of searching techniques CRO is able to
overcome the local minima problem where as LMS method helps in refining the
search result.

4.3 Result Discussion

The prediction is done taking three Different currencies as Rupees, Euro and Yen.
For each currency the FOREX rate for 200 month is fed to both the model and the
prediction of both the model were compared on the basis of actual-predicted value
plot and RMS error plot. The comparison plot of one month ahead prediction of
FOREX rate for rupees using FLANN and CRO based FLANN are shown in
Figs. 4 and 5. The figures clearly indicates that CRO based FLANN model has
better coinciding plot than its counterpart, FLANN model. The average percentage
error comparison is shown in Table 1. The APE also shows the same result.

Fig. 2 Black box view forecasting model

Fig. 3 Working of forecasting model
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The Root Mean Square error in both the cases i.e. rupees exchange prediction
using FLANN with LMS and CRO based FLANN with LMS shown in Figs. 6 and 7
respectively. In Fig. 6 RMS error decreases to 0.0255 in 100 iteration but in Fig. 8
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Fig. 4 Comparison of actual and predicted value and predicted value (equivalent Rupees for 1
USD) for one month ahead with test data set using back propagation with FLANN
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Fig. 5 Comparison of actual and predicted value and predicted value (equivalent Rupees for 1
USD) for one month ahead with test data set using back propagation in FLANN along with CRO
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the RMS error reaches down to 0.0226 in same100 iteration. In Figs. 8 and 9 one
month advance actual-predicted plot of Euro for FLANN-LMS and CRO based
FLANN-LMS taking 200 months former FOREX rate are shown. The percentage
error is shown in Table 2.

Table 1 One month ahead FOREX rate prediction of Rupees to USD

Actual dollar
price

FLANN with LMS FLANN with LMS and CRO

Predicted dollar
price

% Error Predicted dollar
price

% Error

55.5600 56.6567 1.9740 55.5510 0.0163

54.6060 56.7122 3.8572 55.6974 1.9987

53.0240 55.9669 5.5502 55.0679 3.8546

54.7760 54.4845 0.5323 53.9394 1.5273

54.6480 56.1229 2.6988 55.3556 1.2947

54.3170 56.0227 3.1403 55.3469 1.8960

53.7740 55.7431 3.6618 55.1817 2.6178

54.4050 55.2518 1.5564 54.8498 0.8175

54.3760 55.8330 2.6795 55.4104 1.9023

55.0110 55.8138 1.4594 55.4725 0.8390

58.3970 56.3525 3.5010 56.0398 4.0366

59.7750 58.2741 2.5109 58.6898 1.8155

63.2090 58.5880 7.3107 59.8369 5.3348

63.6830 58.2321 8.5594 62.2923 2.1838

APE = 3.5018 APE = 2.1524
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Fig. 6 Convergence characteristics of proposed forecasting model of Rupees with FLANN-LMS
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The Root Mean Square error in both the cases of Euro exchange prediction i.e.
FLANN with LMS and CRO based FLANN with LMS is shown in Figs. 10 and 11
respectively. In Fig. 10 RMS error decreases to 0.03 in 100 iterations but in Fig. 8
the RMS error converges to 0.0245 in 100 iterations.
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Fig. 7 Convergence characteristics of proposed forecasting model of Rupees using CRO based
FLANN with LMS
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Fig. 8 Comparison of actual and predicted value (equivalent Euro for 1 USD) for one month
ahead with test data set using back propagation with FLANN
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For Yen also the actual and predicted FOREX rate were plotted for FLANN-
LMS and CRO based FLANN-LMS taking 200 months former FOREX rate values
and the percentage error is shown in Table 3.
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Fig. 9 Comparison of actual and predicted value (equivalent Euro for 1 USD) for one month
ahead with test data set using CRO based FLANN with LMS

Table 2 One month ahead FOREX rate prediction of Euro to USD

Actual dollar
price

FLANN with LMS FLANN with LMS and CRO

Predicted dollar
price

% Error Predicted dollar
price

% Error

0.8060 0.7842 2.7088 0.8177 1.4470

0.7780 0.7740 0.5135 0.8065 3.6618

0.7710 0.7385 4.2128 0.7675 0.4564

0.7800 0.7288 6.5672 0.7572 2.9260

0.7620 0.7391 3.0059 0.7689 0.9102

0.7530 0.7155 4.9794 0.7435 1.2679

0.7490 0.7032 6.1162 0.7305 2.4756

0.7710 0.6970 9.5987 0.7242 6.0674

0.7680 0.7232 5.8362 0.7534 1.8999

0.7700 0.7183 6.7108 0.7485 2.7898

0.7580 0.7198 5.0357 0.7506 0.9785

0.7650 0.7035 8.0385 0.7332 4.1591

0.7510 0.7112 5.2970 0.7421 1.1889

0.7480 0.6924 7.4359 0.7220 3.4801

APE = 5.4326 APE = 2.3863
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The Root Mean Square error in both the cases of Yen exchange rate prediction
i.e. simple FLANN with LMS and with CRO based FLANN with LMS is shown in
Figs. 12 and 13 respectively. In Fig. 14 RMS error converges to 0.033 in 100
iterations but in Fig. 15 the RMS error dropped to 0.02795 in 100 iterations.

For all the three currency, the actual-predicted value plots in CRO based
FLANN with LMS (Fig. 13) maintain better convergence between the actual and
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Fig. 10 Convergence characteristics of proposed forecasting model of Euro with LMS in FLANN
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Fig. 11 Convergence characteristics of proposed forecasting model of Euro using CRO based
FLANN with LMS
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predicted curve as compare to simple FLANN with LMS (Fig. 12). This is because
CRO helps in avoiding the local minima because of its different variant of reactions
i.e. CRO search for solution in wide range as well as in short range, which make

Table 3 One month ahead FOREX rate prediction of Yen to USD

Actual dollar
price

FLANN with LMS FLANN with LMS and CRO

Predicted dollar
price

% Error Predicted dollar
price

% Error

78.7220 82.3250 4.5768 79.6628 1.1951

78.1400 82.2626 5.2759 79.4747 1.7081

79.0180 82.1726 3.9922 79.0256 0.0096

80.7900 82.2438 1.7995 79.7792 1.2511

83.5800 82.5475 1.2353 81.3630 2.6526

89.1600 83.3968 6.4639 84.0396 5.7429

93.0030 86.3945 7.1057 89.7954 3.4490

94.8040 89.3701 5.7317 93.8762 0.9786

97.7680 90.9831 6.9398 95.7916 2.0215

100.7770 93.9095 6.8145 98.8886 1.8739

100.7770 97.1473 3.6017 101.9756 1.1893

99.7020 97.1413 2.5684 101.9942 2.2991

97.5770 95.9504 1.6669 100.9238 3.4299

99.2180 93.6843 5.5774 98.7710 0.4506

APE = 4.5249 APE = 2.3030
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Fig. 12 Comparison of actual and predicted value (equivalent Yen for 1 USD) for one month
ahead with test data set using LMS with FLANN
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Fig. 13 Comparison of actual and predicted value (equivalent Yen for 1 USD) for one month
ahead with test data set using CRO based FLANN with LMS
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CRO faster technique. In the other hand LMS refines the search results by using the
error as well as the input term to optimize error step by step. Therefore in all above
cases the RMS error for CRO based FLANN decreases more in same number of
epoch.

5 Conclusion

FOREX rate prediction has been a real challenging problem due to the volatile
nature of the FOREX market. This paper compares the currency predication method
based on single layer neural network using two different techniques i.e. FLANN
with LMS and CRO based FLANN with LMS only. Through simulation study and
analysis, it is observed that LMS with CRO produce better result. But still further
research is also needed in this area to increase the accuracy of the prediction using
different evolutionary network and optimization technique.
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Performance Analysis of IEEE 802.11
in the Presence of Hidden Terminal
for Wireless Networks

Anita, Rishipal Singh, Priyanka and Indu

Abstract IEEE 802.11 is the most important standard for wireless local area
network (WLANs). In IEEE 802.11 the fundamental medium access control (MAC)
scheme is the Distributed Coordination Function (DCF). DCF provides both Basic
access and RTS/CTS (Request-to-send/ Clear-to-send) access. The previous work
for DCF only provide analysis when all the nodes in WLAN lie in the carrier sense
range of each other. In the real scenario of WLAN all the stations are in commu-
nication range of Access Point (AP) but not necessary with respect to each other,
which results in hidden terminals (HT) and degrades the performance. This paper
presents an accurate analytical model for DCF in presence of Hidden terminals
through Markov Chain for throughput in unsaturated condition i.e. packet error,
transmission error. This analytical model is suitable for both Basic access and RTS/
CTS access mechanism and is evaluated by extensive simulation results using
MATLAB simulator.
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1 Introduction

Wireless local area networks (WLANs) have been widely deployed in recent years.
In WLANs, the most important standard is IEEE 802.11, where the fundamental
medium access control (MAC) scheme is the distributed coordination function
(DCF) which is a carrier-sense multiple access with collision avoidance (CSMA/
CA) protocol. IEEE 802.11 support asynchronous data transfer in a basic service set
(BSS). To understand the performance of WLANs, a critical challenge is how to
analyze IEEE 802.11 DCF. There are two techniques used for transmission in DCF:
basic access mode and RTS/CTS access mode.

The modeling of 802.11 has been a research focus since the standard has been
proposed. Paper [1] gives the theoretical throughput limit of 802.11 based on a
p-persistent variant. Later work [2] proposed a mechanism for Adaptive Contention
Window, which dynamically determines the optimal backoff window according to
the estimate of the number of contending stations and also investigated the CSMA/
CA with the optional RTS/CTS technique, and show that these adaptive techniques
reached better performance only when the packet size is short. They also concluded
that the throughput performance is strongly dependent on the number of active
stations, and on the total load offered to the system. The paper [2] presented a
simple analytical model (Markov chain model) to calculate the saturation
throughput performance in the presence of a finite number of terminals and with the
assumption of ideal channel conditions. The model applied to both basic and RTS/
CTS access mechanisms. Those works assume that each station lies in the carrier
sense range of each other and ignore hidden terminals.

However, during access of WLAN all the stations are in the communication
range of Access Point (AP), they may not be necessarily with respect to each other.
The hidden terminal problem comes in focus when the stations out of the carrier
sense range of each other transmit to Access Point. A lot of research [2, 3] has been
done to show the performance degradation of DCF with hidden terminals. Com-
pared to previous work, it has the following challenges: first the work model for
DCF assume the shared wireless medium i.e. all stations observe the same channel
status and freeze or decrease the backoff counter at the same time that is broken by
hidden terminals. Second Carrier sense for DCF is performed both at physical layer
and MAC layer. At physical layer it is referred as physical carrier sensing and at
MAC layer referred as Virtual CS (VCS). The hidden terminals and the error
present at packet challenge the accuracy of modelling. To address the challenges,
we first propose a discrete time Markov system where each slot has a fixed small
value taken by backoff counter instead of variable size slot. The fixed small slot
represents that each station may observe different channel status in the same slot i.e.
freezing, transmission or collision and also the presence of error. Here, we provide
an equivalent transition state by using markov process.

The remaining paper is organized as follows. In Sect. 2, the hidden terminal
problem is introduced briefly. In Sect. 3, introduced a Markov chain based model
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with equivalent transition state to analyze the average throughput performance of
DCF with hidden terminals. The simulation result for the accuracy of model is
shown in Sect. 3.3. The conclusion of paper is shown in Sect. 4.

2 Problem Statement

We first introduce the hidden terminal problem and then present the hotspot sce-
nario that will be analyzed with our model.

2.1 Hidden Terminal

The hidden terminal problem is shown in Fig. 1, nodes that are hidden from one
another may not be able to sense the carrier signal, so that their transmissions result
in frequent collisions. This problem degrades network throughput because there
will be numerous collisions and retransmissions.

2.2 Hotspot Scenario for DCF with Hidden Terminals

In this we assume that there is one AP in the center and v stations are scattering
around AP. Some nodes lie in the carrier sense range of node n that is known as CSn
and the nodes that are hidden to node vn are known as HSn.

The standard is taken that each station can only transmit packets to AP, so the
traffic flows only in two directions: from AP to stations and from stations to AP.
The AP can always sense the traffic from stations and the traffic from AP to stations
will be sensed by all the stations. We analyze the problem as: the given number of
stations and the number of hidden stations to each node, to obtain the performance
of the WLAN in terms of throughput.

Fig. 1 Hidden terminal
scenario
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3 Proposed Analytical Model

The main purpose of this paper is to present analytical model for DCF to evaluate
throughput in presence of hidden terminals. Here unsaturated condition is consid-
ered i.e. the station will always have packets waiting for transmission and there can
be error in the packets. Imperfect channel conditions are assumed i.e. Wireless
transmission error, fading, capture effect, etc. The analysis is divided into three
parts: (1) A discrete time Markov chain model is proposed to study the behavior of
each station with contention window and exponential backoff in presence of hidden
terminals. By this we get a relation between transmission probability and collision
probability; (2) The throughput of both basic and RTS/CTS access is calculated for
the model in presence of error and the hidden terminals; (3) The analysis of col-
lision probability under hidden terminals results another relation between collision
probability and transmission probability.

For each station three dimensions are used to character its status at time slots t:
(1) s(t) representing the number of backoff stages; (2) b(t) representing the backoff
counter; (3) v(t) representing the residual time slot during either freezing, trans-
mission or collision. The tri-dimensional process (s(t), b(t), v(t)) for the discrete-time
markov chain is shown in Fig. 2. The s(t) = −1 denotes the post-backoff stage. The
transition probability pa and pb are the corresponding mathematically equivalent
state transition probabilities. The original states transit at every slot which is a fixed
small value. The pa and pb model the freezing time between subsequent backoff
counter between equivalent states. For example, for states (0, 0, 0), (0, 1, 0) and
(0, 1, 1), pa determines whether the state transits directly from (0, 1, 0) to (0, 0, 0)
observing idle, or transits to freezing state (0, 1, 1) observing busy channel due to the
four types of possible carrier sensing, at state (0,1,1), pb determines the length of
freezing time. Let CWmin and CW max denote the minimal and maximal Contention
Window (CW) in DCF, then the CWused in backoff stage b(t) = i can be calculated as

Wi ¼
2iW 0 � i � m0

2m
0
W m0 � i � m00

2m
00
W m00 � i � m

8<
: ð1Þ

where

W ¼ CWmin þ 1ð Þ;m0 ¼ log2
CWmax

CWmin

� �
;m00 ¼ log2ððCWmax þ 1Þ=ðCWmin þ 1ÞÞ

and m is the retransmission limit. We assume that each station transmits in any slot
with a stationary probability τ. We have

Ls ¼ Ts
r
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and

Lc ¼ Tc
r

in the Markov chain, where Ts is successful transmission time and Tc is the collision
time. For Basic mode, Ts and Tc can be expressed as:

Tbas
s ¼ DIFSþ H þ Pþ dþ SIFSþ ACK þ d

Tbas
c ¼ DIFSþ H þ Pþ SIFSþ ACK

ð2Þ

1/ w0

Ls-1 success state

1- pb 1- pb 1- pb 1- pb

pb         1-pa     
pb 1- pa        pb 1-pa b         1-   pa

1-p   pa  pa  pa pa 

Lc-1 collision states for stage 0

                                                     1/ w1 

1/wi 

Lc-1 collision states for stage i-1

1/wi+1

1- pb                     1- pb                  1- pb 
                                       1- pb

1-p    pb                        1-pa               
pb                      1-pa            pb         1-pa              

pb 1-pa 

p
pa pa                                     pa  pa

-1,0,1 

0, w0-1,00,w0-2,0 
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0, 1, 0

0, 1, 1 

0, 0, 0 

-1,0, Ls -1 

0,0, Lc-1 

0, 0, 1 

i-1, 0, 1 

m-1,0.1 

i, 0, 1 

i,,0, Lc-1 

m,wm-2,0

m,wm-1,1 

m,wm -1,0

m, 2, 1

m, 1, 0

m, 1, 1 

m, 0, 0 

m,wm-2, 1

m,0,1 

m,0, Lc-1 

Fig. 2 Markov chain for DCF with hidden terminals
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where δ is the propagation delay. For RTS and CTS

Trts
s ¼ DIFS þ RTSþ SIFSþ dþ CTSþ SIFSþ dþ H þ Pþ SIFSþ dþ ACK þ d

Trts
c ¼ DIFS þ RTSþ SIFSþ CTS

ð3Þ

We use Pfi1; j1; k1ji0; j0; k0g to denote the probability P{s(t + 1) = i1, b(t + 1) = b1,
v(t + 1) = k1|s(t) = i0, b(t) = j0, v(t) = k0} for state transition. Thus in this Markov
Chain, the non-null one-step transition probabilities are:

P i; j� 1; 0ji; j; 0f g ¼ pa j 2 1;Wi � 1½ �; i 2 ½0;m� ð4Þ

P i; j� 1; 0ji; j; 1f g ¼ pb j 2 1;Wi � 1½ �; i 2 ½0;m� ð5Þ

P i; j; 1ji; j; 0f g ¼ 1� pa j 2 1;Wi � 1½ �; i 2 ½0;m� ð6Þ

P i; j; 1ji; j; 1f g ¼ 1� pb j 2 1;Wi � 1½ �; i 2 ½0;m� ð7Þ

The meaning of equation are as follows, (4) and (5) stands for the decrement of
the backoff counter, (6) and (7) stand for the busy channel state as the virtual carrier
sensing result.

P i; 0;Lc � 1ji:0; 0f g ¼ P i 2 ½0;m� ð8Þ

P �1; 0; Ls � 1ji:0; 0f g ¼ 1� P i 2 ½0;m� ð9Þ

P i; 0; k � 1ji:0; kf g ¼ 1; k 2 2; Lc � 1½ �; i 2 ½0;m� ð10Þ

P �1; 0; k � 1j � 1:0; kf g ¼ 1; k 2 2; Ls � 1½ � ð11Þ

Equations (8) and (9) stand for the successful and unsuccessful transmission
respectively, (10) and (11) stand for time progress during transmission.

P 0; j; 0j � 1; 0; 1f g ¼ 1
Wa

j 2 1;W0 � 1½ � ð12Þ

P 0; j; 0jm; 0; 1f g ¼ 1
Wa

j 2 0;W0 � 1½ � ð13Þ

P i; j; 0ji� 1; 0; 1f g ¼ 1
Wi

j 2 0;Wi½ �; i 2 ½1;m� ð14Þ

Equations (12)–(14) stand for the backoff and post-backoff stage. Let bi,j,k be the
stationary distribution probability of the Markov chain. First we have,

bi;0;0 ¼ b0;0;0P
i 1� i� ð15Þ
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Since the chain is regular, so for each state, we have

bi;j;k ¼

bi;0;0 Wi�jð Þ
Wi

k ¼ 0
1�Pað Þbi;j;0

Pb
j 2 1;Wi � 1½ �; k ¼ 1

bi;0;0 � P i 2 0;m½ �; j ¼ 0
b0;0;0 1� Pmþ1ð Þ i ¼ �1

8>>><
>>>:

ð16Þ

Therefore by using normalization condition for stationary distribution, we have

1 ¼
Xm
i¼0

XWi�1

j¼1

X1
k¼0

bi;j;k þ
Xm
i¼0

XLs�1

k¼0

bi;0;k þ
XLs�1

k¼1

b�1;0;k ð17Þ

1¼ b0;0;0
Pb � Pa þ 1

2Pb
� W

1�ð2PÞm
1� 2P

� �
þ 1þWðPm0 � 2m0 þ Pm

0 � 2m0 Þ þ Pm
0

1� P

( )"

þP � Lc � 1ð Þð1� Pm�1Þ
1� P

þ 1� Pm�1� �ðLs � 1Þ
�

ð18Þ

bi;0;0 ¼ Pb � Pa þ 1
2Pb

� W
1� ð2PÞm
1� 2P

� �
þ 1þWðPm0 � 2m0 þ Pm

0 � 2m0 Þ þ Pm
0

1� P

( )"

þP � Lc � 1ð Þð1� Pm�1Þ
1� P

þ 1� Pm�1� �ðLs � 1Þ
��1

ð19Þ

Now the probability τ can be expressed as:

s ¼
Xm
i¼0

bi;0;0 ð20Þ

s ¼ bi;0;0 � ð1� Pmþ1Þ
1� P

ð21Þ

3.1 Collision Probability with Hidden Terminals

On the basis of the collisions only happen when two or more stations have backoff
counters reduced to zero at the same time and have simultaneous transmission. In
presence of hidden terminals, Vn station to make a successful transmission requires
three steps: first Vn’s hidden terminals are not transmitting. Second all the other
stations in the network do not start transmission at the same time with station Vn.
Third none of Vn’s hidden terminals starts transmission before Vn transmission is
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finished. Let the success probability for these three steps is Ps1, Ps2, and Ps3. The
probability of error present in the form of transmission error, fading and capture
effect is Ps.

P ¼ 1� Ps1Ps2Ps3ð1� PsÞ ð22Þ

For the first condition, none of hidden terminals started a successful transmission
during the last Ls slots and an unsuccessful transmission during last Lc slots.

Ps1 ¼ ð1� Ls 1� Pð Þs� LCPsÞh ð23Þ

where h is average number of stations in HSn For the second condition we have

Ps2 ¼ ð1� s0Þsþh ð24Þ

where s is average number of stations in CSn and τ′ denotes the conditional
transmission probability i.e. a station starts transmission under the condition that
previous slot is idle.

s0 ¼
Pm

i¼0 bi;0;0Pm
i¼0

PWi�1
j¼0 bi;j;0

ð25Þ

s0 ¼ 2 1� Pmþ1� �ð1� 2PÞ 2P 1� Pmþ1� �
1� 2Pð Þ þW 1� Pð Þ 1� 2Pð Þmð Þ

h

þð1� 2PÞ 1� Pm0
� �

þ Pm0
2m

0
W þ 1

� �
þ Pm00 ð2m00

W þ 1Þ
n oi�1

ð26Þ

s0 ¼ 2 1� pmþ1� �ð1� 2pÞ ð27Þ

For the third condition, we define L = Td/σ, where Td is the transmission time for
one data packet in basic mode and for one RTS packet in RTS/CTS mode.

Tbas
d ¼ H þ P ð28Þ

Tbas
d ¼ RTS ð29Þ

we have

Ps ¼ ð1� s00Þh ð30Þ

where τ′′ is probability that a station in HSn start transmission in continuous L slots
with condition that station Vn has already transmitted.
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3.2 Throughput Analysis

It may be defined as the expected number of successful transmission in time period t
with average payload, so the throughput achieved is:

S ¼ s 1� Pð Þðhþ sþ 1ÞLp ð31Þ

where Lp ¼ Tp
r ; Tp is the transmission time of payload.

3.3 Model Evaluation

To evaluate the proposed model, we use MATLAB as simulator. To obtain the
unsaturated throughput performance, we vary both the total number of stations and
hidden terminals. All the parameters are listed in Table 1. Note that our MAC
Markov model equations are independent of the PHY parameters setup.

The Fig. 3 plots average throughput versus number of stations for both basic
access and RTS/CTS access mechanism with hidden terminals. Throughput
decreases as number of stations increases in basic access method but for RTS/CTS

Table 1 System parameters
for simulation MAC header 224

PHY header 192

ACK 304

RTS 352

CTS 304

Propagation delay 1

Slot time 20

SIFS 10

DIFS 50

P 8,184

Fig. 3 Average throughput versus number of hidden terminals
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it decreases a little because there are more number of collisions in basic access
method as compared to RTS/CTS. When the number of hidden terminals is 5 then
basic access performance is better than RTS/CTS access. When the hidden termi-
nals are 10, 15 and 20 the performance of RTS/CTS access is better than basic
access but when terminals are 25 the RTS/CTS degrades.

The Fig. 4 presents throughput versus number of hidden stations for both basic
access and RTS/CTS access mechanism in presence of error and absence of error.
Throughput decreases as number of hidden stations increases. The Basic access
mechanism throughput without error is better than basic access mechanism with
error and the RTS/CTS access mechanism throughput without error is better than
the RTS/CTS access mechanism with error.

The Fig. 5 shows throughput versus packet size for both basic access and RTS/
CTS access mechanism. As the packet size increases throughput increases and the
average throughput of the RTS/CTS access mechanism is better than basic access

Fig. 4 Throughput versus number of hidden terminals

Fig. 5 Average throughput versus packet size
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mechanism. Due to presence of error in the packet the performance degrades in
basic access and RTS/CTS access mechanism. The performance of RTS/CTS
access with error is better than basic access with error.

4 Conclusion

IEEE 802.11 is the standard used for Wireless LANs and DCF is one of the medium
access control mechanism specified by this standard. DCF employs a random
access mechanism based on CSMA/CA protocol with binary exponential backoff.
There are many issues related to IEEE 802.11 WLAN and one of the issues is
hidden terminal problem that exists in practice in any wireless network. In this work
the performance of IEEE 802.11 DCF is evaluated in presence of hidden nodes
using an analytical three dimensional markov chain model. Also the performance is
analyzed with error and without error in RTS/CTS access mechanism and basic
access mechanism. Due to presence of error performance degrades. For number of
stations the performance of RTS/CTS access method is better than the basic access
method and with hidden terminals the performance for both methods degrades. For
packet size performance of both access methods is almost similar and it varies a
little for basic access method with hidden terminals. The performance is also
compared for transmission probability with both access methods by varying number
of stations. For number of hidden terminals RTS/CTS access method has presented
better performance than basic access method.

For future work performance can be evaluated in presence of exposed nodes also
and thus by considering two issues together i.e. hidden as well as exposed nodes
IEEE 802.11 DCF can be modelled.
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Application of Firefly Algorithm for AGC
Under Deregulated Power System

Tulasichandra Sekhar Gorripotu, Rabindra Kumar Sahu
and Sidhartha Panda

Abstract In this paper, Proportional–Integral–Derivative controller with derivative
Filter (PIDF) is proposed for Automatic Generation Control (AGC) problem of four
area reheat thermal power systems under deregulated environment by considering
the physical constraints such as Generation Rate Constraint (GRC) and Governor
Dead Band (GDB) nonlinearity. The system is investigated in all possible scenarios
under deregulated environment. The gains of the controllers are optimized using an
Integral of Time multiplied by Absolute value of Error (ITAE) criterion employing
of Firefly Algorithm (FA).The performance of some diverse classical controllers
such as Integral (I), Proportional–Integral (PI) and PIDF controllers are compared
under poolco based scenario. Simulation results reveal that the performance of the
system is better with PIDF controller compared to others.

Keywords Automatic generation control (AGC) � Firefly algorithm (FA) �
Generation rate constraint (GRC) � Governor dead band (GDB) � Deregulated

1 Introduction

Automatic Generation Control (AGC) plays an significant role in the large scale
electric power systems with interconnected areas. The AGC is aimed to ensure the
system frequency of each area and the inter-area tie line power within tolerable
limits to deal with the fluctuation of load demands and system disturbances [1, 2].
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These important functions are delegated to AGC due to the fact that a well-designed
power system should keep voltage and frequency in scheduled range while sup-
plying an acceptable level of power quality [3].

In restructured environment, GENCOs may or may not participate in the AGC
task as they are independent power utilities. On the other side, DISCOs may
contract with any GENCOs for power in different areas. Hence, in restructured
environment, control is greatly decentralized and independent system operators
(ISOs) are responsible for maintaining frequency oscillations and tie-line power
flows [2, 3]. Several attempts have been made in recent past to study AGC issues in
deregulated environment. Donde et al. [4] presented simulation and optimization in
an AGC system after deregulation. They have demonstrated the concept of
restructured power system and DISCO participation matrix (DPM). However, they
have not dealt with reheat turbine, GRC in their work. Bhatt et al. [5] have pre-
sented the AGC problem in four area power system under deregulation. Hybrid
particle swarm optimization is used to obtain optimal gains of PID controller. The
authors have not considered the important physical constraints such as Generation
Rate Constraint (GRC) and Governor Dead Band (GDB) in the system model
which affect performance of the power system. Thus, to study the realistic power
system, it is necessary to include the GRC and GDB nonlinearity [6, 7]. Therefore,
this paper presents a comprehensive study on dynamic performance of reheat
thermal deregulated power system by considering physical constraints such as GRC
and time delay.

2 Material and Method

2.1 Power System Under Study

The study has been carried out on four control areas having different power
capacities of 5,000, 2,000, 6,000 and 4,000 MW respectively. The schematic dia-
gram of the system under study shown in Fig. 1. The system consists of four control
areas in which each area has different combinations of GENCOs and DISCOs. Area
1 comprises of two reheat thermal power systems and two DISCOs, Area 2 consists
of one reheat thermal power systems and two DISCOs, Area 3 comprises of three
GENCOs with all reheat thermal power systems and two DISCOs, Area 4 com-
prises of two reheat thermal power systems and two DISCOs. The system is widely
used in literature for the design and analysis of automatic load frequency control
under deregulated power system [5]. The block diagram of a GENCO is shown in
Fig. 2. In Fig. 2, Dui is control input of the power system of area i in p.u., DRi is
regulation parameter of area i in p.u. Hz, TGi is speed governor time constant of area
i in sec, TTi is turbine time constant of area i in sec, KRi is steam turbine reheat
constant of area i and TRi is steam turbine reheat time constant of area i in sec,
where i = 1,2,3,4. In the present study, a GRC of 3 %/min and GDB of 0.036 Hz are
considered. The relevant parameters are given in Appendix.
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2.2 Power System Under Deregulation

The electric power system has over the years been dominated by large utilities that
had an overall activity in generation, transmission and distribution of power, its
domain of operation is known as Vertically Integrated Utility (VIU). With emerge
of deregulation environment the electric power industry is changing from a struc-
ture of regulated local vertically integrated organizations to one which competitive
companies or Independent Power Producers (IPPs) generates electricity while the
utilities maintain transmission and distribution networks. Thus, in deregulated
environment generation, transmission and distribution is treated as individual sec-
tions. As there are several GENCOs and DISCOs in the deregulated environment,
there can be various contracts between GENCOs and DISCOs. To know the con-
tracts between GENCOs and DISCOs the concept of DISCO participation matrix
(DPM) is introduced [4].

DPM is a matrix having no. of rows as no. of GENCOs and no. of columns as
no. of DISCOs. The elements of DPM are indicated with cpfkl which corresponds to
fraction of total load contracted by a DISCO towards a GENCO.

GENCO1 GENCO2

DISCO1 DISCO2

GENCO3

DISCO3 DISCO4

GENCO7 GENCO8

DISCO7 DISCO8

GENCO4 GENCO5

DISCO5 DISCO6

GENCO6

AREA1

4AERA2AERA

AREA3

Tie line12

Tie line31

Tie line43

Tie line24

Tie line23

Fig. 1 Schematic diagram of a system under deregulation

Fig. 2 Block diagram of a GENCO
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The sum of all the entries in a column in DPM is unity

Xn
k

cpfkl ¼ 1 ð1Þ

In the present study, four unequal control areas are considered. Let GENCO1,
GENCO2, DISCO1 and DISCO2 be in Area 1, GENCO3, DISCO3 and DISCO4
be in Area 2, GENCO4, GENCO5, GENCO6, DISCO5 and DISCO6 be in Area 3
and GENCO7, GENCO8, DISCO7 and DISCO8 be in Area 4.

The actual tie-line power is given as

DPTie;ij;actual ¼ 2pTij
s

DFi � DFj
� � ð2Þ

At any time, the tie-line power error between Area 1 and Area 2 is given by

DPTie12;error ¼ DPTie12;actual � DPTie12;schedule ð3Þ

DPTie12;error vanishes in the steady as the actual tie-line power flow reaches the
scheduled power flow. The incremental generated power or contracted power
supplied by the GENCOs is given as

DPgk ¼
X8
k¼1

cpfklPLl ð4Þ

This error signal is used to generate the respective Area Control Error (ACE)
signals as in the traditional scenario. The ACEs are defined as follows for the
system considered for this particular study:

ACEi ¼ BiDFi þ DPerror
Tie;ij ð5Þ

As there are two GENCOs in each area, ACE signal has to be distributed among
them in proportion to their participation in the LFC. Coefficients that distribute ACE
to GENCOs are termed as “ACE Participation Factors (apfs)”.

2.3 Control Structure and Objective Function

The proportional integral derivative controller (PID) is the most popular feedback
controller used in the process industries. It is a robust, easily understood controller
that can provide excellent control performance despite the varied dynamic char-
acteristics of process plant. PID controllers are used when stability and fast
response are required. Derivative mode improves stability of the system and enables
increase in proportional gain and decrease in integral gain which in turn increases
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speed of the controller response. However, when the input signal has sharp corners,
the derivative term will produce unreasonable size control inputs to the plant. Also,
any noise in the control input signal will result in large plant input signals. These
reasons often lead to complications in practical applications. The practical solution
to the these problems is to put a first filter on the derivative term and tune its pole so
that the chattering due to the noise does not occur since it attenuates high frequency
noise. In view of the above a filter is used for the derivative term in the present paper.

In the design of a modern heuristic optimization technique based controller, the
objective function is first defined based on the desired specifications and con-
straints. Integral of Time multiplied Absolute Error (ITAE) criterion reduces the
settling time which cannot be achieved with Integral of Absolute Error (IAE) or
Integral of Squared Error (ISE) based tuning. ITAE criterion also reduces the peak
overshoot. Integral of Time multiplied Squared Error (ITSE) based controller
provides large controller output for a sudden change in set point which is not
advantageous from controller design point of view. It has been reported that ITAE
is a better objective function in LFC studies [8]. Therefore in this paper ITAE is
used as objective function to optimize parameters of fuzzy PID controller.
Expression for the ITAE objective function is depicted in Eq. (6).

J ¼ ITAE ¼
Ztsim
0

DF1j j þ DF2j j þ DF3j j þ DF4j j þ DPTie12j j þ DPTie23j jð

þ DPTie43j j þ DPTie31j j þ DPTie24j jÞ � t � dt ð6Þ

3 Simulation Results and Discussion

3.1 Implementation of Firefly Algorithm

FA is controlled by three parameters: the randomization parameter a, the attrac-
tiveness b, and the absorption coefficient c. These parameters are generally chosen
in the range 0–1. In the present study the controlled parameters taken as number of
fireflies = 4; maximum generation = 100; b ¼ 0:9; a ¼ 0:2 and c ¼ 0:4. The flow
chart of proposed FA approach is clearly explained in [9, 10].

Initially, the performance of the system is studied under poolco based transaction
by taking some diverse classical controllers. In the present work, the minimum and
maximum values of PID controller parameters are chosen as −2.0 and 2.0
respectively. The range for filter coefficient N is selected as 10–300. The optimum
values of the both the cases given in Table 1. The objective function (ITAE) value
given by Eq. (6) is determined by simulating the developed model by applying a
1 % step increase in load in all unequal areas. The corresponding performance
index in terms of ITAE value, and settling times (2 %) in frequency and tie line
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power deviations is shown in Table 2. From Table 2 it is observed that PIDF
controller gives better performance indexes. So, for further system study only PIDF
controller is considered.

3.2 Poolco Based Scenario

In this case the DISCOs having the contract with GENCOs of the same area. It is
assumed that the load disturbance occurs in all areas. There is 0.005 (p.u. MW) load
disturbance of each DISCOs and as result of the total load disturbance in areas is
0.01 (p.u. MW). In the case of Poolco based contracts between DISCOs and
available GENCOs is simulated based on the following DPM:

DPM ¼

0:5 0:5 0 0 0 0 0 0
0:5 0:5 0 0 0 0 0 0
0 0 1:0 1:0 0 0 0 0
0 0 0 0 0:3 0:25 0 0
0 0 0 0 0:4 0:5 0 0
0 0 0 0 0:3 0:25 0 0
0 0 0 0 0 0 0:5 0:6
0 0 0 0 0 0 0:5 0:4

2
66666666664

3
77777777775

Table 1 Tuned controller parameters under different scenarios

Controller
parameters

Poolco based Bilateral Contract violation

I PI PIDF PIDF PIDF

Area 1 KP1 – 0.2800 −1.8749 −1.0060 −1.0379

KI1 −0.4010 −0.4262 −0.7531 −0.9148 −0.5695

KD1 – – −1.6023 −0.8145 −1.5969

N1 – – 10.0005 10.1126 10.0066

Area 2 KP2 – 0.2800 −0.7837 −1.1707 −0.8369

KI2 −0.4888 −0.2283 −1.4836 −0.3245 −0.9885

KD2 – – −1.4679 −0.9422 −0.6985

N2 – – 10.0005 10.1126 10.0066

Area 3 KP3 – 0.2800 −1.6027 −1.3853 −0.6787

KI3 −0.2290 −0.2001 −0.7072 −0.3579 −0.3260

KD3 – – −1.2633 −1.0745 −1.1265

N3 – – 10.0005 10.1126 10.0066

Area 4 KP4 – 0.2800 −0.8932 −0.7502 −0.8441

KI4 −0.3339 −0.5641 −0.3087 −0.9292 −0.2847

KD4 – – −1.8499 −0.9993 −1.5716

N4 – – 10.0005 10.1126 10.0066
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Consider that the ACE participation of GENCOs as apf11 = apf21 = 0.6,
apf12 = apf22 = 0.3, apf13 = apf23 = 0.1. The Fig. 3 shows the dynamic response of
the system under poolco based transaction. From, Fig. 3 it is clear that PIDF
controller gives better performance.

3.3 Bilateral Based Scenario

In this case, DISCOs have the freedom to contract with any of the GENCOs within
own control area or with another control area. Now the DISCO participation matrix
to be considered as

Table 2 Performance index values under different scenarios

Parameters Poolco based Bilateral Contract
violation

I PI PIDF PIDF PIDF

ITAE 3.27 2.79 1.01 42.37 43.60

Settling time (s) ΔF1 29.26 21.51 9.18 7.80 7.47

ΔF2 30.42 25.09 14.08 7.16 10.74

ΔF3 26.68 23.34 9.8 5.51 5.99

ΔF4 25.31 20.14 15.38 6.68 8.28

ΔPTie12 16.77 14.77 10.87 06.30 12.78

ΔPTie23 16.97 17.29 9.5 08.80 21.38

ΔPTie43 20.21 17.24 14.37 100.0 100.0

ΔPTie31 11.34 11.6 3.54 9.06 6.94

ΔPTie24 14.66 9.43 7.75 100.0 100.0

Peak over
shoot (×10−2)

ΔF1 1.58 1.6 1.36 1.5 2.4

ΔF2 2.12 02.4 1.70 1.8 2.5

ΔF3 2.83 2.7 1.54 1.66 2.7

ΔF4 1.71 2.0 1.09 1.6 2.4

ΔPTie12 0.18 0.1 0.13 0.1 0.2

ΔPTie23 0.22 0.2 0.14 0.3 0.5

ΔPTie43 0.51 0.5 0.33 0.4 1.0

ΔPTie31 0.21 0.1 0.03 0.05 0.05

ΔPTie24 0.22 0.22 0.17 0.20 0.29
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Fig. 3 Dynamic responses of the system under poolco based scenario a frequency deviation in
area 1, b frequency deviation in area 2, c frequency deviation in area 3, d frequency deviation in
area 4
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DPM ¼

0:2 0:3 0:1 0:1 0:1 0:1 0 0
0:4 0:3 0:1 0:2 0:1 0:1 0 0
0:1 0:1 0:3 0:2 0 0:1 0:1 0:1
0:1 0:1 0:1 0:1 0:2 0:2 0:1 0:1
0:1 0:1 0:1 0:1 0:2 0:2 0:1 0:1
0:10 0:1 0:1 0:1 0:2 0:2 0:2 0:1
0 0 0:1 0:1 0:1 0 0:2 0:3
0 0 0:1 0:1 0:1 0:1 0:3 0:3

2
66666666664

3
77777777775

A 1 % of load disturbance is applied in all areas. The performance of the system
is observed by using PIDF controller as it is found superior in poolco based sce-
nario. The Fig. 4 shows the dynamic response of the system under this scenario.
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Fig. 4 Dynamic responses of the system under bilateral based scenario
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Fig. 5 Dynamic responses of the system under contract violation based scenario
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3.4 Contract Violation Based Scenario

It may happen that a DISCOs may violate a contract by demanding more than that
specified in the contract. This excess power is not contracted out to any GENCO.
Consider, bilateral scenario again with a modifications that, DISCO1 and DISCO5
demands 0.005 p.u. MW excess of power. As a result the load disturbances of area
1 and area 3 are increases to 0.015 p.u. MW. The Fig. 5 shows the dynamic
response of the system under this scenario.

4 Conclusion

In this paper, Firefly Algorithm (FA) is proposed to tune the different classical
controllers such as Integral (I), Proportional-Integral (PI) and Proportional-Integral-
Derivative with derivative filter coefficient (PID) for Automatic Generation Control
(AGC) problem. A four area eight unit reheat thermal power system under
deregulated environment is considered to demonstrate the proposed method and the
physical constraints such as Governor Dead Band (GDB) and Generation Rate
Constraint (GRC) are considered to show the ability of the proposed approach to
handle nonlinearity in the system model. From the simulation results, it is observed
that significant improvements of dynamic performance of the system in terms
Integral of Time multiplied by Absolute value of Error (ITAE), settling time and
peak overshoot are obtained under different transactions with PIDF controller.

Appendix

Nominal parameters of the system investigated are [5]:

F = 60 Hz; B1 = B2= B4 = 0.125 p.u. MW/Hz; B3 = 0.275 p.u. MW/Hz;
R1 = 2.4 Hz/p.u.; R2 = 2.2 Hz/p.u.; R3 = 2.5 Hz/p.u.; R4 = 2.3 Hz/p.u.;
TG1 = 0.08 s; TG2 = 0.078 s; TG3 = 0.081 s; TG2 = 0.082 s; TT1 = 0.3 s; TT2 = 0.5 s;
TT3 = 0.7 s; TT1 = 0.4 s; KR1 = 0.34; KR2 = 0.31; KR3 = 0.32; KR4 = 0.33;
TR1 = 4.2 s; TR2 = 4.1 s; TR3 = 4.0 s; TR4 = 4.3 s; Kps1 = 120 Hz/p.u.MW;
Kps2 = 115 Hz/p.u.MW; Kps3 = 118 Hz/p.u.MW; Kps4 = 116 Hz/p.u.MW;
Tps1 = 10 s; Tps2 = 20 s; Tps3 = 10 s; Tps4 = 20 s; T12 = 0.0231; T24 = 0.0231;
T23 = 0.0231; T31 = 0.0231; T43 = 0.0549; a12 = −2.5; a23 = −0.333; a31 = −1.2;
a24 = −0.5; a43 = −0.667.
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Base Station Controlled Spectrum
Allocation Technique to Detect the PUE
Attack in CWSN

Pinaki Sankar Chatterjee and Monideepa Roy

Abstract Primary User Emulation (PUE) attack is a type of Denial-of-Service
(DoS) attack which is commonly faced by Cognitive Wireless Sensor Networks
(CWSNs). In CWSNs, malicious secondary users try to emulate primary users to
maximize their own spectrum usage or to obstruct secondary users from accessing
the spectrum. In this paper we have proposed a base station controlled spectrum
allocation protocol for the secondary users to deal with PUE attacks in CWSNs. We
have used the well-known lightweight hash function SHA-1 for the authentication
process of a secondary user to the base station. We demonstrate that our authen-
tication protocol can be implemented efficiently on CWSN nodes. Our experimental
results show that the Base Station controlled Primary User Emulation Attack per-
forms well in CWSN scenario.

Keywords Cognitive wireless sensor network � Hash function � Authentication �
PUE � Dos

1 Introduction

Cognitive Wireless Sensor Network is a simple Wireless Sensor Network with
Cognitive capabilities [1, 2]. Sensor nodes normally transmit data through the ISM
band. But nowadays the ISM band is used by many other devices like Wi-fi, Blue-
tooth etc. [3]. That is why sometimes the ISM band becomes overcrowded. In such
situation the CWSN nodes search for vacant channels in other spectrums. These are
called white bands. A CWSN node places its own data in the white band. But a
CWSN node has to vacate the channel when the original licensed owner of the
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spectrum wants to transmit through that channel. In such a scenario the original
licensed owner of the spectrum is called a Primary User (PU) and the CWSN node is
called the Secondary User (SU). This method of spectrum sharing is called Oppor-
tunistic Spectrum Sharing (OSS) [4].

The benefit of the OSS technique can be enjoyed by the user only when the
network can be properly deployed and the security threats of such networks can be
robustly handled. To ensure the trustworthiness of the network the spectrum
sensing process is an important problem that needs to be addressed. The key to
address this problem is being able to distinguish the PU signal from SU signals in a
robust way. Otherwise it can led to a DoS attack in the network [5].

Suppose in a hostile environment a subset of SU forges the essential signal
characteristics of the PU and generates enough power at the good SU location. This
activity generally confuses other SUs to think that a PU transmission is under
way. Such an attack is called a Primary User Emulation (PUE) attack [4, 6, 7].
Depending on the intention of the attacker this attack can be categorized as either
Selfish PUE attack or Malicious PUE attack [4]. The task of distinguishing
incumbent signals from secondary user signals becomes an even greater challenge
when we consider the requirement described in FCC’s NPRM 03–322 [8]. It says
that there will be no modification required on the existing system to accommodate
Opportunistic Spectrum Sensing. We have proposed a protocol which is based on
the SU authentication to the base station. It doesn’t need any positional information
of the PU or the SU and does not interfere with the PU’s communication process.
The main objective here is to identify PUE attack without interfering with the
Primary User’s communication process to facilitate Opportunistic Spectrum
Sensing.

2 Related Work

In the last few years some researches related to security on CRNs have
appeared. But most of their studies are related to PUE detection technique.

PUE attacks in the CWSNs have been studied in [3–5, 9]. In [3] the authors have
proposed a system to detect PUE using anomaly detection. Here Cognitive nodes
sense the spectrum and create neighbor profiles to model their behavior. This
information is used to inform other nodes about anomalous data. In [4] the authors
proposed PUE identification using transmitter verification procedure. They need to
know the position of the transmitter. They proposed two different location verifi-
cation schemes namely distance ratio test (DRT) and distance difference test (DDT)
which use the ratio and the difference, respectively, of the distances of the primary
and malicious transmitters from the secondary user to detect a PUEA. In [9] the
authors assume that the attacker is close to the victim and the real PU is much
farther from the SUs than the attacker. Moreover, the position of each node,
including that of the attacker, is fixed. It is assumed that the SUs can learn about the
characteristics of the spectrum according to the received power. In [5] the authors
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proposed an analytical model of a lower bound on the probability of a successful
PUEA on a secondary user in a cognitive radio network by a set of co-operating
malicious users. They proposed that the probability of a successful PUEA increases
with the distance between the primary transmitter and secondary users.

All the above approaches are based on the location of the Primary and Secondary
User. In case the Primary and Secondary Users are mobile, these approaches are
infeasible. In [10] the authors present a differential game approach to mitigate the
PUE attack. Based on the assumption that a PUE attacker has lesser energy than the
PUs, they look for the optimal sensing strategy of SU. The Nash equilibrium
solution is obtained. Though this approach is suitable for mobile users the algorithm
implementation requires extensive computational capabilities. This requirement is
difficult to fulfil for sensor nodes.

In this paper we have proposed a lightweight hash function based authentication
protocol for mobile Secondary User within a grid to identify Primary User Emu-
lation Attack in Cognitive Wireless Sensor Network.

3 The Proposed System

CWSNs can be constructed in many different ways depending on the application for
which it is being used. In our network architecture we have broadly two types of
users, primary user (PU) and secondary user (SU). Additionally, a base station (BS)
is a special type of node with computationally rich entities which control spectrum
allocation process of SU. According to FCC rules [8] we cannot modify the PU’s
communication process. So in order to detect a PUEA we have proposed a base
station controlled spectrum allocation process for SU. The base station maintains
tokens for each spectrum band and a spectrum allocation table. The table maintain
information about which SU is using which spectrum band and holding which
token. The fields for the table are SU’s ID, Spectrum band using, Token assign,
Token returned.

Figure 1 shows the flowchart of the entire process of PUE attack detection. The
base station first authenticates the SU by executing a lightweight hash function.
When the SU is authenticated then the base station sends a token for that spectrum
band to the SU as acknowledgement and updates its table. After getting the token,
the SU can use the spectrum band. When a SU senses the PU signal on that channel
then it leaves the channel and returns the token to the base station. The base station
again executes the authentication process. It matches the returned token with the
assigned SU’s ID and updates the table. In this process by seeing the table the base
station can keep track of the entire spectrum allocation among the SUs.

When the protocol marks a node as a possible PUE attacker, it sends a message
through the Virtual Control Channel (VCC), a method for sharing information in
cognitive networks [3]. The spectrum sensing process of the SU and the process of
deciding potential PU signals at the base station is out of scope of this paper. Our
focus is only to detect a PUEA in the network.
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Fig. 1 The PUE attack
detection protocol

692 P.S. Chatterjee and M. Roy



4 The Authentication Protocol

The Authentication Protocol is explained in detail in this section (Fig. 2).

4.1 Assumptions

Before proceeding further we present the system assumptions. These are:

• We assume that there will be a globally unique Identity available for each SU in
the network. This unique ID will be allocated for each SU at setup time. This
Identity of SU is known to the base station.

• We assume that each SU has it’s own secret key (Sn). This key will be allocated
to each SU at setup time. This secret key will be known only to the SU and the
base station. We also assume that this secret key is stored in a tamper-resistant
section of the SU as well as the base station.

• We assume that to avail of a spectrum band and to leave a spectrum band a SU
will have to compulsorily authenticate itself to the Base Station. Without that no
OSS facility is available for that sensor node.

• We assume that we can rely on the base station. This means the base station will
never be compromised and its functionality will always be correct.

• We assume that the same hash function code is programmed for all the SUs and
the base station.

Fig. 2 Authentication of SUn to base station
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4.2 The Steps of the Authentication Protocol

When a Secondary User (SUn) wants to gain access over the PU’s spectrum band it
has to prove its Identity to the base station as explained in Fig. 2.

• We assume that Sn, M and R are adequate in size to become inputs for our hash
function h. where M is a message containing the ID of the SU and the channel it
wants to use. R is the local time obtained from the LocalTime.get() command in
TinyOS.

• Each SUn XORs the secret Sn, the message M and the local time R to get x.
• SUn computes h(x) = C.
• It transmits M, R and C to the Base Station.
• Base Station recomputes h(XOR of Sn, M and R) and checks whether it is C or

not.
• If the value is true AND the R value has not been used for the authentication

earlier then the Sun is authenticated to the base station.
• Then base station will issue token (Tm) of spectrum band m to SUn and update

the table.

A simple hash function based authentication is been done here. For our exper-
iment we have used SHA-1 as a lightweight hash function to run on the base
station. Our base station is comparably richer in computational power than a sensor
node.

The entire process is explained through three algorithms namely Spec-
trum_Sensing, PUE_Detector and Authenticate_node. The Spectrum_Sensing
algorithm sends the sensed information to the PUE_Detector algorithm. If the
spectrum band is free then the authentication process is done through the
Authenticate_node algorithm. If the returned result is true then the spectrum band is
assigned to the node. If the spectrum band is not free then the PUE_Detector
algorithm checks whether the signal in the spectrum band is Emulated Primary User
Signal or original Primary User Signal.

Algorithm Spectrum_Sensing( ) {
for (Sense each spectrum after every t interval)  

      { 
PUE_Detector (Spectrum Information)

       } 
}
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Algorithm PUE_Detector( Spectrum Information) {
If (Spectrum Band = = Empty) then
{ 
        Declare Empty band in the network. 
        auth = Authenticate_node() 

If ( auth = = TRUE) then
        { 
         The SU is authenticated and the token for that band is assign to it.  
          PUE_Detector then update the token allocation table. 
        } 
}

Else
{ 

If ( signal_detected = = Potential PU Signal) then 
    { 
     Declare the signal as PU signal in the network. 

If (still any token allotted for that channel) then
         { 
           Classify the SU holding the token as PUEA 
          } 

 Else
          { 
 Classify the signal as original PU signal  
            } 
    } 

} 

Algorithm Authenticate_node() { 
SU execute the hash function with it's secret key  and send the message digest (c) to the Base      
Station. Base Station retrieve the secret key of the SU and again execute the hash function to   
get a message digest (c') . 

If (c = = c') then
       { 
        return TRUE 
        } 

Else
    { 
     return FALSE 
     } 
}         
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5 Result and Discussion

Our Base Station is a more computationally rich system than a CWSN node. At the
SU side we have implemented the SHA-1 hash function [11], on TinyOS version
2.1.2. We take data input of 64 bit for SHA-1 to generate a 160 bit Message
Authentication Code (MAC). This algorithm consumes 128 bytes of RAM, 4,000
bytes of ROM and approximately 7.2 ms of Execution time.

The scenarios have been executed in Castalia 3.2 to extract results

(i) The scenario area is a 20 × 20 set of squares.
(ii) The complete simulation time is 100 s.
(iii) The number of attacker nodes in the simulation is 20.
(iv) Sensor node sends 1packet/s.
(v) The attack starts at the beginning of the simulation.
(vi) The sensor nodes sense each channel for 50 ms.

In the simulation we have found that the execution time of the entire protocol
takes about 4 s to identify PUEA. These 4 s include the HASH function execution
by SU and the base station, Token allocation, PU signal emulation, PU signal
sensing by other SUs, sending those information to the base station and PUEA
detection by the base station. In Fig. 3 we found that two PUE attackers attack
before authentication at time = 0 s. Till now we cannot handle them. At time = 2
to 4 s another 3 attacks happen. Those attacks have been detected at time = 6 to 8 s.
From time = 10 s, another 4 attacks happen and so on.

The graph in Fig. 4 represents the average case scenario for 20 different
attackers.

Figure 4 represents the best case scenario where all the attacks happen at
time = 0 s and are solved at time = 4 s. Like WSN the attacks on CWSN are also
broadly classified into passive attacks and active attacks. In a passive attack the
attacker is able to interpret the information passing through the network. In an
active attack the integrity and the availability of the network are disturbed. Our
protocol is not designed to protect against passive attacks.

Fig. 3 Average case scenario
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6 Conclusion

In this paper we have proposed a Base Station Controlled spectrum allocation
technique to detect the Primary User Emulation attack in a Cognitive Wireless
Sensor Network. The technique uses a lightweight hash function based authenti-
cation system of Secondary User to the Base Station. The process of handling the
situation when the SU acts as PU before sending the authentication to the base
station is kept as future work.
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Object Based Image Steganography
with Pixel Polygon Tracing

Ratnakirti Roy and Suvamoy Changder

Abstract The paper presents an object based image steganography technique
which uses pixel polygonal area tracing in a cover image to select suitable pixels for
embedding secret data. The polygon is generated using convex hull for specific
selected image pixels and the distortion function is a hybrid between a high effi-
ciency embedding scheme and LSB matching. The proposed technique is simple,
yet effective. Experimental results show that the proposed method exhibits high
fidelity of the stego-image and performs decently against well-known spatial
domain steganalysis techniques for moderate payload capacity.

Keywords Image steganography � Region of interest � Convex hull � Polygon
edge detection � High efficiency embedding

1 Introduction

The advent of the internet has brought upon a massive change in our lives. Com-
municating electronically is now easier and faster than ever before and as a result,
huge amount of data transfer takes place over the internet. The nature of data
communicated via various web applications range from user specific personal data
to highly sensitive confidential data such as military information. Despite the
convenience offered by the plethora of services over the web, information over the
internet is susceptible to eavesdropping, theft, alteration and anonimization [1]. A
possible solution to such a problem is to render the data inaccessible to any
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unintended recipient or adversary. A common approach to implement such a
solution is to pack the message in an envelope whose contents are revealed only to
the intended recipient. Data security schemes such as cryptography and steganog-
raphy are extensively used for the purpose of creating such envelopes.

Cryptography renders the secret data illegible by applying encryption functions
and encryption keys. Encrypting information for security is useful except in cases
where the transmitted data over a channel is constantly under vigil and there are de
jure restrictions on public use of cryptography. Data hiding techniques such as
steganography proves viable in such situations. Steganography refers to techniques
that hide data within innocuous objects such that the very existence of the secret
remains concealed to an adversary. A typical stego-system is commonly portrayed
using Prisoner’s Problem [2] where two inmates are plotting an escape plan but
their communication is under the surveillance of a warden who would put them into
solitary confinement if they communicate secretly. A general steganography system
also follows Kerckhoff ’s Principle [3] of cryptography and is mathematically
expressed as a quintuple Q ¼ C; S;Ek;Dk;Kh i where C and S are the sets of cover
and stego objects respectively, Ek and Dk are the embedding distortion function and
the extraction functions respectively with K being the decoding key [4].

Most of the contemporary research on steganography focuses on the develop-
ment of better embedding distortion functions and aims to maximize undetectibility
while minimizing embedding distortion. Any typical steganography system is
concerned with two vital questions—where to embed in the cover and how to
embed? In the case of image steganography, where an image is used as a cover
medium, it has been observed that certain areas in the image are more efficient for
data hiding than the others. Such areas in an image vary depending on the pixel
selection method. It is evident that distortion functions which perform sequential
embedding are more susceptible to steganalysis attacks. A common approach is to
use a Pseudo Random Number Generator (PRNG) to populate a probable pixel set
for embedding. This method ensures non-sequential embedding but cannot guar-
antee uniform distribution of the selected pixels as it depends on the PRNG function
and the seed. Image steganography systems using the PRNG for pixel selection
generally send the seed value of the PRNG as the decoding key at the receiver end.
The seed value may not be long enough to serve as a key and thus has greater
chance of not surviving Brute-Force attacks [5].

There are many strategies for locating non sequential pixels in an image. Most of
these exploit properties of the pixels to mark areas in the image suitable for
embedding. In [6–8] the authors have used the skin regions in an image as the
region of interest for embedding the secret data. Authors argue that skin pixels have
less visible distortions when embedded with data and can be used for embedding
secret information with relative ease. Similarly, pixels in the edge areas in an image
are also suitable for embedding data because distortion in the edges are rarely
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perceivable and also provide secure non-sequential pixel set for embedding. Many
such image steganography schemes have been proposed and can be found in
[9–11]. Edge adaptive methods despite being accurate involve extra overhead of
creating the edge region map. Similarly, skin region detection based techniques lack
accuracy because of the fact that it is extremely difficult to build a generalized skin
classifier based on pixel characteristics given the large variation of human skin
tones found worldwide.

Apart from the aforesaid techniques, non-sequential pixel positions suitable for
data hiding may also be traced by carving out a polygonal area surrounding a small
number of pixel positions spread throughout the image or in a specific region. These
pixel positions may be randomly selected by the sender either through a Graphical
User Interface (GUI) or any other numerical technique. Once these pixels are found,
the surrounding area can be carved out by generating a polygon which encompasses
all these points thereby generating the required region of interest for embedding.
The procedure is simpler as compared to the previous methods and also allows
segmentation of objects in the cover. This paper presents an image steganography
technique where a convex hull of a set of points on an image is used to derive a
polygonal area encompassing those points and acting as the region of interest for
the actual distortion function. The method provides a possible alternative to con-
ventional target pixel finding techniques for non-sequential data embedding through
a simple, yet effective approach.

2 Computing the Region of Interest Polygon

2.1 Generating the Polygon Vertices

The first step in generating the region of interest polygon is to select a set of points
that will act as the bounding area descriptor. These points (pixels in case of
images) can be chosen arbitrarily as per requirement either by mouse click coor-
dinate capture or by specifying pixel positions satisfying certain criteria. Once the
set of points is chosen, an optimal polygon can be generated to find the bounding
area using the convex hull algorithm [12]. The method works as in Algorithm 1 and
it returns the set S comprising of the vertices of the polygon.
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2.2 Computing the Polygon Edge Pixels

Once the vertices of the convex polygon are derived, they can be used to generate
the edge pixels between the vertices. For finding the edge pixels, the method
described in Algorithm 2 is followed. The algorithm accepts two pixel co-ordinates
ðx1; y1Þ and ðx2; y2Þ returns the intermediate pixels. The procedure works similar to
Brassenham’s Line drawing algorithm [13].
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3 Proposed Method

The proposed steganography technique uses the polygon edges found in Algorithm
2 to embed secret data. To minimize the effect of embedding, a hybrid approach of
combining a high efficiency embedding scheme [14] with a pixel bit matching
method [15] has been adopted. The proposed method comprises of two phases,
namely, Phase I and Phase II. Phase I deals with the embedding process and Key
generation while Phase II deals with the extraction of hidden message from the
stego image.

3.1 Phase I

3.1.1 Embedding

The embedding procedure is a hybrid embedding scheme having both high effi-
ciency embedding and no LSB replacement characteristics. The scheme can be
explained using an example as follows:

Let a1, a2, a3 be three bit positions from consecutive pixels and x1 and x2 be two
message bits to be embedded. There can be four possibilities denoted by P1, P2, P3,
P4 as:
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P1 : x1 ¼ a1 � a3; x2 ¼ a2 � a3 ) change nothing ð1Þ

P2 : x1 6¼ a1 � a3; x2 ¼ a2 � a3 ) change pixel value p1 to match P1 ð2Þ

P3 : x1 ¼ a1 � a3; x2 6¼ a2 � a3 ) change pixel value p2 to match P1 ð3Þ

P4 : x1 6¼ a1 � a3; x2 6¼ a2 � a3 ) change pixel value p3 to match P1 ð4Þ

In all the above cases, it is not required to change more than one bit position to
embed two bits. Generally, let there be a code word c with n modifiable bit places
for m secret message bits x. If F be a hash function that extracts m secret bits from a
code word, Matrix encoding can be used to find a modified code word c′ for every
c and x with x = F(c′) such that the Hamming distance between c and c′ is at most
dmax. Such a code can be denoted by an ordered triple (dmax, n, m) [16]. The
example stated earlier is of a (1, 3, 2) encoding scheme. The pixel values are
changed by LSB matching technique such that no pair of values forms between
adjacent pixels. The distortion function Embed() takes P points (pixel positions) on
a cover image C to generate the convex hull and embed data accordingly. The
embedding function is elaborated in Algorithm 3.

The vertices of the polygon obtained are also used to generate the decoding key.
The key generation procedure is multi-stage and controlled by a pairing function
which ensures delivery of a unique key which is long enough to withstand common
Brute Force attacks and at the same time regenerates the original constituent
integers when decoded successfully.
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3.2 Phase II

3.2.1 Extraction

Extraction of the secret message follows a reverse procedure of the embedding
mechanism. The extraction function (Algorithm 4) accepts a decoding key, the stego
image and the length of the message and returns the secret. The key is derived from
the original vertices and the polygon is redrawn to regenerate the ROI. The pixels
containing the secret message are then used to extract the message depending on the
original dmax; n;mð Þ distortion function adopted. It should be noted that here dmax = 1.

4 Experimental Results and Analysis

The proposed method was coded with Matlab 7.0 on a 2.1 GHz Dual Core AMD
Processor computer with 2GB primarymemory, 512MBdedicated graphicsmemory
and AMD Radeon HD 7290 graphics processor. Lena image of different sizes were
used as the payload.A standardBaboon image and a generalLandscape image (Fig. 1)
(source: http://www.hasselblad.com/sample-file-downloads/landscape-samples.aspx)
were used as the cover. The proposed technique was tested for visual fidelity and
sensitivity to statistical steganalysis.
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4.1 Visual Fidelity

Any distortion function used in image steganography is aimed at embedding secret
data in a cover image with minimum visual artifacts produced. Visual Fidelity of the
stego image is an important parameter that is taken into consideration by all image
steganography systems. Measurement of the stego image quality is performed as a
comparative measure of its similarity with the cover image. Image quality metrics
like the Peak Signal to Noise Ratio (PSNR) and Structural Similarity Index Measure
(SSIM) are some of the well-known techniques used to ascertain the quality of the
stego image. Table 1 lists the performance of the proposed method with different
sizes of the payload with respect to the Image Quality Metrics PSNR and SSIM.

It is evident from the results in Table 1 that the proposed technique exhibits high
fidelity (both PSNR and SSIM are high) of the stego image for moderately sized
payloads. To compensate for this shortfall, the proposed method may be applied to
a video cover with each frame behaving as an individual cover image with similar
data hiding capacity.

4.2 Sensitivity to Statistical Steganalysis

Steganalysis refers to techniques that detect the presence of hidden information in
suspected cover objects. The proposed image steganography uses a threefold
approach to reduce its sensitivity to statistical steganalysis namely, non-sequential

Fig. 1 Cover image and payload

Table 1 Fidelity metrics
performance Cover image Payload size PSNR (in dB) SSIM

Baboon 16 × 16 83.07 0.997

32 × 32 80.06 0.994

64 × 64 78.67 0.979

Landscape 16 × 16 81.12 0.985

32 × 32 80.01 0.982

64 × 64 78.14 0.977
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embedding, and high efficiency embedding paired with non-PoV (Pair of Values)
forming LSB matching. In order to test the steganalytic sensitivity of the method, it
was subjected to some of the most widely acclaimed structural detectors for LSB
based embedding methods available in literature. These include the Sample Pair
Analysis (SP) [17], Weighted Stego-Image Analysis (WS) [18], Structural Steg-
analysis of LSB Replacement (Triples) [19], Asymptotically Uniformly Most Pow-
erful (AUMP) detector [20] and HCF-COM [21]. The results of steganalysis of the
proposed method with the aforesaid techniques are presented in Table 2.

The results in Table 2 reveals that the proposed technique stands strong against
steganalysis techniques like Sample Pair Analysis and Triples. However, Weighted
Stego Analysis and AUMP show comparatively higher detection rates varying from
18 to 29 %. The discriminator values for HCF-COM steganalysis is supposed to be
low in the presence of steganography [21] but results show high values for the
proposed method with moderate capacity. The proposed method is hence secure
against HCF-COM. It is noteworthy that HCF-COM is a targeted LSB matching
attack which detects embedding in an image depending on the altered histogram
characteristics of adjacent pixels. The pixel selection technique adopted combined
with hybrid high efficiency embedding LSB matching technique helps to minimize
the effect of the HCF-COM detectors. The overall result shows that the proposed
technique is decently secure with respect to the common LSB detectors proposed in
the recent times. Steganalysis with χ2-test has not been performed as it is com-
paratively outdated than the methods taken into consideration here.

5 Conclusion

This paper presents an object based image steganography technique that uses the
concept of a convex hull to generate a region of interest polygon for tracing out an
area suitable for embedding secret data. The edges of the polygon are then chosen
to hide data. The distortion function of the proposed method uses a hybrid data
hiding scheme combining a high efficiency embedding scheme with LSB matching
features.

Experiments with different cover images and moderate variable payload sizes
show promising results for the visual quality of the stego image in terms of Peak
Signal to Noise Ratio (PSNR) and Structural Similarity Index Measure (SSIM). The
sensitivity of the proposed method against some of the most widely acclaimed

Table 2 Sensitivity to statistical steganalysis (in terms of detection statistic)

Cover image SP WSa Triples AUMP HCF-COM

Baboon −0.9303 (F) 0.0325 (P) −0.0303 (F) 0.294 (P) 67.2978

Landscape −0.0052 (F) 0.0046 (P) −0.0013 (F) 0.1808 (P) 64.7364

F Negative, P Positive
a WS works for grayscale images. Results are of single channel
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structural LSB detectors and targeted LSB matching detector is decently low. The
low sensitivity imparts the proposed method with a high degree of transparency
towards statistical steganalysis.

The proposed technique is simple, yet effective. The polygonal area traced out
with pixel positions in the cover image can be scaled accordingly depending on the
size of the payload thereby supporting variable data hiding capacity. Future
research will focus on exploring the possibility of utilizing more geometric prop-
erties of an ROI polygon for developing steganography schemes with better key
management and minimal side information sending requirement.
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