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Preface

About National Systems Conference

The National Systems Conference (NSC) is an annual event of the Systems Society
of India (SSI), primarily oriented to strengthen the systems movement and its
applications for the welfare of humanity. The first NSC held in 1973 served to
create an awareness of Systems Engineering Methodologies amongst planners,
designers, builders, and operation managers. The NSC is hosted to facilitate an
enriching engagement between academicians and industrialists. By providing a
creative platform for people from diverse backgrounds, the NSC seeks to address a
spectrum of issues ranging from the scientific to the social needs of contemporary
society.

The Theme of NSC 2013

Ever since it was conceived in 1956 by Prof. Jay Forrester (MIT), the use of
systems thinking in systems dynamics has been playing a significant role in nearly
every aspect of innovation and technology. The key features of systems thinking
are: a paradigm shift from the part to the whole and the ability to use concepts
alternatively at the systems level. At the same time, different system levels represent
levels of differing complexities. At each level the observed phenomena exhibit
properties that do not exist at lower levels. Thus the system properties of a par-
ticular level are called emergent properties: they emerge at that particular level. This
viewpoint envisages looking at a system: be it a mechanical one like an automobile,
or a living organism such as humans, not as an individual entity but as intercon-
nected systems that work in tandem to provide a bigger picture, sometimes called
the ecological viewpoint.
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The revolution in communication technologies and its diverse applications in the
fields of health and education in particular, have made social innovations a ubiq-
uitous part of our everyday lives. Employing the perspectives of a systems approach
to social thinking facilitates in understanding the notion that successful social
innovations incorporate integrated design systems. “Systems thinking” not only
facilitates the comprehension of transactional and relational fields but throws open
holistic new vistas of exciting possibilities and opportunities waiting to be explored.
Therefore, Systems thinking in social structures aids in community and resource
building endeavors that can augment our quality of life.

The NSC 2013 hosted by IIT Jodhpur focuses on these unique approaches that
can pave the way for a meaningful and sustainable future.

About the CoE in Systems Science, IIT Jodhpur

IIT Jodhpur set up the CoE in Systems Science in 2011 to promote a systems thinking
approach for solving real-world problems. The CoE SS is perhaps the first to be
conceived in India and has created a novel platform by evolving an interdisciplinary
approach to both research and learning. A strong emphasis is laid on a holistic
approach to studying and understanding systems as a whole, as opposed to the sum of
its parts. The CoE facilitates the development and use of mathematical techniques in
various fields including systems dynamics, multidisciplinary and integrated systems
design. The CoE SS offers unique academic programs at the UG/PG and at the
doctoral levels, thereby making it one of its kind in the world.

The aim of NSC 2013 was to bring together academicians and industry practi-
tioners onto a single platform to share their expertise, experience, and diverse
perspectives on Systems Thinking. We believe that this approach is the need of the
hour and can help us make a significant difference to the society in which we live.

Robotics and Automation for Society

Robotics and Automation are widely used in various industrial applications such as
defense research, manufacturing, production of consumer goods, etc. The future
development in robotics and automation systems faces severe engineering and
scientific challenges. Engineering challenges involve how to successfully integrate
complex and newly developed systems due to current technical boundaries. Sci-
entific challenges require future breakthroughs in computing efficiencies, sensor
technology, etc. Original research papers are sought to investigate systems thinking
approach for developing models and methods in the field of Robotics and
Automation.
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Systems Approach to Computational Finance

The principles of finance combined with mathematical frameworks form useful
financial instruments, strategies, and models that are tested and implemented using
advanced numerical and quantitative techniques. Application of computer tech-
nology has become a key throughout the process. These financial instruments,
strategies, and models form an integral part of the overall financial activities. The
systems approach, which uses economics (for understanding the behavior of the
agents), mathematical (for formulating structure) and statistical modeling (for
estimation), computer technology (for large-scale computation), and several other
disciplines is therefore useful to manage these activities. Original research papers
are sought on systems approach to solve challenges in computational finance.

Complex Network Modeling for Interconnected, Self-organized
and Self-adaptive Systems

The literature proposes the models of self-adaptive (SA) and self-organized (SO)
systems to understand and deal with fast growing and increasingly complex real
systems/real networks. Engineering design of such systems is a challenging task
and the success story in this field is far from satisfactory. New theories are required
to accommodate, in a systematic engineering manner, traditional top-down and
bottom-up approaches. The focus areas of this theme include robustness of SA/SO
systems, control of emergent properties in SA/SO systems, and mathematical
modeling of SA/SO systems.

Systems Approach to Healthcare Systems

Health care at its core is widely recognized to be a public good. Health care covers
not merely medical care but also all aspects of pro- and preventive care. How can
we develop new healthcare systems that are ideally suited for our needs? And what
is “ideal?” There are four criteria that could be suggested to measure whether a
healthcare system is ideal.

• First, universal access, access to an adequate level, and access without excessive
burden.

• Second, fair distribution of financial costs for access and fair distribution of
burden in rationing care and capacity and a constant search for improvement
toward a more just system.

• Third, training providers for competence, empathy, and accountability, pursuit of
quality care and cost-effective use of the results of relevant research.
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• Last, special attention to vulnerable groups such as children, women, disabled,
and the aged.
Once we have taken care of the measures on which healthcare systems should be
assessed, key questions arise in the design and deployment of healthcare systems
that fit the measures described above:

• How can the true system level complexity of healthcare processes be modeled
and measured?

• How does this system level process model and complexity measures work on a
real-world healthcare process design and implementation effort?

• How does process complexity impact change and adoption in health care?

Research articles that either propose a healthcare system that is suitable on the
measures, or a mathematical/system-level study of the healthcare delivery process,
both at policy-level and at deployment level to minimize the delays and leaks, are
invited.

Social Computing

Social interactions have always been an important part of the human experience.
Social interaction research has shown results ranging from influences on our
behavior from social networks, to our understanding of social belonging on health,
as well as how conflicts and coordination play out in socially developed systems
and knowledge platforms like Wikipedia and Quora. Additionally, in social com-
puting, information technology facilitates organized human endeavor, e.g., crowd
sourcing in which the collective action is used to tackle problems that have been
computationally intractable. This theme invites research articles, discussion ses-
sions, and tutorials that propose the use of social computing in different domains.

Additionally, in social computing, information technology facilitates organized
human endeavor, e.g., crowd sourcing in which the collective action is used to
tackle problems that have been computationally intractable.

This theme invites research proposals, articles, discussion sessions, and tutorials
that propose the use of social computing in different domains.

Cybersecurity and Information

Cybersecurity is one of the prime challenges which include involvement of
national, international, public, and private organization dimensions. Information
systems and communication networks, an essential factor in economic and social
development, require reliability, privacy, and security in cyberspace. Such systems
are always vulnerable to sophisticated cyber crimes and thefts and thus always pose
a challenge to individuals, businesses, organizations, and governments as well.
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As the cyber security threats are on increase, the possible loss could well be
government, business, and military secrets or individual privacy. Original contri-
butions are sought in all aspects of cybersecurity.

Soft Computing

The objective of this theme is to provide a forum to discuss and disseminate recent
and significant research efforts on the Soft Computing research area dealing with
challenging applications, with the aim to facilitate cross-fertilization between
methodological and applied research, and hence to give new highlights on novel
applications and methods.

Systems Thinking in Social Policies, Socioeconomic Systems

The objective of this theme is to provide a forum to discuss and disseminate recent
and significant research efforts on the Soft Computing research area dealing with
challenging applications, with the aim to facilitate cross-fertilization between
methodological and applied research, and hence to give new highlights on novel
applications and methods.

Systems Thinking in Socioeconomic Processes is an upcoming area of research
driven primarily by the fact that the economic and social decisions of an individual
are affected by the people with whom they are connected. The root of the social
influences is so deep that it pervades the decision of the big companies regarding
their choice of business and conduct, the political and the policy-making decision of
the parties, extent of clientelism, and others. In recent decades, the explosion and
rapid growth of the Internet and mobile communication have facilitated the spread
of news and information across the globe. While this has magnified the extent of
connectedness of people and enhanced economic transaction trade and commerce,
on the other hand it has also magnified the risk of rapid spread in epidemics and
economic crisis. All these are instances of networks, incentives, and aggregate
behavior of groups of people based on links that connect individuals and the ways
in which each of their decisions have consequences on the outcomes of everyone
else. The need of the hour is therefore to understand the behavior of the individual
in Systems approach that encompasses economics, sociology, anthropology, game
theory, computer science, and mathematics for a better understanding of structure
and issues related to individual and group behavior and its consequences on the
outcome on socioeconomic systems.
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Systems Approach to Clean and Green Technologies

The projected population of the world in the year 2050 is above 9 billion and the
demand for natural resources is growing enormously. The need for sustainable,
clean, and green technologies to meet the requirements of the world cannot be
overemphasized. In several parts of the world, such an agenda is tried to be
implemented but a lot more needs to be done. Original papers pertaining to a
systems thinking approach to green solutions, cleaning and waste management
technologies, recycling the resources, efficient and renewable energy sources, water
conservation and rainwater harvesting, etc., are invited.

Systems Dynamics

In this theme, original contributions are sought on systems dynamics, the idea
founded by Prof. Jay Forrester, MIT. The methodology of systems dynamics helps
us in solving systems problems having hard (physical) and soft components
encompassing the integrated states space of both physical and nonphysical elements
in total information space of the system, instead of the subsystems levels which fail
to incorporate the internal structural dynamics of feedback loops of the whole
system. Application of systems dynamics in the following areas are of concern.

• Telecommunication Systems
• Sustainable Whole Systems Design and Control
• Systems Solutions to Agriculture

The 37th National System Conference will feature contributed and invited
papers, as well as tutorial sessions.
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Chapter 1
Green Supply Chain: An ISM-Based
Roadmap to Boundaries of Environmental
Sustainability

Navin K. Dev and Ravi Shankar

Abstract Managing the green (environmentally sustainable) supply chain is an
important step toward broader adoption and development issue for industry. This
paper presents an approach to effectively adapt sustainable practices in a supply
chain by understanding the dynamics between various enablers. Using interpretive
structural modeling, the research presents a hierarchy-based model and the mutual
relationships among the enablers of sustainability in a supply chain. The research
shows that there exists a group of environmental sustainability boundary enablers
having a high driving power and low dependence requiring maximum attention and
of strategic importance while another group consists of those enablers which have
high dependence and are the resultant actions. This classification provides a useful
tool to supply chain managers to differentiate between independent and dependent
variables and their mutual relationships which would help them to delineate those
key enablers that are imperative for effective implementation of sustainability
concepts in the design of a supply chain.

Keywords Green supply chain management � Interpretive structural modeling �
Environmental sustainability � Reverse logistics � Closed-loop supply chain

1.1 Introduction

In a world of finite resources and disposal capacities, recovery of used products and
materials has become an endemic concern in industrialized countries. As a result,
many countries have started to emphasize the prevention and control of pollution
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caused by discarded hazardous wastes. Regulations and laws are established to
restrict and regulate the procedure for the return and recycle of these hazardous
wastes. The European Union has established stricter codes for the handling of
products containing hazardous substances, such as Directive 2002/96/EC related to
‘waste electrical and electronic equipment’ (WEEE), Directive 2002/525/EC related
to End of Life, and the ‘Restriction of the use of certain Hazardous Substances in
electrical and electronic equipment’ (RoHS) regulations. To deal with this serious
problem, the Indian government has also taken many steps and has come up with
innovative measures. The ministry of Environment and Forests is the nodal agency
for policy, planning, and coordinating the environment programmes, including
electronic waste. The management of e-waste was covered under ‘management,
handling and trans-boundary movement’ rules 2007, part of EPA 1986 and Envi-
ronment and Forests Hazardous Wastes management rules 2008. In May 2012, new
rules are issued by the union ministry of environment and forests (MoEF) to address
the safe and environment friendly handling, transporting, storing, and recycling of
e-waste. The concept of material cycles is gradually replacing a ‘one-way’ per-
ception of economy. Increasingly, customers expect companies to minimize the
environmental impact of their products and processes.

Take-back and recovery obligations have been enacted or are underway for a
number of product categories including electronic equipment in the European
Union and in Japan, cars in the European Union and in Taiwan, and packaging
material in Germany. In this vein, the past two decade has witnessed an immense
growth of product recovery activities. Some of the enterprises that are putting
substantial efforts into remanufacturing used equipments include copy machine
manufacturers Xerox and Canon. Xerox did resource recycling for collected
products at 99.9 % in 2011. They also reduced new resources use by 2,272 tons.
The main drivers of this achievement are the increase in both products containing
reused parts and the amount of resources recycled from consumable cartridges [1].
Canon has been operating two remanufacturing factories for used copy machines in
Virginia (USA) and in the UK since 1993 and is currently exploring comprehensive
recycling systems for all copier parts. Toner cartridges have been collected for reuse
since 1990 and have recycled around 287,000 tones of cartridges by the end of
2011, thereby saved around 430,000 of CO2 [2]. Yet another example of product
recovery concerns single-use cameras. Kodak started in 1990 to take back, reuse,
and recycle its single-use cameras, which had originally been designed as dispos-
ables. Kodak is using 86 % of reused parts in manufacturing their new cameras [3].
Some companies use remanufacturing of obsolete product components as the
strategy for upgrading products (e.g., HP’s main frame systems [4] and Nortel’s
network systems) [5]. Another group of companies recover the parts and compo-
nents from used products to provide remanufactured replacement parts for customer
service support, called cannibalization of components (e.g., IBM’s computer ser-
vice parts). Lastly, a number of companies collect their used products for material
recovery to provide recycled materials to support their own operations or sell to
other industries, for example, the plastic components recycling programs imple-
mented by HP for printer cartridges and by Dell for computer peripherals [6].
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Currently, in India, e-waste processing is being handled in two ways: formal and
informal recycling. The Indian recycling industry recycles 19,000 million tons of
e-waste every year. Of which, 95 % electronic waste is recycled in the informal sector
and only 5 % goes for formal recycling. There is a very well-networked informal
sector in the country [7] involving key players such as vendors, scrap dealers, dis-
mantlers, and recyclers. However, the disposal and recycling of computer-specific
e-waste in the informal sector are very rudimentary. The process followed by these
recyclers is product reuse, refurbish, conventional disposal in landfills, open burning,
and backyard recycling [8]. Of late, formal recycling is being pursued in a big way.
Some initiatives have been taken to dismantle and dispose electronic items in the
most environmentally sound manner; they also comply with occupational health
and safety norms of the workers. Some major e-waste recycling companies are
Trishyiraya (Chennai), Infotrek (Mumbai), and E-parisaraa (Bangalore).

Supply chainmanagement is concernedwith the efficient and responsive system of
production and distribution from raw material stage to final consumer. However, the
contemporary supply chains are facing much wider challenges from environmental
sustainability issue perspectives [9]. Sustainability remained a fragmented approach
based on anecdotic best practices for the different phases of the supply chain. In such
approaches, it was difficult for companies to understand that sustainable supply chains
could bemuchmore than an obligation, a cost, a constraint, or a charitable deed. Since
the Brundtland’s report [10], sustainable development, defined as aiming to meet “the
needs of the present generation without compromising (…) future generations,’ has
progressively been incorporated in governmental policy and corporate strategy. Not
surprisingly, as the issue of sustainability matured, theory and more complete
understanding for this inchoate discipline are currently evolving. Given the ambi-
guities that surround the sustainability issue, hundreds of different interpretations,
related tools, and methods have been proposed to operationalize sustainability.
Within the supply chain field, environmental issues have been analyzed through the
traditional supply chain segments: from purchasing and inbound logistics through
production and manufacturing, to distribution and outbound logistics.

1.1.1 Green Supply Chain Management

According to the moving direction, the supply chain can be divided into the forward
and the reverse supply chain (RSC) [11]. The forward supply chain (FSC) means
acquiring the original material products from the suppliers and increasing their
additional values by creating values in them through corporate managerial func-
tions. On the contrary, the RSC process involves product return, source reduction,
recycling, material substitution, item reuse, waste disposal, reprocessing, repairing,
and remanufacturing are all examples of recovery options that can represent an
attractive business opportunity, a positive answer to sustainable development, and a
way of achieving competitive advantage [12–14]. Thus, when putting the RSC
processes into a more environmental and thus sustainable ‘green’ context, it is

1 Green Supply Chain … 3



called green supply chain management (GSCM). Srivastava [13] defined the GSCM
as ‘incorporating environmental thoughts into supply chain management, including
product design, material sourcing and selection, manufacturing processes, delivery
of the final product to the customer moreover, the end-of-life cycle.’

Further, supply chains consist of and span many boundaries. Typically, every
boundary can be presented at many levels of analysis [15]. Sarkis [15] suggested
nine forms of interrelated boundaries leading to GSCM. These boundaries include:
organizational, informational, proximal, political, temporal, legal, cultural, eco-
nomic, and technological.

An organization comprises various sub-attributes that lead to greening the
supply chain. The continuum of various sub-attributes of an organization ranges
from scheduling decisions planned on individual processing equipment to the
relationships between different departments. All the activities at different levels of
an organization intend to minimize the time and thereby reduction of energy
wastage. Thus, the desired outcome for GSCM is the result of internal response
practices adopted by an organization.

Lean practices are one of the ways of internal response to sustainability. Lean
practices aim to minimize the waste. ‘Environmental wastes, including wasted
energy, can cost companies thousands of dollars a year’—addressed by Chris Reed,
a member of the United States Environmental Protection Agency’s Lean and
Environmental Initiatives. He further highlights that as public become more aware
about the issues of climate changes, organizations are beginning to incorporate
environmental concerns into their lean activities. Reed [16] points out

… A Lean event does not have to focus on environmental targets to achieve environmental
benefits – often these come on the coattails of other activities. However, altering the scope
of an activity to incorporate ‘green’ aspects can have an exponential effect on both Envi-
ronmental and Economic benefits.

Therefore, with lean practices (to save time), and thereby saving of energy at a
very diminutive level of scheduling decisions, we can say

… that Environmental sustainability accrues from exponential manifestation of a ‘Nano-
Activity’ performed at operational level in an organization with coalition of supply chain
network and environment.

The integration of FSC and RSC shows its potential benefit when timely
(temporal boundary) communication (information boundary) is made between RSC
and FSC. Information is not only critical for internal supply chain management
operations, but can be a very effective regulatory tool that may cause organizations
to re-evaluate their supply chain processes [17]. That is, environmental information
flows may be used to provide certain public images of the supply chain and its
members. Having this information made public can cause significant pressures from
external stakeholders on the overall supply chain to improve environmental and
social performance [18]. As the company reconfigure its processes based on
gathered information, its market starts moving from local to other states or countries
(expanding legal, cultural, and political boundaries).
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The present research extends the knowledge under the premise of GSCM by
finding the hierarchy of interactions between the boundaries stated by Sarkis [15]
mentioned above. We used interpretive structure modeling (ISM) technique to find
the interactions between various GSCM enablers. For developing the structural self-
interaction matrix (SSIM), we consulted five renowned researchers from top aca-
demic research institutes of India. These researchers are extensively engaged in the
research of GSCM. With the consensus of these experts, we reached to final SSIM.

1.2 Literature Review: Evolution of Green Supply Chain
Management

As GSCM grew and gained increased attention from researchers, the early literature
in the area focused on the significant impact of the approach on the well-being of
the environments in which corporations work. Much of the work of early theorists
focused directly on the green approach as an economic plan for survival. Porter and
Van Der Linde [19, 20] discussed the rudiments behind the movement toward green
practices, which were (a) increasing supply savings, (b) reducing waste, and (c)
increasing productivity. According to Srivastava [13], three advancements emerged
in GSCM: the reactive, the proactive, and the value-seeking. Of these, the reactive
approach requires the least supply investment and usually involves updating
product labeling and exploring ways to lower the impact of production on the
environment. The proactive approach is a midlevel undertaking in which organi-
zations invest modest capital in an attempt to self-regulate and focus research and
design on creating greener products while taking steps to create a recycling pro-
gram. The last approach is value-seeking, through which companies focus on
implementing ISO design and employing a green approach to purchasing. Hervani
et al. [21] argued that because of changing supply chain requirements, environ-
mental managers need to focus on a green approach in order to handle necessary
supply chain change. The product life cycle has presented an increasingly important
issue, especially when appropriation of material is involved, as well as the specific
impact on product supplier relations in selecting materials for product development
[22]. Several alternative methods exist to address the need for reverse logistics [23].
Those methods foster guidelines, according to Mukhopadhyay and Setoputro [24],
which focus on return procedures of manufacturers when ordering merchandise.
Kuo [25] analyzed a supply chain model for manufacturing/remanufacturing sce-
nario. The author analyzed different inventory management policies using discrete
event simulation. Akçali and Çetinkaya [26] classified the structural framework at
single echelon (manufacturing/remanufacturing) for the inventory and production
planning models in closed-loop supply chain. Hong et al. [27] suggest that the firms
firstly strive for responsiveness to improve environmental performance. Secondly,
lean practices are the important mediator to achieve environmental performance,
and thirdly, focal organization takes the lead in achieving environmental perfor-
mance, and suppliers are in the supportive circle of influence.
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1.3 ISM Methodology and Model Development

ISM falls into the soft operations research (OR) family of approaches. The term
ISM refers to the systematic application of graph theory in such a way that theo-
retical, conceptual, and computational leverage is exploited to efficiently construct a
directed graph, or network representation, of the complex pattern of a contextual
relationship among a set of elements. In other words, it helps to identify structure
within a system of related elements. It may represent this information either by a
digraph (directed graph) or by a matrix. ISM model also portrays the hierarchy of
the enablers. The development of a hierarchy helps in the classification and cate-
gorization of the enablers, and thereby formulates their respective strategies and
policies while providing clarity of thought. A model depicting relationships among
key enablers would be of great value to the top management to delineate the focus
areas. ISM methodology helps to impose order and direction on the complex
relationships among elements of a system [28, 29]. The ISM methodology is
interpretive from the fact that the judgment of the group decides whether and how
the variables are related. The process of structural modeling consists of several
elements: an object system, which is typically poorly defied system to be described
by the model; a representation system, which is a well-defined set of relations; and
an embedding of perceptions of some relevant features of the object system into the
representation system. Interpretation of the embedded object or representation
system in terms of the object system results in an interpretive structural model [29].

1.3.1 Structural Self-interaction Matrix

As previously mentioned, we consulted five experts for developing SSIM. Con-
textual relationship of ‘leads to’ type is chosen which means that one enabler helps
to alleviate another enabler leading to the contribution toward GSCM. Keeping in
mind, the contextual relationship for each enabler, the existence of a relation
between any two enablers (i and j), and the associated direction of the relation is
questioned. Four symbols are used to denote the direction of relationship between
the enablers (i and j). V: Enabler i will alleviate Enabler j; A: Enabler j will be
alleviated by Enabler i; X: Enabler i and j will alleviate each other; and O: Enablers
i and j are unrelated. Based on the opinion of experts, Table 1.1 is developed.

1.3.2 Reachability Matrix and Level Partitions

The SSIM is transformed into a binary matrix, called the initial reachability matrix
by substituting V, A, X, O by 1 and 0 as per the case shown in Table 1.2. Further,
various iterations are carried out to develop a final digraph of the model. For the
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sake of brevity, we mentioned various iterations in Tables 1.3, 1.4, 1.5, 1.6 and 1.7.
From the final reachability matrix, the digraph is formed. Removing the transitivity,
the digraph is finally converted into the ISM model as shown in Fig. 1.1.

Table 1.1 Structural self-interaction matrix

X O V A V V O V (1)

X X A O V O A (2)

X O V O X O (3)

O A A A O (4)

A A A O (5)

O V O (6)

O V (7)

X (8)

(9)

Table 1.2 Reachability matrix

(1) (2) (3) (4) (5) (6) (7) (8) (9) Driving power

(1) 1 1 0 1 1 0 1 0 1 6

(2) 0 1 0 0 1 0 0 1 1 4

(3) 0 1 1 0 1 0 1 0 1 5

(4) 0 0 0 1 0 0 0 0 0 1

(5) 0 0 1 0 1 0 0 0 0 2

(6) 1 0 0 1 0 1 0 1 0 4

(7) 0 1 0 1 1 0 1 1 0 5

(8) 0 1 0 1 1 0 0 1 1 5

(9) 1 1 1 0 1 0 0 1 1 6

Dependence 3 6 3 5 7 1 3 5 5

Table 1.3 Iteration 1
Element
pi

Reachability
set R(pi)

Antecedent
set A(pi)

Intersection
R pið Þ \� A pið Þ

1 1, 2, 4, 5, 7, 9 1, 9 1, 9

2 2, 5, 8, 9 2, 8, 9 2, 8, 9

3 2, 3, 5, 7, 9 3, 5, 9 3, 5, 9

4 4 4 4

5 3, 5 3, 5 3, 5

6 1, 4, 6, 8 6 6

7 2, 4, 5, 7, 8 7 7

8 2, 4, 5, 8, 9 2, 8, 9 2, 8, 9

9 1, 2, 3, 5, 8, 9 1, 2, 3, 8, 9 1, 2, 3, 8, 9
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1.3.3 Matrix of Cross Impact Multiplications Applied
to Classification (MICMAC) Analysis

The objective of the MICMAC analysis is to analyze the driver power and the
dependence power of the enablers [30]. In a MICMAC analysis, enablers are
classified into four clusters. The first cluster consists of the ‘autonomous enablers’
that have weak driver power and weak dependence. These enablers are relatively
disconnected from the system, with which they have only few links, which may be
strong. Second cluster consists of the ‘dependent enablers’ that have weak driver

Table 1.4 Iteration 2
Element
pi

Reachability
set R(pi)

Antecedent
set A(pi)

Intersection
R pið Þ \� A pið Þ

1 1, 2, 7, 9 1, 9 1, 9

2 2, 8, 9 2, 8, 9 2, 8, 9

3 2, 3, 7, 9 3, 9 3, 9

6 1, 6, 8 6 6

7 2, 7, 8 7 7

8 2, 8, 9 2, 8, 9 2, 8, 9

9 1, 2, 3, 8, 9 1, 2, 3, 8, 9 1, 2, 3, 8, 9

Table 1.5 Iteration 3
Element
pi

Reachability
set R(pi)

Antecedent
set A(pi)

Intersection
R pið Þ \� A pið Þ

1 1, 7 1 1

3 3, 7 3 3

6 1, 6 6 6

7 7 7 7

Table 1.6 Iteration 4
Element
pi

Reachability
set R(pi)

Antecedent
set A(pi)

Intersection
R pið Þ \� A pið Þ

1 1 1 1

3 3 3 3

6 1, 6 6 6

Table 1.7 Iteration 5
Element
pi

Reachability
set R(pi)

Antecedent
set A(pi)

Intersection
R pið Þ \� A pið Þ

6 6 6 6
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power but strong dependence. Third cluster has the ‘linkage enablers’ that have
strong driving power and also strong dependence. These enablers are unstable in the
fact that any action on these enablers will have an effect on others and also a
feedback on themselves. Fourth cluster includes the ‘independent enablers’ having
strong driving power but weak dependence. It is observed that an enabler with a
very strong driving power called the key enablers, falls into the category of inde-
pendent enablers. Subsequently, the driver power-dependence diagram is con-
structed which is shown in Fig. 1.2.

4. Political5. Temporal

2. Informational 8. Economic

7. Cultural

9. Technological

1. Organizational3. Proximal

6. Legal

Fig. 1.1 ISM model for contribution toward GSCM
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Fig. 1.2 Driver power and dependence diagram
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1.4 Discussion of Results and Conclusion

As seen in Fig. 1.2, there is no enabler in the autonomous cluster which indicates no
enabler can be considered as disconnected from the whole system and the man-
agement has to pay an attention to all the identified enablers of sustainability in
supply chains. In the next cluster, we have independent variables such as Legal
boundary, Organizational boundary, Proximal boundary, and Cultural boundary
toward sustainable practices, which have high driving power but little dependence.
These enablers play a key role for integrating sustainability in a supply chain. The
next cluster consists of those enablers that are termed as linkage variables and
include Informational boundary, Economic boundary, and Technological boundary,
which is influenced by lower level enablers and in turn impacts other enablers in the
model. The three linkage enablers are interconnected in a way that information
boundary facilitates the organization that at what point of time it is economically
infeasible to carry on with the environmental responsibilities due to end-of-pipe or
incompatible technologies. The last cluster includes enablers such as Temporal
boundaries and Political boundaries. In this cluster, particularly the Temporal
boundary has highest dependence and form the topmost level in the ISM hierarchy.
It represents the enabler that is the resultant action for effective integration of
sustainability in a supply chain. Its strong dependence indicates that it requires all
the other enablers to come together for effective implementation of sustainability
practices. But it is important as it is finally required by the supply chain to measure
the effectiveness of sustainability in the supply chain.

The ISM model developed in this paper clearly portrays that for carrying out
green practices, the supply chains require that each echelon within a supply chain
should morally and ethically be involved in environmental sustainability as these
can be considered as the attributes of legal boundary [15]. Similarly, extraneous to
proximity, may be at international level, or at individual, group, and organizational
levels, the management should inculcate the culture of environmental sustainability.
Further, the model portrays that it is imperative that ‘Information boundary’ leads to
‘Temporal boundary’ which clearly indicates that time is the ultimate action for
environmental sustainability. This validates the statements made by various
researchers that lean practices through information coordination within an organi-
zation and timely information from consumers for re-evaluating the supply chain
are very important from environmental sustainability perspectives. Under political
boundaries, the issues of power and trust at organizational and inter-organizational
level also play a significant role toward environmental sustainability. However, it
may largely depend upon cultural boundary context.

Toward this end, the present paper is an attempt in the direction to identify the
key enablers which affect the environmental sustainability decision. There is scope
for further research by developing a broader consensus on the order of priority of
these enablers, especially in the context of reverse supply chain, and studying
separately their impact on the performance of forward supply chain. For instance, a
time-based performance can be analyzed for a closed-loop supply chain when
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different scheduling decisions are adopted at operational level under the premise of
information sharing so as to mitigate system wide cycle time and thereby saving
energy.
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Chapter 2
An Optimum Setting of PID Controller
for Boost Converter Using Bacterial
Foraging Optimization Technique

P. Siva Subramanian and R. Kayalvizhi

Abstract In this paper, a maiden attempt is made to examine and highlight the
effective application of bacterial foraging (BF) algorithm to optimize the PID
controller parameters for boost converter and to compare its performance to
establish its superiority over other methods. The proposed BF-PID controller
maintains the output voltage constant irrespective of line and load disturbances than
particle swarm optimization (PSO)-based PID controller and conventional PID
controllers.

Keywords PID controller � Boost converter � State space modeling � Bacterial
foraging algorithm

2.1 Introduction

The main target of power electronics is to convert electrical energy from one form
to another. To make the electrical energy to reach the load with the highest effi-
ciency is the target to be achieved. Power electronics also targets to reduce the size
of the device which aims to reduce cost, size and high availability. In this project,
the power electronic device is DC–DC boost converter. Sometimes, it is necessary
to increases dc voltage. Boost converter is a DC–DC converter in which the output
voltage is always greater than the input voltage which depends on switching fre-
quency [1]. From the energy point of view. From the energy point of view, output
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voltage regulation in the DC–DC converter is achieved by constantly adjusting the
amount of energy absorbed from the source and that injected into the load. These
two basic processes of energy absorption and injection constitute a switching cycle
[2]. Some control methods have stated the issue of control through pole placement
[3]. Another is the design of boost converter incorporated with PID controller that is
used to control the behaviors of the system in linear. This system is a closed-loop
system with feedback. A proportional integral derivative controller (PID controller)
is a generic control loop feedback mechanism widely used in industrial control
systems. A PID controller attempts to correct the error between a measured process
variable and a desired set point by calculating and then outputting a corrective
action that can adjust the process accordingly. The PID controller tuning involves
the calculation of three separate parameters: the proportional, the integral, and the
derivative values.

The values of these parameters to control a process depend on the process
dynamics and the required response of the process. The adjustment of the controller
parameters to achieve satisfactory control is called controller tuning. In many
process industries, the process dynamics are poorly known. In such situation, the
process model is obtained through the experimental data. The required response of
the process is determined based on some performance criteria such as settling time,
peak amplitude, peak time, ISE, and IAE. The PID controller is simple but cannot
always effectively control systems with changing parameters and may need frequent
online retuning. Most of the articles have concentrated on designing PI and PID
controllers [4]. In order to obtain better response, a bacterial foraging (BF) algo-
rithm-based PID controller is designed.

BF algorithm proposed by Passino [5] is a newcomer to the family of nature-
inspired optimization algorithms. Application of group foraging strategy of a swarm
of Escherichia coli bacteria to multioptimal function optimization is the key idea of
the new algorithm. Bacteria search for nutrients in a manner to maximize energy
obtained per unit time. Individual bacterium also communicates with others by
sending signals. A bacterium takes foraging decisions after considering two pre-
vious factors. The process, in which a bacterium moves by taking small steps while
searching for nutrients, is called chemotaxis, and key idea of BF algorithm is
mimicking chemotactic movement of virtual bacteria in the problem search space. It
is used as optimization method and has shown its effectiveness in various problems.
BF algorithm is a powerful search tool that can reduce the time and effort involved
in designing systems for which no systematic design procedure exists [6]. They can
quickly find close-to-optimal solutions. They are certainly useful tools when trying
to solve analytically difficult problems.

In this paper, BF optimization algorithm is developed for tuning the parameters
of PID controller. The developed controller is simulated for a DC–DC boost con-
verter and to compare the response of optimized PID controller with the conven-
tional PID controller, particle swarm optimization (PSO)-based PID controller [7].
Simulation results indicate that BF-PID controller guarantees the good performance
under various line and load disturbance conditions than others.
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2.2 Boost Converter

Consider the DC–DC boost converter circuit shown in Fig. 2.1. During the interval,
when switch Q is off, diode D conducts the current iL of inductor L toward the
capacitor C0 and the load R0. During the interval, when switch Q is on, diode D
opens and the capacitor C0 discharges through the load R. The converter transfers
the energy between input and output by using the inductor.

The transfer function in Fig. 2.1 is derived using the standard state space
averaging technique. In this approach, the circuits for two modes of operation (ON
mode and OFF mode) for the converter are modeled as follows:

_x ¼ Axþ Bu

y ¼ Cxþ Du
ð2:1Þ

where
x state variable
u input voltage (Vin)
y output voltage (Vo)

After modeling, the two modes are averaged over a single switching period T.

2.3 PID Controller

The PID controller shown in Fig. 2.2 is used to improve the dynamic response and
to reduce the steady-state error. The derivative controller improves the transient
response, and the integral controller will reduce steady-state error of the system.

Fig. 2.1 Circuit diagram of boost converter

Fig. 2.2 Schematic diagram of PID controller
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The transfer function of the PID controller is given as follows:

kp þ ki
s
þ kds ¼ kds2 þ kpsþ ki

s
ð2:2Þ

The PID controller works in a closed-loop system. The signal u(t) output of the
controller is equal to the Kp times of the magnitude of the error plus Ki times the
integral of the error plus Kd times the derivative of the error as follows:

kpeþ ki

Z
edt þ kd

de
dt

ð2:3Þ

This control signal will be then sent to the plant, and the new output y(t) will be
obtained. This new output will be then sent back to the sensor again to find the new
error signal e(t). The controller takes this new error as input signal and computes the
gain values (Kp, Ki, Kd).

2.4 Bacterial Foraging Optimization Technique

BF algorithm is a new division of bioinspired algorithm. This technique is devel-
oped by inspiring the foraging behavior of E. coli bacteria. In the BF optimization
process, four motile behaviors of E. coli bacteria are mimicked.

2.4.1 Chemotaxis

During the foraging operation, an E. coli bacterium moves toward the food location
with the aid of swimming and tumbling via flagella. Depending upon the rotation of
flagella in each bacterium, it decides whether it should move in a specified direction
(swimming) or altogether in modified directions (tumbling), in the entire lifetime.
To represent a tumble, a unit length random direction, say Φ(j), is generated; this
will be used to define the direction of movement after a tumble. In particular,

hi jþ 1; k; lð Þ ¼ hi j; k; lð Þ þ C ið Þ � UðjÞ ð2:4Þ

where hiðj; k; lÞ represents the ith bacterium, at jth chemotactic, kth reproductive,
and lth elimination and dispersal step. C(i) is the size of the step taken in the
random direction specified by the tumble.
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2.4.2 Swarming

In this process, after finding the direction of the best food position, the bacterium
will attempt to communicate with other by using an attraction signal. The signal
communication between cells in E. coli bacteria is represented by

Jccðh;D j; k; lð ÞÞ ¼ Jiccðh; hi j; k; lð ÞÞ ¼ X þ Y ð2:5Þ

where

X ¼
XS
i¼1

½�Dattract � exp(�W attract �
XP
m¼0

ðhm� himÞÞ2�

Y ¼
XS
i¼1

½Hrepellant � exp(�W repellant �
XP
m¼0

ðhm� himÞÞ2�

where Jcc h;D j; k; lð Þð Þ is the cost function value to be added to the actual cost
function to be minimized to present a time-varying cost function, S is the total
number of bacteria, P is the number of parameters to be optimized which are
present in each bacterium, and Dattract, Wattract, Hrepellant, and Wrepellent are different
coefficients that should be chosen properly.

2.4.3 Reproduction

The least healthy bacteria die, while each of the healthier bacteria (those yielding
lower value cost function) asexually splits into two bacteria, which are then placed
in the same location. This keeps the swarm size constant.

2.4.4 Elimination and Dispersal

It is possible that in the local environment, the life of bacteria changes either
gradually or suddenly due to some other influences. Events can occur such that all
the bacteria in a region are killed or a group is dispersed into a new environment.
They have the effect of possibly destroying the chemotactic progress, but they also
have the effect of assisting in chemotaxis, since dispersal may place bacteria near
attractive food sources. From a broader perspective, elimination and dispersal are
part of the population-level long-distance motile behavior.

The searching procedure to develop BF-PID controller is as follows:
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Step 1 Initialization
D Number of parameters to be optimized. In this project, it isKP,KI, andKD.
S Number of bacteria to be used for searching the total region.
NS Swimming length after which tumbling of bacteria will be done in a

chemotactic step.
Nc Number of iterations to be taken in the chemotactic step.
Nre Maximum number of reproductions to be undertaken.
Ned Maximum number of elimination and dispersal events to be imposed

over bacteria.
Ped Probability with which the elimination–dispersal will continue.
θ Location of the each bacterium which is specified by random numbers

on [0,1].
C(i) Chemotactic step size assumed to be constant for our design.

The value of Dattract, Wattract, Hrepellant, and Wrepellent is to denote here
that the value of Dattract and Hrepellant should be the same so that the
penalty imposed on the cost function through “Jcc” will be “0” when all
the bacteria will have the same value, i.e., they have converged.

Step 2 Elimination and dispersal loop
l ¼ lþ 1

Step 3 Reproduction loop
k ¼ k þ 1

Step 4 Chemotactic loop
j ¼ jþ 1

(i) For i = 1, 2, 3 … S, take a chemotactic step for each bacterium i as
follows:

(ii) Compute the value of J(i, j, k, l).
Let Jði; j; k; lÞ ¼ Jði; j; k; lÞ þ Jccðhiðj; k; lÞ;Pðj; k; lÞÞ (i.e., add on the
cell to cell attractant effect to the nutrient concentration).

(iii) Let JLast = J(i, j, k, l) to save this value since we may find a better cost
via run.
End of for loop.

(iv) For i = 1, 2, 3 … S, take the tumbling/swimming decision
Tumble: Generate a random number vector Rp with each element m(i),
(m = 1, 2, 3 … D), a random number on the interval [−1,1].

(v) Move: Let

hiðjþ 1; k; lÞ ¼ hiðj; k; lÞ þ CðiÞ DðiÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DTðiÞ � DðiÞp

This results in a step of size C(i) in the direction of the tumble for
bacterium i.

(vi) Compute = J(i, j, k, l)
Let Jði; j; k; lÞ ¼ Jði; j; k; lÞ þ Jccðhiðj; k; lÞ;Pðj; k; lÞÞ
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(vii) Swim: Note that we use an approximation since we decide swimming
behavior of each cell as if the bacteria numbered {1, 2, 3 … i} have
moved and {i + 1, i + 2, i + 3… S} have not; this is simpler to simulate
than simultaneous decision about swimming and tumbling by all the
bacteria at the same time.
Let m = 0 (counter for swim length)
While m < Ns (if doing better), let
JLast ¼ J i; jþ 1; k; lð Þ and
let hi jþ 1; k; lð Þ ¼ hiðj; k; lÞ þ C ið Þ DðiÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

DT ið Þ�DðiÞ
p

And use this hi jþ 1; k; lð Þ to compute the new J(i, j+ 1, k, l) as in step (vi).
Else, let m = Ns, and this is the end of the while statement.

(viii) Go to next bacterium (i + 1) if ‘i’ is not equal to S (i.e., go to (b)) to
process the next bacterium.

Step 5 If j < Nc, go to Step 4. In this case, continue chemotaxis since the life of the
bacteria is over.

Step 6 Reproduction

(i) For the given value of k and l, and for each i = 1, 2, 3 … S. Let
JiHealth ¼

P
J i; j; k; lð Þ be the health of bacterium. Sort bacteria on

chemotactic parameters C(i) in order of interesting cost JHealth (higher
cost means lower health).

(ii) The Sr = S/2 bacteria with the highest JHealth values die and other Sr
bacteria with the best value split and the copies that are made are placed
at the same location as their parent.

Step 7 If k < Nre, go to Step 2; in this case, we have not reached the number of
specified reproduction steps, so we start the next generation in the next
chemotactic step.

Step 8 Elimination and Dispersal: For i = 1, 2, 3 … S, with probability Ped,
eliminate and disperse each bacterium (keeps the bacterium population
constant). To do this, if we eliminate a bacterium, simply disperse one into
a random location in the optimization domain.

Step 9 If l < Ned, then go to Step 1; otherwise, end.

2.5 Performance Indices for BF Algorithm

The objective function considered is based on the error criterion. The performance
of a controller is best evaluated in terms of error criterion. In this work, controller’s
performance is evaluated in terms of integral square error (ISE).

ISE ¼
Z t

0

e2dt ð2:6Þ
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The ISE weighs the error with time and hence minimizes the error values nearer
to zero.

2.6 Simulation Results

The circuit parameters of the boost converter are shown in Table 2.1.
The responses of boost converter using conventional PID controller and BF-PID

controllers are shown in Figs. 2.3, 2.4, 2.5 and 2.6.
The figures show that BF-PID controller will drastically reduce the overshoot

and ISE and IAE values as compared to the conventional PID controller. Table 2.2

Table 2.1 Circuit parameters
of the boost converter Parameter Symbol Value

Input voltage Vin 12 V

Output voltage Vo 20 V

Inductor L 162 µH

Capacitor C 220 µF

Internal resistors RL, RC 5 mΩ

Load resistor R 10 Ω

Duty ratio D 0.53

Fig. 2.3 Output voltage of conventional PID controller, PSO-based PID controller, and BF-based
PID controller

20 P. Siva Subramanian and R. Kayalvizhi



Fig. 2.4 Comparison of closed-loop response of boost converter under sudden change in line
voltage of 12–15 V (25 % increase) and 12–10 V (25 % decrease)

Fig. 2.5 Comparison of closed-loop response of boost converter under sudden change in load
disturbance from 10 to 12 Ω (25 % increase) and 10 to 8 Ω (25 % decrease)
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shows the performance analysis of the boost converter using conventional PID
controller, PSO-PID controller, and BF-PID controller.

2.7 Conclusion

In this work, BF algorithm is developed to tune the PID controller parameters that
control the performance of DC–DC boost converter. The simulation results confirm
that PID controller tuned with BF algorithm rejects satisfactorily both the line and
load disturbances. Also, the result proved that BF-based PID controller gives the
smooth response for the reference tracking and maintains the output voltage of the
boost converter according to the desired voltage.

Fig. 2.6 Comparison of servo response of boost converter under sudden change in reference
voltage 20–30 V

Table 2.2 Performance analysis of the boost converter

Parameters Conventional PID
controller

PSO-PID
controller

BF-PID
controller

Peak amplitude (V) 20 20 20

Overshoot (%) 0 0 0

Rise time (ms) 2.3 1.4 0.5

Settling time (ms) 18 13 5

ISE 1.52 1.17 0.35

22 P. Siva Subramanian and R. Kayalvizhi



References

1. Khanchandani KB, Singh MD (2005) Power electronics. Tata McGraw Hill, New Delhi
2. Hasaneen BM, Mohammed AAE (2008) Design and simulation of DC/DC boost converter.

12th international middle-east power system conference, pp 335–340
3. Kelly A, Rinne K (2005) Control of DC–DC converters by direct pole placement and adaptive

feed forward gain adjustment. In: Applied power electronics conference and exposition
(APEC), vol 3, pp 1970–1975

4. Iruthayarajan MW, Baskar S (2007) Optimization of PID parameters using genetic algorithm
and particle swarm optimization. In: International conference on information and communi-
cation technology in electrical sciences, pp 81–86

5. Passino KM (2002) Biomimicry of bacterial foraging for distributed optimization and control.
IEEE Control syst Mag, pp 52–67

6. Mary Synthia Regis Prabha DM, Pushpa Kumar S, Glan Devdhas G (2011) An optimum setting
of controller for a DC–DC converter using bacterial intelligence technique. In: IEEE PES
innovative smart grid technologies, New Jersey

7. Suresh Kumar R, Suganthi J (2012) Improving the boost converter PID controller performance
using particle swarm optimization. Eur J Sci Res 85(3):327–335. ISSN 1450-216X

2 An Optimum Setting of PID Controller … 23



Chapter 3
A Command Splitter
for a Mini–Macro-Manipulator
for Online Telemanipulation

Amar Banerji

Abstract A mini–macro-system consists of two manipulators cascaded to each
other, one of them being much lighter than the other. The advantage is that the
lighter manipulator which has better dynamic response can quickly respond to the
command and the sluggish partner can start contributing when it is ready.
The control systems of both the manipulators are good enough to execute any joint
motion independently, but they need precise individual reference velocity signals
for all the joints in real time so that it could move all of them appropriately even in
cascaded condition. This paper presents an algorithm to compute the joint rates in
real time so that both the manipulators cooperate with each other in moving the end-
effector in best possible way.

Keywords Master–slave manipulator � Parallel manipulator � Dual robot

3.1 Introduction

It is obvious that a robotic arm that responds to an online command (online here is
meant as interactive, such as moving the computer’s curser with the mouse or arrow
keys) in real time is ideal for many difficult-to-program tasks. For example, the
specialized tasks, such as surgery, bomb disposal, and handling of hazardous
chemicals and biological wastes, need interactive manipulation, also called ‘mas-
ter–slave’ manipulation.

The inexpressible nature of the maneuvers rules out preprogrammed motions.
These tasks may be done using an interactively operated slave robotic arm. For
example, consider the robotic arm shown in Fig. 3.1, marked as ‘main robot’
(the mini-part can be ignored at this moment). It is a planar manipulator with 2
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DOFs in position and one in rotation. It could be manipulated as a slave arm by
electronically linking it with another identical manipulator (the master), but with
only the encoders at its joints and no motors. The operator manually manipulates
the master, and its movements are imitated by the slave. This principle can also be
used in manipulating robots of much bigger sizes and with various configurations.

The master arm, however, cannot be made arbitrary large. Usually, a small 6-
DOF device called Phantom™ (Fig. 3.2) is used as the master arm to feed the
motion commands. This, then, requires the tracking of the end-effectors’ (grippers)
motions in spatial coordinate (i.e., Phantom’s tip’s motion in x axis will result in
robot’s gripper’s motion in x direction) because the joint motions and postures of
master and slave can no longer be identical.

The master arm is grasped by the operator, and it can be manipulated effortlessly
and rapidly by the operator’s hand because of its negligible mass. However, often,
the experience of performing a master–slave operation has been quite unsettling and
disorienting for the operator due to sluggish inertial response of the main (macro)
robotic arm compared to almost effortless movement of the Phantom master arm
(e.g., a quick maneuver required for writing letter ‘M’ may not get properly

MiniRobot

Main Robot

Fig. 3.1 Left A 3-DOF planar
manipulator with mini-
parallel manipulator

Fig. 3.2 Left A 6-DOF Phantom™ being used for manipulating a 6-DOF manipulator. Right A 3-
DOF planar manipulator
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executed.). It is not due to the communication delay or control system’s compu-
tation delay. The fact is that the operator maneuvers the master’s stylus using his/
her much agile fingers, seldom using his elbow, shoulder, or wrist. The robotic arm,
however, is constrained to reproduce the same dexterity using bigger links. This is
not feasible in typical robots. Basically, they are designed for executing pro-
grammed motions with well-planned trajectories suitable for the manipulator’s
dynamics. Thus, the desired maneuvers executed by the master arm are often poorly
imitated by the slave arm in fine manipulation tasks. We investigated the possibility
of creating a manipulator with two manipulators with identical DOFs in cascade to
improve its dynamic response as reported in the literature. The main (macro)
manipulator is connected with a small mini-manipulator at its end-effector’s loca-
tion. The mini-manipulator is an in-house developed parallel manipulator with two
positional DOFs and one rotational DOF [3]. It has three prismatic joints actuated
by three ball–screw mechanisms, but they are connected in parallel and not in
series, see Fig. 3.3. It is connected to a bigger but sluggish 3-DOF planar manip-
ulator as shown in Fig. 3.1, creating a redundant robotic system. In fact, this mini-
manipulator can be conveniently retrofitted to any other existing robotic arm whose
response time has to be improved, subject to its degrees of freedom. Additionally,
no hardware modification of the existing robotic arm is required. The cascaded
system converts a sluggish manipulator to a quick response manipulator mechanism
in 3-DOF manipulator as discussed in the following sections. This attachment also
neutralizes the disturbances caused by backlash and dynamics of the serial robotic
arm due to its higher bandwidth and negligible backlash.

This paper describes an algorithm to generate the commands for macro- and
mini-manipulator using instantaneous states of their respective joints. The approach
in this algorithm is similar to that used by other researchers in computing the
trajectory of flexible manipulators and mini–macro-system. But in those cases, the
manipulators were not used in master–slave configuration. In most of the previous
works, the joint trajectories for a given target for each manipulator were computed
using dynamic models off-line and the motion was executed. However, the present
algorithm does not require dynamic parameters of the manipulators. The macro-

Fig. 3.3 Three-DOF planar parallel manipulators: each prismatic joint stroke range = 85 mm.
Details are available in [3]
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manipulator’s native control hardware and program module is also not altered. Only
the mini-manipulator’s joint motions are computed fast enough to complement the
macro-manipulators response.

The master–slave manipulation is very common in the nuclear energy industry
where mechanically coupled master–slave pair is extensively used to handle
radioactive substances. The transition to robotic manipulators is slowly happening
there, but not much published works are available in the public domain. In contrast,
other industries deploy robots as preprogrammed machines; therefore, research
activities regarding mini–macro-system have been on the control of the system with
a specified reference trajectory.

The mini–macro-robotic system has been extensively studied in the past. The
structure of the modified manipulator is quite similar to macro–mini-manipulator
investigated by Khatib [4]. His analysis reveals that in such structures, the effective
inertia of a macro–mini-manipulator is bounded above by the mass/inertia of the
mini-manipulator alone. Thus, the system acquires a reduced effective inertia.
Yoshikawa et al. [8] attached a mini-manipulator at the tip of a flexible manipulator.
The mini-manipulator was rigid, whereas macro-manipulator was flexible. A better
steady-state accuracy at the end-effector of a long arm manipulator was achieved
using mini–macro-manipulator, and very fine motion was generated [7]. Our
emphasis, however, is on computation of instantaneous joint rates of mini- and
macro-manipulators so that the controller of these two manipulators can receive
independent reference commands. It may be noted that the control electronics of
commercial systems are seldom amenable to modifications; hence, the new
approach presented here can be used to cascade two manipulators without any risks.

3.2 Kinematics of Mini–Micro-System

As explained in the last section, the manipulator’s end-effector is now replaced with
the base of mini-manipulator. Thus, the base of the mini-manipulator keeps shifting
as the macro-manipulator moves, and its location can be computed using the for-
ward kinematics of the macro-manipulator. The forward kinematics is (often) a
nonlinear mapping f : h 7! x which maps the manipulator’s joint angles to the
workspace coordinates x.

It is well known that a linear map between the joint velocity and workspace
velocity can be found by differentiating the forward kinematics map. This new map
is called a Jacobian J. In an alternative approach, we can use a different version of
Jacobian, called manipulator Jacobian, which is not the differentiation of the for-
ward kinematic map; further details can be found in [1, 5]. Advantage of this is that
we can write the Jacobian by examining the axes of rotations and translations
(called twists), and it is symbolically denoted as n. A twist vector consists of linear
velocity _x and angular velocity x components. In the case of a planar manipulator,
all the axes of rotations are same, i.e., perpendicular to the plane. Using this
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mapping, the velocity (twist) of the manipulator tip _x x½ �T due to a joint at
q 2 <2, rotating at speed _hR is given as

_x
x

� �
¼

qy
�qx
1

2
4

3
5 _hR; ð3:1Þ

where ðqx; qyÞ is the point about which the rotation (right-hand coordinate system)
is taking place. In the case of a prismatic joint aligned to a vector ux; uy, no rotation
takes place and the actuation results in a translation _x; notice the 0 in the last row:

_x
0

� �
¼

ux
uy
0

2
4

3
5 _hP; ð3:2Þ

where _hP denotes the linear speed of the prismatic joint and not a revolution.
Now, since the velocity map is a linear function, we can add macro-manipula-

tor’s and mini-manipulator’s individual joint velocities and have a combined
Jacobian for the new structure, yielding a mapping from the joint velocities to the
mini–macro-manipulator’s tip velocity (which is commanded by phantom’s tip
velocity U—the manipulator tracks the master arm), in Cartesian space:

½U x �T ¼ ½ JMðhÞ JmðhÞ �½ f _hRg f _hPg �T : ð3:3Þ

where JM; Jm are the Jacobian for the macro- and mini-manipulator in cascaded
condition. This matrix ½JM; Jm� maps the joint-velocities to spatial coordinate sys-
tem. It should not be interpreted as dynamic equations.

We can interpret (3.3) in a very interesting way. The Jacobian has more columns
than rows and has a non trivial null space. It has three rows and six columns. Any of
the three columns are, therefore, a linear combination of the three other columns. It
tells us that there exist a certain combinations of joint speeds which may give the
same net velocity (or twist) of the tip. This actually allows us to compute a con-
venient set of joint velocities which will generate a net end-effector speed U as
described below using null space motions.

Notice that in the planar workspace case, the mini–macro-robotic structure has
six degrees of freedom, whereas the workspace has only three (position x 2 <2 and
the orientation can be described using a rotation about z axis). This results in the
possibility of a few redundant internal motions of the manipulator joints that
generate the same desired movement of the end-effector. These motions correspond
to the Null space of the Jacobian in (3.3); see [2, 5, 6] for further details. The basis
vectors of the null subspace are given by the four columns of the following matrix
that can be computed using MATLAB™ function null():

3 A Command Splitter for a Mini–Macro-Manipulator … 29



N J ¼ fw1 . . . w3 g; ð3:4Þ

where wi 2 <6; we can construct any vector in this subspace by multiplying the
columns with scalar coefficients ais and adding them:

½w1 . . . w3 �
a1
..
.

a3

2
6664

3
7775 ¼

_b1
..
.

_b3
_c1
..
.

_c3

2
666666664

3
777777775
: ð3:5Þ

We denote the macro-manipulator’s actual encoder rates with _bi and mini-
manipulator’s computed joint rates with _ci, such that Jð½h�Þ ¼ Jð½bc�TÞ. The
interesting part of this exercise, as mentioned before, is that if we move the joints
according to these velocities, the net velocity of the end-effector of the macro–mini-
manipulator will remain undisturbed. Now, all that is required is to command the
macro-manipulator’s joints with required velocities as usual (ignoring the existence
of mini-manipulator)—and simultaneously commanding the mini-manipulator’s
joints with values computed in real time from the response of dual manipultors’
joints. The algorithm given below ensures that all the motions happen within the
null space. The step response of each manipulator along with the commanded
trajectory for mini-manipulator working in tandem with macro-manipulator is
shown in Fig. 3.4.

1. Store the Jacobian JðhkÞ and its null space ½w1 . . . w3 �. A command is
generated by the motion of the phantom and sent to PID controller of the macro-
manipulator.

2. Read the joint speeds _bis of the macro-manipulator. Due to the slow dynamics
of the heavy mechanism, the actual speed will be different from the commanded
value.

3. Substitute _bis in (3.5). Calculate the value of the ai (the three unknown scalars)
with three equations having known _bi [current joint speeds of big (macro)
manipulator] at its RHS [using first three equations of (3.5)].

4. Now, it is straightforward to compute mini-manipulator’s joint rates, ci.
Substituting ai in (3.5), compute the joint speed requirement for the mini-
manipulator.

5. Command the mini-manipulator joints by sending cis to its controller. As its
dynamics is better (fast response), it will attain the commanded speed.

6. Refresh the elements of JðhkÞ and fN Jg with updated hðkþ1Þ from feedback.
7. Continue till the task is completed; that is, the manipulator finishes its moves.
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The controller of mini-manipulator is developed in-house and can be modified
easily. Therefore, any transient deficiency in the performance of macro-manipulator
can be comfortably compensated by the superior dynamics of the mini-manipulator.
As the macro-manipulator picks up the speed, the burden on the mini-manipulator
diminishes.

3.3 Implementation

A 3-link lightweight but quick acting mini-manipulator is designed based on parallel
manipulator. What is a parallel manipulator? In comparison with a serial robotic arm
where all the links of the arm are joined in series, a parallel manipulator has two or
more links joined in parallel to form a tripod-like structure. This structure, naturally,
can handle much larger stress. It also has quicker dynamic response due to its low
mass. However, its range of motion is severely limited and a combination of both, a
serial and a parallel manipulator, can work to our advantage—if a proper control
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Fig. 3.4 Simulation of typical end-effector step responses and the corresponding computed
command for mini-manipulator. Real-time plotting of six individual joints and its superimposition
with net response is too dense for presentation
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structure is designed. However, it may be noted here that serial mini-manipulator
can also be used without any modification in the algorithm. Only the value of Jm (the
mapping from joint space to spatial space) needs to be substituted for the new
manipulator in the Jacobian, be it parallel or serial.

The phantom is connected to a PC using the installed library functions in Visual
C++ code. The mini-manipulator is servoed by a control card and amplifier, also
connected to the PC. The main robot is linked to PC using ethernet. The main robot
continues to receive command through phantom as usual as if mini-manipulator
does not exist. The response of the main robot is fetched via ethernet, and this is
used to generate commands for the mini-robot. A dedicated C program computes
control card’s input and sends it using D/A card. The control loop, thereafter, is
maintained by this control card.

In our approach, we redesign the control structure appropriately so that our
combined manipulator generates the motion in response to the movement of the
phantom. In [4], the issue was slightly different—it was related to exerting a
controlled force on the environment by the slave manipulator. Here, the operator
moves the end-tip of the phantom with some velocity U ¼ jUjû and the combi-
nation of mini–macro-system ensures that the gripper at the last link of the system
follows it immediately.

3.3.1 Control Schematic

The control strategy, Fig. 3.5, is based on capturing the operator’s command by
computing the phantom’s tip velocity. It is done by reading its joint encoders and
substituting it in the following equation:

½ _x x �T ¼ U ¼ JPhantomðhÞ _hPhantom; ð3:6Þ

where JPhantom is the instantaneous Jacobian of the phantom arm. The tip velocity
_x 2 <2 is the desired linear velocity of the robotic arm, and x 2 < is its angular
velocity. We find corresponding joint speed of the macro-manipulator using macro-
manipulator’s Jacobian for this velocity (since the Phantom’s and manipulator’s
structures are kinematically different, for the identical tip velocities, their joint
speed may be different):

_bM ¼ JMðbact:Þ�1U: ð3:7Þ

This _bM is the reference input for the macro-manipulator which is sent to its
built-in PID controller; Jacobian JMðbact:Þ is created using actual encoder data of the
macro-manipulator. Next, we compute the null space matrix of the combined
Jacobian with all encoder data and desired U using (3.3).
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As anticipated, the joint speed of the macro-manipulator will be regulated by the
slow dynamics of the system as before and they are the inputs for computing the
mini-manipulator’s speed. Using (3.5), we get the required speeds of mini-
manipulator’s joints. The mini-manipulator controller can be designed using vari-
ous techniques including simple PID controller. Since it is a lightweight and small
mechanism, the computed torque feedforward terms can be added to it to improve
its response even more. For example, we can compute the torque requirement for
the motors using the dynamic model of the mini-manipulator:

C ¼ MðcÞ€cþ Cðc; _cÞ _cþ GðcÞ; ð3:8Þ

where MðcÞ is the inertial matrix of the system, Cðc; _cÞ is the matrix computing
coriolis and centrifugal forces [5], and G consists of load due to gravity. The overall
stability is assured using a PID controller in the loop. We avoid any modification to
the macro-manipulator’s control system. Practically, the macro-manipulator’s
control circuits and amplifiers are not accessible for intervention.

The schematic functions as follows. Whenever phantom is manipulated, the
macro-manipulator starts as usual, but since it has a large inertia, it is the mini-
manipulator fitted to its end-effector that quickly steps in and moves the tip in
desired direction. Eventually, the macro-manipulator gathers momentum and mini-
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Algorithm* eq.(6)

βM = qP
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d
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Fig. 3.5 Control schematic uses robots’ existing control system and encoders (*the algorithm
only needs to compute mini-manipulator’s joint rates. The macro-manipulator works oblivious of
the mini-manipulator’s existence)
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manipulator yields to it, gradually retracting its motion. The net result is that the
combined manipulator’s end-effector becomes much more responsive than earlier,
Fig. 3.6.

3.4 Conclusion

A simple and efficient algorithm for computation of joint rates for a mini-macro-
manipulator is presented. The algorithm reads the instantaneous joint rates of the
two cascaded manipulators and updates the desired joint rates for the mini-
manipulator so that its motions compensate the slow response of macro-manipu-
lator. Thus, all the joints get automatically adjusted to compensate each other. The
scheme is implemented at the command level only, and there is no need to change
any of the manipulators’ control system.

In situations where the mini-manipulator’s actions are not required for slow
tasks, it can be simply switched off without any change in algorithm. The algorithm
does not affect macro-manipulator’s function at all and merely uses its position
feedback for computation of mini-manipulator’s joint velocities.
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Chapter 4
A Modified NSGA-II for Fuzzy Relational
Multiobjective Optimization Problem

Garima Singh, Dhaneshwar Pandey and Antika Thapar

Abstract This study presents a multiple objective optimization problem with
the solution space designed by a system of fuzzy relational equations based on
max-product algebraic composition. The solution set of the fuzzy relation equation
is generally characterized by a unique maximal solution and finite number of
minimal solutions and is non-convex by nature. Owing to the nature of feasible
space, the traditional metaheuristics cannot be applied in their original form. To
overcome this situation, a modified version of NSGA-II has been presented. The
original NSGA-II has set standards in the area of multiobjective optimization in
terms of efficiency. But in our case, the algorithm fails to give feasible solutions at
the end. For this, the algorithm is modified to adapt the algorithm in our problem
domain. The whole procedure is illustrated by some test problems.

Keywords Fuzzy relation equation � Multiobjective optimization � Hybridized
genetic algorithm

4.1 Introduction

Fuzzy relational models occur at various levels and stages in real-life usage systems
whether materialistic or non-materialistic. Also, they are extremely important for
their applications to fuzzy systems. Fuzzy systems have been widely applied in
areas such as image processing, approximation reasoning, decision-making support
systems, control systems, and data analysis [4, 5, 14]. Fuzzy relational models
occur frequently in many problems in engineering design and soft sciences (e.g.,
psychology, economics, and social sciences). Basically, fuzzy systems are knowl-
edge-based or rule-based systems that are implemented originally using the fuzzy
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relations. The notion of fuzzy relation equations (FRE) and fuzzy relational calculus
lies in the center of the fuzzy set theory and its applications, particularly in the area
of fuzzy modeling and diagnostic and fuzzy control, etc. [4, 5]. Many problems in
these areas end up in solving the FRE.

In real-life optimization problems, occurrence of several objectives is natural.
The problem is addressed as the multiobjective optimization problem (MOOP). In
case when the objectives are not conflicting, single optimal solution is accepted, but
the situation becomes complex when the objectives are conflicting. In this case, in
place of a single optimal solution, a set of good solutions called Pareto-optimal
solutions or efficient solutions is obtained with the property that they are superior
from the other existing solutions in the search space but incomparable to each other
in terms of objective values. Their corresponding objective vectors in objective
space are referred to as the Pareto front or non-dominated set. The rest of the
solutions are known as dominated solutions.

In recent times, the increasing focus of researches is on the application of
metaheuristics to solve multiobjective optimization problems. In class of multiob-
jective optimization metaheuristics, genetic algorithm reserves special attention.
Genetic algorithm was first conceived by Holland [9]. Although genetic algorithms
were not well known at the beginning, after the publication of Goldberg’s book [6],
they have been established as an effective and powerful global optimization algo-
rithm providing robust search in multimodal and nonlinear complex search spaces.
Their ability to simultaneously search different regions of a solution space makes it
possible to find a diverse set of solutions for difficult problems with non-convex,
discontinuous, and multimodal search spaces. Therefore, genetic algorithms have
been the most popular approach to multiobjective design and optimization prob-
lems. Jones et al. [12] reported that 90 % of the approaches to multiobjective
optimization aimed to approximate the true Pareto front for the underlying problem.
A majority of these used a metaheuristic technique, and 70 % of all metaheuristic
approaches were based on evolutionary approaches. Some best-known genetic
algorithm approaches used to deal with the multiobjective optimization problems
include plain aggregating approach, the population-based non-Pareto approach, the
Pareto-based approach, etc. Schaffer [18] presented a Pareto-based approach to deal
with MOOP using genetic algorithms. A comprehensive survey of optimization
methods for MOOP is presented in [1]. Marler and Arora [16] presented an analysis
of methods for multiobjective optimization for engineering design problems.

Fuzzy relational multiobjective optimization problem (FRMOOP) presents a
class of mathematical programming problems with classical objectives constrained
by a system of fuzzy relational constraints based on certain algebraic composition.
A great deal of literature has been devoted to the area of multiobjective optimi-
zation. In the area of fuzzy relational optimization, it is still in the budding stage.
Firstly, Wang [21] studied the problem of multiobjective mathematical program-
ming for medical applications with multiple linear objective functions subjected to
constraints defined by max–min composite fuzzy relation equation. But the work
required the knowledge of all minimal solutions of system of fuzzy relational
equations, which is not trivial at all.
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Loetamonphong et al. [15] studied MOOP with multiple objective functions
subjected to a set of max–min fuzzy relational equations. Since the feasible domain
of such a problem is non-convex, taking advantage of the special structure of the
solution set, they developed a reduction procedure to simplify the problem. They
proposed a genetic-based algorithm to find the Pareto-optimal solutions.

Khorram and Zarei [13] considered a multiple objective optimization model
subjected to a system of fuzzy relational equations with max-average composition
and presented a reduction procedure in order to reduce problem dimension and then
used a modified genetic algorithm to solve the problem.

Jiménez et al. [10] considered multiobjective linear programming problems. By
using the idea of fuzzy goals for each of the objective functions, they showed that in
the case that one of our goals is fully achieved, a fuzzy-efficient solution may not be
Pareto optimal, and therefore, they proposed a general procedure to obtain a non-
dominated solution, which is also fuzzy efficient. Further, Jiménez and Bilbao [11]
proposed that in fuzzy optimization, it is desirable that all fuzzy solutions under
consideration are attainable, so that the decision maker will be able to make a
posteriori decisions according to current decision environments. A case study was
analyzed, and the proposed solutions from the evolutionary algorithm considered
were given.

Thapar et al. [20] considered a multiobjective optimization problem subjected to
a system of fuzzy relational equations based upon the max-product composition.
A well-structured non-dominated sorting genetic algorithm was applied to solve the
problem.

Recently, Singh et al. [19] discussed the application of some decidable utility
function for a multiobjective fuzzy relational optimization problem with max-
product composition.

From the past decade, the non-dominated sorting in genetic algorithms (NSGA)
[2] have established as a popular and efficient algorithm for solving MOOP. The
algorithm has set certain landmarks in the area and successfully been applied to a
variety of engineering design problems that involve multiple objectives. Despite of
its effectiveness, it is criticized due to the high computational complexity of non-
dominated sorting, lack of elitism. Also, the algorithm generally faces difficulty in
achieving diversity in solutions. To overcome the demerits of NSGA, an improved
version of NSGA known as NSGA-II [3] was introduced that alleviates all the
demerits of NSGA with some additional features and results in more diversified
solution set with lesser computational complexity.

Here, we present a modified version of the standard NSGA-II [3] to solve the
FRMOOP. Depending on the problem, the modifications are introduced to adapt the
original algorithm to our problem environment.

The work is organized as follows: Section 4.1 presents the basic idea and
motivation behind the problem. Section 4.2 discusses the main problem with the
description of the solution space. Section 4.3 describes the method used to solve the
problem. Section 4.4 presents the illustration of the whole procedure by some test
problems. At the end, the concluding remark and the references are presented.
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4.2 Problem Description

We are interested in the following multiobjective optimization model with max-
product fuzzy relation equations as constraints:

Minff1ðxÞ; f2ðxÞ; . . .; fkðxÞg
s:t: max

i2I
ðxi � aijÞ ¼ bj; 8j 2 J

0� xi� 1; 8i 2 I

ð4:1Þ

where fk(x) is a linear or nonlinear objective function, k ∈ K = {1, 2, …, s} and
A = [aij], 0 ≤ aij ≤ 1, be a m × n dimensional fuzzy matrix and b = [b1, b2, …, bn],
0 ≤ bj ≤ 1, be a n-dimensional vector, and then, the following system of FRE is
defined by A and b:

x � A ¼ b ð4:2Þ

where � denotes max-� composition of x andA,� denotes a compositional operator
from the Goguen algebra over the residuated lattice L ¼ ½0; 1�;^;_;�;!; 0; 1h i, and
I = {1, 2, …, m} and J = {1, 2, …, n} be the index sets.

Let XðA; bÞ ¼ fx 2 ½0; 1�mjx � A ¼ b g be the solution set of FRE (4.2). For any
x1; x2 2 X; we say x1� x2 if and only if x1i � x2i ; 8 i 2 I: Therefore, ≤ forms a
partial ordering relation on X and (X, ≤) becomes a lattice. Equations in (4.2) form a
system of latticized polynomial equations. x_ 2 XðA; bÞ is the maximum solution, if
x� x_; 8 x 2 XðA; bÞ: Similarly, x^ 2 XðA; bÞ is a minimal solution, if x� x_ implies
x ¼ x^; 8 x 2 XðA; bÞ: According to [4, 5, 7, 8], if XðA; bÞ 6¼ /; then it is, in gen-
eral, a non-convex set which can be completely determined by unique maximum
solution x_ and several minimal solutions x^.

The maximum solution can be computed explicitly by the residual implicator
(pseudo-complement) by assigning

x_ ¼ A! b ¼ min
j2J
ðaij ! bjÞ

� �
i2I

ð4:3Þ

where

aij ! bj ¼ 1 if aij� bj
bj=aij if aij [ bj

�

If X
^ðA; bÞ denotes the set of all minimal solutions, then the complete solution set of

FRE (4.2) can be formed as follows:
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XðA; bÞ ¼ [
x
^

2X
^

ðA;bÞ
fx 2 ½0; 1�mjx^� x� x_g ð4:4Þ

The max–min composition is commonly used when a system requires conservative
solutions in the sense that the goodness of one value cannot compensate the badness
of another value [15]. In reality, there are situations that allow compensation among
the values of a solution vector. In such cases, the min operator is not the best choice
for the intersection of fuzzy sets, but max-product composition is preferred since it
can yield better or at least equivalent result [7].

4.3 A Modified NSGA-II for FRMOOP

In recent years, metaheuristics has been proved as a potent technique to solve
MOOP, as they offer more competencies in comparison with the traditional
methods used to solve them.

In our case, the feasible domain of the considered optimization problem given by
Eq. (4.4) has been extensively investigated by numerous researchers [8, 14, 17]. It
has been well established that the solution space in this case is non-convex in
general, so general metaheuristics used to solve multiobjective optimization prob-
lems cannot be applied in their original form as they might result in infeasible
solutions.

This idea is adapted to our problem domain. As we have mentioned that any of
the metaheuristics cannot be applied to the FRMOOP in its original form due to the
nature of solution space. So the case is with NSGA-II. For this, we adopt NSGA-II
with some modifications that are required to be made in the algorithm and not in the
operations. The modified version of NSGA-II that we have used presents the
combination of elements of the original NSGA-II with the feasible recombination
operators designed so as to keep the newly generated solutions feasible. For this, the
algorithm is modified by introducing a repair algorithm that keeps repairing the
individuals resulted from the genetic operators as used in the original NSGA-II. The
modified NSGA-II has some distinct characteristics that are described as follows.

4.3.1 Initialization

In general, in NSGA-II, the population is initialized randomly. This works well
when dealing with unconstrained optimization problems. However, for our case,
randomly generated solutions may not be feasible. Since GA intends to keep the
solutions (chromosomes) feasible, we present an initialization module to initialize a
population by randomly generating the individuals inside the feasible domain.
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The feasible domain for the considered problem has a special structure. As the
feasible region is designed by a system of fuzzy relational equations, it might be the
case that some of the variables assume some specific values. The values of such
variables needed to be fixed for the sake of solvability of the system. To identify
such variables, we define sets:

Ij ¼ fi 2 Ijx_i � aij ¼ bjg; 8 j 2 J:

Definition If Ij is singleton, say Ij ¼ fi0gi02I for some j ∈ J, then x�i0 ¼ x_i0 ; i 2 I,
and then, the variable xi0 is fixed as it is the only variable to satisfy the jth equation.
Such variables assume fixed values in all solutions.

Once fixed variables have been detected, their value is fixed as xi ¼ x_i ¼ x^i.
Then, an initial population of fixed size is created with the fixed variables assuming
the value x_i and the variables that are not fixed assuming a random value in the
rangeð0 ; x_iÞ in the solutions. Now, the feasibility of generated solutions is exam-
ined. The following algorithm has been used to maintain the feasibility of the
solutions:

Algorithm 1: For maintaining feasibility of solutions

1. Choose a violated constraint j. Let Dj ¼ fi 2 Ijaij� bjg
2. Randomly choose an element k ∈ Dj. For akj > bj or x

_

k ¼ bj=akj; set xk ¼ bj=akj:

Otherwise, assign a random number between ½bj=akj; x_k� to xk.
3. Check the feasibility of the new solution. If the solution is still infeasible, then

go to Step 1 and repeat the process. Otherwise, stop.

To begin the algorithm, the initialization described above is applied, which
avoids the unnecessary exploration of the search space. Once the population of
finite size has been generated, the algorithm preserves its original elements except
the initialization and recombination operators for the sake of feasibility of solutions,
as the general real-coded genetic algorithm operators do not produce the feasible
individuals at the end. The specially designed genetic operators crossover and
mutation are applied on the population. Then, the infeasible individuals are repaired
with the Algorithm 1 described above. The introduction of the new operators does
not affect the efficiency of the algorithm much, as the structure of the algorithm
remains the same. Basically, the introduced operators are the key elements that
adopt the algorithm to our domain or application.
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4.3.2 Crossover

Owing to the nature of solution space of the problem, the conventional real-coded
crossover techniques are not feasible. So, a specific crossover scheme is designed,
which generates feasible individuals at the end. The proposed algorithm used for
crossover can be described in the following steps:

Algorithm 2: Crossover

Get the matrices A and b and find the maximum solution x_ by (4.4) and set
parameters 0� a� 1; b� 1; 0� f� 1; 0� d� 1
Randomly select two individuals x1 and x2 from the selected population.
For i = 1, 2
Generate a random number e 2 0; 1½ �
If ðe� fÞ

xi ¼ bxi 	 ðb	 1Þx_

Else

xi ¼ axi þ ð1	 aÞx_

Generate a random number e2 2 0; 1½ �
If ðe2� dÞ
Go to evaluation procedure
Else

xnext1  x1
x1 ¼ ax1 þ ð1	 aÞx2

If x1 � A ¼ b
Go to evaluation procedure
Else

x1  xnext1
x1 ¼ bx1 	 ðb	 1Þx2

If x1 � A 6¼ b

x1  xnext1

If x1 � A 6¼ b
Make x1 feasible using Algorithm 1
Go to evaluation procedure.
End

The repeated linear combinations of individuals draw the generated individuals
inside the feasible space. Here, α and β are small numbers close to 1, respectively,
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and are generally kept small. For our problem, we are taking α = 0.99,
β = 1.0085, ζ = 0.012, δ = 0.99.

4.3.3 Mutation

Mutation randomly perturbs a candidate solution by exploiting the search space
with a hope to create a better solution in the problem domain. We adopt the
following mutation procedure to solve our problem:

Algorithm 3: Mutation

1. Get the matrices A and b and find the maximum solution x_ by (4.4) and set the
mutation probability θ = 0.1.

2. Generate ri ∈ [0, 1] for each bit of every individual in the crossed population.
3. For ∀i ∈ I if ri ≤ θ, randomly assign xi a number from ½0; x_i�.
4. For the modified x ¼ ðx1; x2; . . .; xmÞ check feasibility x ∘ A = b.
5. If x ∘ A = b, go to the evaluation procedure, else make the solution feasible via

Algorithm 1.

The mutated individuals further undergo the original process of NSGA-II. The
whole designed algorithm of modified NSGA-II is shown in Fig. 4.1.

4.4 Results and Discussion

In this section, results of the proposed genetic algorithm for multiple linear and
nonlinear optimization problems are discussed. We consider few examples of
multiobjective linear and nonlinear optimization problems and systems of fuzzy
relational equations with product t-norm-based compositions to investigate the
nature of the solutions obtained using the proposed procedure.

Example 1 Consider a four-dimensional problem with randomly generated fuzzy
matrices A and b as follows:

A ¼

0:5042 0:0569 0:3641 0:2527

0:9398 0:6578 0:0359 0:1663

0:4979 0:3937 0:5715 0:9849

0:7182 0:0330 0:9476 0:1271

2
6664

3
7775;

b ¼ 0:6120 0:4284 0:8075 0:1083½ �
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The maximum solution obtained is 0:4286 0:6512 0:1100 0:8521½ �. For this
particular problem, the values of x2 and x4 of all solution vectors have to be fixed at
0.6512 and 0.8521, respectively. Therefore, we can focus on values of x1 and x3
only, and the problem dimension reduces to two. Since the problem is reduced as a
two-dimensional problem, the result can be presented graphically. The test results
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N using initialization 

Calculate all the objectives 

Apply Algorithm 1  
Check 

feasibility 
Selection  

Check 
feasibility

Crossover using 
Algorithm 2 

Repair individuals using Algorithm 1  

Mutation using 
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Evaluate new population 

Combine old and new 
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Non-domination ranking 
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Calculate crowding 
distance of the 

combined population 

Select N members on the 
basis of crowding distance 

Terminatio
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Pareto optimal 
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Yes 
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Fig. 4.1 Flowchart of modified NSGA-II algorithm
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for some multiple linear and nonlinear optimization problems with this system of
FRE as constraints are discussed below.

Case 1 min
f1ðxÞ ¼ x1 þ 2x2 þ 2x3 þ 4x4;

f2ðxÞ ¼ 2x1 	 3x2 	 x3 	 9x4:

"

Figure 4.2 shows the Pareto front obtained with the modified NSGA-II.
Figure 4.3 shows Pareto-optimal solutions obtained in this case.

Case 2 min
f1ðxÞ ¼ 10ðx1 	 0:45Þ2 þ 10ðx3 	 0:35Þ2;
f2ðxÞ ¼ 	6ðx1 	 0:7Þ2 þ 10ðx3 	 0:45Þ2:

"

Figure 4.4 shows the Pareto front obtained with the modified NSGA-II.
Figure 4.5 shows Pareto-optimal solutions obtained in this case.

Fig. 4.2 Pareto front
obtained—Example
1—Case 1

Fig. 4.3 Pareto-optimal
solutions obtained—Example
1—Case 1
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4.5 Conclusion

This paper considers a FRMOOP. With a careful observation of the feasible
domain, a modified NSGA-II has been proposed. The original NSGA-II has
established as a standard algorithm for multiobjective optimization. But this may
not work in our problem due to the non-convex nature of the solution space. The
modified NSGA-II possesses the original accelerating elements of the NSGA-II
except the feasible generation of the individuals and continuous repairing of the
infeasible individuals at the end of genetic operations mutation and crossover. The
original algorithm has a special cadre in class of methods to solve MOOP. Fol-
lowing the same idea, the proposed algorithm performs well, offering much less
computational complexity and CPU time.

Acknowledgments Authors are thankful to referees for their valuable suggestions.

Fig. 4.4 Pareto front
obtained—Example
1—Case 2

Fig. 4.5 Pareto-optimal
solutions obtained—Example
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Chapter 5
Ground-Based Measurement for Solar
Power Variability Forecasting Modeling
Using Generalized Neural Network

Vikas Pratap Singh, Vivek Vijay, B. Ravindra, S. Jothi Basu
and D.K. Chaturvedi

Abstract The primary aim of this paper is to analyze solar power variability.
Ground-based measurements of solar photovoltaic power are used for the fore-
casting of 43-kW A-Si SPV system. In this study, we describe the variability in the
power production of solar photovoltaic plant at IIT, Jodhpur. Solar PV generation
forecasting is playing a key role in accurate solar power dispatchability as well as
scheduling of PV power for hybrid power generation systems. The actual power
produced by a PV power system varies according to variation in meteorological
parameters and efficiency of PV system components. For the purpose of forecasting
as per the schedule in the Indian power sector, a time slot of 15 min is considered
for each forecasting. The proposed generalized neural network technique will be
appropriated for modeling of solar power variability forecasting. In this paper, we
used generalized neural network for forecasting the PV power variability.

Keywords Solar power � Power forecasting � Solar power variability

5.1 Introduction

In the twenty-first century, photovoltaic solar power is a source of clean renewable
energy in a large quantity. It is highly reliable and safe to install and to maintain. In
the last years, solar photovoltaic power has experienced a wonderful and fast
growth due to the Jawaharlal Nehru National (JNNS) Solar Mission in our Indian
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power sector. Solar photovoltaic systems help in hybrid power generation system
and conventional electric grid to add value as systems of power generation. The
electric power produced by the PV system can then be consumed by the connected
load, and no power is taken from the main grid unless the load connected to the
system is less than the capacity of PV systems [1]. Roof and facades of existing
buildings represent a huge potential area for PV system installation, allowing the
possibility to combine energy production with other functions of the building or
non-building structure. Bi-PV systems seem to provide the most cost-effective and
energy-effective application of grid-tied PV systems [2–4]. As a developing
country, India needs a better energy management and environmental protection. It
is the greatest challenge for any developing country.

Solar insolation variation is the main issue of photovoltaic power production
from a PV system. Compared to conventional power, solar power is very difficult
to dispatch due to uncertainty. So there is a need for the study of solar power
variability and analysis. In this experimental work, data collected from a 43-kW
grid-connected amorphous-silicon (A-Si) solar PV system installed at IIT Jodhpur
are used.

Jodhpur city, which is called as Sun City, has 320 days of sun availability in a
year, i.e., there is huge potential in the field of solar systems which can be harnessed
to solve numerous local problems such urban and rural electricity, cooling, and
water-related problems.

The above installed grid-connected PV system is going to function as a test bed to
the future proliferation of solar systems. So, it becomes almost necessary that data
regarding their performance must be studied in local climatic conditions and a
comparative conclusion may be drawn. This is because the power generated by a
grid-tied photovoltaic system depends on meteorological parameters such as inci-
dent solar radiation, ambient temperature, and wind velocity. In this study, we
measured ambient temperature, module temperature, DC voltage, DC current,
inverter output energy, and solar irradiance. Because of variations in solar irradiation
and weather parameter, solar power is variable. PV power variability forecasting
helps in the following power system areas such as [4]:

(a) Unit commitment
(b) Scheduling of PV power
(c) Hybrid power generation
(d) Risk analysis

These forecasting approaches have traditionally been used to calculate the per-
formance of renewable energy systems. These approaches usually require extensive
resources and lengthy computational time for forecast the PV power variability [5].
The climate of our Indian continental is variable according to seasons. Weather and
solar power relationship are related to each other. Therefore, in forecasting, it is
sufficient to use past solar power generation data. In solar power variability fore-
casting, the following data are considered as inputs.
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• Numerical weather prediction (NWP) data
• Satellite-based measurement data
• Ground-based measurement data

In general, NWP forecasts are not yet precise enough for solar power variability
forecasting applications. There are a number of existing short-term solar variability
forecasting methods that make use of cloud images as input. But ground-based
measurement data are very valuable because it is simple to measure, accurate, and
inexpensive compared to NWP and satellite-based measurement data.

Conventional methods used for forecasting are given below [6]:

• Regression methods
• Time series methods
• Knowledge-based approach.

In this paper, ground-based measurement data and neural network methodology
are used for modeling solar power variability forecasting.

5.2 Ground-Based Measurement Data

This paper uses ground-based measurement of solar radiation and weather
parameter to forecast the photovoltaic power variability of solar power plant. In this
process, we need power generation data and weather data, and then, there is a
standard procedure for collection of weather parameters and system parameters.
The data are described in detail below.

5.2.1 Collection and Analysis of Data

Plant generation monitored at the inverter side by a data acquisition system is
controlled by a Sunny sensor web box. Each measurement is recorded every
15 min. The Sunny sensor web box is mounted on PV mounting frame shown in
Fig. 5.1.

The location of the plant is the main building of IIT Jodhpur shown in Figs. 5.2
and 5.3.

Data recorded in each 15-min interval for AC power output on August 2, 2011.
The meteorological parameter used in this paper is also recorded by sunny sensor
box. The observations had 15-min basis values for temperature, wind velocity,
humidity, and solar radiation.
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5.2.2 Input Variables for Modeling

Figures 5.4, 5.5 and 5.6 show the variation of input variable with respect to time.
The input variables considered in these models are as follows:

• Solar radiation (SR)
• Ambient temperature (AT)
• Module temperature (MT)

Figure 5.5 shows the module temperature variation with ambient temperature.
• Wind velocity (WV)

Fig. 5.1 Sunny sensor box

Fig. 5.2 Solar PV system at block-1 rooftop
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Fig. 5.3 43-kW A-Si-based solar PV system at rooftop
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5.3 Development of Neuron Model

5.3.1 Artificial Neural Network Model

ANNs imitate the learning process of the human brain and can process problems
involving nonlinear and complex data even if the data are imprecise and noisy.
Thus, they are ideally suited for the modeling of solar power forecasting which are
known to be complex and often nonlinear. It is a biologically inspired technique.
Artificial neural network function likes human brain network. The artificial neural
network method is slightly different from artificial intelligence method. The brain
neural network is shown in Fig. 5.7 [7].

The following steps are necessary for model development:

• Selection of input parameter
• Selection of neural network
• Selection of perfect training algorithm
• Selection of training parameter
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The data have been acquired at Indian Institute of Technology Jodhpur, India, in
energy Lab. Solar power depends on the system parameters and meteorological
parameters such as module temperature, solar radiation, ambient temperature, and
wind velocity, which is shown in Fig. 5.8. These are four input parameters for the
ANN model development. The selected input parameters have used for ANN
training [8].

In this paper, multilayered feed-forward neural network is used for solar power
forecasting modeling. And following specific selection of neurons and layers pro-
vides better outcomes (Table 5.1).

In this paper, backpropagation training algorithm is used with learning and
momentum factors. During the training, sum-squared error is fed back to change the
weight as shown in Fig. 5.9 [9] (Table 5.2).

In Fig. 5.10, actual data are compared with testing performance of ANN model.
And ANN error deviation with solar radiation is indicated in Fig. 5.11. Error
reduces in nine epochs, and ANN learning tool is shown in Fig. 5.12. It depicts the
comparison with actual solar power curve and ANN model-based solar power curve
(Table 5.3).

Solar power forecasting is basically nonlinear and complex problem so adaptive
neurofuzzy interface system is able to rectify the following problem of ANN
[10–12].

• ANN takes a lot of time to compute the algorithm.
• The training time depends on the nature of the data or sequence of presentation

of data.
• The time of preparation depends on the mathematical function of the input

output form.

Fig. 5.8 Neural network for modeling of solar power forecasting

Table 5.1 Structure of neural
network S. No. Network parameters Value

1 Number of input variables 4

2 Number of outputs 1

3 Number of input layers 1

4 Number of hidden layer neurons 5

5 Number of hidden layers 1
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Fig. 5.9 Aldine model for
model learning

Table 5.2 Values of training
parameters S. No. Parameters Value

1 Number of epochs 250

2 Error tolerance 0.001

3 Learning rate 0.003

4 Momentum factor 0.1
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5.3.2 Generalized Neural Network Model

To rectify the problems of conventional neural network, generalized neural network
is used as modified neural network which introduced by the author [8]. All training
and testing parameters are same in ANN and GNN models. The combination of
summation (Σ) and product (π) as aggregation function is used in generalized neural
network. Use of the sigmoid threshold function and ordinary summation or product
as aggregation functions in the existing models fails to cope with the nonlinearity
involved in real-world problems. To deal with these, the proposed model has both
sigmoid and Gaussian functions with weight sharing. The generalized neuron
model has flexibility at both the aggregation and threshold function levels to cope
with the nonlinearity involved in the case of applications dealt with. The neuron has
both Σ and π aggregation functions. The Σ aggregation function has been used with
the sigmoid characteristic function, while the π aggregation function has been used
with the Gaussian function as a characteristic function. And GNN is more flexible
than ANN and ANFIS. It is more appropriate for nonlinear and complex problems
such as forecasting. This combination of aggregation function increases the accu-
racy of the algorithm. Figures 5.13 and 5.14 show the aggregation functions and
block diagram for GNN model development, respectively [8].

Fig. 5.12 Mean square error
in ANN model

Table 5.3 RMS error
analysis S.

No.
Model
name

Max
error

Min
error

RMSE
error

1 ANN 0.0868 −0.2121 0.1019
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The end product of these aggregation functions of generalized neuron written as
follows:

(a) Summation case:

GN Output ¼ OR �W þ OP � 1�Wð Þ

where
OΣ output of the summation part of the neuron Σ1
W weight associated with OΣ

OΠ output of the product part of the neuron (Π)

(b) Product case:

GN Output ¼ ORW � O 1�Wð Þ
P

Fig. 5.13 a Symbolic representation of summation-type generalized neuron model. b Product-
type generalized neuron model

Fig. 5.14 Block diagram for GNN model development
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Advantages of Generalized Neural Network:

• Less number of unknown weights
• Less training time
• One neuron is able to solve the problem
• GN model is less complex

5.4 Results and Discussion

Due to generalization of neural network, it found in result that the generalized
neural network has less RSME compared to ANN modeling. Figure 5.15 shows the
test results comparing actual data with ANN and GNN model outputs. Figure 5.16
shows the error variation during day time. Solar power forecasting is very complex,
and nonlinear and generalized neural network performed better and gives accurate
result in less time. The RMS error during the testing phase of ANN and GNN
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models for solar power forecasting is shown in Table 5.4. According to the results
obtained from comparative analysis, it is found that in case of GNN model error
occured are less as compared to ANN model.

5.5 Conclusion

In this paper, neural network methodology is implemented in the form of ANN and
GNN. The forecasting results of ANN and GNN have been compared for solar
power variability forecasting. As is shown in Table 5.4 compared to the ANN with
the GNN due to RMSE, computational time criteria give better results.

Figure 5.11 shows the error deviation during the morning time, especially in the
lower range of solar radiation (0–400 W/m2). Error deviation is increasing with
specific range of solar radiation in between 400 and 1,000 W/m2. So on the basis of
this study, solar radiation is not only parameter for solar power variability and
higher ambient temperature, and module temperature is also playing a key role in
solar power variability.

In the proposed future work, season-based solar power variability analysis and
its forecasting study with nature-inspired hybrid computing will be used for training
of neurons to yield better performance of neural network.
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Chapter 6
Soft Calibration Technique with SVM
for Intelligent Flow Measurement

K.V. Santhosh and B.K. Roy

Abstract Design of an adaptive soft calibration circuit with support vector
machine (SVM) for flow measurement using orifice flowmeter is reported in this
paper. The objectives of the present work are the following: (i) to extend linearity
range of measurement to 100 % of full-scale input range and (ii) to make mea-
surement technique adaptive to variations in ratio of orifice hole to pipe diameter
(β), liquid density, and liquid temperature. SVM model is trained to map output
voltage of data conversion unit to produce linear characteristics with input flow rate,
and independent of variations in ratio of orifice hole to pipe diameter, liquid den-
sity, and liquid temperature all within certain range. Further, the proposed technique
is tested with simulated data. Results show that the proposed technique has fulfilled
its set objectives.

Keywords Adaptation � Calibration � Flow measurement � Orifice � Support
vector machine

6.1 Introduction

Measurement of flow of liquids is a critical need in many industrial plants. In some
operations, the ability to conduct accurate flow measurements is so important that it
can make the difference between making a profit or taking a loss. With most liquid
flow measurement instruments derives its principle from Bernoulli laws; the flow
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rate is determined inferentially by measuring the liquid’s velocity or the change in
kinetic energy. Velocity depends on the pressure differential that is forcing the
liquid to flow through a pipe or conduit. Since pipe’s cross-sectional area is known,
the average velocity is an indication of flow rate. Orifice finds very wide applica-
tions because of its high sensitivity and ruggedness. However, the problem of
offset, high nonlinear response characteristics, dependence of output on diameters
of pipe and orifice hole, density of liquid, and temperature of liquid under measure
have restricted its use and further impose some difficulties.

Calibration is needed for linearization of sensor output. Several techniques are
used for the purpose of calibration. Analog circuits are used for the purpose of
calibrating output of orifice sensor [1, 2]. Electromagnetic flowmeters are calibrated
using analog circuits [3]. Head-type flowmeters are used for online measurement of
powder flow rate in a pneumatic conveying system [4]; calibration of flow sensor is
achieved by analog circuits. These conventional designs of calibration using
hardwire analog circuits have drawbacks like the following: These are tedious and
sometimes need to be replaced every time there exists a requirement for modifi-
cation in process parameters or sensing parameters.

Some reported works have discussed the use of soft calibration techniques.
A semicylindrical capacitive sensor with an interface circuit is used for flow rate
measurement [5]. Curve fitting algorithms are used for calibration of flow sensor
[6]. Numerical equations are used to create inverse characteristics of flow sensor
[7, 8], which on cascade nullify the nonlinearity. Fuzzy logic algorithms are used to
represent measured output in terms of fuzzy variables.

Neural network algorithms are used to produce inverse characteristics of sensor
and so on cascade to sensor compensates nonlinearity. Back-propagation neural
network algorithm is used for linearization of slotted orifice flowmeter [9]. Flow
measurement using capacitance sensor is discussed in [10, 11]; linearization of
sensor output for a certain range is achieved using neural network algorithms.
Though several works are reported using neural network, these are limited only to a
portion of full scale.

Several papers discuss the affect of sensor and process parameters on the
measurement technique like in [12]; the relation of orifice plate dimension and
pressure difference in head-type flow measurement is reported. Calculation of
discharge coefficient for flow measurement using orifice is discussed in [13]. Effect
of liquid viscosity and temperature on flow rate measurement is reported in [14].
Paper [15] discusses the effect of liquid density on flow measurement. Effect of
temperature on flow measurement is also discussed in [16].

To overcome the above-discussed drawbacks, a technique is proposed using
SVM. A technique is proposed in this paper to design an adaptive calibration
technique for intelligent measurement of flow using orifice to achieve the following
objectives: (i) to extend the linearity range to 100 % of full scale and (ii) to make
calibration technique adaptive to variation in orifice hole to pipe diameter ratio (β),
liquid density (ρ), and liquid temperature, all within certain range. The proposed
technique is simulated using MATLAB.
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6.2 Flow Measurement Using Orifice

6.2.1 Orifice Plate Flowmeter

An orifice plate, shown in Fig. 6.1, is a device used for measuring the volumetric
flow rate. It uses the Bernoulli’s principle which states that there is a relationship
between pressure of fluid and velocity of fluid. When velocity increases, pressure
decreases and vice versa. An orifice plate is a thin plate with a hole in the middle. It
is usually placed within a pipe in which fluid flows. When the fluid reaches the
orifice plate with hole in the middle, the fluid is forced to pass through the small
hole. The point of maximum convergence actually occurs shortly downstream of
the physical orifice, at the so-called vena-contracta point. As it does so, the velocity
and the pressure changes. Beyond the vena-contracta, the fluid expands and the
velocity and pressure changes once again. By measuring the difference in fluid
pressure between the normal pipe section and at the vena-contracta, the volumetric
and mass flow rates can be obtained from Bernoulli’s equation [17, 18].

Q ¼ Cd � Ab �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

ð1� b4Þ

s ffiffiffiffiffiffiffiffiffi
2DP
q

s
ð6:1Þ

where
Cd Discharge coefficient
Ab Area of the flowmeter cross section
β Ratio of Db to Da

Pa Pressure at study flow
Pb Pressure at vena-contracta
ρ Density of liquid

Fig. 6.1 Flow measurement
using orifice
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Effect of temperature on liquid density [14–16] can be given by

qt ¼
qto=ð1þ a t � toð ÞÞ½ �

1� Pt �Pto
k

� � ð6:2Þ

where
ρt Density of liquid at temperature ‘t °C’
ρto Density of liquid at temperature ‘to °C’
Pt Pressure at temperature ‘t °C’
Pto Pressure at temperature ‘to °C’
k Bulk modulus of liquid
α Temperature coefficient of liquid

6.2.2 Pressure Transmitter

A pressure transducer is a transducer that converts pressure into an analog electrical
signal. Although there are various types of pressure transducers available, one of
the most common types is the strain gage-based transducer. The conversion of
pressure into an electrical signal is achieved by the physical deformation of strain
gages which are bonded onto the diaphragm of the pressure transducer and wired in
a Wheatstone bridge configuration. Pressure applied to the pressure transducer
causes the diaphragm to deflect which introduces strain to the gages. The strain
produces a change in electrical resistance. The output of pressure transmitter is
4–20 mA.

Since a 4–20-mA signal is least affected by electrical noise and resistance in the
signal wires, these transducers are best used when the signal need to be transmitted
for long distances [19].

6.2.3 Current-to-Voltage Converter

The 4 mA level from the transducer produces 0 V output, and the 20 mA level
produces 5 V output. A current sense amplifier generates this analog 0–5 V output.
The circuit in Fig. 6.2 monitors loop current with a current sense amplifier (IC1)
and employs a comparator/reference/op-amp device (IC2) to generate a ground-
referenced output that ranges from 0 V at 4 mA to 5 V at the full-scale loop current
(20 mA). For the resistor values shown (R2–R6), IC1 produces an output at pin 8 of
approximately 1.25 V at 4 mA, and 6.25 V at 20 mA. In turn, the IC2 op-amp
(configured as a unity-gain difference amplifier) generates an output range of
0.05–5.045 V. The IC2 comparator can be used to monitor input voltage or flag a
preset loop current [20].
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6.3 Problem Statement

In this section, characteristics of orifice are simulated to understand the difficulties
associated with the available measurement technique. For this purpose, simulation is
carried out with three different ratios of diameter between orifice hole and pipe
considered. These are β1 = 0.3, β2 = 0.6, and β3 = 0.9. Three different specific
densities as ρ1 = 0.5 kg/m3, ρ2 = 1.0 kg/m3, and ρ3 = 1.5 kg/m3 are chosen. Four
different temperatures, such as t1 = 25 °C, t2 = 50 °C, t3 = 75 °C, and t4 = 100 °C, are
used to find the output differential pressure of orifice with respect to various values of
input flow considering a particular discharge coefficient, ratio of diameter between
orifice and pipe, density of liquid, and liquid temperature. These output pressure data
are used as input for pressure transmitter, and output currents are generated. Finally,
voltage signals are produced using current-to-voltage converter (I–V).

Figures 6.3, 6.4 and 6.5 show the variation of voltage with the change in input
flow rate considering different values of diameter ratio, liquid density, and liquid
temperature.

It has been observed from the graphs (Figs. 6.3, 6.4 and 6.5) that for a particular
voltage value, there exist three different flows prompting available measuring
technique to give erroneous readings. Datasheet of orifice suggests that input range
of 10–60 % of full scale is used in practice as linear range. These are the reasons
which have made the user to go for an intelligent calibration technique in com-
parison with conventional techniques, which have drawbacks that these are time-
consuming and need to be calibrated every time whenever there is any change in β,
ρ, and t. Further, use is restricted only to a portion of full range of input scale.

Fig. 6.2 Current-to-voltage converter
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Fig. 6.4 Affect of ρ on flow
measurement with orifice

Fig. 6.3 Affect of β on flow
measurement with orifice

Fig. 6.5 Affect of liquid
temperature on flow
measurement with orifice
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6.4 Problem Solution

The drawbacks discussed in the earlier section are overcome by adding a SVM
model in cascade with data converter unit, in place of conventional calibration
circuit. This model is designed by using MATLAB.

When we establish a calibration model of orifice sensor based on SVM, we
should solve a regression problem in deed. Support vector machines provide a
framework for regression problem, and it can be applied to regression analysis.
There is only one kind of sample in SVM regression analysis, and the optimal
hyperplane is not to separate the two kinds of samples, but to minimize the margin
between all samples and optimal hyperplanes [21, 22].

The calibration principle based on SVM makes use of input parameters mapped
to high-dimensional space by nonlinear transformation function; thus, regression
analysis can be performed in high-dimensional space, and finally, the input/output
function can be obtained [23–26].

Considering a set of training data about orifice flow sensor input and output {xik,
yik}, i = 1,…, n, where xik ∈ RN is input parameter SVM (i.e., orifice flow sensor
data conversion output for variations in level, at different tank diameter, liquid
permittivity, and liquid temperature). yik ∈ R is output parameter of SVM (i.e.,
target output of measurement technique which has a linear relation with input flow
and independent of diameter ratio, liquid density, and liquid temperature). The
regression function based on LSSVM is denoted as in Eq. (6.3):

f xð Þ ¼ x � UðxÞ þ b ð6:3Þ

where x � UðxÞ is the inner product of ω and Φ(x) and ω is the vector in high-
dimensional space. b ∈ R is the bias. By using the relaxation variable ζ, ζ* ≥ 0, the
value of ω and b in Eq. (6.3) can solve an optimization problem:

min
x;f

1
2

x2
�� ��þ C

Xn
i¼1

ðfþ f�Þ
" #

ð6:4Þ

First, the calibration model should be trained to get the corresponding param-
eters of the calibration model, such as kernel function, chastisement parameter, and
error bias ε and so on. Second, the calibration model should make use of the
training sampling data to obtain the values of αi and b. If the output error is
satisfied, the training ends. Otherwise, the calibration model parameters should be
adjusted according to the error. Finally, the verifying sampling data should be used
to verify the calibration model to determine the parameters of the calibration model
(Table 6.1).
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Table 6.1 Summary of SVM model proposed

Parameters of the SVM model

Database 20 % training for CV 18

20 % training for test 18

Projection algorithm K-mean clustering

o/p dimension 50 %

Input optimization Back-elimination

Input Flow β ρ in kg/m3 T in °C

Min 0.0 × 10−3 m3/s 0.3 0.5 0

Max 2.0 × 10−3 m3/s 0.9 1.5 100

Table 6.2 Response of the proposed technique due to simulated data

AF in lpm β ρ in kg/m3 T in °C MF in lpm % error

0.0 0.30 500 20 0.0013 0.000

0.0 0.35 550 50 0.0016 0.000

1.0 0.40 600 65 0.9988 0.120

1.0 0.45 650 75 0.9992 0.080

2.0 0.50 700 62 1.9986 0.070

2.0 0.55 750 90 2.0035 −0.175

3.0 0.60 800 100 2.9972 0.093

3.0 0.65 850 80 3.0041 −0.137

4.0 0.70 900 65 3.9976 0.060

4.0 0.75 950 75 4.0043 −0.107

5.0 0.80 1,000 85 4.9972 0.056

5.0 0.85 1,050 90 5.0037 −0.074

6.0 0.9 1,200 18 5.9964 0.060

6.0 0.35 1,300 22 6.0042 −0.070

7.0 0.40 1,400 38 6.9974 0.037

7.0 0.50 1,500 41 7.0042 −0.060

8.0 0.55 1,600 56 7.9973 0.034

8.0 0.60 1,700 61 8.0051 −0.064

9.0 0.65 1,800 66 8.9984 0.018

9.0 0.70 1,600 71 8.9961 0.043

12.0 0.75 1,500 76 11.9963 0.031

12.0 0.80 1,400 81 12.0041 −0.034

14.0 0.85 1,300 86 14.0032 −0.023

14.0 0.90 1,200 91 14.0051 −0.036

17.0 0.85 1,100 110 16.9972 0.016

18.0 0.80 1,050 125 17.9986 0.008

18.0 0.75 950 130 18.0044 −0.024

AF Actual flow rate in lpm
MF Measured flow rate in lpm
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6.5 Results and Analysis

The proposed SVM is trained, validated, and tested with the simulated data. Once
the training is over, the system with orifice along with other modules, as shown in
Fig. 6.2, is subjected to various test inputs corresponding to different flow rate with
a particular diameter ratio, liquid density, and temperature, all within the specified
ranges. For testing purposes, the range of flow rate is considered from 0 to 18 lpm,
range of diameter ratio is from 0.3 to 0.9, range of liquid density is from 0.5 to
1.5 kg/m3, and liquid temperature ranges from 0 to 100 °C. The outputs of proposed
technique are noted. These are listed in Table 6.2. The input–output results are
plotted, and the output graph is shown in Fig. 6.6, and graph of variation in
percentage error of proposed technique is shown in Fig. 6.7.

It is evident from Figs. 6.6, 6.7 and Table 6.2 that the proposed measurement
technique has incorporated intelligence by making system adaptive to variations in
diameter ratio, liquid density, and liquid temperature. Also it has increased linearity
range of flow measurement.
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6.6 Conclusion

The proposed measurement technique for flow rate has advantages over similar
reported works. It uses the full scale of input range against limited use of input
range in most of the reported works. Repeated calibration is avoided in the present
approach by making it adaptive to variations in β, ρ, and t, which is not considered
in most of the reported works. Thus, if the liquid under measure, and/or diameter of
the pipe, and/or diameter of orifice is/are varied/replaced, the proposed system does
not require any repeated calibration. Similarly, if there is a change in environment
conditions, like change in temperature, the system does not require any further
calibration to give the accurate reading.
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Chapter 7
Load Frequency Control Considering
Very Short-term Load Prediction
and Economic Load Dispatch Using
Neural Network and Its Application

Kalyan Chatterjee, Ravi Shankar and T.K. Chatterjee

Abstract The paper presents a new technique for the load frequency control (LFC)
of interconnected power system. The LFC system monitors, at a minimum, power
system frequency, generator output, net interchange schedule and tie-line power
flows. It compares the actual frequency and tie-line values to the desired or
scheduled values and generates an error value called the area control error (ACE).
ACE is the instantaneous estimate of load demand in the area. However, due to
relatively fast area load demand fluctuations and the relatively slow area generation
response rate, only the instantaneous estimate of load demand cannot provide us
with a good dynamic response. For this purpose, a look-ahead load forecasting
feature is needed for effective LFC. To improve performance for LFC strategies
neural network use for very short-term load prediction. From this forecasted load
every 5-min ahead find out load change or error of the system can be recorded. This
total load change divided all the units by concept of the unit’s participation factor.
Because of load is always changing so a fixed integral controller is not suitable for
LFC, a fuzzy logic controller is used for this purpose.

Keywords Load frequency control � Neural network � Economic load dispatch �
Load predication � Fuzzy logic controller

7.1 Introduction

Load frequency is very important in power system operation and control for supplying
sufficient and reliable electric power with good quality. The generic functions of LFC
include the following aspects: (1) Keeping frequency and tie-line power constant and
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(2) considering economic load dispatch. Area load changes and abnormal conditions
such as outages of generation lead to mismatches in frequency and scheduled power
interchanges between areas. LFC is an essential mechanism in electric power system,
which balances generated power and demand in each control area in order to maintain
the system frequency at nominal value and the power exchange between areas at its
scheduled value. Due to the relatively fast load demand fluctuations and the relatively
slow area generation response rate, only the instantaneous estimate of load demand
cannot provide uswith the satisfactory performance. A look-ahead feature is needed if
a more effective LFC is expected [1, 15, 17, 20, 27, 28].

In this view, the key features of this paper are the development of a look-ahead
estimation for LFC and economic load dispatch. Automatic generation control will
act to adjust the output generation every instant of time, while economic load dis-
patch will adjust the participation factors every few minutes to minimize the overall
generating cost with respect to needed load demand while keeping the frequency
within the normal range. The idea is to estimate or predict the load 10–15 min ahead
of real time on intervals of 1 or 2 min. This predicted load will be distributed the
entire generator by minimizing the cost function of the total load demand by
adjusting the unit’s participation factors of the generating units [7, 8, 18, 29].

In this paper, we have consider two control area in which first control area
contains the combination of hydro-, thermal- and gas-generating unit, and in second
control area, it contains the combination of the thermal and hydro-generating units.
The short-term load forecasting using neural networks was proposed [4, 12, 20].
The predicted hourly load is being used to provide the future load estimates to the
LFC system. As load is constantly varying, the values of gain of PI controller and
the singular bounded hyper plane are required to change to get the better response.
But the amount of control required is easy for the operator to describe. This
required control can easily be described in qualitative terms and symbolic form.
This automatically leads the necessity of soft computing-based intelligent controller
such as fuzzy logic controller [5, 9, 11, 26, 30]. The fuzzy controller gives the
opportunity to describe the control action in qualitative terms. For this purpose, in
this paper, fuzzy logic controller is used for LFC.

7.2 Modeling of the Interconnected Power System

For the system, studies consider the combination of three and two generating units
in first and second control area, respectively, of thermal, hydro, and gas and the
combination of thermal- and hydro-generating unit with their system regulation.
Each control area is connected through tie-line for their net balance interchanged
tie-line power. The transfer function model is shown in Fig. 7.1 [14, 22].
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7.3 Short-term Load Forecast Using Neural Network

The total demand of a system is equal to sum of all the consumers demand at the
particular time. The objective of short-term load forecasting (STLF) is to forecast
the future system load. A good understanding of the power system characteristics
helps to design reasonable forecasting models and select appropriate models
operating in different situations. Because of its importance, load forecasting has
been extensively researched and a large number of models were proposed during
the past several decades, such as Box-Jenkins models, ARIMA models, Kalman
filtering models, and the spectral expansion techniques-based models [2–4, 6, 10,
12, 16, 19–21, 23–25]. Generally, the models are based on statistical methods and
work well under normal conditions; however, they show some deficiency in the
presence of an abrupt change in environmental or sociological variables which are
believed to affect load patterns. Also, the employed techniques for those models use
a large number of complex relationships, require a long computational time, and
may result in numerical instabilities. Therefore, some new forecasting models were
introduced recently. The development of artificial intelligence (AI), expert system
(ES), and artificial neural networks (ANN) has been applied to solve the STLF
problems [2–4, 12, 19–21]. An ES forecasts the load according to rules extracted

Fig. 7.1 Block diagram of the interconnected power system
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from experts’ knowledge and operators’ experience. This method is promising;
however, it is important to note that the expert opinion may not always be con-
sistent, and the reliability of such opinion may be in question. Over the past two
decades, ANNs have been receiving considerable attention and a large number of
papers on their application to solve power system problems have appeared in the
literature. This paper presents an extensive survey of ANN-based STLF models.
Back-propagation multilayer feed-forward designing the NN model. The typical BP
network structure for STLF is a three-layer network with the nonlinear sigmoid
function as shown in Fig. 7.2.

The BP network is a kind of array which can realize nonlinear mapping from the
inputs to the output variables. Therefore, the selection of input variables of a load
forecasting network is of great importance. The input variables can be classified
into six classes: (i) temperature, (ii) hour of day, (iii) day of the week, (iv) holiday
(weekend indicator (0, 1)), (v) previous 24-h average load, and (vi) 168-h (previous
week) lagged load. The number of output variable is 1, i.e., load at particular hour.

7.4 Five-Minute Ahead Error Predictor

For improving the LFC performance, a look-ahead control algorithm is to be
designed. In this purpose, hourly estimates load from NN model can interpolate it to
a 5-min sample rate. So from this interpolation, 24-h forecast load data can be
generated at 5-min interval. From these data, look-ahead error can be predicated.
Suppose at time t, the estimated load is y(t) and after time (t + 5), the estimated load
is y(t + 5). The error or load change within this 5 min is

DPd tð Þ ¼ y t þ 5ð Þ � y tð Þ: ð7:1Þ

If this load changes consider at time t, then 5-min look-ahead error incorporates
in the LFC system and correspondingly designs the control algorithm. This total
load change divided all the units by concept of the unit’s participation factor.

Fig. 7.2 Typical BP network structure
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7.5 Generation Allocation of the Generating Unit

Every control area of the interconnected power system may contain single or many
generating units of different driving sources (hydro, thermal, nuclear, gas, etc.),
which insure to provide the stable frequency and net balance interchanged tie-line
power flow between the different control area via coordination with the calculation of
automatic generation control or control mechanism and economic load dispatch. This
coordination insuring to provide the information and logic that how much each
generating unit will participate or take the load sharing out of the calculation of total
load demand in context with their economics. This logic leads to introduce the
concept of the unit’s participation factor. Participation factor defined as the rate of
change of each unit’s output with respect to a change in total generation of that control
area. From the definition and properties of the participation factor, its summation is
equal to unity for each respective control area. When the economic load dispatch
calculation is performed, then the sum of the present unit generation equal to the total
generation and then it will be assigned as the base-point generation. This base-point
generation will be the most economic output of the every generating unit. Thus, we
will assign the generation allocation of the multiple generating units with respect to
total change in generation output with the help of the conjunction of the load fre-
quency control (LFC) mechanism and the concepts of economic load dispatch such
control system is shown in (Fig. 7.3).

Pides ¼ Pibase þ pfi � DPtotal ð7:2Þ

Pides Desired output from unit i;
DPtotal Change in total generation;
Pibase Base-point generation for unit i;
pfi Participation factors for unit i;

X
pfi ¼ 1 ð7:3Þ

To find out the participation factors of each unit, we use the concepts of eco-
nomic load dispatch calculation and the following equations accomplish the exe-
cution task. The quadratic cost function of the power system is given as

Fi PGið Þ ¼ ai þ biPGi þ viP
2
Gi ð7:4Þ

ai, bi and ci are the coefficient of the cost function and PGi is power generation of
the ith unit.

minF Tð Þ ¼
X

Fi PGið Þ ð7:5Þ
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Power balance constraint is given as

X
PGi ¼ PD þ PL ð7:6Þ

where, PD ¼ load demand and PL ¼ transmission losses and inequality is given as

Pmin
Gi �PGi �Pmax

Gi ð7:7Þ

Pmin
Gi ;P

max
Gi , are their minimum and maximum power generation of the ith unit.

7.6 Application of PI-like Fuzzy Controller for Load
Frequency Control

The selection of the control variables (controller input and controller outputs)
depends on the nature of the controlled system and the desired output. In this work,
we have designed PI-like fuzzy knowledge based controller. The basic structure of
the conventional PI controller is

u ¼ jpeþ jI

Z
e dt ð7:8Þ

where κp and κI are the proportional and integral gains, respectively, and e is the
error signal (i.e., e = process set point − process output variable). Taking the

Fig. 7.3 Generation allocation block diagram of the generating unit
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derivative with respect to time, the above expression (7.8) is transformed into
equivalent expression

_u ¼ jp _eþ jie ð7:9Þ

For the LFC problem, the inputs to the fuzzy controller for ith area at a particular
instant ‘t’ are ACEi(t) and ΔACEi(t), where ACEi tð Þ ¼ DPtiei þ BiDfi and
DACEi tð Þ ¼ ACEi tð Þ � ACEi t � 1ð Þ and output of the fuzzy controller is Δu. This
is in accordance with the Eq. (7.9) for PI-like controller. The inputs and output are
transformed to seven linguistic variables NB, NM, NS, Z, PS, PM, and PB, which
stand for negative big, negativemedium, negative small, zero, positive small, positive
medium and positive big, respectively. Symmetrical triangular (expect of the two
outermost ones which have a trapezoidal shape) membership function is considered
here for all the three variables of ACE, ΔACE, and Δu. The membership function of
ACE over the operating range of minimum and maximum value of ACE is shown in
Fig. 7.4. Themembership functionwould perform amapping from the crisp value to a
fuzzified value. As shown in Fig. 7.4, one particular crisp input ACE is converted to
fuzzified value, i.e. 0:8

NSþ 0:2
NM, where 0.8 and 0.2 are membership grades corre-

sponding to the linguistic variable NS and NM in FNN system. The membership
grades are zero for all other linguistic values except NS andNM. The crisp value input
to the system in this way is converted to a fuzzified value consisting of several
membership grades corresponding to each linguistic variable. In the samemanner, the
other input, ΔACE, and the output, Δu, are fuzzified.

7.6.1 Procedure for Framing the Rules

As each of the three fuzzy variables are quantized to seven fuzzy sets, so total or 49
rules are required to generate an fuzzy output relating two input fuzzy sets as shown
in Table 7.1. Fuzzy rules play a major role in FLCs and have been investigated
extensively.

Fig. 7.4 Membership function for the fuzzy variables of ACE
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However, fuzzy rules usually can be generated using knowledge and operation
experience with the system or by understanding of the system dynamics [26].
Table 7.1 shows the 49 rules that are generated through the behavior of the system
response after a load change. The entire rule base may be divided into regions A, B,
C, and D depending on the dynamics of the system as shown in Fig. 7.4. From
Fig. 7.5, if e is positive and Δe is negative, the system will reduce the error itself,
which means that the magnitude of the applied control action should be zero. This
corresponds to the region labeled A in the Fig. 7.5. In case of negative e and
negative Δe, the system tends to go to instability which requires an opposite
(positive control) control action. This is interpreted as region B in the figures. In
region C, the error is still negative while the rate of change of error is positive. This
implies that the error is decreasing and that the control action should be kept to a
minimum (zero).

When both the error and rate of change of error go positive, the system again
tends to go to instability region again, and hence, it is required to apply opposite
(negative) control action to compensate for this tendency toward instability. The
output control action increases from zero (Z) control in rule region A to a minimum

Fig. 7.5 Rules generation by understanding the system dynamics

Table 7.1 Fuzzy rules for two-area system
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positive control (PB) in rule region B, as indicated in Fig. 7.5. Then, the control
action decreases from PB in rule region B to minimum control (Z) in rule region C.
Also, when both e and Δe approach their maximum positive value, the control
action goes to maximum negative (NB). The firing strength of a fuzzy control rule
will be ultimately determined using Mamdani correlation minimum encoding
inference. For example, suppose that at a certain instant t, the fuzzy logic employs a
rule: If ACE(t) is NS and ΔACE(t) is NM, then control action Δu is PS. The firing
strength of such fuzzy control rule will be,

ACE tð Þ; DACE tð Þð Þ ¼ min lACE ACE tð Þð Þ;DACE DACE tð Þð Þð Þ

where A: ‘NS’, B: ‘NM’ and ΔACE represent the membership functions of the
linguistic values of error and rate of change of error. Suppose, e belongs to NS with
a membership of 0.3 and Δe belongs to NM with a membership of 0.7, then the rule
consequence (wi) will be 0.3, the minimum between 0.3 and 0.7.

7.6.2 Defuzzification

The output of the inference mechanism is a fuzzy value, so it is necessary to convert
this fuzzy value into a real value, since the physical process cannot deal with fuzzy
value. This operation that is the inverse of fuzzification is known as defuzzification.
The well-known center of gravity defuzzification method has been used because of
its simplicity. The control output Δu is determined using the center of gravity by the
following expression,

Du ¼
P ðmembership of input� output corresponding to be membership of inputÞP ðmembership of inputÞ

Du ¼
P49

j¼1 ljujP49
j¼1 lj

ð7:10Þ

where μj is the membership value of the linguistic variable recommending the fuzzy
controller action, and uj is the precise numerical value corresponding to that fuzzy
controller action. This Δu is added with the existing previous signal which will be
the actual output signal u which goes to the governor. Figure 7.2 is the block
diagram of two-area system where area control error (ACE) of each area is fed to
the corresponding fuzzy logic-based digital controller. The accurate control signal is
generated for every incoming ACE.
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7.6.3 Normalization

Generally, the universes of discourse of input and output variables of FLC are the
real line. In practice, each universe is restricted to an interval that is related to
the maximal and minimal possible values of the respective variable, that is, to the
operating range of the variable. The rules will not be properly framed if the operating
range is not suitably selected. For simplification and unification of the design of the
FLC and its computer implementation, however, it is more convenient to operate
with normalized universe of discourse of the input/output variables of the FLC [6].
Figure 7.6 shows block diagram representation of fuzzy logic controller with nor-
malization and denormalization factors. The normalized universes are well-defined
domains; the fuzzy values of the input/output variables are fuzzy subsets of these
domains. In general, the normalized universe can be identical to the real operating
ranges of the variable, but in most application, they coincide with the closed interval
of (−1, 1). In this work, the inputs of ACE and ΔACE(t) are normalized between −1
and 1, the real operating universe to normalized universe. Scaling factor is dependent
on the operating range considered for the corresponding input. As for example,
KACE ¼ 1

0:02 ¼ 50, as the operating range of ACE is considered as −0.02 to 0.02.
Essentially, the scaling factors KACE and KΔACE map the real measured values ACE
(t), ΔACE(t) to the values of ACE*(t), ΔACE*(t) from these normalized universes by
linear mapping such as ACE� ¼ KACEACE tð Þ; DACE� tð Þ ¼ KDACEDACE tð Þ. De-
fuzzified value Δu*(t) obtained by the application of the FLC algorithm belongs to
the normalized universe (−1, 1), and it is required to get the real change of control
variable Δu(t) from these operating range (−1, 1) through the scaling factor KΔu.
Therefore, the output Du kð Þ ¼ KDuDu� tð Þ. Thus, the scaling of the normalization
value of the output variable is effectively denormalization, that is, bringing the
output of the FLC from the normalized universe to its actual operating range (−0.01,
0.01) through the scaling factor KDu ¼ 0:01

1 ¼ 0:01.

Fig. 7.6 Fuzzy logic controller with normalization and denormalization factors
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7.7 Results and Discussion

The proposed design in conjunction with economic load dispatch (i.e., unit’s
participation factor) has been applied for typically multigenerating units of the
interconnected power system fuzzy logic controller is shown in Fig. 7.7. The
proposed controller is simulated in MATLAB SIMULATION TOOLBOX.
A neural network-based very short-term load forecasting system is developed in
this paper. The models are trained on hourly data and 35,064 data sets [14] are used
in each epoch. The training parameters were set with initial learning rate,
momentum constant, and error convergence 0.1, 0.01, and 10−7, respectively. Total
number of epochs for training is 500. A number of 1,754 sample data sets use for
testing the network. The models are shown to produce less average error during the
forecasting the load. The forecasted load pattern is dashed line and actual load
pattern in solid line as shown in Fig. 7.8. From this forecasted load curve, a 5-min
look-ahead load change is generated. The error or load change curve is shown in the
Fig. 7.9. This load change now fed to the area 1. Each generating unit now “par-
ticipates” in the load change by using the participation factor of each unit in context
with economic load dispatch. The dynamic response or frequency deviations of area
1 and area 2 are shown in the Figs. 7.10 and 7.11, respectively. The proposed fuzzy
logic controller gives better dynamic response with respect to consider a fixed gain
integral controller.

Fig. 7.7 Actual and forecasted load pattern (load vs. hour)
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7.8 Conclusion

This paper describes a methodology for estimating the look-ahead error in 5 min
steps for a two-area interconnected power system. Each unit shares the load
according to their participation factors with the total load change of the control area.
This paper builds a fuzzy rule base with the use of the ACE and rate of change of
the error. The simulation results for continuous load change have been justified that
the proposed fuzzy logic controller yields more improved control performance than
a fixed gain integral controller.
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Chapter 8
A Systems View of Pathological Tremors

Viswanath Talasila, Ramkrishna Pasumarthy, Sindhu S. Babu
and Sudharshan Adiga

Abstract In this paper, we consider a specific case of movement disorders, i.e.,
resting tremors and attempt to formulate a simple mathematical description of these
tremors. A novel aspect of the paper is that it is a first attempt at using standard
tools from systems theory, such as state space and Lyapunov stability analysis, to
model resting tremors. We formulate tremor control as a disturbance rejection
problem, and derive conditions under which disturbance rejection is achievable.

Keywords Movement disorders � Tremors � State space model � Disturbance
rejection

8.1 Introduction

Movement disorders often occur due to a defective central nervous system. One
particular symptom of movement disorders is tremors, and there are 120 kinds of
tremors categorized [1]. Tremors can have a debilitating affect on the normal life of
subjects. A common reason for tremors is due to lack of sufficient dopamine
produced in the substantia nigra, which affects the functioning of the motor cortex
[2]. In this paper, we are interested in analyzing the behavior of one particular
tremor, called the resting tremor. This is a tremor where the muscles are at rest and
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supported against gravity. Other types of tremor include kinetic tremor—which is
caused due to goal-directed movements and has the same frequency as resting
tremor.

The tremor waveform is roughly sinusoidal with characteristic frequency for
each of the 120 kinds of tremors. Hence, frequency is important in tremor classi-
fication, and it is often used to characterize between different types of tremors,
whereas the amplitude is not consistent between different tremors and is not used
for characterization, e.g., the amplitude widely vary under controlled conditions
since there are many factors (psychological, pathological, environmental, etc.)
which can influence it [3].

Tremors are classified as physiological tremor, generally occurring in the
8–12 Hz frequency range and pathological tremor occurring in the 4–8 Hz fre-
quency range; there is often a small overlap between the two frequency ranges.
Physiological tremors are normal tremors which all humans have, and they do not
interfere with motion. There are various conditions under which pathological
tremors are generated. Often, underlying neurological (e.g., Parkinsonian) condi-
tions can make a patient susceptible to tremors.

Currently, there exist few system theoretic formulations of tremors, especially
from a control theoretic viewpoint. Notions of stability, disturbance rejection,
reachability, and so on could find important use in tremor analysis and control. In
this paper, we attempt to formulate resting tremors as a control problem, specifically
in a disturbance rejection framework. Thus, we shall argue that subjects experi-
encing resting tremors have a poor disturbance rejection control mechanism.

8.2 Formal Definitions of Tremors

In this section, we will provide formal notions of resting tremors, where a tremor is
essentially a function mapping an input signal space into an output signal space.
Tremors are usually generated under the influence of certain events, and these event
(trigger)-driven dynamics can be modeled from a system theoretic viewpoint. For
this paper, let us consider a single body part—the arm for our study; without loss of
generality. Consider two systems Rphystremor and Rpathtremor. Rphystremor is a system
describing the dynamics1 of an arm experiencing only physiological tremors but not
resting tremors; Rpathtremor is a system describing the dynamics of an arm experi-
encing pathological tremors (in our case: resting tremors).

The tremor signals themselves can be modeled as external disturbances acting on
the arm, and we are essentially interested in studying the output behavior of the
systems Rphystremor and Rpathtremor subject to the disturbances. Figure 8.1 shows a
plant G—modeling the human arm—experiencing a disturbance d at the output,
with a reference signal r. Such a system provides a simple starting model of resting

1 We shall study these dynamics later.

92 V. Talasila et al.



tremors, where r can be considered to be zero since the arm (or system G) is at rest
and supported against gravity. The disturbance d, in our case, is a sinusoidal signal
and is defined as follows:

d :¼ fdlf ; dhfg; or any linear combination of fdlf ; dhfg

where dhf is a high-frequency sinusoidal input with frequency in the range 8–12 Hz,
and dlf is a low-frequency sinusoidal input with frequency in the range 4–8 Hz.

The block diagram in Fig. 8.1 indicates that feedback is not present—though is
not true for an actual human arm. Instead, we make a simplifying assumption that
the plant G is modeled as an open-loop system with passive damping present,
subject to external disturbances. A model of such a system is presented in the
following section. Let us first formally define the physiological tremor system and
the pathological tremor system.

Definition 1 (Physiological Tremor System) A physiological tremor system,
denoted Rphystremor, is formally defined by the maps

Rphystremor : dhf ! yhf ; Rphystremor : dlf ! 0

where yhf is the output sinusoidal response corresponding to the sinusoidal dis-
turbance signal dhf ; we define the output of Rphystremor to be zero when the input is
dlf . This definition simply says that the system Rphystremor is capable of rejecting the
low-frequency disturbance signals and passes through the high-frequency distur-
bance signals.

Definition 2 (Pathological Tremor System) A pathological tremor system, denoted
Rpathtremor, is formally defined by the maps

Rpathtremor : dhf ! yhf ; Rpathtremor : dlf ! ylf

where yhf is the output sinusoidal response corresponding to the sinusoidal distur-
bance signal dhf ; we define the output of Rphystremor to be another sinusoid ylf when
the input is dlf . This definition says that the system Rpathtremor is unable to reject both
the low- and high-frequency disturbance signals. The above two definitions provide
a simple mathematical description of the two types of tremors. The following block
diagram illustrates a simple systems approach to elucidate the above definitions.
Figure 8.2 attempts to explain the onset of tremors under the influence of certain

Fig. 8.1 Plant with external disturbance
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events and the availability of dopamine in the brain. The figure is a massive sim-
plification of a highly complex process but is sufficient for our purpose here. When
certain events2 occur (e.g., stress or sudden loss of dopamine producing neurons for
various reasons) and if sufficient dopamine is not available in the brain3 then
abnormal synchronization activities, [4], occur in the brain and affect the functioning
of the motor cortex and can induce pathological tremors, see [5, 6]. If sufficient
dopamine is present, the motor cortex functions normal and pathological tremors are
not observed. It is well known, [7], that Parkinson patients often rely on other
signals, apart from proprioceptive feedback,4 to control their motions during tremor.
If we consider tremors in the arm, one possibility of control would be to essentially
increase the damping of the arm (by stiffening the muscles) so as to reduce the
tremors. In the absence of such sensory feedback, patients cannot control the
tremors. Also, often the available sensory measurement is weak or faulty (e.g., in
proprioception) and hence sufficient active damping is not produced to minimize the
tremors.

8.3 Simple Dynamical Model of the Human Arm

In the previous section, we have provided formal definitions for systems modeling
tremors—physiological and pathological. We defined tremor systems by functions
mapping input spaces (signal spaces) into output spaces (signal spaces). In this
section, we attempt to define simple models for these systems focusing on a specific
part of the human anatomy (a single segment of the arm), and we use Lyapunov
theory to show that pathological tremors essentially represent poor disturbance
rejection. There exist many models to capture the behavior of the human arm [8, 9].
We adopt the simple mass spring damper (MSD) model [10, 11] for our study.

Fig. 8.2 An open-loop system representation of tremors on the human arm

2 Note that events may be instantaneous or may build up overtime.
3 Observe that we are not localizing the specific part of the brain here, e.g., the substantia nigra is
affected in Parkinson’s case. For the purposes of this paper, we will use the generic term brain
instead of focussing on the specific part responsible.
4 Proprioceptive feedback often degenerates during dopamine loss.
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We also do not explicitly model the feedback for motion control of the arm;
instead, we implicitly assume that the damping term in the MSD model is con-
trolled appropriately5 when sufficient dopamine is present and is poorly controlled
in the absence of sufficient dopamine. Thus, we will argue that the available
damping, for patients with loss of dopamine, is not sufficient to control the tremors.

The MSD system under the influence of an external force, u, is governed by the
differential equation m€qþ c _qþ kq ¼ u. In the state space form, this can be
rewritten as

_x1
_x2

� �
¼ 0 1

� k
m � c

m

� �
x1
x2

� �
þ 0

1
m

� �
u ð8:1Þ

where x ¼ ½x1 x2�T ; x1 ¼ q; x2 ¼ _q; q is the measured displacement of the mass.
Consider the unforced dynamics of this system, i.e., when u ¼ 0. If we assume that
x ¼ ½0 0�T is a stable equilibrium of the system (8.1), then there correspondingly

exists a Lyapunov function, VðxÞ which is positive definite and satisfying dVðxÞ
dt � 0.

One of the standard choices of a Lyapunov function for the unforced (u ¼ 0) MSD
system is VðxÞ ¼ 1

2 kx
2
1 þ 1

2mx
2
2. For the unforced MSD system, we then obtain

_VðxÞ ¼ �cx22 which obviously satisfies _VðxÞ� 0; 8t.
Remark 1 One could think of the unforced system as corresponding to the human
arm, where there are no tremors generated (as sufficient dopamine is present in the
brain) and thus we have the arm (modeled as a simple MSD system) at rest. In
the absence of the tremors, we would expect the arm position to be stable; indeed,
this is what we observe in the simple model used above.

8.3.1 Tremor Control as a Disturbance Rejection Problem

Pathological tremors are often classified as either resting or action [12]. Tremor is
an involuntary and (often) rhythmic motion of a body part in a fixed plane and
resting tremor occurs in a body part, [12], which is supported against gravity and is
at rest. Thus, there is no intentional movement of the limb, and any observed
dynamics is purely resting tremors. Resting tremors are most commonly caused by
Parkinsonian disease and sometimes occur in severe essential tremors as well. We
are specifically concerned with the tremors occurring in the 4–6 Hz range.

For the purpose of disturbance rejection, we can treat resting tremors as caused
due to an external disturbance (a sinusoid) acting on the MSD system (8.1), also
refer to Figs. 8.1 and 8.2. Thus, we have the following dynamics:

5 Through some complex feedback mechanism, not discussed here.
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R :¼ _x1
_x2

� �
¼ 0 1

� k
m � c

m

� �
x1
x2

� �
þ 0

AsinðxtÞ
m

� �
ð8:2Þ

Note here that the MSD system is completely supported against gravity, thus the
only force acting on it is the external sinusoid (modeling the tremor signal). Our
objective is to compute the lower bound on the active damping in the system (R) to
be able to reject the (low frequency) disturbance.

Lemma 1 The system, R, in (8.2) achieves disturbance rejection ifAsinðxtÞ � cx2.

Proof It is easily seen that if AsinðxtÞ � cx2 (strong damping force) then for any
initial condition sufficiently close to the origin x ¼ ½0 0�T , the resulting trajectory
will also be sufficiently close to the origin (note that the chosen Lyapunov function
has a global minima at the origin). However, since the output response of a linear
system to an input sinusoid is again a sinusoid of varying amplitude and phase—the
trajectory will be a sinusoid but will be in a neighborhood of the origin and has very
small amplitude. h

Remark 2 Lemma 1 describes a system experiencing resting tremors if
AsinðxtÞ[ cx2. If AsinðxtÞ � cx2 then Lemma 1 describes a system where the
resting tremors are negligible.

8.4 Conclusions

This paper attempts a system theoretic formulation of resting tremors, a type of
movement disorder. We model the pathological tremors occurring in the 4–8 Hz
range acts as a disturbance on the system, and this disturbance can be rejected
provided sufficient active damping is present in the system. We derive bounds on
the damping factor so as to reject this disturbance.

Acknowledgments The first author wishes to thank Dr. Nanda Kumar (MS Ramaiah Medical
College) for detailed discussions on gait analysis and providing insight into an engineering
approach to understanding movement disorders.
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Chapter 9
Recognition of Medicinal Plants Based
on Its Leaf Features

E. Sandeep Kumar and Viswanath Talasila

Abstract Ayurveda is one of the oldest forms of medicine, and the use of
medicinal plants is a crucial aspect in Ayurvedic treatment. In this paper, we
develop an automated system to identify the vast number of medicinal plants rel-
evant for Ayurveda. We focus on the use of image processing and pattern recog-
nition algorithms for plant identification. A unique feature identifier is computed,
and this feature algorithm is tested on ten different medicinal plants for accurate
identification. The main result in this paper is a demonstration that the features
attributed to the leaf of each plant are Gaussian distributed.

Keywords Ayurvedic medicinal system � Image processing � Gaussian
distribution

9.1 Introduction

Ayurveda is a medicinal system which originated in India. Medicinal plants form
the fundamental requirement of this system of medicine. Although allopathic
medicine has a significant impact on disease treatment, recent trends indicate a
rising importance of Ayurvedic medicine and thus the increasing importance of
medicinal plants. The identification of many medicinal plants often requires an
expert, and such experts are of shortage in India. Furthermore, the conversion of
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rural lands and forests into commercial developments has an unknown impact on
the number of medicinal plants which may be threatened. To safeguard medicinal
plants requires a concrete knowledge of the availability and geographical spread of
such plants across India, and how commercial development is affecting the survival
and availability of medicinal plants.

Thus, there is a need to develop mechanisms for the analysis of medicinal plant
availability in India, as well as a means of characterizing the health of the plants.
One specific aspect of this would involve the design and development of an
automated medicinal plant identification system, which is the focus of this paper.

This work is an improvement of Sandeep [1] where the author builds a system
which identifies the medicinal plant species based on area, color, and edge features.
This paper extends the results and computes additional features such as the
roundness, rectangularity, and elongation of the leaf. Both this present work and [1]
use the calculation of the area specified by Sanjay et al. [2]. In [3], survey was made
on many edge detection algorithms and Canny edge detection algorithm was used
for leaf edge detection. The use of neural networks for classification of medicinal
plants was attempted in Anami et al. [4], in which they take the image of the entire
plant and they consider only the color, texture, and edges. Arun et al. [6] classify
medicinal plants based on texture features.

Senthilkumaran et al. [7] proposed a method of edge detection based on soft-
computing techniques and compared their results with the existing edge detection
algorithms like Canny, Roberts and Prewitt. Kaushal et al. [8] proposed an adaptive
thresholding technique for edge detection in images and compare the obtained
results with the existing techniques. Mani et al. [9] compared various edge detection
techniques of image processing and concludes the work with a comparison study.
Arai et al. [11] propose a method of identifying ornamental plants based on discrete
wavelet transformation approach. Zhang et al. [12] proposed a method of extracting
features from facial images of humans based on the discrete wavelet transforms.
They discussed the use of artificial neural networks as a classifier for facial images.
Sandeep et al. [14] proposed an image-processing algorithm for identifying leaf
spot diseases in groundnut plants. Wu et al. [15] proposed a method of classification
of plants using leaf images and probabilistic neural networks. They discussed the
accuracy of the applied method with the different classes. Beghin et al. [16] pro-
posed a method of identifying plants based on shape and texture features from the
leaf images. Papers [17], [18] discuss the classification of plants based on leaf
images using artificial neural networks. Herdiyeni [19] propose a method of
recognizing medicinal plants using a mobile application. The smart app uses
combination of fuzzy techniques for the plant identification.

In this proposed work, experimental analysis was carried out with 10 plant species.
This includesVinca rosea pink andwhite species,Hibiscus rosa senesis,Malvaviscus
arboreus, Leucas aspera, Mentha arvensis, Phyllantus acidus, Santalum album,
Murayya keonigii, and Azadirachta indica. Fifty leaves were taken from each plant
species, and clustering was done. Also specially from V. rosea pink plant species, 50
leaves each from 6 plants from different locations and 50 leaves each from 5 plants
from different locations were taken for studying their environmental behavior and
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changes. This proposed work embeds itself within some complicated methodology
with more accuracy. The graphical plots shown at the end of this paper proves this
method is successful.

This proposed work provides some interesting results, for example, proving that
the distribution of the leaf features in a plant is Gaussian, and if we consider several
such plants belonging to the same family, even then the distribution is Gaussian. V.
rosea plants were used for this study, which is solely a new result regarding
medicinal plants and possibly supports the notion that a majority of the plants have
Gaussian-type features.

Hence, this sole project uses some new concepts toward handling botanical data
(leaf) for the identification of medicinal plants. This work is one of the few attempts
done on medicinal plants.

9.2 Proposed Methodology

This section gives a detailed description of the work done.

9.2.1 Image Acquisition

The leaf was plucked from the plant and was placed on a white background, and the
image was captured at a distance of 10 cm. A Sony cyber-shot camera with a
resolution of 16.2 M pixels was used. The images were captured in natural daylight.
Camera calibration was not performed before image capture since it was assumed
that any sensor errors induced would be negligible in this specific experimental
setup.

9.2.2 Image Samples

Ten plant species were taken with 50 leaf images from each plant. In addition, to
analyze the statistical features of the plant leaves, the V. rosea plant species with 50
leaves each from 6 pink-flowered plants and 50 leaves each from 5 white-flowered
plants were considered. The ten plant species considered are V. rosea pink and
white species, H. rosa senesis, M. arboreus, L. aspera, M. arvensis, P. acidus, S.
album, M. keonigii, and A. indica. It is interesting to note that V. rosea pink- and
white-flowered plants fall in the same plant family as the H. rosa and M. arboreus.
The samples are shown in Fig. 9.1.
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9.2.3 Method

Figure 9.2 illustrates the system block diagram of the proposed method. The images
are captured in the image acquisition stage, and the captured image is then pre-
processed. Morphological features are extracted in the feature extraction stage
leading to the identification of the medicinal plants.

Fig. 9.1 a Phyllantus acidus, b Hibiscus rosa senesis, c Leucas aspera, d Vinca rosea (white),
e Mentha arvensis, f Murayya keonigii, g Azadirachta indica, h Santalum album, i Malvaviscus
arboreus, and j Vinca rosea (pink)

Fig. 9.2 System block diagram
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9.2.4 Image Segmentation

This is an important step in any image preprocessing. Image is captured and con-
verted to B&W. The color image is split into its plane, and later, masking of the
background is done using a simple ‘and’ operation. This leads to focus only on the
leaf portion in the image. The segmentation algorithm is depicted in the Fig. 9.3.

9.2.5 Feature Extraction

The following features were extracted from the leaf images for the identification.

Fig. 9.3 Segmentation flowchart

9 Recognition of Medicinal Plants Based on Its Leaf Features 103



9.2.5.1 Leaf Area

The leaf area was calculated based on the method proposed by Patil et al. [2]. He
used a coin as the reference object to calculate the area of the leaf. The same
technique was followed here also. This includes the following steps:

• Take a coin (in this work, a one rupee coin was taken), and measure its diameter
manually. Using this value, calculate the area of the coin, ‘A’.

• Capture the image of the coin keeping on the white background at a distance of
10 cm from the object. By using suitable threshold, convert the image into B&W
and measure the number of pixels in its vicinity. Let this count be ‘J’.

• Calculate the area of each pixel by using Eq. (9.1).

Area = A=J ð9:1Þ

• At the same reference distance, the leaf is kept and the image is captured. Using
some threshold, convert this image into B&W and count the number of pixels.
Let this be ‘N’.
The area of the leaf is calculated by

A:O:L = N � Area ð9:2Þ

Area can also be calculated by just using the number of pixels count in the
vicinity of the leaf and normalizing. This technique is also used in this proposed
work for breaking the cluster-1 and cluster-2 leaf groups which will be discussed in
latter parts of this paper.

9.2.5.2 Leaf Roundness

R = (4� A.O.LÞ=ðp� length� length) ð9:3Þ

The length of the leaf was calculated by finding the Euclidean distance between the
end pixel coordinates. The Euclidean distance is calculated by the following formulae

Distance = sqrt((X2 � X1Þ2 þ (Y2 � Y1Þ2Þ ð9:4Þ

9.2.5.3 Rectangularity

R ¼ ðA:O:LÞ=ðlength� widthÞ ð9:5Þ

where the length is calculated as in the case of the roundness, whereas the width is
calculated between vertical end points as shown in the Fig. 9.4.
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9.2.5.4 Edges and Textures

The method used to extract the edge and texture information is using another image
as reference. The reference image is an either entire white image or an entirely black
image. In our work, we have used entire black image as the reference image. Let the
black reference image be denoted as ‘B’.

Let ‘S’ denote the image containing only the leaf image after applying the
segmentation algorithm. The segmentation algorithm is dealt in detail in the later
section. Consider another image which is entirely dark image with all the pixel
values to be zeros. Now, apply Canny edge detection algorithm to the image ‘S’.

After the application of the canny method, we get the edges and the texture
information of the leaf as a B&W image. Calculate the normalized image histogram
of this image. Let this image be ‘B’. Now, find the difference between these image
plane histograms i.e., (between S and B) using Euclidean distance Eq. (9.4). This
will be a single number.

9.2.5.5 Color

The color JPEG image of the leaf is split into three planes R, G, and B. Now, we
apply the segmentation algorithm to each plane to extract only the leaf region
leaving the background. A similar method of edge and texture feature estimation is
applied to calculate the redness number, blueness number and the greenness
number of the leaf. Here also, entire black image is taken as the reference. These
features are helpful because the leaf colors vary from one plant to another. Even
though many of them are green, they have varying intensity in greenness itself.

9.2.5.6 Elongation

E ¼ Width=length ð9:6Þ

The elongation factor gives us the aspect ratio of the leaf. This is a number
which indicates how much the leaf is elongated.

These eight features make a powerful feature group to identify the leaf.

Fig. 9.4 Extraction of length
and width
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9.2.6 System Algorithm

Let the features extracted be f1–f8. The identity number for each plant is obtained
by using the weighted averaging technique. The equation is given by

I¼
XN
j¼1

ðWj � fjÞ=N ð9:7Þ

where
N number of features extracted
Wj weights given to the features
fj feature values extracted

Step 1 Capture image.
Step 2 Segment the leaf from the background.
Step 3 Extract features.
Step 4 Calculate unique ID number from Eq. (9.7).
Step 5 Check for the uniqueness of the number. If unique, go to Step 6, else adjust

weight of features.
Step 6 Stop.

9.3 Distribution of Leaf Features

This work is unique and novel as per the study of medicinal plants which gives a
result of great interest in designing classifiers, especially if attempted for a para-
metric classifier.

To find the distribution of the leaf features, we adapted a popular graphical test.
This plot is formed by plotting the sorted feature values versus their expected z-
values that are the values of z which divide the area under the standard normal curve
into n + 1 equal area, where n is the number of samples. Consider an example
sample set 5, 1, 3, 6, and 9. These samples are sorted in increasing order. For these
sorted lists, cumulative distribution function (CDF), C(z), is calculated: 1/6, 3/6, 5/
6, 6/6, and 9/6. Once the CDF is calculated, now find the corresponding z values
from the standard normal chart for each value of the sample. Now, plot the graph of
sorted sample feature values versus the expected z values. If the plot matches with
any one of the patterns given in Fig. 9.5, we can conclude that it is that specific type
of distribution. The equation behind this standard normal chart is
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CðzÞ ¼
Zz

�1

1ffiffiffiffiffiffi
2p

p
� �

e�
z2
2ð Þdz ð9:8Þ

In our work, we took V. rosea pink-flowered plants 50 leaves. We calculated the
identity number as per the Eq. (9.7) by extracting various features from the leaves.
We got a set of 50 identity numbers. Now, we divided each identity number by 51.
This resulted in 50 C(z) values. Find the corresponding expected z values, and plot
these values leading to the normal plot. By inspection, one can come to a con-
clusion that this is a normal distribution since the graph obtained for V. rosea
matches with the normal plot of the Fig. 9.5 and is shown in Fig. 9.6. To strengthen
the result obtained, we used another test which is Method of Moments (M.O.M).
From the graphical method, we came to a conclusion that is surely not Cauchy
distribution, but to confirm it is neither uniform, we use the M.O.M method. For the
50 feature values, calculate the mean and the variance. For the Vinca plant, we got
µ = 42.6707 which is the mean and σ2 = 78.3640 which is the variance. For the

uniform distribution, ðba þ bbÞ=2 ¼ 42:6707 and ðbb�baÞ2
12 ¼ 78:3640.

These two simultaneous equations are solved, and the estimated values of a and
b were calculated. As per the data set of the V. rosea pink-flowered plant, the feature
values set considered, the range values a = 29.1750 and b = 63.4358. By solving the

equations, the estimated values of a and b are ba ¼ 27:3380 and bb ¼ 58:0034. By

Fig. 9.5 Normal plots for a uniform distribution, b normal distribution, and c Cauchy distribution
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comparing the actual range values and the estimated range values, it is noticeable
that the estimated value of b falls within the actual value range, but the same is not
true for a. Since the estimated value does not fall within the range of the actual
values, we can come to the conclusion that this is not uniform distribution.

Hence, from the graphical analysis and the Method of Moments estimate, we
came to the conclusion that the medicinal plants are Gaussian distributed, which
provides evidence for choosing a proper distribution or for assuming normal dis-
tribution for designing parametric classifiers, which is the future enhancement of
this work.

9.4 Results and Discussions

The main idea behind this work was to generate a unique identity number for each
plant. The analysis started with the leaf features. We used some image processing
tools and algorithms to generate and prove the uniqueness of the identity numbers
obtained for the plants. We considered 50 leaf sample images from each species.
We considered 10 different plant species for our analysis. The algorithm was
executed and tested in MATLAB 2008a.

The identity number for each plant was calculated by weighted average method.
The first level of clustering based on the area was obtained. Since here automati-
cally the area was given the more weight-age because it was not normalized. The
plot of the clustering is as shown in the Fig. 9.7. From this plot, we can observe that
the samples have clustered into four groups with the small area leaves at the bottom
and the large area leaves at the top.

The next task was to break the cluster at the bottom say cluster-1. Here, the area
was the normalized pixel count in the vicinity of the leaf and the roundness

Fig. 9.6 Normal plot
obtained for Vinca rosea plant
leaf feature values
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parameter was considered. The roundness was given 1,000 weightage, and the
algorithm was executed. But it was found thatMentha and Leucas got separated and
Murayya and Azadirachta still packed in the cluster. Again the roundness and edges
were given 1,000 weightage, and the algorithm was executed and all the four leaf
groups in the cluster-1 separated. Each time, a proper decision boundary was
estimated between the feature values and the algorithm was executed. The cluster
separation is shown in Fig. 9.8. The next task was to separate the cluster-2. This
was the most difficult task, and all the leaves in the group were almost similar. By
repeated trial and error techniques, the roundness and greenness were given 1,000
weightage, and the algorithm was executed, and the cluster was separated, and this
is shown in the graph of Fig. 9.9.

Fig. 9.7 Area-based
clustering

Fig. 9.8 Separation of
cluster-1
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Hence, all the leaf groups were separated. In the graph of Fig. 9.9, there is slight
perplexity in the classification of leaves belonging to cluster-2. But since it had been
proved that these features are Gaussian in nature, we extract the parameters mean,
variance, and standard deviation. It was noticed that each plant varies greatly than the
other. Table 9.1 depicts the values calculated as per 50 samples in each species. Bold
fonts in Table 9.1 depict different clusters. Bottom most four plants belong to cluster-
1, which is a group of small sized leaves, middle with non-bold names indicate
cluster-2 with medium sized leaves, Malvaviscus and Hibiscus belong to the group of
large sized leaves, but since Malvaviscus leaves are smaller sized compared to
Hibiscus leaves these two plants can be put to two separate clusters, where Malva-
viscus in cluster-3 and Hibisucs in cluster-4. Hence we can see the formation of four
clusters depending on the area feature.

Hence, from Table 9.1, it was concluded that all the plant species are unique and
the numbers generated as per the Eq. (9.7) was also unique in nature; that is, if the
numbers generated are unique for their cluster groups, then it is concluded to be

Fig. 9.9 Separation of
cluster-2

Table 9.1 Gaussian parameters for the plant species

Plant species Standard deviation Mean Variance

Hibiscus 0.9769 7.2391 0.9543

Malvaviscus 0.5396 3.5914 0.2911
Phyllantus 8.0896 57.9588 65.4412

Santalum 5.5645 50.4500 30.9632

Vinca (pink) 5.9960 47.5482 35.9521

Vinca(white) 4.0234 38.3952 16.1862

Leucas 2.3500 13.6219 5.5223
Mentha 9.8603 73.1065 97.2245
Murayya 6.8338 38.7227 46.7011
Azadirachta 3.6006 28.8582 12.9644
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unique. In Table 9.1, even though 38 are appearing in the mean column twice, they
both belong to the different clusters which are well separated by choosing a proper
decision boundary. Mean is the actual unique ID generated for a plant species. The
next task was to find the changes in the plant belonging to same species but taken at
different locality. For this work, six Vinca (pink) plants and five Vinca (white)
plants were taken and the Gaussian parameters were found. It was found that these
two plant species, since they belong to the same family, jumble with each other as
the locality changes.

The plants were taken from different localities belonging to Shimoga district,
Karnataka, India. The result was tabulated and is shown in Table 9.2. It was
observed that the plants start mixing with each other due to varying environmental
factors. Hence, this quandary can be solved by taking additional features from the
plants.

Both these plants are well known for their vincamine which is common in both
the species. For a botanist, these plants are same, but as per the traditional Ay-
urvedic practitioners, this in-depth differentiation of plants is necessary. This
problem may be common to the plant species belonging to the same plant family.
Also separation of cluster-2 is difficult solely by the leaf species if number of plant
species increases. Hence, to increase the authenticity, we can opt for flowers and
fruits as features.

The normal plot analysis was conducted for the mean values of Vinca pink
plants. It was observed that even the variations of the features in different plants
belonging to the different locality are also Gaussian, and it is shown in Fig. 9.10.

The results obtained in this paper were derived from a data set comprising of 10
species. An open issue is whether the features from these 10 species (which are unique
within these 10) remain unique when a larger number of medicinal plant species are
considered. Furthermore, it is quite possible that when we consider all non-medicinal
plants aswell, these featureswill not remain unique. In such cases, an awareness of the
situational context in which the images are captured becomes critical.

Table 9.2 Environmental variations of plant species

Plant species Standard deviation Mean Variance

Vinca-pink 1 6.5957 43.5039 26.2387

Vinca-pink 2 5.7644 43.6554 33.2286

Vinca-pink 3 6.5957 39.8497 43.5039

Vinca-pink 4 4.4970 43.7813 20.2226

Vinca-pink 5 8.8523 42.6707 78.3640

Vinca-pink 6 5.9960 47.5482 35.9521

Vinca-white 1 4.0508 43.9247 16.4088

Vinca-white 2 4.6214 36.5139 21.3572

Vinca-white 3 4.0234 38.3952 16.1862

Vinca-white 4 6.0754 40.7858 36.9104

Vinca-white 5 6.6822 47.6514 44.6514
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9.5 Conclusions

The work presented in this paper is an attempt to perform automatic recognition of
medicinal plants, as well as to analyze the statistical nature of the image features
used for recognition. Ten plant species including plants belonging to the same
families were considered. It was proved that even some of the species though they
belong to the same family are different due to slight variations in the features.
A novel result in this paper is the experimental demonstration that the various
image-related features have a clear Gaussian distribution. This work is a contri-
bution toward serving horticulture in India and an attempt toward a faster and better
means of identifying medical plant species.
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Chapter 10
CLOSENET—Mesh Wi-Fi in Areas
of Remote Connectivity

Sriragh Karat, Sayantani Goswami, Aparna Sridhar, Aakash Pathak,
D.S. Sachin, K.S. Sahana, Viswanath Talasila and H.S. Jamadagni

Abstract The availability of high-speed network connectivity in Indian villages
can have significant socioeconomic impact. This can have a positive influence on
many aspects of development such as telemedicine, smart agriculture, and educa-
tion among others. In this paper, we describe our attempts to develop and deploy
CLOSENET, a wireless mesh network (WMN) in rural areas facing insufficient
network coverage. The network topology is chosen based on a case study on a
specific village (C.K.Pura in Tumkur, Karnataka), taking several constraints into
account such as terrain interference, population of users, and available power
sources. We analyze factors such as normalized routing load, packet delivery ratio,
data throughput, and data latency in order to demonstrate the efficiency, reliability,
and durability of the network through a simulation model developed using the NS2
simulation tool. Advanced reactive routing protocols such as the ad hoc on-demand
distance vector (AODV) have been chosen in order to guarantee good performance
in terms of scalability, reliability, throughput, load balancing, congestion control,
and efficiency. Furthermore, the terrain is mapped onto an appropriate attenuation
model implemented in NS2; this helps decide the throughput and latencies at each
node, as well as the number of nodes required to obtain acceptable data transfer
rates. The network is self-adaptive in nature. The work presented in the paper is a
part of a planned long-term initiative to develop connectivity in remote areas, which
will have significant benefits to society.
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10.1 Introduction

In the current era of globalization, where the Internet is considered to be the prime
medium of communication by a majority of world’s population, that a very minor
portion of the world has access to it is very appalling. In India, there is a lack of
connectivity in the rural areas. The penetration of telecommunication services such
as telephony and Internet access is low and in some regions non-existent. This is
probably due to the fact that service providers assume that the investment is
uneconomical owing to the lack of industrial development in these areas. However,
it is of utmost importance that the potential of rural areas be realized and equal
facilities be given to them by providing them with better connectivity with the rest
of the world. This will be of great use since numerous applications suitable to these
regions can be implemented for their benefit.

The problem of providing cost-effective solutions can be resolved by wireless
mesh networks (WMNs) [2, 3]. WMNs adopt a self-adaptive, self-organizing
(SASO) mechanism resulting in reliability, wide area coverage, spectral efficiency,
congestion control, and scalability with low incremental costs. One of the main
advantages that CLOSENET provides is privacy. One can be assured that the
content he transmits over the network is secure and private to oneself. This is
possible since every node behaves as an access point, and nobody needs to go to a
public portal to do his work, which is of essence for the applications.

The area of implementation of our model is Chennakeshavapura (C.K.Pura),
which is a small village in Pavagada taluk of Tumkur district, and is a drought-
affected semiarid region. The village comprises 1,350 households apart from a few
schools, a bank, a post office, and a Gram Panchayat office. The power supply at
C.K.Pura is very irregular; the residents get about 10 h of electricity every day.
A few mobile networks are available for regular usage, but the residents cannot
afford the high mobile data rates. There are five wired Internet connections which
give minimal bandwidth. Good medical facilities are limited to a few doctors in the
nearest hospital which is 105 km away. There is a veterinarian for the cattle in
the village, as agriculture is the main occupation of the lower strata of the society.
The water available at C.K.Pura has high fluoride content, which has adverse effects
on the general health of the people. Dental fluorosis is commonly seen as an effect
of this and needs to be attended to with great care.

Thus, in this paper, we propose to provide cost-effective and efficient high-speed
Internet connectivity by establishing a dynamic, self-adapting, and self-organizing
wireless mesh network in a rural area which has an Ethernet backbone, since the
lack of connectivity has resulted in the isolation of rural areas from the rest of the
technologically advanced world, deterring the holistic development of various fields
such as agriculture, health, and social welfare.
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10.2 Wireless Mesh Network

10.2.1 Why WMN?

WMNs have the capabilities of self-organizing, self-healing, and self-forming
within the network, which is very essential when there are multiple static and
mobile nodes in the architecture [9]. The wireless mesh network is formed auto-
matically once the mesh nodes have been configured and activated, which reduces
the setup time and maintenance cost, owing to its self-forming nature. Due to the
self-healing nature of WMNs, a disjoint node rejoins the network seamlessly and
does not require reconfiguration once restored. WMNs are also self-organizing, i.e.,
if there is an obstacle present in the path between the source and the destination
nodes, the next reliable shortest path between the source and the destination is
calculated using routing protocols and transfer of data packets takes place through
this alternate path. This solves the line of sight (LoS) problem and minimizes the
loss of data packets. The network automatically incorporates a new node into the
existing structure without any need for adjustments by a network administrator and
is thus self-configuring.

Mesh routers have minimal mobility and perform dedicated routing and con-
figuration, which significantly decreases the load of mesh clients and other end
nodes, thus preventing congestion [17]. Alternate paths can be chosen which allow
the traffic load to be balanced in the network. Load balancing and minimizing the
bottleneck via alternate routing can significantly increase network reliability in
WMNs. The technology is independent of the underlying radio technology. Each
customer can enjoy guaranteed bandwidth when the routers are placed tactically
along with sufficient gateways that are available at C.K.Pura, which also enhances
the heterogeneity of the network that we have created. The nodes of the WMN can
be built with extremely low power requirements using autonomous energy sources,
which are very much feasible for our area of deployment, since there is a lot of solar
energy available which can be capitalized upon. All these factors have led us to
adopt WMN as the best available option for the provision of connectivity in rural
areas (Fig. 10.1).

10.2.2 Network Architecture for C.K.Pura

Some of the important design aspects to be taken into consideration while mapping
network architecture to a specific region are discussed here. Various radio tech-
niques such as directional and smart antennas, multiple input multiple output
(MIMO), and multiradio/multichannel systems exist, among which one can be
chosen based on the load of the network. Scalability is an important factor in WMN
to gauge its impact at the region of implementation in the long run. Reactive routing
protocols are used to ensure efficient mesh connectivity to avoid congestion and
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fading. In addition to end-to-end transmission delay and fairness, more performance
metrics, such as delay jitter, aggregate and per-node throughput, and packet loss
ratios, are considered by communication protocols. Security schemes must be
selected based on various parameters such as load and type of data that is to be
transmitted over the network apart from the type of threats that could be possible
(Fig. 10.2).

After thorough land survey and referring to topography sheets of C.K.Pura, it
was seen that the land is mostly plain with minimal physical obstructions for signal
transmission. This precludes high signal reflection and hence good signal quality.
All the routers to be set up in the WMN will be new dual-band routers complying
with 802.11n. Thus, there is no issue of backward compatibility of devices,
ensuring high speeds and full utilization of network resources.

10.3 AODV Algorithm and Protocols

Ad hoc on-demand distance vector is a reactive protocol which creates routes when
demanded by the source host, and the routes are maintained and used when needed.
Hello messages are used to detect and monitor links with neighbors. Each active
node periodically broadcasts a Hello message that all its neighbors receive. In case a
node fails to receive several Hello messages from a neighbor which are broad-
casted, a link break is found [4].

Fig. 10.1 Wireless mesh network architecture
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In an AODV network, when a data packet is to be transmitted between two
nodes and the source node must send data to an unknown location, it initiates the
route discovery process in order to obtain a route toward the destination node by
broadcasting a route request (RREQ) message for that destination. When an RREQ
is received, at every intermediate node, a route to the source is created. If the
receiving node has not received this RREQ before and is not the destination or does
not have a current route to the destination, then it rebroadcasts the RREQ. If the
receiving node is the destination or has a current route to the destination, it gen-
erates a route reply (RREP). As the RREP propagates, each intermediate node
creates a route to the destination. When the source receives the RREP, it records the
route to the destination and can begin sending data. If multiple RREPs are received
by the source, the route with the shortest hop count is chosen.

Each node along the route updates the timers associated with the routes to the
source and the destination as the data flow, maintaining the routes in the routing
table. If a route is not used for some period of time, the node removes the route
from its routing table as it is not sure if it is valid. If data are flowing and a link
break is detected, a route error (RERR) is sent to the source of the data in a hop-
by-hop fashion. As the RERR propagates toward the source, each intermediate
node invalidates routes to any unreachable destinations. When the source of the
data receives the RERR, it invalidates the route and reinitiates route discovery if
necessary [5].

AODV mainly has three distinct features which are very important to understand
its functionality. Firstly, every request is assigned a sequence number. These are
assigned so that the nodes do not repeat route requests that have already been
passed on. Secondly, there is a feature called time to live which is present for every

Fig. 10.2 Placement of routers at C.K.Pura after consideration of all parameters along with
AODV algorithm
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route request, which limits the number of times they can be retransmitted. Also, in a
situation where a route request fails, we cannot assign another route request unless
and until twice as much time has passed since the time-out of the previous request.

AODV has a few advantages over other routing protocols such as optimized link
state routing (OLSR), which makes it one of the most preferred protocols. It does not
require a central administrator to manage. The control traffic messages are reduced,
but it is at the cost of increased latency in finding new routes. Minimal routing is
practiced as the route information exists in the routing table, which shows the active
routes in the network. It reacts quickly to topological changes and updates any host
affected by the change in router error message (RRER) [10] (Fig. 10.3).

AODV offers a large number of advantages in our model. AODV performs very
well in a low-traffic and low-mobility environment like C.K.Pura, where the
reactive protocol scales perfectly to a larger network with low bandwidth and
storage overhead. Since the AODV protocol is resource critical in nature, the usage
of resources and their shortage acts as a major factor in environments similar to
C.K.Pura’s and is thus suitable for CLOSENET. AODV requires less protection as
compared to others as only RREP and RRER messages require protection, thus
reducing the routing overhead. Security is also implemented by encrypting all the
messages in the network using public key cryptography [15].

This algorithm is flashed onto the routers using open firmware programs such as
OpenWRT [14], along with the other necessary protocols. The other protocols
being used are IEEE 802.11n, IEEE 802.11s, and WPA2/AES. IEEE 802.11n is a
wireless networking standard that provides standardized support for MIMO, frame
aggregation, and security improvements among other features. It can be used in the
2.4 or 5 GHz frequency bands. IEEE 802.11s is an IEEE 802.11 amendment for
mesh networking, which defines how wireless devices can interconnect to create a

Fig. 10.3 Transmission of data between source and destination as per AODV routing algorithm
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WLAN mesh network. It basically helps routers form mesh links with each other,
over which mesh paths can be established using a routing protocol and in this case
the AODV protocol.

10.4 Privacy and Security

Wireless mesh network (WMN) is a new wireless networking paradigm which is
characterized by fast, easy, and inexpensive deployment solutions. In a WMN, the
client should have end-point-to-end-point security assurance [16]. Wireless net-
works provide great flexibility and mobility but are not as secure as wired networks.
However, to provide applications to residents via mobile applications and for peer-
to-peer communication, wireless mesh network is important. A WMN is vulnerable
to various types of attacks, which is why appropriate security measures must be
provided with utmost priority, especially when there is a need for maintaining
privacy for each user. In CLOSENET, it is extremely essential that confidentiality
be maintained and there is no leakage of data in order to support applications such
as teledentistry and Internet banking.

Some of the common security threats and attacks that can be faced in a WMN
are briefly discussed in this section [11, 19]. Physical threat is the threat posed by
the physical location of the routers in cases where they can be replaced by malicious
routers so that incorrect routing information is communicated with the network.
Confidentiality and integrity of the information sent out by the mesh routers is very
crucial to protect from being tampered with or intercepted. This could be realized
by employing encryptions in various layers. However, finding a viable encryption
policy for protecting confidentiality and integrity while minimizing the algorithm
complexity and cost becomes the foremost problem. The existing wired equivalent
privacy (WEP) is not suitable due to its inherent flaws. A strong authentication
mechanism must be in place so that all nodes joining the network are able to verify
the identity of the other nodes. The current mechanism of public key authentication
is not the most efficient in our model since it causes a time delay apart from
accelerating the depletion of battery life. Apart from these threats, the routing
security might be a risk since, by attacking the routing policy of the WMN, the
attacker could affect the performance of the network by altering the topological
information in the route packet.

WMNs are vulnerable to various kinds of attacks. Redirection by modified route
sequence numbers is possible attack against the AODV protocol. Redirection with
modified hop count attack is targeted against the AODV protocol in which a
malicious node can increase the chances that they are included on a newly created
route by resetting the hop count field of a RREQ packet to zero. Apart from these,
repudiation, masquerading, and denial of service are also threats to WMNs. There
are two main attacks that AODV routing protocol is prone to. They are as follows:
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1. Wormhole attack Two distant points in the network are connected by a mali-
cious connection using a direct low-latency link called the wormhole link [18].
Once the wormhole link is established, the attacker captures wireless trans-
missions on one end, sends them through the wormhole link, and replays them
at the other end. The malicious nodes could also drop packets and cause network
disruption. The attacker can also spy on the packets going through and use large
amount of information gained to launch other types of attacks and compromise
the security of the network.

2. Blackhole attackWhile receiving the routing request, the attacker claims to have
a link to the destination node even if there is not and then forces the source to
send the packet through it without forwarding the data packet to the next hop [1].

AODV is a vital part of the WMN for it directly determines the implementation
of network function and its efficiency, but is not sufficient to tackle the security
issues. A more secure extension of AODV known as secure ad hoc on-demand
vector (SAODV) that can be used to protect the route discovery mechanism and
provide security features such as integrity, authentication, and non-repudiation can
be employed. SAODV assumes that each node has a signature key pair from a
suitable asymmetric cryptosystem and that each node is capable of securely veri-
fying the association between the address of a given node and the public key of that
node. Two mechanisms are used to secure the AODV messages—digital signatures
to authenticate the non-mutable fields of the messages and hash chains to secure the
hop count information (the only mutable information in the messages) [20]. This is
because for the non-mutable information, authentication can be performed in a
point-to-point manner, but the same kind of techniques cannot be applied to the
mutable information. Route error messages are protected in a different manner as
they have a big amount of mutable information. In addition, it is not relevant which
node started the route error and which nodes are just forwarding it. The only
relevant information is that a neighbor node is informing to another node that it is
not going to be able to route messages to a certain destination anymore. Therefore,
every node (generating or forwarding a route error message) uses digital signatures
to sign the whole message and any neighbor that receives it verifies the signature.
Thus, we have chosen SAODV as a suitable security mechanism in order to support
AODV in our WMN model.

10.5 Simulation Results

A few standard parameters such as throughput, end-to-end delay, constant bit rate
(CBR), normalized routing load, and congestion window have been simulated on
NS2 network simulator [13] along with NAM for better visualization in order to
verify the efficiency of our design. Fifty static nodes placed at strategic locations in
C.K.Pura and 50 mobile nodes have been taken into consideration in order to
assume heavy load on the network. The reason behind this is that it is necessary to
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analyze the performance of the network under situations of high pressure. The
nodes for the simulation were placed as per the C.K.Pura layout in order to gauge
the results when deployed. The parameters that have been considered for the NS2
topology simulation are as shown in Table 10.1.

Packet delivery ratio is the ratio of the number of data packets received to the
number of data packets sent and is useful in determining the CBR as well as data
packet loss ratio. In our model, the packet delivery ratio is calculated to be 0.9920
as shown in Fig. 10.4a, which is an excellent received-to-sent ratio, and indicates
that the data packet loss ratio is very minimal, thus ensuring security of the data
transmitted [8, 12]. Normalized routing load is defined as the total number of
routing packets such as RREQ, RREP, RRER, and HELLO, transmitted per data
packet, counted by bit/s, and is found to be 0.262, which can be improved and is
shown in Fig. 10.4b. The average end-to-end data delay includes all possible delays
caused by buffering during routing discovery latency, queuing at the interface
queue, and retransmission delays at the media access control (MAC), propagation,
and transfer times. The delay is found to be 187.837 ms as shown in Fig. 10.4c.
Average data throughput is the average of the data packets generated by every

Table 10.1 Scenario for NS2
topology Performance measurement

parameter
Value

Number of simulated nodes 50 static and 50 mobile

Area size of topography (m2) 3,13,500

Packet size (bytes) 512

Pause time (s) 20

Traffic type CBR

Simulation time (s) 140

Simulated routing protocol AODV

Fig. 10.4 Simulation results of a CBR, b normalized routing load, c delay, and d throughput

10 CLOSENET—Mesh Wi-Fi in Areas of Remote Connectivity 123



source, counted by bit/s. In our network simulation, we are able to achieve about
448 bits/s, which is almost equivalent to the standard AODV network simulation
results, which is about 510 bits/s. This is shown in Fig. 10.4d.

The congestion window is one of the factors that determine the number of bytes
that can be outstanding at any time. This is a means of stopping the link between
two places from getting overloaded with too much traffic. The size of this window
is calculated by estimating how much congestion is there between the two places.
The congestion window for our network is as shown in Fig. 10.5. Thus, it can be
determined that CLOSENET can be deployed and will provide an efficient infra-
structure to support the applications beneficial to the residents.

10.6 Applications

Various applications can be provided through CLOSENET at C.K.Pura, which will
be extremely helpful to the residents there. A few of them include teledentistry,
smart street lighting, resolution of human–animal conflict, Internet telephony,
e-education, precision agriculture, and IP radio.

10.6.1 Teledentistry

Teledentistry is a branch of telemedicine which utilizes both information and
communication technologies and includes the electronic exchange of diagnostic
image files, including radiographs, photographs, video, optical impressions, and

Fig. 10.5 Graph of number of data packets versus time
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photomicrographs of patients for consultation with authorized healthcare profes-
sionals [6]. As mentioned before, dental fluorosis, which is a developmental dis-
turbance of dental enamel caused by excessive exposure to high concentrations of
fluoride (more than 2 ppm) during tooth development, is a common health problem
that persists among the residents of C.K.Pura. Although dental care is extremely
important, it is neglected and is not considered a matter of priority, as a result of
which people are not ready to travel too far to get appropriate treatment.

With the establishment of CLOSENET in C.K.Pura, this issue can be handled
efficiently and in a hassle-free manner, which is convenient for the residents since
they can enjoy good dental care while sitting at home. The medical history and
complaints of the patient, i.e., data [still photographs, digital radiographs, and paper
or electronic data], are sent across to the doctor. This involves the usage of cameras,
microphones, headset, or external speakers which are installed in the centers that
serve as the medium of communication. The data can be sent in two ways, which
are real-time video conferencing (asynchronous) and store-and-forward communi-
cation (synchronous) (data are stored and sent later when required). Dental man-
agement software (dental records, dental billings, appointment scheduling,
reporting requirements) can be used to manage the data of the patients and send
diagnosis reports and reminders about appointments to the patient’s mobile phone
as a notification through CLOSENET [7]. The doctor or specialist at the other end
diagnoses the ailment of the patient and indicates the further steps to be taken for
the treatment of the patient.

One of the major concerns involved in this kind of medication is the confi-
dentiality of patient information. It arises from the transfer of medical histories and
records as well as from general security issues of electronic information stored in
computers. CLOSENET ensures the security of the data being transferred. To make
this more confidential, the patient can be addressed by using initials, a pseudonym,
or a reference number. Some practitioners use secure socket layer (SSL) to encrypt
the information that flows between the Web browser at the user end (center of the
patient) with the Web server receiving the referral (center of the doctor). An
encrypted Web-based referral is more secure than a conventional, paper-based
referral. Thus, teledentistry with the guarantee of safety and security in C.K.Pura is
of prime importance, which can be provided by CLOSENET.

10.6.2 Smart Street Lighting

The present-day street lamps run on a periodic on–off cycle whose period will be
predetermined. Since the cycle is fixed, either the lights are on when it is not
required or the lights are off when required. This can be overcome by using Wi-fi.
Connecting all the street lamps in a meshlike fashion will allow officials to maintain
precise operation of each lamp from one location to determine the appropriate
output for the area and time of day. They will also know immediately when a light
requires maintenance instead of having to rely on visual confirmation from the field,
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thus reducing the maintenance and energy costs over a period of time. Using the
mesh network that we propose, there can be one sensor which will sense the light
intensity and this information will be sent to all nodes (lamps which are inter-
connected using Wi-fi). In turn, all street lamps will be operated without the
requirement of manual control. Since only one sensor needs to be deployed, too
much additional costs are not incurred.

10.6.3 Resolution of Human–Animal Conflict

Human–animal conflict can be broadly classified into four categories—space
conflict, crop raiding, predation on livestock, and death of humans. Video sur-
veillance can be employed in rural areas which transmit data wirelessly. This will
help in better monitoring of fields, barns, and livestock movement, thus reducing
the risk of conflicts. Introducing low-cost and low-power video surveillance sys-
tems allows people to check what is happening in real time. This also helps in
keeping a check on intruders who usually get into fenceless fields. Low-cost
cameras can be installed as sensors as there is no need of high-definition cameras
since its purpose is just monitoring. This proposed solution aims at making the
farmers’ lives easier at C.K.Pura, as majority of the population there is comprised of
agriculturists.

10.7 Conclusion

The CLOSENET model provides a solution to realize the hidden potential of rural
areas by providing them with better connectivity and Internet access. This can
maximize the untapped economic potential of several regions in a country like
India, where about 70 % of the country dwells in rural areas. The implementation of
our model at C.K.Pura has the capacity to bring about many improvements in the
village in terms of technology, health care, agriculture, education, and overall
standard of living without compromising individual privacy. Some of the most
prominent applications that would help the residents C.K.Pura are teledentistry,
smart street lighting, and human–animal conflict. The deployment of this SASO
network is feasible since it is a cost-effective solution and has the capability of
providing uninterrupted, high-speed Internet to the entire village, as has been shown
in the simulation.

The solution for security issues has been proposed as SAODV, which can be
further looked into and simulated. Hybrid networks can be formed using this net-
work as the base. The network can be scaled to include the neighboring villages and
introduce intervillage communication with the help of antennas and integration with
other technologies. There are also multiple upcoming projects in C.K.Pura like
COMMONSENSE, which is a farmers’ helpline for smart agriculture, for which our
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network can provide the infrastructure. CLOSENET can also be implemented at
other areas of remote connectivity posing various other constraints, and its effi-
ciency can be improved based on the results that are obtained. There is a great need
for providing good connectivity solutions like this, considering the overall progress
of the country in the current scenario of globalization.
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Chapter 11
Hybrid Backstepping Control for DC–DC
Buck Converters

Tousif Khan Nizami and Chitralekha Mahanta

Abstract This paper presents a backstepping control technique in combination
with the sliding-mode mechanism for simultaneous control of the capacitor voltage
and inductor current in a DC–DC buck converter. The proposed hybrid controller is
capable of tackling both the matched and mismatched types of uncertainties like
input voltage change and load current variation. The backstepping control can reject
both matched and mismatched types of uncertainties, whereas the sliding-mode
control is robust against matched uncertainties only. The systematic controller
design procedure of backstepping and invariance property of SMC for matched
uncertainty have been utilized for robust tracking of both the capacitor voltage and
inductor current simultaneously. It is found that by switching between these two
different control structures, one exclusively for the matched and the other for the
mismatched uncertainties, excellent transient and steady-state performances can be
ensured. In the case of backstepping control, performance of the buck converter
is largely dependent on design parameters. Hence, these design parameters are
judiciously selected to assure optimum performance. Simulation studies have been
carried out to verify the effectiveness of proposed hybrid control structure. Tran-
sient performances like peak overshoot, peak undershoot, settling time, and also
steady-state error have been measured under widely varying changes in input
voltage and load current. Simulation results demonstrate that as compared to
existing controllers, the proposed hybrid control strategy offers superior transient
and steady-state performances.
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11.1 Introduction

The buck converter is a step-down DC–DC converter used in a variety of industrial
and residential applications [1, 2]. It is inherently nonlinear in nature. Accurate and
fast control of both the capacitor voltage and the inductor current in buck con-
verters, when subjected to wide range of uncertainties, is still a challenging task. A
lot of work has been carried out in the past for capacitor voltage regulation in buck
converters [3–7]. However, majority of these methods ignore the inductor current
control part. Both the voltage and current control are equally important for good
transient and steady-state performances of the buck converter. Simultaneous control
of current and voltage is also vital to reduce the size and cost of the converter and
simplify its implementation.

Recently, Chiu and Shen [8] proposed finite time control of buck converters via
internal terminal sliding modes. The proposed method works well for capacitor
voltage regulation, but inductor current control in the presence of disturbance has
not been investigated. Komurcugil [9] presented an efficient method of controlling
both the voltage and current in the buck converter with adaptive terminal sliding-
mode control technique. The proposed controller tracks the reference input satis-
factorily but at the cost of slow start-up response.

Backstepping is an effective control tool with a systematic and recursive pro-
cedure for designing a controller for uncertain systems and has been applied suc-
cessfully to DC–DC buck converters [10–12]. However, the performance of
backstepping controllers is largely dependent on the design parameters which have
high influence on the operation of the converter. Sureshkumar and Ganeshkumar
[13] proposed backstepping with time-invariant design constants and showed the
performance for the capacitor voltage. Studies pertaining to inductor current
response and subjugation of the system to wide range of matched and mismatched
uncertainties have not been reported.

Sliding-mode control (SMC) [14, 15] is another well-established control
mechanism for tackling matched uncertainties. SMCs are widely popular due to
their simplicity and robustness and have found useful application in buck converters
[16–18]. Unfortunately, SMC method does not guarantee immunity of the converter
to mismatched uncertainties [9].

In order to improve the robustness of buck converters applied for voltage and
current tracking, a combined architecture involving backstepping and SMC is
proposed. The proposed control algorithm uses switching action between the time-
varying design parameter-based backstepping control and hysteresis modulation
(HM)-based sliding-mode control techniques. The proposed controller operates
in the backstepping mode and switches to the SMC mode only when the controller
detects matched uncertainty present in the system. This results in superior transient
and steady-state responses for a wide range of matched and mismatched
uncertainties.
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This paper is organized as follows. The buck converter is briefly described in
Sect. 11.2. The proposed hybrid controller design methodology is described
in Sect. 11.3. Simulation results are presented in Sect. 11.4. Conclusions are drawn
in Sect. 11.5.

11.2 Buck Converter

The basic topology of buck converter required for modeling, analysis, and its
subsequent control design is shown in Fig. 11.1.

The dynamics of the buck converter are described as

_x1 ¼ � x1
RC

þ x2
C

ð11:1Þ

_x2 ¼ � x1
L
þ uE

L
ð11:2Þ

where

x1 ¼ vC ð11:3Þ

x2 ¼ iL ð11:4Þ

and u = 1 denotes the on time period and u = 0 denotes the off time period of the
switch SW .

11.3 Controller Design

The block diagram of the proposed hybrid backstepping control methodology for
buck converters is shown in Fig. 11.2. The proposed controller uses a backstepping
control method in conjunction with a sliding-mode controller (SMC) and switches
between the two according to the nature of uncertainty affecting the buck converter.

E

L

C RD

Sw

iR
iCiL

vC

Fig. 11.1 Basic topology of buck converter
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The backstepping control is applied to tackle mismatched uncertainties which may
arise because of change in load and other system parameters like inductance and
capacitance. The SMC acts only when any matched uncertainty like input voltage
change occurs in the system. Backstepping controllers are capable of rejecting both
matched and mismatched types of uncertainties, but sliding-mode control is
inherently immune to matched uncertainties. Moreover, transient performance of
SMCs against matched uncertainties has been established as superior. Hence, the
proposed controller is designed to utilize these two control strategies appropriately.
The proposed control methodology is described below.

11.3.1 Design of Backstepping Control

Let ub be the control signal produced by the backstepping controller. Let the voltage
error be defined as

z1 ¼ x1 � yr ð11:5Þ

where yr is the reference capacitor voltage. Differentiating (11.5) and using (11.1)
yields

_z1 ¼ x2
C
� x1
RC

� _yr ð11:6Þ

Fig. 11.2 Block diagram of the proposed hybrid backstepping controller for capacitor voltage vC
and inductor current iL control of buck converter
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Let the desired value of x2 be x2d . Now

x2d ¼ Cð�c1z1 þ x1
RC

þ _yrÞ ð11:7Þ

where c1 is a design parameter. Substituting (11.7) for x2 in (11.6) yields

_z1 ¼ �c1z1 ð11:8Þ

and

lim
t!1 _z1 ¼ 0 ð11:9Þ

Let us now define a new variable z2 as

z2 ¼ x2 � x2d ð11:10Þ

Rearranging (11.10) and using (11.7) gives

x2 ¼ z2 þ Cð�c1z1 þ x1
RC

þ _yrÞ ð11:11Þ

Using (11.11) in (11.6) gives

_z1 ¼ z2
C
� c1z1 ð11:12Þ

Differentiating (11.10) yields

_z2 ¼ _x2 � _x2d ð11:13Þ

Further simplification of (11.13) using (11.11), (11.12), (11.1), and (11.2) yields

_z2 ¼ � x1
L
þ ubE

L
þ c1z2 � Cc21z1 �

x2
RC

þ x1
R2C

� C€yr ð11:14Þ

Let us consider a Lyapunov function as

V ¼ 0:5z22 ð11:15Þ

Differentiating (11.15) gives

_V ¼ z2 _z2 ð11:16Þ
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Substituting (11.14) in (11.16) yields

_V ¼ � x1z2
L

þ ubEz2
L

þ c1z
2
2 � Cc21z1z2 �

x2z2
RC

þ x1z2
R2C

� z2C€yr ð11:17Þ

Let the control input u1 be

ub ¼ L
Ez2

x1z2
L

� c1z
2
2 þ Cc21z1z2 þ

x2z2
RC

� x1z2
R2C

þ z2C€yr � c2z
2
2

� �
ð11:18Þ

Substituting (11.18) in (11.17) leads to

_V ¼ �c2z
2
2 ð11:19Þ

where c1 and c2 are positive design parameters guaranteeing _V\0 and thereby
ensuring stability for the backstepping controller given by (11.18). Further the
derived backstepping control signal ub is made discontinuous signal by passing it
through pulse width modulation (PWM) technique and thus obtaining u1 as the final
backstepping control signal.

11.3.2 Design of Hysteresis Modulation-Based Sliding-Mode
Control

Let u2 be the control signal produced by the SMC. The sliding surface s is designed as

sðx1; x2Þ ¼ ðyr � x1Þk1 þ ðpr � x2Þk2 ð11:20Þ

where pr is the reference inductor current and k1 and k2 are design parameters. The
control output from the SMC is produced by using the HM technique which has a
hysteresis band with predefined switching boundaries to limit the switching fre-
quency of the converter. The sliding-mode control signal is produced as per the
following switching logic,

u2 ¼ 1 when s\� h
0 when s[ h

�
ð11:21Þ

where h is the switching limit of hysteresis band. The proposed controller switches
between the backstepping and the SMC according to the following condition:

u ¼ u1 when Eerrorj j ¼ 0
u2 when Eerrorj j 6¼ 0

�
ð11:22Þ
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and

Eerror ¼ En � E ð11:23Þ

where En and E are the nominal and measured input voltages of the buck converter.

11.4 Results and Discussion

The proposed controller is applied to a buck converter as described in Fig. 11.2
having the following parameters:

E ¼ 15V; L ¼ 20mH; C ¼ 6 lF; R ¼ 30X ð11:24Þ

Simulation is carried out using Simulink in MATLAB with 1 μs as the sensing
interval. The proposed controller is implemented by selecting time-varying design
parameters c1 and c2, in order to give the best converter performance. The design
parameters chosen are as follows:

c1 ¼ 5500þ e100t if t� 0:002 s
1e7 otherwise

�
ð11:25Þ

c2 ¼ 8e6 ð11:26Þ

A fixed ramp signal with a switching frequency of 20 kHz is compared with the
continuous control signal produced by the backstepping controller to generate the
PWM signal, needed to operate the power electronic switch SW. For the SMC, a
hysteresis band of h = ±0.0001 and gains k1 = 20 and k2 = 10 are selected.

Transient and steady-state performances of the buck converter are investigated
under varying source and load conditions. Dynamic behaviors of both the capacitor
voltage and the inductor current are studied against changes in input voltage and
load resistance. During the start-up, responses of the capacitor voltage and the
inductor current are noted as quick start-up response, since it is very important in
buck converters. Simulation results obtained by using the proposed controller are
compared with the results obtained by applying proportional–integral (PI) and
backstepping controllers reported in [13]. In [13], design constants used are
kp = 0.0015, ki = 10, and c1 = 100, c2 = 390 for the PI and the backstepping
controllers, respectively. The simulation results are plotted in Figs. 11.3 and 11.4.

Figures 11.3 and 11.4 show the capacitor voltage and the inductor current
during start-up period of the buck converter. It is observed in Fig. 11.3 that the
proposed method successfully tracks the reference signal of 5 V with the settling
time of 0.96 ms, with zero peak overshoot and negligible steady-state error, and
shows superior performance than PI and backstepping control. As it can be seen in
Fig. 11.4, PI controller [13] exhibits large ripple in the current and long settling
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time, whereas the proposed controller in comparison with both PI [13] and
backstepping [13] controllers offers less settling time and less inductor current
ripple.

Table 11.1 compares the transient parameters like rise time (tr), settling time (ts),
peak overshoot (Po), and steady-state parameter like steady-state error (Ess) of PI,
backstepping, and the proposed controller for capacitor voltage and inductor current
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Fig. 11.3 Profile of capacitor voltage vC during start-up

−0.05 0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
0

0.05

0.1

0.15

0.2

0.25

0.3

Time (s)

In
du

ct
or

 C
ur

re
nt

 (
A

)

0 0.5 1 1.5 2 2.5 3

x 10
−3

0.14

0.16

0.18

Backstepping Controller [13]

PI Controller [13]

Proposed Controller

Fig. 11.4 Profile of inductor current iL during start-up

Table 11.1 Comparison of control schemes for capacitor voltage and inductor current during
start-up

Response Controller Performance

Transient Steady state

tr (ms) ts (ms) Po (%) Ess (%)

Capacitor voltage PI [13] 146.80 262 0 0.40

Backstepping [13] 1.20 2.10 1.7 2.10

Proposed 0.44 0.96 0 0.06

Inductor current PI [13] 149.80 255 0 0.60

Backstepping [13] 1.00 1.20 0 2.34

Proposed 0.10 0.23 0 0.20
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responses during the start-up period of the buck converter. It is evident from
Table 11.1 that the proposed hybrid backstepping controller performs better.

The buck converter is now subjected to a change in input voltage from 15 to
150 V, and the corresponding system response is plotted in Figs. 11.5 and 11.6. The
capacitor voltage is shown in Fig. 11.5, and the inductor current is shown in
Fig. 11.6, for the case when the system is subjected to matched uncertainty. It is
observed from Figs. 11.5 and 11.6 that the PI controller [13] is able to track the
reference signal but at the cost of high peak overshoot and long settling time. It is
worth noting that the backstepping controller proposed by [13] exhibits poor
steady-state performance by producing intolerable steady-state error. In contrast, the
proposed hybrid backstepping controller performs best with the least settling time
and steady-state error and produces no peak overshoots or undershoots. The
accurate measurements are tabulated in Table 11.2.

Further, the buck converter is subjected to change of load resistance R from 30 to
15 Ω, denoting a mismatched type of uncertainty. The corresponding capacitor
voltage and inductor current response are plotted in Figs. 11.7 and 11.8, respectively.

As evident from the Fig. 11.7 and Table 11.3, both PI controller and back-
stepping controller proposed in [13] gives large undershoot and long settling time.
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Fig. 11.5 Capacitor voltage response in the presence of matched uncertainty, i.e., change of
E from 15 to 150 V at t = 0.5 s

0.3 0.35 0.4 0.45 0.5 0.55 0.6 0.65 0.7

0

2

4

6

Time (s)

In
du

ct
or

 C
ur

re
nt

 (
A

)

Proposed Controller
Backstepping Controller [13]
PI Controller [13]0.4995 0.5 0.50050.501

0.1

0.15

0.2

Fig. 11.6 Inductor current response in the presence of matched uncertainty, i.e., change of E from
15 to 150 V at t = 0.5 s

11 Hybrid Backstepping Control for DC–DC Buck Converters 137



Again it must be noted here that the backstepping controller exhibits significant
steady-state error and settling time. In view of Table 11.3, it is clear that the
proposed controller offers superior transient and steady-state performance in com-
parison with [13].

Table 11.2 Comparison of control schemes for capacitor voltage and inductor current during
input voltage change

Response Controller Performance

Transient Steady state

ts (ms) Po (%) Ess (%)

Capacitor voltage PI [13] 37 793 0.70

Backstepping [13] 3.5 2,880 2,890

Proposed 0.10 1.35 0.06

Inductor current PI [13] 38.60 860 0.36

Backstepping [13] 2.00 0 2,892

Proposed 1.00 7.60 0.24
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Fig. 11.7 Capacitor voltage response in the presence of mismatched uncertainty, i.e., change of
R from 30 to 15 Ω at t = 0.5 s
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Fig. 11.8 Inductor current response in the presence of mismatched uncertainty, i.e., change of
R from 30 to 15 Ω at t = 0.5 s
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Although the proposed method gives satisfactory response for capacitor voltage
under change in load resistance, yet the inductor current response in Fig. 11.8
suffers from an overshoot of 13.3 % and settling time of 10 ms as shown in
Table 11.4.

It is evident from these tables that the transient and steady-state performances of
the proposed controller are the best among the three controllers. However, the peak
overshoot (Po) in the inductor current is high, which is a drawback of the proposed
controller. Overall, it is clear that the proposed method of combining the back-
stepping and sliding-mode control works satisfactorily in presence of wide range of
matched and mismatched uncertainties and provides effective simultaneous control
of both the capacitor voltage and the inductor current.

11.5 Conclusion

In this paper, a hybrid controller is proposed for the buck converter by combining the
backstepping control method with the sliding-mode control technique. The proposed
controller aims to control both the capacitor voltage and the inductor current in the
buck converter in presence of matched and mismatched uncertainties like input
voltage change and load change, respectively. The proposed controller switches
between the two controllers according to the type of uncertainty. When the buck
converter is affected by matched uncertainty due to input voltage change, the SMC
acts. When mismatched uncertainty like load resistance change occurs in the buck
converter, the backstepping control becomes operational. This strategy is conceived

Table 11.3 Comparison of control schemes for capacitor voltage during load change

Response Controller Performance

Transient Steady state

ts (ms) Pu (%) Ess (%)

Capacitor voltage PI [13] 4.50 44.20 0.50

Backstepping [13] 10 42.5 28.4

Proposed 6.00 27.60 0.09

Table 11.4 Comparison of control schemes for inductor current during load change

Response Controller Performance

Transient Steady state

ts (ms) Po (%) Ess (%)

Inductor current PI [13] 4.20 0 0.60

Backstepping [13] 100 0 28.56

Proposed 10 13.30 0.015
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because the SMC is robust to matched uncertainty, whereas it cannot tackle mis-
matched uncertainties. On the other hand, backstepping controller can deal with both
matched and mismatched uncertainties, but its performance against matched
uncertainties is not at par with SMCs. The systematic controller design procedure of
backstepping and invariance property of SMC for matched uncertainty have been
utilized for robust tracking of both the capacitor voltage and inductor current
simultaneously. Simulation results demonstrate that as compared to existing con-
trollers, the proposed hybrid control strategy offers superior transient and steady-
state performances.
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Chapter 12
Power Optimization of Refrigerator
by Efficient Variable Compressor Speed
Controlled Driver

S.D. Zilpe and Z.J. Khan

Abstract Nowadays, refrigerator is an important domestic electrical device, but at
the time of load shading or when the electricity is not available at that time, because
of some drawbacks, we cannot operate this device on any inverter. The main reason
why refrigerator does not work on inverter is because of switching. Since the
pressurized compressor of refrigerator get continuously switched between ON and
OFF, in order to maintain the temperature, it draws more current because of blocked
rotor induction motor, and as switching occurs frequently, compressor requires
minimum 3 min to start again for proper working in refrigerator. All these things
have severe effect on the system such as nonlinear behavior of the device, and also,
power quality gets deteriorated which needs to be controlled at any cost and
requires some practical measures on this field, and the project’s theme mainly
works in this area and provides a solution to this problems. The project includes an
idea and provides a design of a driver circuit which operates the compressor of
refrigerator with minimum frequency and voltage at minimum temperature. Using
this driver, the compressor of a refrigerator can be operated using solar panel
photovoltaic cell (P-V Cell) operated inverter. The various advantages of this
project are that the driver circuit eliminates the difficulty in operation of compressor
while continuous ON–OFF switching of power supply across it. Instead of con-
tinuous ON–OFF switching, the driver circuit controls the temperature by gradually
varying the speed of single phase induction motor.
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12.1 Introduction

Basically, compressor contains induction motor, and because of high pressure of
compressor, it acts as a blocked rotor at start. Hence, it takes six times more load
current as compared to normal operation which may affects the inverter. As dis-
cussed earlier, present refrigerators face the problem of switching. Because of
switching of power across compressor, the power quality of supply gets affected
due to generation of harmonics. If we cut off the supply of compressor, it requires
minimum 3 min to start again; otherwise, it may get blocked. This project includes
an implementation of general refrigerator compressor which is operated by a driver
circuit. The various advantages of this project are that the driver circuit eliminates
the difficulty in operation of compressor while continuous ON–OFF switching of
power supply across it. Instead of continuous ON–OFF switching, the driver circuit
controls the temperature by gradually varying the speed of compressor motor. Last
but not least, this designed driver circuit for compressor is energy efficient too.

12.1.1 Compressor in Regular Refrigerator

Most compressors in regular refrigerators are single speed refrigerators. They are
either “ON” or “OFF” based on the temperature in the refrigerator and the setting in the
thermocouple. Most compressors are designed to handle peak load conditions (for
high temperatures in summers), whichmeans that they run at peak load even inwinters
when the cooling requirement is less. Every time the refrigerator door is opened, heat
enters the refrigerator, and the compressor has to take care of this load aswell. Somost
regular compressors are built to take care of peak load plus the “door open shut” load
which during most of the year is much more than the actual requirement.

In regular refrigerator continuously switching as per temperature varying and
therefore the compressor ON at full load at maximum speed on daytime as well as
nighttime, the given observation shows the regular refrigerator output, and it
consumes more power without stable output.

12.1.2 Compressor with Inverter-based Drive

A compressor with inverter-based drive works very much like a car accelerator.
When the speed required is more, the acceleration is more, and when it is less, the
acceleration is less. This makes sure that during summer months when cooling load
is more, the compressor works at peak capacity taking more electricity. But during
winter months when cooling load is less, the compressor works less thereby con-
suming less electricity. Even in summer season, the temperature at night is less than
at daytime, and thus, electricity savings happen at night when compressor can run at
a lower speed [1].
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12.2 Methodology

In this project, initially, the compressor runs at main supply up to set point of T1,
i.e., 15 °C, and because initially temperature is very high, the applied voltage and
frequency are high. One more set point T2, i.e., 8 °C is used for setting the
temperature inside the refrigerator which can be set manually as per the require-
ment. When temperature inside the refrigerator is less than T1 °C, compressor
works on inverter mode. On inverter mode, the voltage and frequency required by
compressor are less and they depend on the temperature change from set value T2
and current refrigerator temperature. And the compressor takes only that much
power, so as to cool the refrigerator to the set voltage T2 °C. When the temperature
drops down the set value T2 °C, the compressor gets turn off. This process con-
tinues when the temperature rises above the set value T2 °C.

The methodology involved in the project can be best understood with the help of
flowchart.

12.2.1 Flowchart

Start Refrigerator

Compressor Run on Mains

Decrease the Temperature of Refrigerator 

Compare Temperature of Refrigerator with Set Point T1

Refrigerator on Inverter Mode

Compare Temperature of Refrigerator with Set Point T2

Is 
Refrigerator Temp. < T1

Is 
Refrigerator Temp. < T2

Stop Refrigerator Compressor

Yes

No

No

Yes

12 Power Optimization of Refrigerator … 145



12.2.2 Project Setup

Figure 12.1 indicates the overall block diagram of the project with all the inter-
connections among the black boxes.

12.3 Functioning Blocks

12:3:1. Switcher
12:3:2. Power converter with voltage frequency driver
12:3:3. Temperature to voltage converter
12:3:4. Battery charging system
12:3:5. Refrigerator compressor

12.3.1 Switcher

The switcher circuit comprises of comparator IC LM358 which compares the first
set point T1 °C of temperature with the current temperature in the refrigerator
sensed by thermistor. If the current temperature of refrigerator is above set point T1
(15 °C), comparator does not generate the control pulse and the compressor runs on
supply mains.

If temperature of refrigerator drops below first set point, comparator generates
the control pulse which operates the relay and compressor is switched to inverter
mode.

Fig. 12.1 Block diagram of inverter-based drive setup
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In inverter mode, the power consumption of compressor is less because the
voltage and frequency applied to the compressor are less and depend on the tem-
perature change in current refrigerator temperature and second set point T2 (8 °C).

12.3.2 Power Converter with Voltage Frequency Driver

Power converter circuit is a simple inverter driver which produced variable output
power which is controlled by variable frequency signal generated from PWM IC
SG 3524. This PWM IC generates the variable frequency signal at its output pin by
sensing the variable resistance at its input which depends on the temperature in
refrigerator. The temperature in a refrigerator is sensed with the help of thermistor.

12.3.2.1 Pulse Width Modulation (PWM) Techniques

There are three basic pulse width modulation techniques

Single pulse width modulation
Multiple pulse width modulation
Sinusoidal pulse width modulation

12.3.2.2 Single Pulse Width Modulation

This driver is designed with the help of single pulse width modulation. In this
modulation, there is an only one output pulse per half cycle. The output is changed
by varying the width of the pulses. The gating signals are generated by comparing a
rectangular reference with a triangular reference. The frequency of the two signals
is nearly equal. The waveform of single pulse width modulation is given in
Fig. 12.2 [2].

Fig. 12.2 Single pulse width
modulation
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The variable frequency obtained from PWM IC is fed to LM 331 which converts
this variable frequency into variable voltage. This variable voltage is then compared
with the reference voltage which is proportional to first set point T1 °C and second
set point temperature T2 °C.

Two LM 358 ICs are used for different functions. One is used as a voltage
follower, which strengthen the current signal with the use of increase output current
of op-amp and also provide low output impedance coming from LM-331 and also
for making PWM off when the temperature inside refrigerator and set point tem-
perature are same. And second LM-358 is used to compare the refrigerator tem-
perature with the temperature of two set points and to operate the relays.

12.3.2.3 V–F Controller for Single-phase Induction Motor

Single-phase induction motors are widely used in home appliances and industrial
control. A variable frequency drive is a system for controlling the speed of a
rotational or linear alternating current electric motor by controlling the frequency of
the electrical power supplied to the motor. A variable frequency drive is a specific
type of adjustable speed drive. Variable frequency drives are also known as
adjustable frequency drives, variable speed drives, AC drives, micro-drives, or
inverter drives. The multispeed operation and multipurpose operation are provided
by controlling the speed of these motors [3].

In the previous days, the variable speed drives had various limitations such as
larger space, poor efficiencies, and lower speed. But, the invention of power
electronics devices changes the situation so now, variable speed drive is constructed
in smaller size, high efficiency, and high reliability.

12.3.2.4 Volts-per-Hertz Ratio

This term describes a relationship that is fundamental to the operation of motors
using adjustable frequency control. An AC induction motor produces torque by
virtue of the flux in its rotating field. Keeping the flux constant will enable the
motor to produce full load torque. Below base speed, this is accomplished by
maintaining a constant voltage-to-frequency ratio applied to the motor when
changing the frequency for speed control. For 440 and 230 V motors, the ratio is
440/50 = 8.8 and 230/50 = 4.6. If this ratio rises as the frequency is decreased to
reduce the motor speed, the motor current will increase and may become excessive.
If it reduces as the frequency is increased, the motor torque capabilities will
decrease. There are some exceptions to this rule which are described below.

The base speed of the motor is proportional to supply frequency and is inversely
proportional to the number of stator poles. So, by changing the supply frequency,
the motor speed can be changed. Above base speed, this ratio will decrease when
constant voltage (usually motor rated voltage) is applied to the motor. In these
cases, the torque capabilities of the motor decrease above base speed [4].
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At base speed and below, the volts-per-hertz ratio can be adjusted lower to min-
imize motor current when the motor is lightly loaded. This adjustment, which lowers
the voltage to the motor, will reduce the magnetizing current to the motor. Conse-
quently, the motor will produce less torque which is tolerable. This control is the most
popular in industries and is popularly known as the constant V/f control [5].

The VFD is a system made up of active/passive power electronics devices.
Figure 12.3 shows electronic speed control of the motor supply frequency. The basic
concept of these drives is that a rectifier converts the fixed frequency supply to DC
(which converts commercial power into a direct current). A DC link stage smoothes
the rectified output to a stable DC voltage (or current). This DC is then inverted to
provide a synthesized AC waveform at the motor terminals. The frequency and
power of the AC supply delivered to the motor are controlled by inverter (Fig. 12.4).

12.3.2.5 Inverter Using Push-Pull

The basic theory of operation behind a push-pull design is as follows:
The top transistor switch closes and causes current to flow from the battery

negative through the transformer primary to the battery positive. This induces a
voltage in the secondary side of the transformer that is equal to the battery voltage
times the turn’s ratio of the transformer. Note: Only one switch at a time is closed
(Fig. 12.5).

Fig. 12.3 Speed control of
SPIM using V–F control

Fig. 12.4 Push-pull topology
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After a period of approximately 10 ms (one-half of a 50 Hz AC cycle), the
switches flip-flop. The top switch opens and then the bottom switch closes allowing
current to flow in the opposite direction.

This cycle continues and higher voltage AC power is the result. The push-pull
approach is that the current in the transformer has to suddenly reverse directions.
The transformer required for a push-pull design must have two primaries. Due to
waveform characteristics, and lack of voltage regulation, the peak voltage of the
output pulse is directly related to battery voltage. Since the transformer ratio is
fixed, any change in battery voltage will affect the peak output voltage. For a square
wave, RMS voltage is equal to peak voltage, and as a result, power output is
dependent on battery voltage. Finally, most square wave inverters have mediocre
efficiency (typically about 80 %), and the idle power draw is relatively high. To
avoid rectangular waveform generated from inverter, a high value of capacitor is
used which converts the square wave in sinusoidal waveform. This is done using
charging and discharging property of capacitor.

12.3.3 Temperature to Voltage Converter

The temperature of refrigerator is sensed with thermistor as a sensor. The property
of thermistor is given below.

A thermistor is a type of resistor whose resistance strongly depends on tem-
perature. The word thermistor is combination of words “thermal” and “resistance.”
A thermistor is a temperature sensing element composed of sintered semiconductor
material and sometime mixture of metallic oxide such as Mn, Ni, Co, Cu, and Fe,
which exhibits a large change in resistance properties to a small change in tem-
perature. Pure metals alloys nearly equal zero temperature coefficients of

This project negative temperature coefficient (NTC) thermistor is used. The
variable resistance output terminal fed to input of IC SG 3524; its PWM IC varies

Fig. 12.5 Push-pull design
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the frequency by varying resistance of thermistor. This variable frequency fed to the
input of LM 331 its convert that variable frequency in variable voltage proportional
to frequency, adjusted by gain control.

12.3.4 Battery Charging System

There are two energy sources used in the project viz supply mains and photovoltaic
cell (P-V Cell). A charging system with constant current constant voltage control
(CCCV) is also used in the project.

12.3.5 Refrigerator Compressor

As the “heart” of the refrigeration system, the compressor is the workhorse behind
the stable operation of the refrigerator or freezer. Most home-use refrigerators and
freezers today utilize single speed compressors which are either “ON” or “OFF”
and can only operate at one speed. This type of performance does not allow flexible
operation to adapt to the different usage conditions, and such appliances experience
during the day, nor does it efficiently utilize electric power once the unit is at a
steady state.

The compressor having single-phase induction motor. The ratings of single-
phase induction motor are 230 V AC. 500 W at peak load (Figs. 12.6 and 12.7)

Fig. 12.6 Model of inverter-
based driver
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12.4 Observations and Result

The Graph 12.1 reveals the progressive nature of frequency. At certain temperature
T1, i.e., 15

oC, the refrigerator works in non-inverting mode with constant fre-
quency. When the temperature lowers down, it acts in inverting mode. When the
temperature reduces below desired value, it turns OFF. The temperature is main-
tained at desired value. Note that during its ON/OFF cycle, the value of frequency
as well as voltage, speed, and power consumption by compressor motor is less
(Figs. 12.8, 12.9 and 12.10; Graphs 12.2, 12.3 and 12.4).

Fig. 12.7 Complete circuitry
of driver with measuring
apparatus

Fig. 12.8 Sine wave with
distortion
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As shown in Graph 12.5, the temperature gradually decreases until required
value is achieved, and then, it maintains that value. We can see from the Graph 12.5
that there is quite less variation in the temperature of refrigerator as compared to
conventional one.

Fig. 12.9 Accurate
voltage–frequency ratio

Fig. 12.10 Output of PWM
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12.5 Conclusion

In conventional refrigerator, the compressor works at full load whenever there is a
slight change in temperature from the set value. Due to this, for a very small
increment in temperature from the set value since the compressor is running at full
load, it overcools the refrigerator which is the wastage of power.
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The starting current of compressor in conventional refrigerators is very high
which is avoided by controlling the voltage and frequency applied to the com-
pressor. The controlling of voltage and frequency is based on the amount of tem-
perature change from the set value, i.e., if the temperature change is more, the
voltage and frequency applied will be more, and if the temperature change is less,
the applied voltage and frequency will be less. Due to the small value of starting
current, the harmonics generated are less which preserves the sinusoidal nature of
the supply voltage and hence provides linearity. At the starting when the com-
pressor is in inverter mode since the voltage, frequency, current, and harmonics are
less, the losses in compressor such as copper loss and core loss are less. This
reduces the power consumption about 50–55 % of the power consumed in con-
ventional refrigerators. The project improves the performance of refrigerator by
making it energy efficiency.

This project has vivid impact on the society especially in village and healthcare
sectors, and also, it can be used commercially in an industry which involves the use
of refrigeration such as chemical industries, ice manufacturing, and food processing
industries.

In villages due to the problems of load shading, refrigerators cannot be used for
domestic and commercial purposes. The healthcare services become critical in rural
and remote areas where the people are either not having access to the electricity or
suffering from heavy load shading. The problems still become more critical for the
medicine such as vaccines and insulin which get spoiled if not stored out at lower
temperatures. This project provides inelegant and efficient solution for such problems.

Apart from all these advantages, the use of solar panel increases the cost of the
project which is not desirable especially for the implementation of project in rural
areas. But this issue can be resolved by taking the aids and subsidies provided by
the government for rural area such as Ministry of Natural Renewable Energy
Government of India (MNRE) which provides the subsidies of about 30 % for
purchase and installation of solar system and appliances.
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Chapter 13
Power Quality Assessment
of Grid-Connected Photovoltaic Plant

Anurag and Ravindra Arora

Abstract In the twenty-first century, the cost of production of electrical power
from solar and wind energy has become highly competitive to the power from
conventional sources of energy. Besides the stand-alone and comparatively smaller
photovoltaic systems, large photovoltaic plants for the generation of electrical
power have become quite common. These large sources integrate the electrical
power with existing power grid. In this work, an assessment of the quality of
electrical power was made by the measurement supplied by two 50-kW grid-
connected photovoltaic plants at IIT Jodhpur. The requirements of power quality by
International Electrotechnical Commission (IEC) have been taken into consider-
ation. Parameters, for example, total harmonic distortion (THD) and crest factor
(CF), and AC indices such as apparent power, real power, and power factor are
analyzed with the help of power analyzer. The quality of DC power delivered by
PV module and measured at DC/DC boost converter was also analyzed. It is a great
concern for the operation of DC/DC microgrid. It was found that the quality of
power supplied to the grid was highly affected by inverter design. The maximum
THD in the voltage supplied to the grid was measured to be within the limits. The
voltage swells and sags were found to be absent at both the plants. The ripple in DC
power delivered by the PV modules was measured to be greater than the permis-
sible limits.
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13.1 Introduction

The upcoming generation of electrical energy trusts on renewable energy sources.
Among all renewable energy sources, solar energy is the robust and cheap. Large
photovoltaic power plants having an installed capacity of 50 MW and above are
being installed. Hybridization of different sources of electrical power is going on.
The stand-alone PV plants are useful for small power application and home elec-
trification purposes. For large power application, grid-connected photovoltaic plants
are playing an important role. Grid-connected PV plants supply electricity to power
grid. When synchronization of solar plants with grid takes place, problems arise at
point of common coupling (PCC) and load side. There is a need to evaluate the
problems.

A PV plant contains PV modules and strings, power conditioning unit (PCU), a
distribution box, energy meter, and grid-interfacing distribution box. The DC
output of PV modules and strings goes through PCU, which converts the DC output
to AC, synchronized to the existing AC power grid. An energy meter is connected
at this junction to measure the power supplied to the grid. The power supplied by
the inverters is disconnected from the grid in case of abnormal grid conditions in
terms of voltage and frequency [1]. Only, International Electrotechnical Commis-
sion (IEC) 61727 states that the PV inverter will have an average lagging power
factor greater than 0.9 when the output power of the plant is greater than 50 % [1].
According to IEC 62301, the total harmonic distortion (THD) in voltage is specified
to be less than or equal to 2 % and THD in current is specified to be less than or
equal to 5 %.

The aim of this work was to assess the power quality supplied by grid-connected
PV plants. It is aimed to analyze the parameters influencing the quality and their
probable sources. The results could improve the quality of power supplied by the
solar PV panels.

13.2 Basic Concepts of Photovoltaic

A device made out of semiconductor material which converts solar radiation into
electrical energy is called photovoltaic device, and the effect is called photovoltaic
effect. Different types of materials are used, and each material has its own properties
and advantages, but commonly used material is silicon. When photons fall on a PN
junction, electron–hole pairs are generated and collected at the collector plates,
giving rise to current generated by solar cell. The energy of falling photon should be
greater than the band gap of semiconductor material. The simplest equivalent circuit
of a solar cell consists of a current source driven by sunlight in parallel with a real
diode. Figure 13.1 shows the equivalent circuit of a solar cell.
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Two basic parameters of a solar cell are Isc and Voc. Isc is the short-circuit
current, and Voc is the open-circuit voltage. The calculations for these parameters
are as follows:

Applying KCL in the circuit shown in Fig. 13.1,

Isc ¼ I þ Id

I ¼ Isc � Id

I ¼ Isc�I0 eqV=kT�1
� �

where I0 is the dark current when there is no light, k Boltzmann’s constant, and
T the temperature in K. When leads of the cell are left open, I = 0 and V = Voc.
Solving for Voc, the following results are obtained:

VOC ¼ kT
q
ln

Isc
I0

þ 1
� �

At room temperature, the equation becomes

I ¼ Isc � I0ðe38:9Vd � 1Þ;

where Vd is the voltage across diode.

13.3 IIT Jodhpur Photovoltaic Plant Structure

There are two academic blocks, block-I and block-II, installed with solar PV panels
on their roof. Rooftop of block-I has PV panels made with thin-film amorphous
silicon structure, and rooftop of block-II has crystalline silicon PV panels. The
capacity of block-I is 43 kWp, and the capacity of block-II is 58 kWp, making the
total installed capacity of two plants together approximately 100 kWp. The total

Fig. 13.1 Equivalent circuit of a PV cell [2]
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number of modules is 114, and the total number of strings is 38. Thus, each string
has three modules, which are connected in series. The total numbers of array
junction box (AJB) are six, and similarly, the total numbers of PCU are also six.
The DC output from all PV modules goes to PCUs through AJBs. The AJBs are
optional in any PV plant. These are installed just for simplification of wiring. The
output of PCUs goes to the AC distribution box (ACDB) where it is synchronized
with the grid. A PCU unit is comprised of DC/DC converter, DC/AC converter,
filters, maximum power point tracking (MPPT) algorithms, and some protection
circuitry. Figure 13.2 shows the structure of the plant.

13.4 Parameters and Power Quality Issues

The power quality parameters are defined as follows:

1. Harmonics: Multiple of fundamental frequency, currents, and voltages may exist
in a system, which distorts the fundamental frequency waveform. If a system has
an operating frequency f, then harmonic contents may have frequencies f, 2f, 3f,
4f … nth order. It may contain both even and odd harmonics. For the mea-
surement, the basic index is given as THD. THD includes the role of all indi-
vidual contents of harmonics. THD in voltage is defined as follows:

THD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2
2 þ V2

3 þ V2
4 þ � � � þ V2

n

p
V1

where V1 is the fundamental and rest are respective other components.

2. Voltage swells and sags: If the voltage magnitude is found to acquire greater
than or equal to 110 % of nominal magnitude, then the voltage swells are said to
be present. If lower voltage is observed in comparison with the nominal voltage
for the duration of 1 min or lesser, then this phenomenon is called voltage sag or
voltage dip [3]. The magnitude for sag is defined as 90 % of nominal voltage or
lesser.

3. Crest factor (CF): The CF is the ratio of peak value to the root mean square
(rms) value.

The measured THD in voltage, measured CF of current and voltage at noon time
in the month of march is shown in Figs. 13.3 and 13.4 respectively.

For an ideal sinusoidal waveform, the CF is √2 or 1.414. The harmonic content
distorts the ideal sinusoidal waveform, hence the CF. It is shown in Fig. 13.4 that
the CF in voltage is around 1.432, which is nearly equal to √2. But in case of
current, it deviates from √2 considerably, which means that current waveform is
non-sinusoidal. It could be because of variation in the load. The other parameters
measured at the block-II are listed in Table 13.1.
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Fig. 13.2 IIT Jodhpur PV plant structure
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Table 13.1 All AC
parameters measured Parameters Morning Noon Evening

THD % 1.44 1.74 1.68

Voltage (V) 410 406 407

CF in voltage 1.43 1.45 1.44

CF in current 1.5 1.7 3.0

Maximum power (W) 57,163 44,810 690

Apparent power (VA) 67,077 53,010 1,244

Power variation (%) 91 77 3

Current (A) 163.3 130.8 3.0

PF 0.6 0.9 0.5

Voltage swells Nil Nil Nil

Voltage sags Nil Nil Nil
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The nominal voltage is 440 V. For swell, voltage level should not be greater than
110 % of 440 V, which is 484 V. It can be observed that 484 V was never measured
at block-II; rather, 425 V was the maximum value measured. It can be concluded
that there is no voltage swell at block-II. For the voltage sag to occur, voltage level
should not be less than 90 % of 440 V, which is 393 V. According to the measured
values, voltage below 400 V was never measured. A minimum voltage of 400 V
was measured.

13.5 AC Power Quality Assessment and Measurements
by Power Analyzer

Yokogawa power analyzer was used for entire measurements. The three phases
from ACDB were connected to the rear-side panel of the analyzer using delta
connection method. The three phases A, B, and C were connected in such a fashion
that they made a delta connection like A–B, B–C, and C–A. For the current
measurement, clamp-type current tong tester was mounted on red, yellow, and blue
phases at the ACDB box. The current from these sensors was fed to the rear panel
of the analyzer. For analyzing the data on computer, a RS-232 interface was used.
Figure 13.5 shows the complete setup on rooftop, just below the panel.

To get the trends of measurement for short duration, time was chosen to be
5 min. The power consumption measuring system (PCMS) had three different
standards of IEC62301 Ed1, IEC 62301 Ed2 (auto), and IEC 62301 Ed2 (manual).
Internationally recognized standard for the measurement technique and measure-
ment accuracy for standby power is IEC62301. The IEC is a worldwide organi-
zation for standardization, comprising all national electrotechnical committees (IEC
National Committees).

The internal structure of ACDB box is shown in Fig. 13.6.

Fig. 13.5 Experimental setup
for AC power
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13.6 Assessment of DC Power Quality

Considerations on power quality involve commonly AC. The power quality con-
cerns are not only with AC but also with DC. The power delivered by solar panels
is called raw DC, which is fluctuating, and hence, it needs to be taken care. For DC
appliances, there is a need for constant and ideal power supply. For obtaining ideal
DC, a DC/DC converter is used in the system. The complete system contains the
following parts: a DC supply, function generator, oscilloscope, DC/DC boost
converter, Yokogawa power analyzer, and DC motor as a load. The power obtained
from the output of DC/DC boost converter is considered as a source, which may not
have an ideal DC waveform as it contains ripple. The DC voltage provided by PV
strings is 160 V, which can be converted into 260 V or any other voltage level as
per requirement with the help of DC/DC converter. The DC power supply to boost
converter was set at 18 V and the switching frequency at 25 kHz. Figure 13.7 shows
the complete DC setup (Table 13.2).

The following measurements were taken at the output of DC/DC boost
converter.

Fig. 13.6 Internal view of ACDB
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The ‘ripple’ is a kind of an AC waveform superimposed on DC output voltages.
The amplitude of AC component could be the order of millivolts [4]. The occurrence
of ‘ripple’ depends upon the operating frequency of DC/DC converter. The DC
ripple was measured to be 9 %, which is higher than the IEC permissible limit of
4 %.

13.7 Conclusion

It can be concluded that there is no voltage sag at block-II and block-I at any hour.
The THD is within limits as prescribed by IEC. However, the seventh harmonic
component was measured to be 4.77 %. It appears that the design of the inverter did
not provide filter for seventh- and higher-order harmonics, which can improve the
AC power output quality further. The ripple in DC was measured to be 9 %,
whereas the IEC requirement limit is within 4 %. The ripple can be minimized by
using higher value smoothing capacitor. A smoothing capacitor is used to generate
ripple-free DC.

Fig. 13.7 Experimental setup for the measurement of DC power at DC/DC boost converter

Table 13.2 All DC parameters measured

No. Function Element Order Data Units Max Min

1 Urms 3 – 0.16062 k V 0.16063 k 0.16059 k

2 Irms 3 – 0.8958 A 0.8958 0.8924

3 P 3 – 0.1430 k W 0.1430 k 0.1424 k
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Chapter 14
Online Frequency Domain Identification
Method for Stable Systems

Priti Kshatriy and Utkal Mehta

Abstract An online estimation method for single-input single-output (SISO)-type
stable systems is discussed based on frequency transformation technique. Reported
method based on fast Fourier transform (FFT) is an off-line identification method
means the controller is required to remove from the closed loop at the time of
autotuning test. So the modified method is suggested for online identification and
has been tested on several systems to show the effectiveness of the method. A relay
with hysteresis in parallel with proportional–integral (PI) controller induces sta-
tionary oscillation cycle whose frequency and amplitude are used for system
identification. We consider the development of a non-iterative approach with less
computational efforts and a reasonable amount of data. A simulation study is given
to illustrate the potential advantage of the presented method.

Keywords SISO � FFT � System identification � Relay experiment

14.1 Introduction

It is desirable to know the system before it is manipulated for control purposes. To
estimate the system behavior, a relay experiment is probably most successfully used
in the process industry [1]. Various methodologies on the relay test are reported and
summarized in [1–3]. Some of the distinct advantages of the relay tuning are as
follows: (i) It identifies system information around the important frequency, the
ultimate frequency (the frequency where the phase angle is π), (ii) it is a closed-loop
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test; therefore, the system will not drift away from the nominal operating point, and
(iii) for systems with a long time constant, it is a more time-efficient method than
conventional step or pulse testing. The experimental time is roughly equal to two to
four times the ultimate period. Despite this method has been subject of much
interest in recent years and also has been field tested in a wide range of applications,
basically, this technique is an off-line testing; i.e., some information is extracted
after removing the controller from the loop. It has been noted [2, 4] that off-line
testing may affect the operational process regulation which may not be acceptable
for certain critical applications. Indeed, in certain key process, control areas such as
vacuum control and environment control may be too expensive or dangerous for the
control loop to be broken for tuning purposes.

A recent survey shows that the ratio of applications of proportional–integral–-
derivative (PID) control, conventional advanced control (feed forward, override,
valve position control, gain-scheduled PID, etc.), and model predictive control is
about 100:10:1 [5]. An important feature of this controller is that it does not require a
precise analytical model of the system that is being controlled. For this reason, PID
controllers have been widely used in robotics, automation, system control, manu-
facturing, transportation, and interestingly in real-time multitasking applications [6].
However, the parameters of controller must be tuned according to the nature of the
system. In practice, it has been shown that the PID gains are often tuned using
experiences or trial and error methods. Again, due to varying nature of the system
and environment, the performance of the closed-loop system is always deteriorated.
It is important to re-tune the controller to regain the desired performance.

One of the simplest and most robust autotuning techniques for system controllers
is a relay autotuning test. Many modified methods [2, 7–13] based on relay exper-
iments are reported to rectify demerits in the original conventional method of relay
feedback test. Most methods are discussed to estimate the system dynamics online,
and then, based on estimated data, the new controller setting is suggested to improve
the closed-loop performances. Again, some refinements to the original relay feed-
back method have been undertaken in identifying multiple points on the system
frequency response. Based on the frequency domain describing function approach,
many methods have been reported [1, 3] with improved accuracy to estimate process
transfer function models. However, these approximate DF methods are basically
iterative and also required some suitable initial guesses. A systematic time domain
analysis was presented in [11] for identifying process dynamics with first-order
model. In this approach, a relay is connected in series with a controller to tune the
controller online. Other identification method has been reported, using fast Fourier
transform (FFT), is very useful for process response identification [4, 14]. In this
method, process input and output responses are obtained first from a single relay
feedback test. The logged limit cycle oscillation is decomposed into the transient
parts and the stationary cycle parts. Then, these parts are transformed to their fre-
quency responses using the FFT and digital integration, respectively, to estimate the
process frequency response. This method is basically an off-line since the controller
is removed from the main line at the time of autotuning.

168 P. Kshatriy and U. Mehta



The paper is concerned with identification of single-input single-output (SISO)
system based on FFT algorithm. The off-line method has some limitations as
removing controller from main loop may not acceptable for some applications. To
overcome this problem, an online system identification technique has been con-
sidered. A relay with hysteresis in parallel with PI controller induces stationary
oscillation cycle whose frequency and amplitude are used for system identification.
The system input and output are decomposed into their transient part and steady-
state part, respectively. The system frequency response can be obtained by trans-
forming transient part and steady-state part into their frequency response using FFT
and digital integration, respectively. A number of examples are given to illustrate
simplicity, effectiveness, and potential advantage of the online FFT-based
technique.

14.2 Revisited FFT-Relay Method

Departing from the conventional relay test where the controller is replaced by the
relay, the presented test is to carry out online without breaking the closed-loop
control by placing the relay in parallel with the controller. Figure 14.1 shows the
tuning scheme in which the relay height is increased from zero to some acceptable
value when re-tuning is necessary.

Aiming to estimate the system frequency response G(jω) accurately without
disconnecting controller from the main line. Let us take the controller of type PI at
the time of relay test as

C sð Þ ¼ Kp þ Ki

s
ð14:1Þ

where Kp and Ki are its controller gains. This structure is simple with only two
parameters yet it is one of the most common and adequate ones used, especially in
the process control industries. When a relay is invoked with amplitude ±h and
hysteresis ±ε in parallel with the controller, a stable oscillation will result if the
system has a phase lag of at least π radians.

PI Controller System
u yr e

+-

+

Relay

-h

h

ε-ε

Fig. 14.1 Relay feedback structure
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We want to extract the dynamic information on the given process, such as
frequency response, from the measured values of y(t) and u(t). In the following, the
method is given to compute system frequency response using the FFT [14].

Transient part and steady-state part of the system input u(t) and output y(t) are
extracted from its time response data. By replacing transient part by steady-state
part, one can obtain steady-state part of system input [14]. As we know,

u tð Þ ¼ us tð Þ þ Du tð Þ ð14:2Þ

yðtÞ ¼ ysðtÞ þ DyðtÞ ð14:3Þ

By subtracting steady-state part us from system input u, transient part Δu can be
obtained. Same method is applied to get steady-state part ys and transient part Δy of
system output.

For a system G(s) = Y(s)/U(s), from (14.2) and (14.3)

GðsÞ ¼ DYðsÞ þ YsðsÞ
DUðsÞ þ UsðsÞ ð14:4Þ

where
ΔY(s) Laplace transform of transient part of y(t)
ΔU(s) Laplace transform of transient part of u(t)
Ys(s) Laplace transform of steady-state part of y(t)
Us(s) Laplace transform of steady-state part of u(t)

For the periodic part of time response, the following Lemma [15] holds. The
periodic function f(t) can be described as

f ðtÞ ¼ f ðt þ TcÞ; t 2 ½0;þ1Þ
0; t 2 ð�1; 0Þ

�
ð14:5Þ

where Tc is the time period of function f(t).
Assume that £{f(t)} = F(s) exists. Then, the Laplace transform of f(t) is given by

FðsÞ ¼ 1
1� e�sTc

ZTc

0

f ðtÞe�sTcdt ð14:6Þ

If we apply above theorem to (14.4), then G(s) becomes

GðsÞ ¼ DYðsÞ þ 1
1�e�sTc

R Tc
0 ysðtÞe�stdt

DUðsÞ þ 1
1�e�sTc

R Tc
0 usðtÞe�stdt

ð14:7Þ

where Tc is the period of the steady-state part of the system output obtained from
the relay feedback test. If we put s = jω, (14.7) becomes
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GðjxÞ ¼ DYðjxÞ þ 1
1�e�jxTc

R Tc
0 ysðtÞe�jxtdt

DUðjxÞ þ 1
1�e�jxTc

R Tc
0 usðtÞe�jxtdt

ð14:8Þ

Suppose that t = Tf is transient period for u and y and after t = Tf, both Δu and
Δy are approximately zero. Then, the Fourier transform of Δy is given by

DYðjxÞ ¼
Z1

0

DyðtÞe�jxtdt

�
ZTf

0

DyðtÞe�jxtdt

ð14:9Þ

Equation (14.4) can be computed at discrete frequencies with the standard FFT
algorithm, which is an efficient and reliable way for calculating DFT more quickly.
Suppose that y(kT), k = 1, 2, 3,…, N − 1 are samples of y(t) where T is the sampling
interval and (N − 1)T = Tf are formed from (14.6) and we have its FFT as

FFTðDyðkTÞÞ ¼ T
XN�1

k¼0

DyðkTÞe�jxlkT

� DY ðjxlÞ l ¼ 1; 2; 3; . . .;M

ð14:10Þ

where M is the number of frequency response points to be identified on Nyquist plot
and ωl = 2πl/(NT).

Ys(jω) in (14.8) at discrete frequency ωl are computed using digital integral as

YsðjxlÞ ¼ 1
1� e�jxlTc

XNc
k¼0

ysðkTÞe�jxlkTT l ¼ 1; 2; 3; . . .;M ð14:11Þ

where ωl and M are defined as in (14.9) and Nc = (Tc − T)/T. ΔU(jωl) and Us(jωl)
can be calculated in the same way. Consequently, the system frequency response is
obtained as

GðjxlÞ ¼ DYðjxlÞ þ YsðjxlÞ
DUðjxlÞ þ UsðjxlÞ l ¼ 1; 2; 3; . . .;M ð14:12Þ

To calculate FFT of Δy(kT) given by (14.10), we have to give value to time
period Tf which can be obtained either from time response data or by Tf = (N − 1)
T. It shows that Tf is related to frequency response points to be identified between
zero frequency to phase cross over frequency ωc on Nyquist plot. It observed from
(14.11) that the frequency response points to be identified by the FFT algorithm are
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at the discrete frequencies 0, Δω, 2Δω, 3Δω, …, (M − 1)Δω, where Δω = ωl

+1 − ωl = 2π/NT. The definition of M means that ωc ≈ (M − 1)Δω, thus

xc � ðM � 1Þ 2p
NT

ð14:13Þ

The oscillation period can also be measured online at the time of relay test and
can be estimated as

xc � 2p
Tc

ð14:14Þ

From Eqs. (14.13) and (14.14)

N � ðM � 1Þ Tc
T

ð14:15Þ

where M should be specified by user.
This FFT-based method gives a high accuracy to identify multiple points on

frequency response from a single relay test. However, it has been found that the
input and output must be recorded from the initial time to calculate the transient
parts Δy and Δu accurately. Here, the initial time is defined when the relay feedback
is performed to the system. Therefore, it is required for the system at the steady state
before a relay feedback is applied at t = 0. The transient parts Δy(Δu) and steady-
state parts ys(us) are required to decompose first to determine FFT from its time
response data accurately using some computational efforts.

14.3 Examples

In this section, proposed method has been applied on several systems to show
robustness and accuracy of the method. The amplitude level should be sufficient to
prevent false switching caused by noisy signals. It is important to keep the output
oscillation amplitude in the prescribed limit as per the tolerable system variable
swing and decide values for the relay heights that produce a limit cycle with
acceptable amplitude level. To overcome the undesirable relay chattering caused by
noisy signals, the width of the hysteresis of the relay is set to twice the standard
deviation of the noise. For ease in simulation study, the relay with h = ±0.1 and
ε = ±0.01 is taken although fairly low values of relay height could be used.

Example 1 Consider second-order plus dead time system

GðsÞ ¼ 1
ðsþ 1Þð3sþ 1Þ e

�s ð14:16Þ
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For this system, Kp = 0.35, Ki = 0.35, h = 0.1, and ε = 0.01 have been taken. Relay
feedback has been applied as shown in Fig. 14.2 from which the system input and
output parameter has been extracted. The system input and output are then
decomposed into their transient part (Figs. 14.3 and 14.6) and steady-state part
(Figs. 14.4 and 14.5), respectively. FFT and digital integration have been applied to
transient parts and steady-state parts, respectively, to obtain their frequency
response. These two parts are then combined to calculate system frequency
response and compared with actual frequency response. The signals measured from
the simulation are plotted in Fig. 14.7. The method gives an accurate result which is
shown from the Nyquist plot in Fig. 14.8.

Example 2 Consider second-order plus dead time system

GðsÞ ¼ 1

ðsþ 1Þ2 e
�s ð14:17Þ

Fig. 14.2 Simulink block diagram of relay feedback applied to system
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For this plant, Mehta and Majhi [13] have proposed controller parameter, Kp = 0.35,
Ki = 0.35, h = 0.1, and ε = 0.001. WithM = 15 and T = 0.005, time period Tc = 5.41
has been calculated manually. System input (output) is decomposed into its tran-
sient part and steady-state part as shown in Fig. 14.9 (Fig. 14.10). Using proposed
methodology, multiple points on frequency response curve have been identified
accurately as in Fig. 14.11.

Example 3 Consider non-minimum phase system

GðsÞ ¼ �1:5sþ 1

ðsþ 1Þ3 ð14:18Þ
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For this plant, Mehta and Majhi [13] have proposed controller parameter,
Kp = 0.172, Ki = 0.181, h = 0.1, and ε = 0.001. With M = 15 and T = 0.005, time
period Tc = 8.31 has been obtained. The transient part and steady-state part of
system input are as shown in Fig. 14.12. Same for system output is as shown in
Fig. 14.13. Estimated frequency response points in important frequency range from
zero to critical frequency (i.e., [0,ωc]) is as shown in Fig. 14.14.

Example 4 Consider the very high-order system

GðsÞ ¼ 1

ðsþ 1Þ20 ð14:19Þ
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Kp = 0.172, Ki = 0.181, h = 0.1, and ε = 0.001 has been proposed by Majhi [11].
With M = 15 and T = 0.005, time period Tc = 8.31 has been calculated. The system
input (output) is decomposed into transient part and steady-state part as shown in
Fig. 14.15 (Fig. 14.16). DFT-based algorithm gives accurate result as shown in
Fig. 14.17.
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14.4 Conclusions

An online technique is presented for system frequency response identification in
context of the relay experiment. The method has several features. First, it can obtain
multiple points on system frequency response simultaneously without breaking the
closed-loop control and this increases applicability for certain critical systems.
Second, this approach is robust as all measurements are made nearby setpoint value
without removing the controller from the main line. Third, it can be used in the
presence of a static load disturbance since the PI action is always present during the
test. The estimated system frequency response is useful generally for controller
design.
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Chapter 15
High-Temperature Solar Selective Coating

Belal Usmani and S. Harinipriya

Abstract Solar energy has maximum potential in comparison with other renewable
energy sources. Solar thermal conversion is one of the direct methods for har-
nessing solar energy using solar selective absorbers. This review article summarizes
the recent research progress on the high-temperature solar selective coatings,
methodology, and process involved in coating, computer modeling, as well as
designs of coatings, optical, compositional, and structural properties of selective
coatings. The major bottleneck in developing a solar selective coating is its stability
in air at temperature higher than 450 °C that possess thermal and structural stability
in both individual and combined layers. New possibilities to overcome the above-
mentioned problems on the performance of solar selective coatings are discussed.

Keywords High-temperature solar selective coating � Cermet � Nanocermet �
Solar thermal energy � Absorptance � Emittance

15.1 Introduction

The current global energy problem can be attributed to insufficient fossil fuel supplies
and excessive greenhouse gas emissions resulting from increasing fossil fuel con-
sumption. Energy supply has arguably become one of the most important problems
facing humanity [1]. The energy crisis is further exacerbated by major concerns about
global warming from greenhouse gas emissions due to increasing fossil fuel con-
sumption [2–4]. At this large scale, solar energy seems to be the most viable choice to
meet our clean energy demand. The sun continuously delivers to the earth
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120,000 TW of energy, which dramatically exceeds our current rate of energy needs
(13 TW) [5]. The direct system of harnessing solar energy can be broadly classified
into two categories: (a) thermal systems that convert solar energy into thermal energy
and (b) photovoltaic (PV) systems which convert solar energy directly into electrical
energy. There are four main systems of solar thermal electricity: solar towers, dishes,
linear fresnel, and the parabolic troughs. These systems require high-absorptance,
low-emittance solar selective absorber coatings stable at high temperatures and in the
wavelength range 0.3 μm< λ < 3 μmaswell as high reflectance at 3 μm< λ < 50 μm in
order to achieve maximum efficiency [6, 7]. Different types of solar selective coat-
ings, including multilayer gradient coating [8], optical interference coating [9], and
cermet composite coating [10], have been used in solar thermal power generation.

This review summarizes the recent progress on high-temperature solar selective
structures based on (i) metal–dielectric composites, known as cermet (ceramic–-
metal), which is used for high-temperature applications (stable up to 650 °C), (ii)
noble metal nanoparticles and refractory oxide coatings, and (iii) transition metal
nitride host matrices as ideal high-temperature coatings with good thermal stability
and high degree of spectral selectivity and improved oxidation resistance [11, 12].

15.2 Solar Spectral Selective Mechanisms

Solar (spectral) selective absorber surfaces for solar collectors were pioneered by
Tabor in 1995 and later carried out by several other researchers [13–16]. Tabor
proposed two different concepts for developing solar selective surfaces. The first
type constitutes a low-emissivity metal base covered by a thin surface layer such as
black chrome, black nickel, copper oxide, etc., which is non-transparent in the
visible region. The second type consists of metallic systems with low emissivity,
which exhibit high absorptivity in the visible spectrum due to color or a finely
divided structure [16].

Improving the properties of the selective coating on the receiver and operating
temperature of solar thermal system from 400 to >450 °C can increase the overall
solar-to-electricity efficiency and reduce the cost of electricity from solar thermal
system plants [17]. Different types of cermet coatings have been developed using
Pt, W, Mo, Cu, Ag, Co, Ag, SS, Cr, Ti, and Au as metal and Al2O3, AlN, Si2O,
MgO, AlON, Cr2O3, and AlON as the dielectric material and are discussed below.

15.3 Cermet as a Solar Selective Coating

Cermet materials as solar absorbers have attracted interest since the 1950s, when
Tobar [13], Gier andDunkle [15] have studied practically useful cermet films for solar
selective absorption. Several cermet selective absorbers have been commercialized.
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Zhang et al. [18] designed a numerical model and experimentally deposited
high-efficient Mo–Al2O3 cermet solar absorber and also calculated a photothermal
conversion efficiency as high as 0.914 at 350 °C with a concentration factor of 26
for the film structure consisting of a double cermet layer on a Mo metal thermal
reflector with an Al2O3 anti-reflecting coating. Sohon and Bucher [19] modeled
solar thermal performance of metal/dielectric multilayer coatings of various mate-
rial combinations and also calculated maximum solar absorptance α = 0.94 with low
emittance ε = 0.16 (T = 1,100 K) for Al2O3/noble metal (Rh, Ir) coatings. Lux-
Steiner et al. [20] developed a program to calculate the optical properties of metal/
insulator-multilayer systems from complex refractive indices of corresponding bulk
materials. Sohon et al. [21] optimized and prepared Al2O3/Pt and Al2O3/MoSi2
multilayer films by computer simulation and RF magnetron sputtering and also
calculated the solar absorptance up to α = 0.95, emittance ε = 0.08 to ε = 0.2 for Pt/
Al2O3 and α = 0.92, ε = 0.14 for tetragonal MoSi2/Al2O3. Zhang et al. [22]
developed a model to calculate the reflectivity of germanium implanted with high-
dose oxygen and also calculated the reflectivity spectra for a series of special layer
structures. Niklasson and Granqvist [23] investigated the relation between micro-
structure and spectral properties of cermet selective surfaces. Niklasson and
Granqvist [24] presented an extensive analysis of the optical properties of co-
evaporated Co–Al2O3 composite films. Nejati et al. [25] investigated the solar
absorptance and thermal emittance of various configurations of solar selective
coatings. Farooq and Lee [26] addressed the optical performance of several metal/
dielectric composites like Sm, Ru, Tm, Ti, Re, W, V, Tb, and Er, in alumina or
quartz on the basis of their refractive indices and also described the effect of surface
roughness and porosity in the antireflection layer. Yue et al. [27] prepared an
AlxOy–AlNx–Al selective absorber surface by DC magnetron reactive sputtering
with aluminum alloy in air and argon and also studied the high-temperature
(400–600 °C) optical properties and stability of the coatings. Liu et al. [28] prepared
a new solar selective absorbing coating of NbTiON/SiON on Cu substrate using
reactive magnetron sputtering method, and also exhibited a high absorptance (α) of
0.95 and a low emittance (ε) of 0.07. Du et al. [29] investigated the phase structure,
microstructure, surface roughness, and chemical composition of Ti1-xAlxN
(0.25 ≤ x ≤ 0.75) coatings, deposited by reactive magnetron cosputtering. Niklasson
and Granqvist [30] investigated the complex dielectric function of well-character-
ized Co–Al2O3 cermet films, produced by coevaporation, over the
0.3 µm < λ < 40 µm wavelength range. Zhang and Mills [31] presented a new
cermet film structure of solar thermal absorber and calculated the results for low-
and high-temperature performance. Zhang and Shen [32] designed a high solar
performance W–AlN cermet solar coating and deposited experimentally, and also
calculated the dielectric function and the complex reflective index of W–AlON
cermet materials using Sheng’s approximation. Zhang [33] presented data on the
properties of solar selective surfaces incorporating a SS–AlN cermet, which is
deposited by DC sputtering, and also achieved a solar absorptance of 0.93–0.96 and
emittance of 0.03–0.04 at room temperature. Niklasson [34] presented a detailed
investigation on the structure of Co–Al2O3 composite coatings. Barshilia et al. [35]
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deposited CrxOy/Cr/Cr2O3 multilayer absorber coating and studied the structural,
chemical, and optical properties of these coatings along with the thermal stability in
vacuum and air. Barshilia et al. [36] prepared Ag–Al2O3 nanocermet-based spec-
trally selective solar absorber coating and optimized the coating process to exhibit
high absorptance (α = 0.93) in the visible region and low emittance (ε = 0.04–0.05
at 82 °C) in the infrared region of solar spectrum. Farooq and Raja [37] studied the
performance of selective coatings to have maximum solar absorptance and mininum
thermal emittance, in relation to base layer that should have acceptable thermal
emittance and minimum diffusion into the composite coating. Farooq and Hutchins
[38] studied the choice of material for optically solar selective coatings on the basis
of their optical constants and observed that higher values of both n and k of the
material are more suitable in solar selective coatings. Zhang et al. [39] developed a
commercial-scale cylindrical direct current (dc) magnetron sputter coater for the
deposition of metal–aluminum nitride (M–AlN) cermet solar selective coatings onto
batches of tube and described the construction and operation of this sputter coater.
Antonania et al. [40] investigated the stability of solar multilayer coating based on
W–Al2O3 graded cermet layer before and after annealing processes at high tem-
perature. Esposito et al. [41] optimized the solar absorptance higher than 0.94 and
hemispherical emittance at 580 °C lower than 0.13 of double cermet layer. Erben
and Tlhanyl [42] reported two coating techniques: galvanizing and chemical vapor
deposition (CVD) of developing solar selective absorber systems for temperatures
above 300 °C. Teixeira et al. [43] presented a numerical model that allows us to
correlate the selectivity of the produced absorbers to the collector efficiency and
deposited cermet coatings of Cr–Cr2O3 by reactive DC magnetron sputtering and
also described the structural and optical properties of multilayer films. Jaworske and
Shumway [44] reported a high-temperature durability of solar selective coatings
composed of nickel and alumina oxide, titanium and alumina oxide, and platinum
and alumina oxide. Zhang [45] reviewed the two recent key developments in solar
selective coatings, double cermet layer film structures and M–AlN cermet solar
coating deposited by two targets DC sputtering technology and also described the
application of solar collector tubes to solar thermal electricity. Zhang and Mills [46]
presented the calculated results for Cu–SiO2 cermet in detail and also experimental
results. Zhang et al. [47] developed a physical model which explains the experi-
mental results for germanium implanted with high-dose oxygen. Fan and Zavracky
[48] investigate the thermal stability of MgO/Au cermet films. McKenzie [49]
prepared cermet solar selective surfaces of absorptance over 0.90 and emittance less
than 0.05 by vacuum coevaporation of alumina and spinel with gold, silver,
chromium, and copper. Nyberg and Buhrman [50] reported a new physical property
of coevaporated metal–dielectric films: the drastic increase in the surface roughness
on Mo/Al2O3 when the deposition temperature exceeds a certain minimum tem-
perature. Rebouta et al. [51] reported the characterization of TiAlN/TiAlON/SiO2

tandem absorber; the first two layers were deposited by magnetron sputtering, and
third layer was prepared by plasma-enhanced chemical vapor deposition (PECVD)
and determined the optical constants of individual layers by first measuring spectral
transmittance and reflectance of the individual layers. Du et al. [52] designed a new
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solar selective coating, Ti0.5Al0.5N and Ti0.25Al0.75N coatings were chosen as
absorber layers, and AlN coating was chosen as anti-reflecting layer and calculated
the absorptance 0.945 and low emittance 0.04 (82 °C) of the solar selective coating.
Xinkang et al. [53] prepared a series of Mo–Al2O3 films by direct current (DC, for
metal Mo) and radio frequency (RF, for dielectric Al2O3) magnetron sputtering
techniques and evaluated thermal stability at different temperatures and also
investigated the variation of microstructure, diffusion of the component, and
influences on the spectral performances. Vien et al. [54] reported features of Pt–-
Al2O3 cermet coatings which is deposited by RF cosputtering on metallic substrate
and obtained absorptivity α = 0.92, emissivity ε = 0.14 (at 300 °C), and also
obtained the stability of selective absorbers at a temperature of up to 400 °C when
cermet coating is deposited on stainless steel substrate and over 600 °C on
superalloy substrate. Segaud et al. [55] prepared a thin film of Pt–Al2O3 cermets by
RF cosputtering on glass and metallic substrate and investigated the wide ranges of
composition and thickness. Craighead et al. [56] described an ultrahigh absorptivity
selective absorber based on a Pt–Al2O3 composite with a graded refractive index
depth profile. Nuru et al. [57] reported the optimization and further selectivity
improvement of the radio frequency sputtered graded Pt–Al2O3 deposited on Mo
base layer exhibiting a high solar absorption and significant thermal stability up to
650 °C in the air with and without antireflecting layers.

15.4 Others Solar Selective Coatings

Moller and Honicke [58] presented a new electrolytic process to grow solar
selective layers on aluminum and also investigated the optical properties of the
layers. Kunic et al. [59] studied the spectral selectivity and degradation properties of
a novel thickness-sensitive spectrally selective (TSSS) coating based on organic
polymer resin binders and trisilanol polyhedral oligomeric silsesquioxane (POSS)
dispersant and also demostrated clearly that coating can be used in solar thermal
system. Kozelj et al. [60] studied the formation of a protective layer from
(3-mercaptopropyl) trimethoxysilane (MPTMS) on commercial sunselect, cermet-
based spectrally selective coating by non-electrochemical, electrochemical cyclic
voltammetry (CV) in the presence of a redox probe (Cd+2), and potentiodynamic
(PD) techniques. Orel et al. [61] studied to make paints of variety of colors and
whose spectral selectivity would be independent of the thickness of deposited layer
of paint. Xiao et al. [62] prepared a copper oxide thin film as solar selective
absorbers by one-step chemical conversion method and characterized the compo-
sition, structure, and optical properties of thin films and indicated that the com-
position, structure, and optical properties of thin films were greatly influenced by
reaction temperature and time concentration of NaOH. Cindrella [63] analyzed the
efficiency of the solar selective coatings with various combinations of the optical
properties and their impact on the performance of solar thermal systems of different
concentration ratio (Crs). Tharamani and Mayanna [64] reported the development
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of the Cu–Ni alloy coating as a selective surface for solar energy. The coatings were
deposited by using Hull cell and optimized deposition parameter to achieve high
solar absorptance α = 0.94 and low emittance ε = 0.08.

15.5 Future

In order to make solar thermal system more efficient, in addition to improvement in
the solar thermal system design and associated support structure for solar fields,
solar absorber coatings with improved optical properties and thermal stability need
to be developed. New, more efficient selective coatings will be needed that have
both high solar absorptance and low thermal emittance at elevated (>400 °C)
temperatures. The coating need to be stable in air at elevated temperatures in case
the vacuum is breached. Current coatings do not have the stability and performance
desire for moving to higher operating temperatures. For efficient photo–thermal
conversion, solar absorber surfaces must have low reflectance at wavelength
λ ≤ 2 μm and a high reflectance at λ ≥ 2 μm; an improved spectrally selective
surface should be thermally stable above 450 °C, ideally in air, and have solar
absorptance (α) greater than about 0.96 and thermal emittance (ε) below about 0.07
at 400 °C. Still, none of the existing coatings used commercially have proven to be
stable in air at 400 °C. Designing and fabrication of a solar selective coating that is
stable in air at temperatures greater than 450 °C requires (i) high thermal and
structural stabilities for both the combined and individual layers, (ii) excellent
adhesion between the substrate and adjacent layers, (iii) suitable texture to drive the
nucleation and subsequent growth of layers with desire morphology, (iv) enhanced
resistance to thermal and mechanical stresses, and (v) acceptable thermal and
electrical conductivities. Materials should have low diffusion coefficient at high
temperature and should be stable with respect to chemical interactions with any
oxidation products, including any secondary phase present, over long period of
exposure time at elevated temperatures. Selecting materials with elevated melting
points and large negative free energies of formation may meet this objective. Na-
nocermets are likely to be potential candidates for solar energy conversion because
they exhibit strong absorption in the visible region, which occurs because of surface
plasmon resonance phenomenon, also known as quantum confinement effect [65].
The optical properties of nanocermet strongly dependent on the particle shape, size,
and concentration of the particle in the matrix, particle distribution and local
dielectric environment of the dielectric matrix [66]. Stable nanocrystalline are the
most desirable for diffusion barrier application and also need to develop nano-
structured materials for solar energy conversion as special physical effects related to
the nanometer scale do rise to interesting microscopic properties [67].
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15.6 Summary and Conclusions

Renewable energy sources are important sources of energy for meeting the
increasing energy demand of the world; solar thermal energy system is one of the
expected systems to harness maximum energy from solar energy which have
maximum potential rather than other renewable energy sources. In this article, we
have reviewed the recent progress of high-temperature solar selective coatings for
solar thermal applications.

For high-temperature applications, a large number of solar selective coatings
such as Pt–Al2O3, Mo–Al2O3, W–Al2O3, W–AlON, SS–AlN, Co–Al2O3, W–AlN,
Ag–Al2O3, Cr–Cr2O3, Cu–SiO2, Mo–SiO2, etc., have been developed. Researchers
have studied Pt–Al2O3 coatings for high-temperature applications because of their
high absorptance and low emittance at high operating temperatures, but it could not
be commercialized due to high cost of platinum. Researchers have developed
Mo–Al2O3, W–Al2O3, Co–Al2O3, and cermet coatings for high-temperature
applications. The Mo–Al2O3 cermet coatings have been used in the Luz receiver
tubes which were used for solar thermal power plants. Although these coatings have
good thermal stability in vacuum, they have low thermal stability (≤300 °C) in air.
Siemens, Germany have modified the Mo–Al2O3 cermet coating and developed a
novel exhibit higher thermal stability. W–Al2O3-based cermet coatings are also
being successfully produced commercially, which are reported to be stable up to
500 °C in vacuum. Mo–SiO2 and SS–AlN cermet coatings have been successfully
commercialized for receiver tubes by ENEA and TurboSun. Recently, researchers
have focused to develop new cermet coatings based on transition metal nitrides/
oxynitrides/oxides and silicides.
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Chapter 16
Performance Analysis of IOCL Rawara
Photovoltaic Plant and Interpretation

Anurag, Piyush Kapoor, Belal Usmani and S. Harinipriya

Abstract Solar Energy intensity varies geographically in India, but western
Rajasthan receives the highest annual radiation energy. The present work will
describe the performance parameters of IOCL Rawara Plant which have capacity of
5 MW. The technology used is polycrystalline silicon. The generated power is fed
to the 32 kV grid. The data have been recorded from October 2012 to May 2013.
The AC power generated by different blocks is plotted against hours of a day, and
also, wind speed and module temperature are taken into account. The accumulated
energy of all operating month has been recorded.

Keywords Solar energy � AC power � Performance

16.1 Introduction

In order to discuss the potential for solar in western Rajasthan it is desirable to
examine the climate condition of that region. The variables of importance from the
point of view of generating solar generating solar electricity are solar radiation,
sunshine hours, and ambient temperature. Western Rajasthan experiences a hot and
dry climate with a sever summer, relatively clear skies, a short monsoon period and
a cold winter [1]. A photovoltaic (PV) plant is made of number of PV modules,
power inverters, energy meters and distribution boxes. The DC output form PV
modules goes through Power Conditioning Unit (PCU) where DC convert into AC.
The generated AC power can be used for appliances and sometimes fed to the grid.
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For selecting a photovoltaic plant location, initially parameters are defined and
analyzed. The essential parameter being solar irradiation, and other may be wind
speed, atmospheric temperature etc. Here study of a 5 MW crystalline PV plant of
IOCL had been done.

16.2 Analysis of Data

The main parameters which were analyzed are total AC generation from different
blocks, module temperature, ambient temperature, wind speed, and accumulated
energy. The major part of AC generation was found in peak hours or sunny hours
(9.30 a.m. to 3.30 p.m.). The following curves show the variation in AC power for
different months (Figs. 16.1 and 16.2).

The maximum AC generation is found in noon and minimum generation found
in morning and evening hours. More fluctuations are seen in the DC generation of
April month. It could be attributed to the dust storm and pre-monsoon activities.
The other parameters such as wind speed, module temperature, ambient tempera-
ture, and solar insolation were also plotted for different months. It is observed that
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higher the wind speed, lower the module temperature. The wind speed profile is
shown in Fig. 16.3.

Module temperature depends upon factors such as the module encapsulating
material, thermal dissipation, and absorption properties of working point of the
module, and atmospheric parameters such as irradiance level, ambient temperature,
wind speed, and particular installing conditions [2]. The module temperature is
recorded for a particular module for a complete month and then averaged. The
trajectories of both module and ambient temperature curves are nearly same except
for deviation of 2–5 °C. The minimum temperature is recorded during December
and January. The maximum temperature is obtained in the month of April. The
profile of ambient temperature and module temperature is shown in Figs. 16.4 and
16.5, respectively. The solar irradiance is measured to be maximum in the month of
December. This high irradiance in winter is mainly attributed to the fact that Ra-
jasthan state receives with 300–330 clear sunny days and average daily solar
incidence of 5–7 kWh/m2 [3].
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The insolation curve is shown in Fig. 16.6. The two highest points are seen in
curve in the month of December and April, which shows irradiance 607 and 490 W/
m2, respectively. The monthly comparison of AC generation of all blocks is shown
in Fig. 16.7. The cumulative energy profile is plotted against time in Fig. 16.8. The
energy curve is found linear, as energy is the time multiplication of power. The total
energy reaches up to 25,824,795 kWh till the end of May. The AC generation
depends on the size of plant say number of modules installed in a specific area. In
current scenario, plant has five different blocks, each block with different number of
modules. The blocks that have large number of modules generate large AC power.
The variation of AC generation from different blocks is shown in Fig. 16.7.
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16.3 Conclusion

The observations are made by data and graphs. The module temperature is slightly
higher than ambient temperature. The maximum wind speed was 12 km/h in the
month of February. Other parameters are listed in the table below.

Parameter Maximum Month

Wind speed (km/h) 12 February

Module temperature
(°C)

32 April

(continued)
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(continued)

Parameter Maximum Month

Ambient temperature
(°C)

30 April

Solar insolation (W/m2) 607 December

AC generation
(MWh)

900 January

The major role of wind speed was found in the duration of February–June. The
average wind speed in the duration of February–June is greater than rest of the
months.
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Chapter 17
Wearable Cardiac Detector

R. Harshitha, Manasa Manohar, P. Dhanya, P. Manoj, S. Swathi,
M. Amogh, Viswanath Talasila, H.S. Jamadagni
and B.S. Nanda Kumar

Abstract India has the highest incidence of heart-related diseases in the world. The
early detection of various heart conditions can be a significant aid for immediate
medical intervention. In rural communities, access to healthcare facilities is limited,
and early detection of diseases is difficult. For the aged in urban areas, it is desirable
to have portable devices to monitor and diagnose such diseases. Here, we propose
the development of a wearable cardiac detector (WCD) which is designed to detect
four kinds of arrhythmia—ventricular tachycardia, ventricular bradycardia, myo-
cardial infarction, and hypertrophy. The detection includes a signal processing
system based on Pan–Tompkins algorithm which detects the QRS complexes of
electrocardiogram (ECG) signals, as well as standard methods to filter noise present
in the ECG signals. The proposed WCD is portable, cheap, and lightweight unlike
the widely used Holter monitor which is bulky, expensive, and cannot be worn all
the time. It is specially designed for patients who have had a surgery and are at
potential risk of relapse. It allows heart risk patients not to be restricted to the
hospital. The device sends alarm messages about the location of the patient and
stores the ECG signal data for further analysis. The proposed WCD is part of a
long-term initiative to enhance the medical facilities to people from all walks of life
and hopeful to be beneficial to the society. The effort is a joint collaboration along
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with the Community Medicine and Cardiac Specialty departments of MS Ramaiah
Medical College.

Keywords Wearable arrhythmia detector � Portable cardiac monitor and detector �
Ventricular tachycardia � Ventricular bradycardia � Myocardial infraction �
Hypertrophy � Pan–Tompkins algorithm � Einthoven’s triangle � QRS complex of
ECG

17.1 Introduction

It has been estimated by a leading daily, the Indian Express that by 2020, 40 % of
the deaths in India will be caused by cardiovascular diseases. With over 3 million
deaths owing to cardiovascular diseases every year, India is set to be the ‘heart
disease capital of the world’ in few years, said doctors on the eve of World Heart
Day (September 29).

Owing to this, there is a need for round-the-clock monitoring and storage of the
ECG signal. The components of a typical ECG signal are shown in Fig. 17.1.

It corresponds to the depolarization of the right and left ventricles of the human
heart. In adults, it normally lasts 0.06–0.10 s; in children and during physical
activity, it may be shorter. Typically, an ECG has five deflections, arbitrarily named
‘P’ to ‘T’ waves. The ‘Q,’ ‘R,’ and ‘S’ waves occur in rapid succession, do not all
appear in all leads, and reflect a single event and thus are usually considered
together. A ‘Q’ wave is any downward deflection after the ‘P’ wave. An ‘R’ wave

Fig. 17.1 Components of a
typical ECG signal
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follows as an upward deflection, and the ‘S’ wave is any downward deflection after
the ‘R’ wave. The ‘T’ wave follows the ‘S’ wave, and in some cases, an additional
‘U’ wave follows the ‘T’ wave. The ECG data used in this project are obtained from
MIT-BIH Arrhythmia Database [1]. The MIT-BIH Arrhythmia Database has been
obtained from 47 subjects at Boston’s Beth Israel Hospital (now the Beth Israel
Deaconess Medical Center) studied by the BIH Arrhythmia Laboratory between
1975 and 1979. The recordings here are digitized at 360 samples per second per
channel with 11-bit resolution over a 10 mV range. Doctors all over the world use
this as their reference. We have also verified the data obtained from MIT-BIH with
the doctors from Bangalore.

17.2 Objectives

We aim to classify the ECG signals based on the widely acclaimed Pan–Tompkins
algorithm which provides a success rate of 99.3 % [2]. For the purpose of software
simulation, data from MIT-BIH are used. The device we intend to build will
monitor the ECG signals round the clock. Its lightweight, portable, and robust
characteristics make it more user-friendly. This device is different from other ECG
monitoring devices in that it goes one step ahead from automatically detecting
arrhythmia to drawing attention to the patients’ distress immediately via the com-
munication module. This ensures that the patient does not lose valuable minute.

17.3 Synopsis

This project deals with the study and analysis of ECG signals by utilizing MAT-
LAB software effectively. ECG signal is acquired from the electrodes placed at
strategic points of the body explained in the subsequent paragraphs. ECG signal
analysis includes acquisition of real-time ECG data, noise reduction, and signal
processing which includes feature extraction from ECG signals, calculating the
heart rate based on which the arrhythmias are detected. All the while, ECG data are
stored in the device for future analysis by the cardiologist.

On detection of an arrhythmia, a message is sent to the nearest point of contact to
ensure that medical attention reaches the patient within a matter of minutes. This is
achieved by means of the communication system based on a global system for
mobile (GSM) module.

17.4 Block Diagram

Figure 17.2.
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17.5 Block Breakdown

17.5.1 Electrodes

We intend to use silver–silver chloride (Ag–AgCl) electrode [3], and it consists of
base lining material, conductive gel, and electrode buckle. In order to record the
ECG signal, a transducer capable of converting the ionic potentials generated within
the body into electrical potential which can be measured using electronic instru-
ments is required.

Ag–AgCl electrodes most closely approximate as a non-polarizable electrodes
which behave as resistor. Ag–AgCl electrode is preferred over the electrodes for
two reasons. Firstly, when bought in contact with an electrolyte, Ag–AgCl estab-
lishes a stable contact potential. It cannot form a compound on metal surface
consisting of metal ions and electrolyte anions. Secondly, the electron exchange
reaction in Ag–AgCl can continue indefinitely, until the AgCl is depleted, and
hence, it is referred as non-polarizable. Since QRS signals are of the order of mV,
these electrodes have a contact potential which will have sufficient time to stabilize
the negligible current (<10−12 A).

Hence, this is best suited for the measurement of biopotentials. The placement of
these electrodes is explained below:

Lead I Positive electrode is on the left arm, and negative electrode is on the
right. It measures the potential difference across the chest between two
arms.

Lead II Positive electrode is on the left leg, while the negative electrode is on the
right arm.

Lead III Positive electrode is on the left leg, and the negative electrode is on the
left arm.

This positioning is known as ‘Einthoven’s triangle’ [4]. Information gathered
between these leads is known as bipolar. When the accuracy of 3-lead positioning is
compared to the 12-lead positioning, the former leads to 97 % accuracy, whereas
the latter results in 91 % accuracy. Since our product is aimed at ambulatory
patients, 3-lead positioning is generally preferred to the laborious 12-lead attach-
ment (Fig. 17.3).

Electrodes

Ag/AgCl

Amplifier

AD624

ADC

16bit sigma-delta 
ADC-7798

Microcontroller 

MSP 430

(Noise Reduction)

GSM Module

Fig. 17.2 Block diagram
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17.5.2 Instrumentation Amplifier

ECG signals are generally weak signals of order 1–4 mV, which makes it difficult
for the analysis by signal conditioning circuit. In addition to this, the 3-lead system
we use in this device will provide us with a signal which will be distorted with
various types of noise. The following characteristics have to be fulfilled by the
amplifier we use:

• Gain: As mentioned earlier, it is required that the signal is amplified to an order
of 1 V for signal analysis for which an amplifier of gain 1000 is needed.

• Common-mode rejection ratio (CMRR): The signal from the electrodes will be
distorted by a large ac common-mode component (up to 1.5 V) and a large
variable dc component (300 mV). As per the Association for the Advancement
of Medical Instrumentation (AAMI), 89 dB is the minimum CMRR required for
standard ECG.

• Input impedance: To achieve low-power input and a good frequency response,
we require high input impedance.

The AD624, which is a high-precision and low-noise amplifier, satisfies all of
the above requirements. Input noise is typically less than 4 nV/√Hz at 1 kHz [5].

17.5.3 Filtering

For ECG recordings concurrent with acceptable medical standards, signal acqui-
sition must be noise free. The signal acquisition is susceptible to the interference
from other biological and environmental sources.

The main sources of noise in ECG are as follows:

1. Baseline wander (low-frequency noise)
2. Power line interference (50 Hz or 60 Hz noise from power lines)
3. Muscle noise (This noise is very difficult to remove as it is in the same region as

the actual signal. It is usually corrected in software.)
4. Other interference (i.e., radio frequency noise from other equipment)

Fig. 17.3 Einthoven’s
triangle
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A band-pass filter is employed for the purpose of noise reduction. We have
chosen the Pan–Tompkins algorithm since it gives a success rate of 99.3 % [PT].
The amplified signal from the instrumentation amplifier is fed to an analog-to-
digital convertor. The signal is sampled at the rate of 200 samples/s.

The ADC7798 is a low-power, low-noise analog-to-digital convertor for high-
precision measurement applications. The ADC7798 is a 16/24-bit sigma-delta ADC
with three differential analog inputs. The on-chip, low-noise instrumentation
amplifier means that signals of small amplitude can be interfaced directly with the
ADC. With a gain setting of 64, the RMS noise is 40 nV for the ADC7798 when
the update rate equals 4.17 Hz. Also, the output data rate is software programmable
and can be varied from 4.17 to 470 Hz [6].

The QRS detection is done in three stages. Stage 1: Noise Reduction
An integer coefficient band-pass filter is implemented by cascade of low-pass

and high-pass filters whose pass band should be between 5 and 15 Hz. The filter is a
fast, recursive filter in which poles are located to cancel zeros in the unit circle in
the z-plane. This approach gives us the filter coefficients of the filter which can be
implemented by means of a microprocessor. For practical purposes, a filter with a
3-dB pass band of 5–12 Hz is realized.

The transfer function for the second-order low-pass filter is as follows:

jHa jXð Þj2 ¼ 1=1þ ðjX=jXcÞ2N ð17:1Þ

The transfer function for the high-pass filter is as follows:

H kð Þj j2¼ 1=1þ ðXc=XÞ2N ð17:2Þ

To obtain the QRS complex slope information, a five-point derivative is used
whose transfer function is as follows:

H zð Þ ¼ 1=8Tð Þ �z�2 � 2z�1 þ 2z1 þ z2
� � ð17:3Þ

This is followed by the squaring of the signal, point by point, using the equation:

y nTð Þ ¼ x nTð Þ½ �2 ð17:4Þ

In the end, we use a moving window integrator filter whose window width is 30
samples to determine the R slope information. The width of the window should be
such that it should not be too wide or too narrow to avoid missing important
information about the signal.

y nTð Þ ¼ 1=Nð Þ x nT � N � 1ð ÞTð Þ þ x nT � N � 2ð ÞTð Þ þ � � � þ x nTð Þ½ � ð17:5Þ

The output of the integrator block will have the noise-free signal which can be
used for signal analysis.
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17.5.4 MSP430F2013 Microcontroller

A very low-power, cheap, reliable, and relatively feature full microcontroller unit
(MCU) was required. After much analysis, the MSP430F2013 MCU by Texas
Instruments was selected to perform the core functions. MSP430 ensures that
application chooses appropriate clock and peripherals that are needed to perform a
particular task. There are several features that make MSP430 suitable for low-power
and portable applications which are hardly present in 8051 microcontroller. It has
six operating modes including the active working mode. Whenever a particular
peripheral is not functional, it shifts to low-power mode and facilitates power
consumption. The CPU is disabled, but the peripherals that are required remain
active. No change in RAM content will be allowed. This feature is absent in the
other microcontrollers. MSP430 makes use of reduced instruction set computing
(RISC) processor and provides higher performance and quicker execution than the
8051 counterparts. The major reason for choosing MSP is the presence of an inbuilt
ADC and DAC, which is not present in 8051. It converts the analog ECG signal
into digital format for comparison with the threshold values. It has options of
10/12-bit successive approximation register or 16/24-bit sigma-delta ADC. We
utilize sigma-delta feature as it employs the error feedback mechanism which
measures the difference between two signals and results in better conversion with
high precision and high fidelity. The output of the microcontroller needs to be
interfaced with the GSM module. The microcontroller has serial peripheral interface
(SPI), interintegrated circuit (I2C), and universal serial communication interface
(USCI) components on chip [7].

MSP430 adopts four-wire JTAG and Spy Bi wire interface as opposed to the aging
RS-232 present in the 8051. It is imperative to utilize a foolproof controller which has
an inbuilt watchdog timer which notifies a hardware fault or software error and
prevents system from collapsing. MSP430 has an inbuilt watchdog timer and chosen
as an ideal controller for our project for all the above-mentioned features.

17.5.5 Signal Analysis

1. For calculating heart rate: This follows the Pan–Tompkins algorithm.
QRS wave is isolated, and the signal is passed to the thresholding phase. Two
sets of thresholds are used to detect QRS complexes. The first set thresholds the
filtered ECG, while the second threshold is used on the output of the moving
window integrator. This increases the reliability of detection. The algorithm uses
a dual-threshold technique to find missed beats and thereby reduces false neg-
atives. There are two separate threshold levels in each of the two sets of
thresholds. One level is half of the other. The thresholds continuously adapt to
the characteristics of the signal since they are based upon the most recent signal
and noise peaks that are detected in the ongoing processed signals. If the
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program does not find a QRS complex in the time interval corresponding to
166 % of the current average RR interval, the maximal peak detected in that
time interval that lies between these two thresholds is considered to be a possible
QRS complex, and the lower of the two thresholds is applied.

2. For inverted T and Prominent Q detection: For the purpose of diagnosis, we
often need to extract various features from the preprocessed ECG data,
including QRS intervals, QRS amplitudes, PR intervals, and ST intervals.
Inverted T indicates left ventricular hypertrophy, while prominent Q denotes
myocardial infarction (heart attack) (Fig. 17.4).

17.5.6 GSM Module

The GSM module SIM 900 is interfaced with MSP430 to send an SMS to an
emergency service or ambulance. Connections are made using the universal
asynchronous receiver transmitter (UART) protocol. The microcontroller is coded
to send AT commands over the UART port. Predefined number for the SMS is
coded previously. A GSM phone can also be used instead of a dedicated GSM
module. GSM was chosen owing to its features such as reliability and user
adaptability (Fig. 17.5).

Detected Prominent Q

Myocardial Infarction

Detect Inverted T

Left Ventricular Hypertrophy

Calculate heart-rate through RR interval

HR> 120=> Ventricular Tachycardia HR<50=> Ventricular Bradycardia

Fig. 17.4 Detection of arrhythmia

Microcontroller 
MSP430 UART Protocol GSM Module 

Fig. 17.5 GSM module
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17.5.7 Additional Feature

On occasion, the arrhythmia may be such that the patient may require blood
transfusion within a stipulated time period. It is useful to have the device enhanced
with the ability to contact a blood bank or suitable donors as well. To this end, the
contact numbers of a blood bank and a few matching donors can also be stored. On
purchase of the device, the blood group of the user is determined and appropriate
donor numbers are loaded. A button is added on the device which when pressed
will send messages to the blood bank and the donors. Thus, both and patient and the
donor will reach the hospital together, thereby saving precious time.

17.6 Feasibility

• Cost effective: Our product is 10 times cheaper than the existing Holter monitor
• Communication: Send message to call for help, detect the location of the patient,

and proper medical intervention is received.
• Portable: Device can be worn beneath the clothes, while the patient is on the

move.
• Easily accessible: Components have been used, and all components used are

safe for the patients.
• User-friendly: Easy usage for patients of all ages.

17.7 Results

Figures 17.6 and 17.7

Fig. 17.6 Original ECG signal and filtered ECG signal
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Chapter 18
LQR-Based TS-Fuzzy Logic Controller
Design for Inverted Pendulum-Coupled
Cart System

Bharat Sharma and Barjeev Tyagi

Abstract In this paper, an effective design technique for heuristic Takagi-Sugeno
fuzzy logic controller (TS-FLC) for nonlinear inverted pendulum (IP) and cart
system has been proposed. IP is linearized around distinct combinations of localized
points and their respective linear quadratic regulator (LQR) gains are obtained. Set of
these localized points are used to decide the range of input fuzzy membership
function, and the LQR controller gains are used to obtain basic TS rule base for
nonlinear model. Angle and angular velocity are used to design the controller
for upright stabilization of pendulum. Cart position and cart velocity are the inputs
for cart control. The main aim is to control pendulum in upright unstable equilibrium
point and cart position at desired value simultaneously. Physical constraints of the
system such as cart track length and controller output are considered in the designing
of FLC. The results obtained by FLC are compared with LQR. The results show that
FLC is better than LQR because it can be further tuned to satisfy the constraints.
Simulation results show the effectiveness and robustness of proposed TS-FLC over
LQR controller.

Keywords TS-FLC � LQR � Inverted pendulum

18.1 Introduction

Inverted pendulum (IP) is naturally unstable, nonlinear, strong coupling, and
high-order single input multiple output system. The International Federation of
Automatic Control considered it as “benchmark control problem” for design,
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implementation, and comparison of novel control techniques and theories [1].
Physical system based upon concepts of IP are pedubots, seagways, missile guid-
ance, space rocket, earthquake tolerant structures, gait pattern generation of bipedal
dynamic walking, aircraft stabilization in turbulent airflow and its landing system,
etc [2]. Inverted pendulum-coupled cart system (IPCS) is a subclass of this domain.
Additionally, constraints on track length and actuator output constraint further
increase the complexity of controller implementation.

Many control techniques are proposed so far for IPCS such as bang-bang con-
trol, neural network control, adaptive PID control, energy-based control, sliding
mode control, predictive control, and many other are reported in [3]. These tech-
niques are not novel but not in use previously.

FLC is among popular control methodologies. Because it is simple, flexible and
grant assertive low cost conclusion from vague, imprecise and ambiguous input
information. Originally, Zadeh [4] introduced the concept of fuzzy logic theory.
Later, Mamdani and Assilian [5] successfully implemented FLC for control of
steam engine. There is no need of plant dynamic equations and modeling because
Mamdani FLC’s (MFLC) consequent part is also fuzzified and rule base is estab-
lished according to expert’s knowledge and experience. Hence, intuitive MFLC is
cost effective, simple, and easy solution to complex systems whose conventional
analytical solution is very difficult to obtain if not impossible. But the reliability of
MFLC is often controversial because critics have been dubious over its ability to
foresee the closed-loop instabilities and limit cycles especially in critical processes
such as power industries, which involved risk to human life and/or to environment.
Takagi and Sugeno [6] suggested impressive amalgamation of available control
approaches to FLC in order to make it more adaptive, robust to nonlinearities, and
disturbances. It is more compact and computationally efficient than MFLC and
assured continuity of control surface. But precise and substantial design procedure
is not suggested.

Various hybrid TS-FLCs are available in literature for IPCS such as sliding
mode control TS-FLC switching for construction of linear aggregated system [7, 8],
embodiment of GA for optimization and tuning of parameters for automatic design
of TS-FLC [9–12], feedback linearization using TS-FLC [13], PID FLC [14], and
Fuzzy linear quadratic regulator (LQR) [15]. But these techniques have not con-
sidered physical constraints of system.

This paper proposed systematic method to obtain nonlinear compensator by
interweaving the locally partitioned LQRs along with consideration of constraints
such as track length and actuator output limit. LQR is obtained by linearizing the
model around desired points.

The paper is organized as follows: Section 18.2 deals with the mathematical
dynamic models of the system for the controller design and simulation evaluation.
Section 18.3 gives brief overview of FLC. Section 18.4 goes through the main steps
in the design of the control algorithms. In this work, LQR gain for each rule in FLC
is calculated and then incorporated in output membership function. Section 18.5
presents some simulation, its comparative survey thus outlining any discrepancies.
Finally, some conclusions are drawn in Sect. 18.6.
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18.2 Modeling

The pendulum is mounted over the cart as shown in Fig. 18.1. Cart is used to
balance the pendulum upright unstable equilibrium point. The movement of cart is
controlled by DC motors attached at the end of tracks pulling through belt. Pen-
dulum rotates about its pivoted point in x–y direction while cart can move only in
horizontal direction. Hence, system has two degree of freedom and can be repre-
sented in x–y coordinates.

Initially, Euler-Lagrange’s approach is used to derive nonlinear dynamics of
system [16]. Then Lyapunov’s method of linearization is applied to obtain gen-
eralized linear state space across different points [17]. The considered parameters
are tabulated in Table 18.1.

Taking, θ = pendulum angle from vertical position; x = Displacement of Cart
from center of track.

Fig. 18.1 Inverted pendulum
system

Table 18.1 Parameters of
inverted pendulum

Parameters Value

g—Gravity 9.81 m/s2

l—Pole length 0.36 m

M—Cart mass 2.4 kg

m—Pole mass 0.23 kg

I—Moment of inertia of the pole 0.099 kg m2

b—Cart friction coefficient 0.05 Ns/m

d—Pendulum damping coefficient 0.005 Nm s/rad

x—Track length ±0.5 m

F—Maximum force ±20 N

u—Maximum control voltage ±2.5 V

18 LQR-Based TS-Fuzzy Logic Controller Design … 209



Net velocity of pendulum is given as:

V2
1 ¼ _x21 þ _y21 ð18:2:1Þ

The kinetic energy of pendulum is given as:

K1 ¼ 1
2
V2
1 þ 1

2
I _h2 ð18:2:2Þ

The kinetic energy of cart is given as:

K2 ¼ 1
2
M _x2 ð18:2:3Þ

The net kinetic energy of system is given as:

K ¼ K1 þ K2 ð18:2:4Þ
Potential of pendulum/system is given as:

P ¼ mgl cos h ð18:2:5Þ
Net Lagrangian equation:

L ¼ K � P ð18:2:6Þ

L ¼ 1
2

M _x2 þ m _x2 þ 2ml cos h _xþ ml2 _h2 þ I _h2
� �

�mgl cos h ð18:2:7Þ

Euler-Langrage’s equation for the cart and pendulum is given as:

d
dt

oL
o _x

� �
� oL

ox
þ b _x ¼ F ð18:2:8Þ

d
dt

oL

o _h

� �
� oL

oh
þ d _x ¼ 0 ð18:2:9Þ

Substituting Eq. (18.2.7) in above functions, we get sum of all moments and
forces acting upon system:

ml cos h� €hþ mþMð Þ � €xþ b� _x� ml sin h� _h2 ¼ F ð18:2:10Þ

I þ ml2
� �� €hþ ml cos h� €xþ d � _h� mgl sin h ¼ 0 ð18:2:11Þ

) ml cos h mþMð Þ
I þ ml2ð Þ ml cos h

� �
€h
€x

� �
¼ �b� _xþ ml sin h� _h2 þ F

�d � _hþ mgl sin h

� �
ð18:2:12Þ

) €h
€x

� �
¼ 1

D
�ml cos h� aþ I þ ml2ð Þ � b
mþMð Þ � a� ml cos h� b

� �
þ 1
D

�ml cos h
mþM

� �
F ð18:2:13Þ
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where

D ¼ I mþMð Þ þ m2l2 sin2h
� �

a ¼ �b _xþ ml sin h _h2
� �

b ¼ �d � _hþ mgl sin h
� �

) €h
€x

� �
¼

f1 h; _h; _x
� �

þ g1 hð Þ
f2 h; _h; _x
� �

þ g2 hð Þ

0
@

1
A ð18:2:14Þ

Using Lyapunov’s linearization method for obtaining linear model of above

nonlinear Eq. (18.2.14) for states- h _h x _x
� �

:

o€h
oh
o€x
oh

 !
¼ a21

a41

� �
¼ 1

D

cþ m2l2 sin2h� f1 h; _h; _x
� �

rþ m2l2 sin2h� f2 h; _h; _x
� �

0
@

1
A ð18:2:15Þ

where

c ¼ ml sin h� b� m2l2g cos2hþ ml I þ m2l2
� �

cosh _h2

r ¼ m2l2 cos2h _h2 þ ml sin h� aþ m mþMð Þgl cos h

o€h
o _h
o€x
o _h

 !
¼ a22

a42

� �
¼ 1

D

�d mþMð Þ � m2l2 sin2h _h

mld cos hþ 2ml I þ ml2 sinh _h
� � !

ð18:2:16Þ

o€h
oF
o€x
oF

 !
¼ b2

b4

� �
¼ 1

D
ml cos h
I þ ml2ð Þ

� �
ð18:2:17Þ

Other coefficients are zero. Therefore, state matrix, input matrix, and output
matrix are:

A ¼

0 1 0 0

a21 a22 0 a24

0 0 0 1

a41 a42 0 a4

0
BBB@

1
CCCA; B ¼

0

b2

0

b4

0
BBB@

1
CCCA

C ¼ 1 0 0 0

0 0 1 0

� �

To design the LQR, (A, B) pair should be controllable at different values of
localized points.
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18.3 Takagi-Sugeno Fuzzy Logic Controller

FLC has three stages as shown in Fig. 18.2 [19]:

1. Input stage performs fuzzification, i.e., converting crisp input into linguistic
fuzzy variables. Membership functions, their grade, shape, number, width, and
overlap should be for each variable.

2. Processing stage includes rule base and inference system. Rule base division
incorporates control decision based upon different combination of fuzzified
input sets. Inference mechanism division evaluates firing strength of individual
rule depending upon the given inputs to the controller from which controlled
output is obtained.

3. Output stage performs defuzzification, i.e., reconverts linguistic output results
from inference division to crisp values so that it is used in actuators.

The TS-FLC is also known as functional fuzzy system [18]. Its premise part is
same to that of MFLC, which consisted conjunction of different fuzzy sets, while
consequent part is functional. Taking consequent part as linear function of state
variables, ith rule is defined as:

If z1 tð Þ isMi1 and. . .and zj tð Þ isMij;

Then xiðtÞ ¼ Aix tð Þ þ Biu tð Þ; i ¼ 1; 2. . .r

Fig. 18.2 Design of FLC
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where Mij, (i = 1, 2 … r, j = 1, 2 … g) are fuzzy sets and r is number of rules.
x tð Þ 2 R

n, u tð Þ 2 R
m, and z tð Þ 2 R

g are state vector, input vector, and input vari-
able, respectively. Ai and Bi are state matrix and input matrix, respectively, of
appropriate order. The overall state equation in the form of weighted average is
given as:

_x tð Þ ¼
Pr

i¼1 li z tð Þð Þ Aix tð Þ þ Biu tð Þf gPr
i¼1 liðzðtÞÞ

ð18:3:1Þ

If r = 1, we get typical linear system. For r > 1, certain rules will turn and
together contribute to output.

xi ¼ li z tð Þð ÞPr
i¼1 li z tð Þð Þ

such that xi [ 0 and
Xr
i¼1

xi ¼ 1 ð18:3:2Þ

Then, we can modify Eq. (18.3.1) as:

_x tð Þ ¼
Xr
i¼1

xi Aix tð Þ þ Biu tð Þf g ð18:3:4Þ

18.4 Controller Design

Basic idea is to obtain different linearized model across domain of interest and
derive their feedback gains through LQR technique. And then, these pieces have
been incorporated together in TS-FLC, and LQR gains have been taken as rule-
based gains.

Architecture of control system is shown in Fig. 18.3.
Separate TS-FLC controllers are constructed to save time, memory, and rule-

base complexity. Net output is the sum of their individual outputs. In this work,
“prod,” “max,” and “weighted average” are selected as AND, OR, and Defuzzifi-
cation method after choosing TS-FLC-type structure from Fuzzy Logic Toolbox in
MATLAB [19]. Linear relationship between control voltage and force is consid-
ered. Sometimes, additional asymmetric voltage signal is required to compensate
static friction effect.

Steps for constructing LQR TS-FLC:

1. Select input–output variable for FLC and their universe of discourse. It is better
to choose symmetric universe of discourse. Since, angle above 0.5 rad is
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generally considered under swing-up control and therefore [−0.5 0.5] is con-
sidered as range of angle variable for stabilization. Also, the maximum range of
cart is 0.5 m, so the gain of linear controller across this point should be con-
sidered as maximum attainable gain. Thus, [−0.5 0.5] is considered as range of
cart position. Universe of discourse is normalized, i.e., [−1 1].

2. Add membership functions (MF) such that it attains maximum truth value at
considered linearization points. Triangular and trapezoidal MF can be used if
simplicity is required. On the other side, Gaussian and Bell MF have advantage
of being smooth and continuous at every point. Sigmoidal MF is open right/left
sided. The number of MFs and their placement is more crucial than their shape.
Resolution improves with increasing MFs [18]. Here, only three triangular
membership functions, i.e., Negative–Zero–Positive are considered for input
variables angle, angular velocity, cart position, and cart velocity.

3. In this work, input variable is considered as error and rate of change of error. For
every ith combination of error and error dot, corresponding linearized model is
fabricated and thus its ith negative feedback gain “Ki” is obtained:

If z1 tð Þ isMi1 and. . .and zj tð Þ isMij;

Then uðtÞ ¼ �Kix tð Þ ð18:4:1Þ

These gains are nothing but parameters of linear equation of consequent part.
Substituting above equation in Eq. (18.3.4) we get net closed-loop state-space:

_x tð Þ ¼
Xr
j¼1

xi Ai � BiKif gx tð Þ ð18:4:2Þ

Fig. 18.3 Architecture of control system
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Ki is calculated exclusively for each antecedent part by employing LQR gains
using “lqr(A, B, C, D)” command in MATLAB [20] satisfying Performance
Index (PI) with infinite time horizon:

J u tð Þð Þ ¼ 1
2
�
Z1
to

x0 tð ÞQ tð Þx tð Þ þ u0 tð ÞR tð Þu tð Þ½ �dt ð18:4:3Þ

where Q(t) is positive semi-definite state weight matrix and R(t) is positive
definite input weight matrix. These weighted matrices are symmetric in nature.
Mostly, these are diagonal matrices. Due to quadratic nature of PI, LQR
emphasizes on large terms compared to small terms. Since pendulum
regularization is primary motive, therefore maximum weight is given to its
coefficient in Q matrix. Large value is also given to cart position coefficient for
achieving secondary aim of cart servo control. Henceforth, Q and R matrix taken
as diag(1000000 500 5000 500) and 100, respectively, derived after trial and
error. It is important to note that for infinite horizon problem, poles should be
stable if not controllable otherwise PI will become infinite. Naidu [16]
mentioned that LQR ensures phase margin is greater than or equal to 60° and
infinite gain margin. And, hence smooth fuzzy scheduling between these local
linear controllers with assured stability is obtained.

4. Due to complicated cross-effects and desire for further improvement in system
constraint margins, preprocessing and postprocessing gains of FLC can be
tuned. Passino and Yurkovich [18] mentioned that input gain has inverse effect
on scaling of MFs. On increasing input gain, MFs are uniformly contracted
which causes increment in resolution but at the cost of chattering. Tuning of
these parameters also affects the performance of system similar to that of PD
controller. On other hand, this effect is opposite between output gains and MFs,
i.e., linguistic outcome will become stronger on increasing output gain.
Increasing output gain will support proportional effect. FLC Toolbox GUI Rule
Viewer and Surface Viewer further give better insight of controller.

Controllers are being tested upon nonlinear models along with nonlinearities
(cart friction coefficient, pendulum damping coefficient friction, time delay of 10 ms
at input–output interfacing, and saturator block at output of controller) which were
neglected in its designing stage.

18.5 Simulation and Results

Simulation results are obtained for initial angle of 0.105 rad or approximately 6°.
Other states are considered to be zero. Performance criteria chosen for comparison
of control techniques are as follows: maximum deviation from reference point (Δ)
and settling time (ts) of cart and pendulum. Robustness against disturbance and
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parameter variations is also considered. Simulation results are mentioned in
Table 18.2.

Typical closed response is shown in Fig. 18.4, it is observed that apart from
settling time of cart, all other performance parameters of TS-FLC are better than
LQR.

Figure 18.5 shows the servo control of cart position for reference of −0.3 m.
Both of the controllers track the desired position. But their maximum deviation of
pendulum has been increased due to extra force required for tracking.

Table 18.2 Analysis of performance

Controller Deviation Settling time

Pendulum (rad) Cart (m) Pendulum (s) Cart (s)

Performance of typical closed-loop system

LQR −0.052 0.433 1.6 3.6

TS-FLC −0.032 0.395 1.4 5.6

Performance of tracking control

TS-FLC −0.066 0.71 1.56 3.56

LQR −0.042 0.67 1.46 5.55

Performance under disturbance

LQR −0.084 0.433 3.73 5.7

TS-FLC −0.038 0.395 1.37 5.65

Parameter variation: (i) half

LQR −0.076 0.567 1.04 3.65

TS-FLC −0.049 0.485 0.9 5.45

(ii) Doubled

LQR −0.082 0.54 1.9 5.4

TS-FLC −0.05 0.46 1.7 5.45

Fig. 18.4 Closed response of IPCS
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Disturbance of 0.1 rad at 2 s is given to the system. It can be interpreted from
Fig. 18.6 that TS-FLC is almost unaffected by disturbance, while LQR may get
hampered.

Various parameters of system have been halved and doubled to analyze the
robustness. Settling time of pendulum and cart is decreased, respectively, when
various parameters were halved and then doubled, but overall performance is
aggravated as shown in Fig. 18.7.

Fig. 18.5 Cart tracking control

Fig. 18.6 Disturbance control
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18.6 Conclusion

In this paper, simple systematic TS-FLC design procedure in MATLAB environ-
ment is discussed. Chattering-free transition occurred between different sub-sys-
tems in TS-FLC. Pendulum regulation and cart servo are successfully achieved by
both controllers under given constraints. However, suggested FLC is more effective
in handling disturbances. Also, LQR is not able to control the cart under track
constraint when there are parametric variations in system model. So, it can be
admitted that TS-FLC is more robust. Thus, such extension and switching among
different controllers through TS-FLC is superior to single controller.

Fig. 18.7 Parameter variation. a Halved. b Doubled
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Chapter 19
An Effective Analysis of Healthcare
Systems Using a Systems Theoretic
Approach

Alok Trivedi and Shalini Rajawat

Abstract The use of accreditation and quality measurement and reporting to
improve healthcare quality and patient safety has been widespread across many
countries. A review of the literature reveals no association between the accreditation
system and the quality measurement and reporting systems, even when hospital
compliance with these systems is satisfactory. Improvement of healthcare outcomes
needs to be based on an appreciation of the whole system that contributes to those
outcomes. The research literature currently lacks an appropriate analysis and is
fragmented among activities. This paper aims to propose an integrated research
model of these two systems and to demonstrate the usefulness of the resulting
model for strategic research planning. In this paper, we discuss how to improve the
overall performance of quality in healthcare systems and, additionally, what
methods a researcher needs to adopt for system effectiveness.

Keywords Health care � Hierarchical systems � Supply/input/process/output/key
stakeholder (SIPOKS) � Systems theory

19.1 Introduction

The use of accreditation systems to improve healthcare quality and patient safety
has been widespread across many countries [1–4]. Quality measurement incorpo-
rating clinical indicators and quality indicators and reporting systems have grown
substantially as the more visible aspects of hospitals’ quality improvement efforts
[5–9]. Taken together, these systems comprise the health administration segment of
the healthcare system, for convenience labelled the health administration system.
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The health administration system is believed to influence quality outcomes, and
considerable resources are spent by participating hospitals in this belief.

There is rich research literature on the association of the accreditation and
measurement/reporting systems to quality in health care, but the results are unsat-
isfactory. The outcome of quality is not well correlated with accreditation
requirements, even when hospital compliance with accreditation and measurement/
reporting requirements is acceptable. In general, partial, inconsistent or conflicting
results have been discovered [7, 10]. An important feature of this research is that it
is concerned only with correlation, rather than the processes through which the
impact of the systems occurs, and is fragmented: specialized to specific clinical or
management perspectives or a system or subsystem taken in isolation. The frag-
mented research on the determinants of quality in health care reveals partial
observation and ambiguous results.

Owing to these findings, some arguments have been made for ‘a more systematic
use of theories in planning and evaluating quality improvement activities in clinical
practice’ [11–13]. The idea is to use theories to describe the model lying behind a
specific intervention and then design research to evaluate the model. The need for a
theoretically driven approach to understanding complex social interventions and
their effects has been strongly advocated [14] as the way to gain knowledge about
the overall systemic effects of the health administration segment acting on the
healthcare system, especially knowledge that will inform decisions about the use of
healthcare resources to support the most valued processes. Yet, for all the interest in
the use of the accreditation and measurement/reporting systems to improve
healthcare quality and patient safety, the science of healthcare performance mea-
surement and management is still relatively embryonic, and there remains a paucity
of hard evidence to guide policy and research planning from a firm theoretical basis.

According to systems theory, patient safety and quality of health care is an
emergent property of the entire healthcare system [14], and it follows that the
improvement of healthcare outcomes needs to be based in a systematic appreciation
of the whole system that contributes to those outcomes. Yet the research literature
currently lacks an appropriate analysis of this sort. Therefore, the first aim of this
paper is to use systems theoretic approach to develop an integrated research model
of the accreditation and quality measurement/reporting systems, taken in relation to
the hospital-level healthcare system. The second aim is to demonstrate the use-
fulness of the resulting model for strategic research planning. The paper provides an
example of an adaptive control study derived from the proposed model. It dem-
onstrates a template for more advanced strategic research planning of quality
improvement throughout the healthcare systems.

19.2 Methods and Designs

To achieve these aims, the research was conducted through the combination of a
theoretical based study and a literature-based empirical study. The theoretical based
study combines the basic concepts of systems theory and a general systems flow
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with the supply/input/process/output/key stakeholder (SIPOKS) process model to
form the systems theoretic approach. The approach is used to initially develop a
basic high-level integrated systems model as a framework to guide the investigation
of the effect of the accreditation and measurement/reporting systems on healthcare
quality and then to examine, from a systems flow perspective in a lower level, the
causal links within the system that impact on its effectiveness.

A literature-based empirical study used existing research or documentation as
evidence with which to validate the proposed general relationships derived from the
model. Australian experiences in accreditation and clinical performance data
reporting, especially from the Australian Commission on Safety and Quality in
Health Care and the Australian Council on Healthcare Standards (ACHS), are used
as the major evidence base for evaluating the performance of these relationships and
further as a design base to develop an example of an adaptive control study. In order
to gain a better understanding of systems theory, healthcare systems hierarchy,
general systems flow, the SIPOKS process model and the Australian research base
are used to form the adaptive control study, and their use is elaborated below.

19.2.1 Systems Theory

The foundation of systems theory rests on two pairs of concepts: emergence and
hierarchy, and control and communication [14, 15]. According to the first pair of
systems theory concepts, a general model of complex systems can be expressed in
terms of a hierarchy of levels of organization [16]. The safety and quality char-
acteristics of complex systems are an emergent property of the system as a whole,
not a property of individual system components. According to the second pair of
basic system theory concepts, an open and dynamic complex system like the
healthcare system is viewed as a suite of interrelated subsystems that are kept in a
state of dynamic equilibrium by feedback loops of information and control [17].
Specifically, their relevant emergent properties are controlled by a set of safety and
quality constraints related to the behaviour of the system components or subsystems
[18]. Regulation to required standards is the common form that enforcement of
safety constraints takes in complex systems and is expressed through hierarchical
regulation relationships [19]. Since control implies the need for communication,
reverse communication within the system hierarchy from controlled to controller is
required to stimulate systems’ behaviour towards the accepted standard of safety
and quality [20].

In the study, systems theory is applied to construct a healthcare system hierarchy
which consists of interacted systems linked with control and communication in
different layers.
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19.2.2 Healthcare Systems Hierarchy

For the purposes of this paper, the overall healthcare system may be simplified to a
4-layer model shown in Fig. 19.1. Inter-layer relationships are characterized by
vertical control and communication, but the full regulatory structure also includes
significant horizontal interrelations as well as self-regulation. The proper func-
tioning of all these relationships is important to the ultimate achievement of quality
health care [19]. The focus of this paper is on the middle two layers, the health
administration system, with its two subsystems—the accreditation system and the
quality measurement and reporting systems—in relation to the hospital-level
healthcare system. A holistic healthcare systems relationship model made of the
two-layer system hierarchy is constructed for detailed analysis. The relationship of
the two health administration subsystems to one another and to the hospital-level
healthcare system ‘below’ then forms the focus of this study.

19.2.3 General Systems Flow and SIPOKS Process Model

A general systems flow is used where systems receive inputs and utilize, transform,
and otherwise act on them to create outputs, whether to other systems or the
external environment [21]. The SIPOKS process model partitions the overall sys-
tems flow into suppliers, input, process, output and key stakeholders for convenient
analysis. In this model, the supplier provides the required inputs to a system pro-
cess, including people, equipment, materials, working procedures and methods, and
general working environment. The process then utilizes, transforms and otherwise

Fig. 1 Health systems
hierarchy
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acts on the inputs to produce a set of outputs that are used by key stakeholders,
which may be supplied to other processes in the same or different systems. A
stakeholder is defined as any group that is impacted or interested in the performance
of the process, and the word ‘key’ denotes important stakeholders.

Applied to each of several interrelated subsystems, SIPOKS can, for example,
usefully analyse an extended process into shorter phases and link the analysis of
interacting processes from different hierarchical levels for a specific purpose [22].
In this way, the SIPOKS analysis can provide insight into cause–effect relationships
within systems.

A literature-based empirical study used a wide range of existing research or
documentation, from several countries, concerning the functioning of these systems
and their interrelations as a basis for imputing general flow processes to them, of the
hierarchical control and communication type which were of interest to the safety
and quality of health care. The model processes obtained were thus broadly vali-
dated by their occurrence throughout developed healthcare systems.

19.3 Results

Using a systems theoretic approach, the holistic healthcare systems relationship
model was developed, the overall effectiveness of the accreditation and measure-
ment/reporting systems for providing quality of care was identified and system
weaknesses from a system flow perspective were discovered. An example of an
adaptive control study involving accreditation surveyors derived from this approach
is developed.

19.3.1 The Holistic Healthcare Systems Relationship Model

In practice, the hospital-level healthcare system is typically impacted by numerous
accreditation and clinical or quality performance reporting systems, typically
clinically differentiated. Ultimately, these systems need to be discriminated and
treated individually; however, in this study, only their overall, shared interrelations
are considered. Combining the concept of healthcare systems hierarchy and an
analysis of control and communication relationships, a basic holistic healthcare
systems relationship model is designed. As both the horizontal and vertical control/
communication relationships are potentially relevant to maintaining an acceptable
level of quality within the healthcare systems hierarchy, there are in principle four
model relationships of direct interest. These are labelled P1–P4 in Fig. 19.2. Of
note, the fourth relationship (P4) has hitherto essentially gone unrecognized and its
potential remains underdeveloped. It will figure prominently in the study design
proposal.
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Two of these four relationships (P1 and P2) are vertical control and communi-
cation relationships, providing the outputs of the accreditation and the quality
measurement/reporting systems, respectively, as inputs to the hospital-level
healthcare system to improve quality of care. Relationship P1 is a control rela-
tionship that provides hierarchically determined practitioner standards, while the P2
communicates outcomes to the hospital-level healthcare system for its own internal
control response. The remaining two relations, P3 and P4, are horizontal control
and communication relationships within the health administration system, to
improve the focus and impact of accreditation on quality of care. P3 communicates
correlations in the outputs of the accreditation and the quality measurement/
reporting systems, and P4 provides feedback from the output of the quality mea-
surement/reporting system to the accreditation system input. While P3 is concerned
with communication, P4 is intended as a control relationship. Strictly, P3 is at
present a quasi-relationship because in practice there is no specific recipient of this
research-generated information within the healthcare system. The information is in
effect an indicator of system-wide coherence and in that sense relevant to all;
however, no one has a mandate to respond to it. In a more systematic institutional
design, this information might be fed to a government source (top layer of
Fig. 19.1) or other system-wide responsible entity to initiate and focus healthcare
improvement research of the kind proposed below. This is a potentially important
relationship outside the scope of this paper, or it might also be directly utilized by
P4 to focus its feedback as proposed here. In what follows it is treated as a potential
communication relationship.

Fig. 2 The holistic healthcare systems relationship model
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With respect to each of these relationships, the question arises as to what is
known about its impact on quality of care. While considerable research has been
directed towards understanding and improving P1 and P2 to produce improved
health care, only P1 is well understood and supports practical reform. P2 has no
satisfactory outcome as discussed below under ‘effectiveness of quality measure-
ment and reporting system’. As for P3 and P4, complex, ambivalent findings hold
in P3 and it currently lacks an effective feedback role, while little or no research has
been directed towards understanding and improving P4. These claims are reviewed
below for the four relationships.

19.4 System Theoretic Thinking in Research Design

Different research designs or approaches have been proposed to resolve issues of
the accreditation and the quality measurement and reporting system separately.
Braithwaite et al. [23] apply multi-method approaches to focus on two central aims:
to examine the relationships between accreditation status and processes, and the
clinical performance and culture of healthcare organization; to examine the influ-
ence of accreditation surveyors and the effect of accreditation surveyors on their
own health organizations. Joly et al. [24] propose a logic model approach which
focuses on inputs, strategies, outputs and multiple level outcomes, with emphasis
on accredited public health agencies as the input of interest. However, these
approaches need to be complemented by research using systems theoretic approach
to help address the weaknesses from a system flow perspective and to understand
quality of care as an emergent whole-system property.

The quality measurement and reporting system are playing an increasingly
important role in the healthcare systems. It has been utilized as a potentially
complementary tool to accreditation for improving quality. However, the available
evidence suggests that both the weakness of quality measurement and reporting
system and the impetus from external systems to stimulate improvement can
influence the effectiveness of quality of care. Therefore, improving the effectiveness
of P2 requires an increase in the quality of feedback and the utilization of perfor-
mance reports for data accuracy, validity, meaningfulness, timeliness and the right
stimulation from external systems, like government. This invites the systems the-
oretic approach to design a series of systematic studies covering each weakness
from the system flow perspective and cascading up and down external systems to
establish adequate control/communication relationships between systems. If we
facilitate two pairs of basic systems theory concepts and system flow perspective in
our research, the quality measurement and reporting system can be enhanced to
support the right information in the right time for quality improvement in health
care.

Reform must focus on how to get competition right and how to put in place the
enabling conditions, such as the right information, the right incentives and time
horizons and the right mindsets [25]. The research approach for the effectiveness
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analysis of the middle two-layer subsystems in Fig. 19.1 can be used as an example
for the effectiveness analysis of the whole healthcare systems hierarchy. Using
systems theoretic model explores the relationships between systems and assesses
their effectiveness in a clear system flow thinking. The overall analysis results of the
approach provide an integrated conceptual cascade effect, which might bring pos-
sible adaptive control studies from the additional implicit relationships between
systems, or potential feasible ways of achieving the complete and adequate control/
communication to create value-based competition in healthcare systems could be
realized more.

To improve the overall performance of quality in healthcare systems, researcher
needs to adopt system theoretic thinking in research design and a holistic view of
systems effectiveness. However, systems thinking can be challenging, especially
taking a broad view of systems. This may limit the application of the systems
theoretic approach.

19.5 Conclusion

As safety and quality is an emergent property of the healthcare system as a whole,
not a property of individual system components or subsystems, the assessment of
safety and quality from any perspective in one system or using any one tool is
unlikely to give the complete picture.

A systems theoretic approach supported by research evidence provides the
necessary holistic insight to understand the overall relationship and effectiveness
among the three systems. A systems analysis reveals four intersystem relationships,
the fourth hitherto unreported, along with the unsatisfactory vertical control and
communication between the quality measurement/reporting system and hospital-
level healthcare systems, and little or no concrete horizontal control and commu-
nication between the accreditation system and the measurement/reporting system.
Overall, the health administration systems do not yet have significant positive
impact on the quality of care. To help advance the science of safety and quality
improvement in healthcare systems and to inform decisions on the use of healthcare
resources for optimized results, the paper examines system issues using the system
flow SIPOKS process model to give more supporting information on the system
weaknesses. It provides a system thinking structure to assist the design of quality
improvement strategies. An example of adaptive control study design is derived
from the implicit P4 relationship between the health administration systems that can
overcome the present fragmented state of communication and control relationships
among the relevant systems.

The effectiveness of quality delivered by each subsystem in the healthcare
systems hierarchy can be affected by other subsystems. However, this research
develops a prototype of using a systems theoretic approach for the effectiveness
analysis within only the middle two-layer subsystems. There are not enough
attentions to the effects from other systems such as the organizational context
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in hospital-level healthcare systems, patients, community and the role of govern-
ment. We believe that the basic two pairs’ concepts of systems theory and the
system flow model can be applied to other layers in the healthcare systems. It is
hoped that this analysis will stimulate wider debate on the application of holistic
systems analysis for improving the effectiveness of systems on quality and safety in
health care. In this paper, we discussed how to improve the overall performance of
quality in healthcare systems and, additionally, what methods a researcher needs to
adopt for system effectiveness. This paper aimed to propose an integrated research
model of the two systems and to demonstrate the usefulness of the resulting model
for strategic research planning.
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Chapter 20
Paper Batteries

Critika Agrawal, Bhaskar Sharma, Deepak Bhojwani
and Shalini Rajawat

Abstract This paper gives a thorough insight on this relatively revolutionizing and
satisfying solution of energy storage through paper batteries and provides an in-
depth analysis of the same. A paper battery is a flexible, ultra-thin energy storage
and production device formed by combining carbon nanotubes with a conventional
sheet of cellulose-based paper [1]. A paper battery can function both as a high-
energy battery and supercapacitor, combining two discrete components that are
separate in traditional electronics. This combination allows the battery to provide
both long-term steady power production and bursts of energy. Being biodegradable,
lightweight, and non-toxic, flexible paper batteries have potential adaptability to
power the next generation of electronics, medical devices, and hybrid vehicles,
allowing for radical new designs and medical technologies. The paper is aimed at
understanding and analyzing the properties and characteristics of paper batteries, to
study its advantages, potential applications, limitations, and disadvantages. This
paper also aims at highlighting the construction and various methods of production
of paper battery and looks for alternative means of mass production.
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20.1 Introduction

A paper battery is a flexible, ultra-thin energy storage and production device formed
by combining carbon nanotubes with a conventional sheet of cellulose-based paper.
A paper battery acts as both a high-energy battery and supercapacitor, combining
two components that are separate in traditional electronics. This combination allows
the battery to provide both long-term, steady power production and bursts of
energy. Non-toxic, flexible paper batteries have the potential to power the next
generation of electronics, medical devices, and hybrid vehicles, allowing for radical
new designs and medical technologies. Paper batteries may be folded, cut, or
otherwise shaped for different applications without any loss of integrity or effi-
ciency. Cutting one in half halves its energy production. Stacking them multiplies
power output [2]. Early prototypes of the device are able to produce 2.5 V of
electricity from a sample of the size of a postage stamp. Specialized paper batteries
could act as power sources for any number of devices implanted in humans and
animals, including RFID tags, cosmetics, drug delivery systems, and pacemakers. A
capacitor introduced into an organism could be implanted fully dry and then be
gradually exposed to bodily fluids over time to generate voltage [3]. Paper batteries
are also biodegradable, a need only partially addressed by current e-cycling and
other electronics disposal methods increasingly advocated for by the green com-
puting movement.

20.2 Uses of Paper Batteries

While a conventional battery contains a number of separate components, the paper
battery integrates all of the battery components in a single structure, making it more
energy efficient.

• A paper battery is a battery engineered to use a paper-thin sheet of cellulose
infused with aligned carbon nanotubes (CNT). Nanotubes act as electrodes,
allowing the storage devices to conduct electricity.

• It functions as both a lithium-ion battery and a supercapacitor and can provide a
long, steady power output comparable to a conventional battery, as well as a
supercapacitor’s quick burst of high energy.

• Integrates all of the battery components in a single structure, making it more
energy efficient.

• Paper battery has extreme flexibility; the sheets can be rolled, twisted, folded, or
cut into numerous shapes with no loss of integrity or efficiency, or stacked, like
printer paper (or a Voltaic pile), to boost total output.

• Paper battery has extreme flexibility; the sheets can be rolled, twisted, folded, or
cut into numerous shapes with no loss of integrity or efficiency, or stacked, like
printer paper (or a Voltaic pile), to boost total output.

232 C. Agrawal et al.



• The paper-like quality of the battery combined with the structure of the nano-
tubes embedded within gives them their light weight and low cost, making them
attractive for portable electronics, aircraft, automobiles, and toys.

• Ability to use electrolytes in blood makes them potentially useful for medical
devices attractive for portable electronics, aircraft, automobiles, and toys as
pacemakers, and they do not contain any toxic material and are biodegradable [4].

20.3 Construction and Working of Paper Battery

20.3.1 Construction

1. Zinc and manganese dioxide-based cathode and anode are fabricated from
proprietary links.

2. Standard silkscreen printing presses are used to print the batteries onto paper and
other substrates.

3. Power paper batteries are integrated into production and assembly processes of
thin electronic devices.

4. The paper is infused with aligned carbon nanotubes, which gives the device its
black color [5].

5. The tiny carbon filaments or nanotubes substitute for the electrode used in
conventional battery.

6. Use an ionic liquid solution as an electrolyte with the two components which
conduct electricity.

7. They use the cellulose or paper as a separator—the third essential component
(Fig. 20.1).

20.3.2 Working

1. The nanotubes acting as electrodes allow the storage device to conduct
electricity.

2. Chemical reaction in battery occurs between electrolyte and carbon nanotubes.

Fig. 20.1 Construction
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3. Battery produces electrons through a chemical reaction between electrolyte and
metal in the traditional battery.

4. Electrons must flow from the negative to the positive terminal for the chemical
reaction to continue. Ionic liquid, essentially a liquid salt, is used as the battery
electrolyte.

5. The organic radical materials inside the battery are in an “electrolyte-permeated
gel state,” which is about halfway between solid and a liquid. This helps ions to
smooth move to reduce resistance allowing to charge batteries faster.

6. We can stack one sheet on top of another to boost the power output. It is a
single, integrated device. The components are molecularly attached to each
other: The carbon nanotube print is embedded in the paper, and the electrolyte is
soaked into the paper (Fig. 20.2).

20.4 Paper Batteries Basics

A paper battery is flexible, ultra-thin energy storage and production device formed
by combining carbon nanotubes with a conventional sheet of cellulose-based paper.
A paper battery acts as both a high-energy battery and supercapacitor, combining
two discrete components that are separate in traditional electronics. Paper Bat-
tery = Paper (Cellulose) + Carbon Nanotubes Cellulose is a complex organic
substance found in paper and pulp, not digestible by humans. A CNT is a very tiny
cylinder formed from a single sheet of carbon atoms rolled into a tiny cylinder.
These are stronger than steel and more conducting than the semiconductors. They
can be single walled and multiwalled.

The devices are formed by combining cellulose with an infusion of aligned
CNT, which are each approximately one-millionth of a centimeter thick. The car-
bon is what that gives the batteries their black color [6]. These tiny filaments act like
the electrodes found in a traditional battery, conducting electricity when the paper

Fig. 20.2 Working
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comes into contact with an ionic liquid solution. Ionic liquids contain no water,
which means that there is nothing to freeze or evaporate in extreme environmental
conditions. As a result, paper batteries can function between −75 and 150 °C.

20.5 Properties of Paper Batteries

The properties of paper Batteries are mainly attributed to the properties of its
constituents.

Properties of Cellulose

• Cellulose has low shear strength.
• It is biodegradable.
• It is biocompatible.
• It is non-toxic.

Properties of Carbon Nanotubes

• They have high tensile strength.
• Low mass density and high packing density.
• Low resistance.
• The open circuit voltage of batteries is directly proportional to CNT

concentration.
• Thickness: typically about 0.5–0.7 mm.
• Normal continuous current density: 0.1 ma/cm2/active area [7].
• Shelf life: 3 years.
• No heavy metals (like Hg, Pb, etc.).
• Temperature operating range: −75 to 150 °C.
• No overheating in case of battery abuse or mechanical damage.

Additional properties acquired by Proper Batteries

• Output open circuit voltage (O.C.V): 1.5–2.5 V.
• The O.C.V of paper batteries is directly proportional to CNT concentration.
• Stacking the paper and CNT layers multiplies the output voltage.

The Advantages of Paper Batteries

• Paper battery is cheap, thin, and flexible.
• It can generate a voltage of 1.5 V.
• It is disposable with household wastes.
• Paper batteries are rechargeable.
• Thin-film cells can be stored for decades.

Advantages over existing batteries

• Biodegradable and non-toxic: As its major constituents are of organic origin, it
is biodegradable and non-toxic.
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• Easily reusable and recyclable: As it is a cellulose-based product, it is easily
recyclable and reusable [8].

• Rechargeable: Paper battery can be recharged up to 300 times using almost all
electrolytes including biosalts such as sweat and blood.

• It is very lightweight and flexible.
• Easily moldable into desired shape and size.

20.6 Applications

In electronics

• In laptops and mobile phones. The weight of these devices can be reduced by
using paper batteries instead of alkaline batteries without compromise in any
area.

• In calculators and wrist watches.
• In wireless communication devices like Bluetooth.
• In enhanced printed circuit board.

In medical sciences

• In pacemakers for the heart.
• In cosmetics and drug delivery systems.
• In biosensors, for example, sugar meters.

In automobiles

• In hybrid car system.
• For powering electronic devices in satellite programs.
• For lightweight missiles (Fig. 20.3).

Fig. 20.3 Applications
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20.7 Limitations of Paper Batteries

• Paper batteries have low strength that they can be torn easily.
• The techniques and the setups used in the production of carbon nanotubes are

very expensive and very less efficient.
• When inhaled, their interaction with the microphages present in the lungs is

similar to that with asbestos fibers. Hence, they may be seriously hazardous to
human health.

20.8 Result and Conclusion

One of the major problems arising in the world is of energy degradation. And this
problem disturbs the developed nations and perturbs developing nations like India
to a greater extent. Being at a generation where there cannot be a day without
power, paper batteries are path-breaking solutions. As paper batteries are light-
weight and non-toxic and flexible, they have the potential to power the upcoming
generations of electronics and medical fields by allowing new designs of technol-
ogies. Since India is a developing nation, it is a very useful technique which will
increase the energy resources and will provide new ways of discoveries in the
country as well as world.
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Chapter 21
Adaptive Control of Nonlinear Systems
Using Multiple Models with Second-Level
Adaptation

Vinay Kumar Pandey, Indrani Kar and Chitralekha Mahanta

Abstract Adaptive control of a class of single-input single-output (SISO) nonlinear
systems with large parametric uncertainties has been investigated in this paper.
Control of nonlinear systems using adaptive schemes suffers from the drawback of
poor transient responses in parametrically uncertain environment. The use of mul-
tiple models presents a solution to this problem. In this paper, state transformation
and feedback linearization have been used to algebraically transform nonlinear
system dynamics to linear ones. The unknown parameter vector for the plant is
assumed to be bounded within a set of compact parameter space. Indirect adaptive
control using multiple identification models has been used to improve transient
response and convergence time. The observer-based identifier model is used for all
these models. Lyapunov stability analysis is used to obtain tuning laws for estimator
parameters. Further, second-level adaptation using combination of all the adaptive
estimator models is used. Simulations have demonstrated that multiple models with
second-level adaptation yield better transient performance with faster convergence.
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21.1 Introduction

Adaptive control using feedback linearization is a popular method to deal with
certain classes of nonlinear systems. Adaptive control is frequently used to control
plants with unknown parameters. Direct and indirect methods of adaptive control
are widely used [1, 8, 10]. In direct method, adaptive laws for tuning of controller
parameters are designed based on output or tracking error between plant and ref-
erence model. In indirect method, an explicit identifier is used to estimate param-
eters of the plant and those estimated parameters are used to find tuning laws for
controller parameters. Direct adaptive control is rather simpler to apply, but it
requires over parametrization, whereas indirect adaptive control is free from this
drawback [1, 8]. Adaptive control provides asymptotic stability in most applica-
tions, but its transient response needs some attention in case of large parametric
uncertainties [16]. In this context, notion of multiple identification models has been
introduced by Han and Narendra [4] and Narendra and Han [14].

The motivation behind using multiple identification models is to cope with
uncertainties present in the system. In modern linear time-invariant (LTI) control, it
is assumed that parametric uncertainties affecting the system are small. However,
large variations in operating conditions, failure of system components, and changes
in subsystem dynamics violate this assumption. This prevents the modern control
techniques to achieve desired closed-loop behavior as well as stability conditions.

This work is aimed at designing a controller to deal with a class of nonlinear
systems with large parametric uncertainties [12]. The design of the controller is
based on adaptive control methodologies which can handle large parametric
uncertainties by tuning the controller gains with respect to the estimated variations
in the model. Multiple model adaptive control (MMAC) is used to design con-
trollers offline which provides a better platform to combine the adaptive and
modern robust control techniques [9].

The paper is organized as follows. In Sect. 21.2, the control problem is dis-
cussed. Feedback linearization technique which is used in designing the proposed
controller is described in Sect. 21.3. Design of estimators for changing environ-
ments is explained in Sect. 21.4. The proposed second-level adaptation using
combination of all the adaptive estimator models is described in Sect. 21.5. In Sect.
21.6, the proposed adaptive controller with multiple models is described. Sec-
tion 21.7 presents simulation results. Conclusion is drawn in Sect. 21.8.

21.2 Problem Formulation

Let us consider a class of affine SISO nonlinear system as:

_x ¼ f ðx; hÞ þ gðx; hÞu
y ¼ hðxÞ ð21:1Þ
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where x 2 R
n is the state vector, f 2 R

n, g 2 R
n, and h 2 R are smooth vector

fields. Further, h is the unknown parameter vector with known bounds, u 2 R is the
control input, and y 2 R represents the output. It is assumed that the full state vector
is available. Considering the number of unknown parameters to be p and the system
dynamics being linear in its parameters, the vector fields f and g in (21.1) can be
written as

f ðx; hÞ ¼
Xp
i¼1

#ifiðxÞ

gðx; hÞ ¼
Xp
i¼1

#igiðxÞ
ð21:2Þ

The aim is to design an indirect adaptive controller with different estimator
models representing different and continuously changing operating environments.

21.3 Feedback Linearization

Feedback linearization is an effective technique for nonlinear control design. This
algebraically transforms the nonlinear system dynamics into linear form such that
linear control techniques can be applied [5, 7]. Generally, there are two methods to
achieve the desired objective for feedback linearization

• Input/output linearization
• Input/state linearization

When the relative degree r of the system is equal to its order n, both methods are
the same. For the system under consideration in (21.1), a transformation T ¼ WðxÞ
is defined such that the transformed system has linearized states. This transfor-
mation is given by the diffeomorphism [6, 15]

T ¼
s1
s2
. . .
sr

0
BB@

1
CCA ¼

L0f hðxÞ
L1f hðxÞ
. . .
Lr�1
f hðxÞ

0
BBBB@

1
CCCCA ð21:3Þ

where s1; s2; . . .; sr are the linearized states and Lf h; L2f h; . . .; L
r�1
f h are the lie

derivatives, and r is the relative degree of the system and r� n.
Using this diffeomorphism, the system (21.1) can be represented in terms of

linearized states s1; s2; . . .; sr as
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_s1 ¼ s2
_s2 ¼ s3
. . .

_sr ¼ Lrf hðxÞ þ LgL
r�1
f hðxÞu ¼ pðx; hÞ þ qðx; hÞu

_n ¼ uðs; nÞ
y ¼ x1 ð21:4Þ

where _n ¼ uðs; nÞ represents internal dynamics of the system, which exist when
relative degree is strictly less than the actual degree of the system. For the original
nonlinear system to be asymptotically stable, its zero dynamics _n ¼ uð0; nÞ must be
asymptotically stable.

Now a virtual input v can be chosen and defined as v ¼ pðx; hÞ þ qðx; hÞu, which
yields

u ¼ 1
qðx; hÞ ð�pðx; hÞ þ vÞ ð21:5Þ

For a tracking problem, v is the control signal to be designed using the required
trajectory information as

v ¼ yrd þ crðyðr�1Þ
d � yðr�1ÞÞ þ � � � þ c0ðyd � yÞ ð21:6Þ

where constants c0; c1; . . .; cr can be chosen such that

sr þ crs
r�1 þ � � � þ c1 ð21:7Þ

yields a Hurwitz polynomial.

21.4 Estimators for Different Environments

21.4.1 Assumptions for Environment

The changes in operating environment of a real-time process which causes the
parameters of the system to vary with time are given as [11],

• Faults in system
• Sensor/actuator failure
• External disturbance
• Changes in system parameters

242 V.K. Pandey et al.



For using different identification models efficiently to estimate the unknown
parameters of the plant, following assumptions are made about the region on which
the plant parameters reside [13]:

• The unknown plant parameters are assumed to belong to a set of compact
parameter space S.

• The plant parameter vector P and estimator model parameter vector bPi belong to
S.

• For N models, the set S can be divided s.t. [N
i¼1Si ¼ S.

At first, a stable estimation model of the plant is selected whose states and output
converge to the plant as time t ! 1. Here, the estimators are built for different
operating environments in which the system has to operate. All the estimators have
identical structures with the same initial states as the plant but with different initial
values of the parameter vector. Therefore, the system given by (21.1) can be written
in the regressor form as

_x ¼ xTðx; uÞh ð21:8Þ

where x is the regressor matrix [2]. The observer-based estimation model for the
system (21.8) is given as

_̂x ¼ Aðx̂� xÞ þ xTðx; uÞĥ ð21:9Þ

where x̂ and ĥ are the estimated values of x and h, respectively. Here, the matrix
A 2 R

n�n can be any stable matrix chosen by the designer based on system
requirements. Defining estimation error e ¼ x̂� x and parameter error as
~h ¼ ĥ� h, the identifier error dynamics of the system (21.1) is given as,

_e ¼ Aeþ xTðx; uÞ~h ð21:10Þ

Subsequently, to prove that if the nonlinear system (21.1) is bounded-input
bounded-output (BIBO) stable, error lim

t!1 eðtÞ ¼ 0 and a suitable Lyapunov func-

tion [10] Vðe; ~hÞ ¼ eTPeþ ~hT~h are chosen, where P is the positive definite matrix
solution of the Lyapunov function ATPþ PA ¼ �Q and Q ¼ QT [ 0. Taking time
derivative of V and using adaptive law for h as

_~h ¼ �xðx; uÞPe ð21:11Þ

or

_̂h ¼ �xðx; uÞPx̂ ð21:12Þ
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yields,

_Vðe; ~hÞ ¼ �eTQe� 0 ð21:13Þ

Hence, the boundedness of both the identification error as well as the parameter
error is guaranteed.

21.5 Second-level Adaptation

For incorporating the idea of N number of models, the same estimator model as in
(21.9) can be used with the same initial states as the plant but with N parameter
vectors having different starting points. For N models, (21.9) can be written as

_̂xi ¼ Aðx̂i � xÞ þ xTðx; uÞĥi; i ¼ 1; 2; . . .;N ð21:14Þ

Similarly, adaptive law (21.12) can be written as

_̂hi ¼ �xðx; uÞPx̂i ð21:15Þ

21.5.1 Selection

The parameter space S is a closed and bounded set implying that every element of
the parameter vector h has an upper and a lower bound. The parameter vector h is a
p-dimensional vector given as h ¼ ½#1; #2; . . .; #p�. Based on the assumption above,
#1 ¼ ½#min

1 ; #max
1 �; . . .; ½#min

p ; #max
p �. If l 2 Z is the number of points between each

maximum and minimum values of # (including #min
1 and #max

1 ), then the total
number of models is given by N ¼ lp [3]. The space of the models based on the
arrangement given above will be the Cartesian product of these sets denoted as,

S ¼ ½#min
1 ; . . .; #max

1 � � ½#min
1 ; . . .; #max

1 � � � � � � ½#min
p ; . . .; #max

p �: ð21:16Þ

21.5.2 Combination

The adaptation of parameters of the models as well as the movement of the virtual
model toward the actual value of the plant can be seen in Fig. 21.1. Combination of
models here implies allocation of some adaptive weights to each of the model based
on their identification error. The weighted summation of all the models provides the
estimated plant parameter vector to be used in control input equation as per the
certainty equivalence principle. It could be noted here that convergence of virtual
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model is faster than the actual models. In Fig. 21.1, S is the bounded set for
parameter vectors, ĥ1; ĥ2; ĥ3; ĥ4 are the parameters corresponding to four models,
and hv is the virtual model created by combination of all the models.

hvðtÞ ¼
XN
i¼1

wiðtÞ#iðtÞ ð21:17Þ

Following conditions must be fulfilled by wiðtÞ,
• The contribution from a model can never be negative, i.e., wi � 0.
• Sum of contributions from all the models must be unity, i.e.,

PN
i¼1 wiðtÞ ¼ 1.

Subtracting h from both sides of (21.17) and using above properties, it can be
shown that

PN
i¼1 wiðtÞ#iðtÞ ¼ 0. Now considering the identification error (21.4) and

using the property of linearity as well as the fact that the initial state errors are zero,
it can be shown that

PN
i¼1 wiðtÞeiðtÞ ¼ 0. It can be written as

½e1ðtÞ; e2ðtÞ; . . .; eNðtÞ�W ¼ EðtÞW ¼ 0 ð21:18Þ

where WðtÞ ¼ ½w1ðtÞ;w2ðtÞ; . . .;wNðtÞ�T and EðtÞ ¼ ½e1ðtÞ; e2ðtÞ; . . .; eNðtÞ�. In
another way, W can be written as W ¼ ½WðtÞ;wNðtÞ�T, where
WðtÞ ¼ ½w1ðtÞ;w2ðtÞ; . . .;wN�1ðtÞ�. Using the set of differential equations derived
from (21.18), WðtÞ can be computed. Similarly, based on the conditions that must
be fulfilled by wiðtÞ, it can be found that wNðtÞ ¼ 1�PN�1

i¼1 wiðtÞ. Based on above
arguments, (21.18) can be written as

PðtÞW ¼ kðtÞ ð21:19Þ

To estimate the values of W , an estimation model is built as

Second Level
Adaptation

First Level
Adaptation

Fig. 21.1 Second-level adaptation
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PðtÞŴ ¼ k̂ðtÞ ð21:20Þ

Using (21.19) and (21.20), error dynamics can be written as

PðtÞ ~W ¼ ~kðtÞ ð21:21Þ

where bW is the estimate of W and can be obtained using the adaptive law

_̂W ¼ �PðtÞ~kðtÞ
¼ �PTðtÞPðtÞŴðtÞ þ PTðtÞkðtÞ

ð21:22Þ

Using the combination of real estimates of plant parameters hi and WðtÞ at every
instant, the virtual estimate of plant parameter values ĥ can be obtained and used to
find the control input uðtÞ at each instant.

21.6 Adaptive Controller Design with Multiple Models

An efficient controller must achieve desired performance in multiple environments.
Multiple models are used to represent different environments in which the plant has
to operate. Multiple models and controllers are expected to improve the perfor-
mance in presence of large parametric uncertainties. Figure 21.2 shows the basic
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Fig. 21.2 Basic control block diagram using multiple models
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block diagram using multiple models. The parameter estimates can be obtained
simultaneously by online tuning of model parameters and combination of these
parameters by second-level adaptation technique described in Sect. 21.5.

In (21.6), the values of _y. . .yr�1 will be calculated using Lie derivatives
Lf h; L2f h; . . .L

r�1
f h, which are functions of unknown parameters. Certainty equiva-

lence principle is applied to acquaint estimated values of parameters _̂y. . .ŷr�1 in
(21.6). Now, let us redefine v as v̂ as

v̂ ¼ yrd þ crðyðr�1Þ
d � ŷðr�1ÞÞ þ � � � þ c2ðy2d � ŷ2Þ þ c0ðyd � yÞ ð21:23Þ

The input control (21.5) can now be obtained using all the known signals as

u ¼ 1

qðx; ĥÞ ð�pðx; ĥÞ þ v̂Þ ð21:24Þ

21.7 Simulation Results

Let us consider the following nonlinear system [2],

_x1 ¼ cos x2 þ x3 þ h tan�1 x1
_x2 ¼ x1 � x2
_x3 ¼ u

y ¼ x1

ð21:25Þ

where h is the unknown parameter. To obtain the relative degree of the system
(21.25), the output y is differentiated until the input u appears. So, the following is
obtained,

y ¼ x1

_y ¼ cos x2 þ x3 þ h tan�1 x1

€y ¼ � sin x2ðx1 � x2Þ þ h
1þ x21

ðcos x2 þ x3 þ h tan�1 x1Þ þ u

ð21:26Þ

As u appears in the second derivative of y, the relative degree r of the system is
2. Using the state transformation as described in (21.3) yields,

s1 ¼ hðxÞ ¼ x1

s2 ¼ Lf hðxÞ ¼ cos x2 þ x3 þ h tan�1 x1
ð21:27Þ
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The system (21.25) can be put into normal form using the diffeomorphism given
in (21.27) as

_s1 ¼ s2

_s2 ¼ � sin x2ðx1 � x2Þ þ h

1þ x21
ðcos x2 þ x3 þ h tan�1 x1Þ þ u

ð21:28Þ

The control input can be found using (21.24) and choosing a virtual control input
v̂ as

u ¼ v̂� ĥ

1þ x21
ðcos x2 þ x3 þ ĥ tan�1 x1Þ � sin x2ðx1 � x2Þ

( )
ð21:29Þ

where the virtual control or the tracking control for this simulations can be designed
using (21.23) as

v̂ ¼ €yr þ c1ð _yr � _̂yÞ þ c0ðyr � yÞ ð21:30Þ

For designing the estimator model, the system dynamics can be written in
regressor form using (21.8) as

_̂x ¼ xT ĥ

¼
cos x2 x3 tan�1 x1
x1 �x2 0

u 0 0

0
B@

1
CA

1

1

ĥ

0
B@

1
CA ð21:31Þ

The desired trajectory is chosen as yd ¼ 12 sinðp=2Þt. A value of h ¼ 5 is chosen
for the simulation [2]. For comparison purpose, simulations have also been performed
for single adaptive model and six multiple adaptive models with switching. Six
adaptive estimator models with starting values of parameters ĥ ¼ ½�8;�4;
�2; 2; 4; 8� are used. The parameter variation for the system is assumed in the range of
½�8; 8�, and this is the reason for selecting estimator models in this range.

Trajectory tracking and tracking error for the system simulated with single
adaptive model, six adaptive models with switching and six adaptive models with
second-level adaptation and no switching are shown in Figs. 21.3 and 21.4,
respectively. It can be seen from the figures that the transient response, in terms of
convergence time, is best in case of the second-level adaptation case. This is
because the weighted combination of adaptive models leads to reduction in dif-
ference between actual and desired output more rapidly than single adaptive model
or multiple adaptive models with switching.

Parametric tracking for the above-mentioned three techniques are plotted in
Fig. 21.5. Figure also reveals high initial transients and slow progress of estimator
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model parameter toward the actual value in the case of single adaptive model. In this
case also, second-level adaptation shows the best enhanced results. After having some
initial transients as is showed, the parameter converges to the actual value after 2 s. It is
also observed that change in the frequency of input signal has a direct relation with the
transient performance of the estimators. An increase in the frequency of the input
signal increases the amplitude of oscillation as well as settling time of the parameters.

Figure 21.6 describes the parameter tracking of all six adaptive models. It shows
the convergence of the parameters of all the models to their actual values starting
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from different initial points. This picturizes the difference between multiple models
with switching and multiple models with second-level adaptation. In multiple
models with switching, the model corresponding to the minimum identification error
at a particular instant is selected, whereas in second-level adaptation, the adaptive
weights associated with all the models are tuned on the basis of identification errors
of all the models. Parameter tracking using multiple models with switching, as
depicted in Fig. 21.5, shows how switching leads to selection of the model closest to
the real plant and the adaptation of parameter values leading to the actual plant
parameters. A close observation of Figs. 21.5 and 21.6 shows that when unknown
parameter space is small, a less number of models in multiple models with switching
may give good results. But when unknown parameter space is large, number of
models required is high. In this case, second-level adaptation with a small number of
models covering the whole parameter space produces better results.

Control inputs for all the techniques described above can be found in Fig. 21.7.
Table 21.1 shows the comparison of the input and output performances for all

the methods. The root mean square error (RMSE) accounts for the tracking per-
formance. Similarly, peak overshoot (Mp), settling time (ts), and steady-state error
(ess) represent the transient and steady-state performance of the output, respectively.
Control energy (CE), given by uk k2, accounts for the input performance. One more
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important input performance specification is the total variation (TV), which
accounts for the smoothness of the control signal and input usage and is given as,

TV ¼
Xk
i¼1

uiþ1 � uij j ð21:32Þ

where u1; u2; . . .; uk is the discretized sequence of the input signal. It is observed
from Table 21.1 that settling time and steady-state error are least in case of the
proposed MMAC using second-level adaptation. This proves superior transient and
steady-state performances of the proposed method over those of single and multiple
models with switching. Lower value of RMSE in the proposed scheme depicts
better output tracking performance. Further, CE in the proposed method is lesser
than single model, but higher than multiple model with switching as expected
because presence of second-level adaptation requires high CE. Hence, the proposed
method has been found to be more efficient for systems demanding good transient
and steady-state performance.

21.8 Conclusion

This paper presents indirect adaptive control of a SISO nonlinear plant using
multiple models adaptive control with second-level adaptation. Feedback lineari-
zation technique has been used to algebraically transform the nonlinear system
dynamics into a linear one. Sufficient number of multiple adaptive models is evenly
distributed to cover the complete range of parameter space. Requirement of lesser
number of models is another advantage of using second-level adaptation. Use of
multiple models with second-level adaptation is highly recommended when better
transient performance and faster convergence have high priority in the system under
consideration. However, a large number of estimator models may add to the
complexity of the closed-loop system. Eminence of using multiple models and

Table 21.1 Comparison between schemes

Performance
specifications

Adaptation methodology

Single model Multiple models with
switching

Second-level
adaptation

RMSE 0.1586 0.1148 0.0843

Peak overshoot (%) 48 9.5 12.5

Settling time (s) 9.5 6 2

Steady-state error 3:273� 10�3 2:85� 10�3 1:57� 10�3

Control energy 3:854� 103 3:42� 103 3:68� 103

Total variation 358.4798 359.1022 360.8522
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second-level adaptation scheme depends on number of models and their distribution
in parameter space. Simulation results show that if the position of models selected is
not optimal, then the control effort needed is high.
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Chapter 22
Chattering-Free Adaptive Second-Order
Terminal Sliding-Mode Controller
for Uncertain System

Sanjoy Mondal and Chitralekha Mahanta

Abstract In this paper, an adaptive second-order terminal sliding-mode (SOTSM)
controller is proposed for controlling uncertain systems. The design procedure is
carried out in two parts. A linear sliding surface is designed first, and then, using
the linear sliding surface, the terminal sliding manifold is obtained. Instead of the
normal control input, its time derivative is used by the proposed control law. The
actual control is obtained by integrating the derivative control input. The discon-
tinuous sign function is contained in the derivative of the control input, and hence,
chattering is eliminated in the actual control. An adaptive tuning method is
designed to deal with the unknown system uncertainties, and their upper bounds are
not required to be known apriori. System stability is proved by using the Lyapunov
criterion. Simulation results demonstrate the effectiveness of the proposed con-
troller for both the single-input single-output (SISO) and multi-input multi-output
(MIMO) uncertain systems.

Keywords Terminal sliding mode � Non-singularity � Chattering � Adaptive
tuning � Finite time convergence

22.1 Introduction

Sliding-mode control has established itself as an effective control technique which
has proven to be robust against system uncertainties and external disturbances
[1–3]. The sliding-mode technique is designed to drive the system state variables to
equilibrium by using a suitable control law. In conventional sliding-mode control,

S. Mondal (&) � C. Mahanta
Department of Electronics and Electrical Engineering, Indian Institute of Technology
Guwahati, Guwahati 781039, India
e-mail: m.sanjoy@iitg.ernet.in

C. Mahanta
e-mail: chitra@iitg.ernet.in

© Springer India 2015
V. Vijay et al. (eds.), Systems Thinking Approach for Social Problems,
Lecture Notes in Electrical Engineering 327,
DOI 10.1007/978-81-322-2141-8_22

253



the convergence of the states is asymptotic usually because of the linear type of
switching surfaces leading to the convergence of the system states to the equilib-
rium. But this convergence can only be achieved in infinite time, although the
parameters of linear sliding mode (LSM) can be adjusted to make the convergence
arbitrarily fast.

In high-precision control schemes, faster convergence is a priority which can be
produced in the case of asymptotic stability only at the expense of a high control
input. This may result in the saturation of the actuators which is highly undesirable
in practical control applications. The terminal sliding-mode (TSM) control has been
developed to achieve finite time convergence and is being widely used to control
both linear and nonlinear uncertain systems. The TSM was first proposed by
Venkataraman et al. [4] and Zhihong et al. [5]. The TSM contains a nonlinear term
to produce fast convergence without spending large control effort. However, due to
the presence of the negative fractional power in the discontinuous control law of the
TSM [4, 5], singularity may arise around the equilibrium point generating an
unbounded control input. In [6], an indirect approach is adopted to avoid the
singularity problem by switching the system between the terminal and the LSM.
Later on, non-singular terminal sliding-mode (NTSM) control was proposed by
Feng et al. [7] and Yu et al. [8] to avoid the singularity problem by the selection of a
suitable fractional power in the discontinuous control law.

If the system state is far away from the equilibrium, the convergence of the TSM
is not fast like in the linear switching manifold. In order to achieve fast convergence
when the system state is far away from the equilibrium, the fast terminal sliding
mode (FTSM) was proposed [9]. The FTSM produces fast convergence irrespective
of the system states being far away from the equilibrium point or near to it. In [10],
an adaptive fuzzy first-order terminal sliding-mode controller was proposed for
linear uncertain systems with mismatched time-varying uncertainties. Feng et al.
[11] employed a hybrid terminal sliding-mode observer based on non-singular
terminal sliding mode and the high-order sliding mode for the rotor position and
speed estimation in case of permanent magnet synchronous motor.

The TSM control features the same drawback of chattering as in the case of
conventional sliding-mode control. The high-frequency chattering [12] occurs due
to the discontinuous signum function present in the control input. In [13], a second-
order sliding-mode controller was developed for multi-variable linear systems using
the non-singular terminal sliding manifold. The major disadvantage of this method
is that the application is restricted to linear uncertain systems only and the upper
bound of the system uncertainty must be known in advance.

In this paper, a chattering-free adaptive second-order terminal sliding-mode
(SOTSM) controller is proposed for both single-input single-output (SISO) and
multi-input multi-output (MIMO) uncertain systems. In the proposed controller, a
non-singular terminal sliding manifold is used to design the control law. The time
derivative of the control signal is used as the control input instead of the actual
control. The derivative control law is a discontinuous signal because of the presence
of the sign function. However, its integral which is the actual control is continuous
and, hence, the chattering is eliminated. An adaptive tuning law is used here to
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estimate the unknown uncertainties. This adaptive tuning method does not require
prior knowledge about the upper bound of the system uncertainty for designing the
TSM controller as was the case with the TSM controllers developed so far [6–8,
13–15].

The outline of this paper is as follows. Sections 22.2 and 22.3 state the control
problem and the proposed chattering-free adaptive SOTSM control method. In
Sect. 22.4, simulation examples for both the SISO and MIMO uncertain systems are
presented to demonstrate the efficacy and advantages of the proposed algorithm.
Conclusions are drawn in Sect. 22.5.

22.2 Problem Definition

Let us consider the following state equation,

_x ¼ f ðxÞ þ Df ðxÞ þ dðtÞ þ bu ð22:1Þ

where x ¼ ½ x1 x2 x3 . . . xn �T 2 Rn is the state vector, u 2 Rm is the control
input, Df ðxÞ is an uncertain term representing the unmodeled dynamics or structural
variation of the system (22.1), and d(t) is an external disturbance. The uncertainties
of the system (22.1) are assumed to be bounded and matched such that Df ðxÞ and d
(t) 2 span b. The control objective is to track a given reference signal xd in finite
time from any initial state.

Let the desired state vector be xd ¼ ½ xd1 xd2 xd3 . . . xdn �T 2 Rn. The
tracking error is defined as

e ¼ x� xd
¼ ½ ðx1 � xd1Þ ðx2 � xd2Þ ðx3 � xd3Þ . . . ðxn � xdnÞ� T
¼ ½ e1 e2 e3 . . . en �T: ð22:2Þ

The goal is to design a chattering-free adaptive SOTSM controller for a given
target xd such that the resulting tracking error satisfies

lim
t!1 jjejj ¼ lim

t!1 jjx� xdjj ! 0 ð22:3Þ

where jj � jj denotes the Euclidean norm of a vector.
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22.3 Design of Chattering-Free Adaptive Second-Order
Terminal Sliding-Mode Controller

The controller is designed in two steps. At first, a linear sliding surface is defined,
and then, a terminal sliding manifold is obtained using the previously defined
sliding surface so that the derivative of the control input occurs at the first derivative
of the terminal sliding manifold. The actual control input is obtained by integrating
the derivative of the control signal which contains the discontinuous function and
thus eliminates the chattering [16–22]. The uncertainty is estimated by using an
adaptive tuning law.

The linear sliding surface is defined as

s ¼ cTe ð22:4Þ

where c ¼ ½ c1 c2 . . . cn �T. In the sliding mode, the error dynamics will be

cne
n�1
1 þ cn�1e

n�2
1 þ � � � þ c1e1 ¼ 0 ð22:5Þ

The constants c1; c2; . . .; cn are chosen such that the polynomial

/ðkÞ ¼ cnk
n�1 þ cn�1k

n�2 þ � � � þ c1k ð22:6Þ

is Hurwitz. The choice of c determines the convergence rate to the sliding surface.
Let us consider (22.4), where e ¼ x� xd . The first time derivative of (22.4) yields

_s ¼ cT _e

¼ cTð _x� _xdÞ
ð22:7Þ

Using (22.1) and (22.7) yields

_s ¼ cTðf ðxÞ þ Df ðxÞ þ dðtÞ þ bu� _xdÞ ð22:8Þ

Taking the derivative of (22.8), we obtain

€s ¼ cT
d
dt
f ðxÞ þ d

dt
Df ðxÞ þ _dðtÞ þ b _u� €xd

� �
¼ cTð _f ðxÞ þ D _f ðxÞ þ _dðtÞ þ b _u� €xdÞ ð22:9Þ

A NTSM manifold is first designed as

r ¼ sþ b_s
p
q ð22:10Þ
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Here, b[ 0 and p=q (p and q are positive odd integers) are chosen in such a way
that the condition 1\ p

q\2 holds [8, 23]. The linear sliding surface s is combined

with the non-singular terminal sliding manifold r to realize the TSM control. As r
reaches zero in finite time, both s and _s are bound to reach zero. Then, the tracking
error e asymptotically converges to zero.

Taking the time derivative of (22.10), we have

_r ¼ _sþ b
p
q

� �
_s
p
q�1€s

¼ b
p
q

� �
_s
p
q�1 €sþ b�1 p

q

� ��1

_s2�
p
qð Þ

 !
ð22:11Þ

Assumption 1 The uncertain term Df ðxÞ and the disturbance dðtÞ in (22.1) are
assumed to be bounded, i.e., there exists a positive bounded function BðxÞ satis-
fying the following inequalities:

jjcTðDf ðxÞ þ dðtÞÞjj\B ð22:12Þ

Assumption 2 The first time derivative of the uncertain term, D_f ðxÞ, and the first
time derivative of the disturbance, _dðtÞ, are assumed to be bounded, i.e., there exists
a positive bounded function �BðxÞ such that the following inequalities hold [24]:

jjcTðD_f ðxÞ þ _dðtÞÞjj\�B ð22:13Þ

It will be proven in Theorem 1 that since the derivative of the control input
contains the discontinuous term, the actual control signal which will be obtained
after the integration operation will not contain any high-frequency switching
component. Thus, the proposed TSM controller will be free from the chattering
phenomenon [23].

Theorem 1 Considering the uncertain system (22.1), the tracking error dynamics
(22.7) can asymptotically converge to zero if the non-singular terminal sliding
manifold is chosen as (22.10) and the control law is obtained as follows

u ¼ ueq þ un

where

_ueq ¼ �ðcTbÞ�1cT _f ðxÞ
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thus

ueq ¼ �ðcTbÞ�1cT
Z

_f ðxÞds ð22:14Þ

un can be found as

_un ¼ �ðcTbÞ�1ðb�1ðp
q
Þ�1 _s2�ðpqÞ

þ �BsgnðrÞ þ er� cT€xdÞ

un ¼ �ðcTbÞ�1
Z

b�1 p
q

� ��1

_s2�ðpqÞ þ �BsgnðrÞ
 

þ er� cT€xd
�
ds ð22:15Þ

where ðcTbÞ�1 is non-singular, sgnðrÞ is the sign function, and jjcTðD_f ðxÞ þ
_dðtÞÞjj\�B and e[ 0 are the designed parameters.

In practice, the uncertain term jjcTðD_f ðxÞ þ _dðtÞÞjj is often difficult to know.
Hence, an adaptive tuning law is designed to determine �B. So the control law is
represented as

u ¼ ueq þ un

ueq ¼ �ðcTbÞ�1cT
Z

_f ðxÞds

un ¼ �ðcTbÞ�1
Z

b�1 p
q

� ��1

_s2�
p
qð Þ þ T̂sgnðrÞ

 

þ er� cT€xd
�
ds ð22:16Þ

where T̂ estimates the value of cTðjjD _f ðxÞ þ _dðtÞjjÞ. Defining the adaptation error as
~T ¼ T̂ � T , the parameter T̂ is estimated by using the adaptation law

_̂T ¼
bðpqÞ
j

jj_sðpqÞ�1rjj ð22:17Þ

where j is a positive tuning parameter.
A Lyapunov function is selected as VðtÞ ¼ 1

2 r
2 þ 1

2 j
~T2. Using (22.9), (22.11)

and the control law (22.16), the time derivative of the Lyapunov function VðtÞ
becomes

258 S. Mondal and C. Mahanta



_VðtÞ ¼ r _rþ j~T _~T

¼ b
p
q

� �
_s

p
qð Þ�1r €sþ b�1 p

q

� ��1

_s2�
p
qð Þ

 !
þ j~T _~T

¼ b
p
q

� �
_s

p
qð Þ�1rð�B� T̂sgnðrÞ � erÞ þ jðT̂ � TÞ _̂T

� b
p
q

� �
_s

p
qð Þ�1ð�Bjjrjj � T jjrjjÞ ð22:18Þ

The above inequality holds if _̂T ¼ bðpqÞ
j jj_sðpqÞ�1rjj and T � �B. Moreover,

jj_sðpqÞ�1jj[ 0 for any jj_sjj 6¼ 0 and jj_sðpqÞ�1jj ¼ 0 only when jj_sjj ¼ 0. This ensures
the convergence of r and the states to equilibrium.

Remark 1 Theoretically, jjrjj cannot become exactly zero in finite time, and thus,

the adaptive parameter _̂T may increase boundlessly. A simple way of overcoming
this disadvantage is to modify the adaptive tuning law (22.17) by using the dead-
zone technique [12, 23] as

_̂T ¼
bðpqÞ
j jj_sðpqÞ�1rjj; jj_sðpqÞ�1rjj � m

0; jj_sðpqÞ�1rjj\m

(
ð22:19Þ

where v is a small positive constant.
The above theorem proves that the states reach the non-singular terminal sliding

manifold r ¼ 0 in finite time [7]. Suppose that tr is the time when r reaches zero
from rð0Þ 6¼ 0, i.e., r ¼ 0 for all t� tr. Once σ reaches zero, it will stay at zero
using the control law (22.14). Thus, the sliding surface s will converge to zero in
finite time. The total time from rð0Þ 6¼ 0 to stf can be calculated by using the

equation sþ b_sð
p
qÞ ¼ 0 (22.10) from which the time taken from str to stf [8] is

obtained as

tf ¼ tr þ
ðpqÞ

ðpqÞ � 1
b�ðpqÞjjstrjjð

p
qÞ�1 ð22:20Þ

Therefore, s ¼ _s ¼ 0 and the system states converge to the sliding surface
asymptotically.

Assumption 3 The missing derivatives of the functions can be estimated by using
the Levant’s exact differentiator [25].

Assumption 4 The controller parameters cT; b and p
q should be properly chosen to

ensure fast convergence.

22 Chattering-Free Adaptive Second-Order Terminal Sliding-Mode … 259



22.4 Simulation Results

The proposed chattering-free adaptive SOTSM controller is applied to uncertain
SISO and MIMO systems both. The simulations are carried out in the MAT-
LAB–Simulink platform by using ODE 4 solver with a fixed step size of 0.001 s.

22.4.1 Example 1 Linear Uncertain SISO System

The proposed chattering-free adaptive SOTSM controller is applied to an uncertain
linear system of second order, and the performance is compared against the NTSM
controller proposed by Feng et al. [7]. The second-order uncertain linear dynamical
system considered here is given by

_x1 ¼ x2
_x2 ¼ 0:1 sin 20t þ u ð22:21Þ

The initial states are assumed as x1ð0Þ ¼ 1 and x2ð0Þ ¼ 0.
For the above linear uncertain SISO system, the state response and the control

input obtained by using the NTSM control proposed by Feng et al. [7] are shown in
Figs. 22.1 and 22.2. It is observed from these figures that although no singularity
occurs, high-frequency chattering is present in the control input.

The design parameter of the proposed controller is chosen as cT ¼ ½2 1�; b ¼ 1;
j ¼ 1=6 and p=q ¼ 5=3 [7]. e is chosen as 9. The chattering-free adaptive SOTSM
control law is obtained as

u ¼
Z

_uds ¼
Z

_ueqdsþ
Z

_unds ð22:22Þ
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where _u can be expressed as

_u ¼ � ½ 2 1 � 0

1

� �� ��1

ð½ 2 1 �Þ 0 1

0 0

� �
_x1
_x2

� �
þ ð3=5Þ_sð1=3Þ þ T̂signðrÞ þ 9rÞ

ð22:23Þ

where tuning law is chosen as _̂T ¼ 10jj_sð53Þ�1rjj and T̂ð0Þ ¼ 0. Here, the sliding
surface is chosen as s ¼ ½2 1�x where x ¼ ½x1 x2�T is the state vector. The non-
singular terminal sliding manifold is chosen as r ¼ sþ _s5=3.

Figures 22.3, 22.4 and 22.5 show the system states, control input and estimated
adaptive gain obtained by using the proposed chattering-free adaptive SOTSM
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control law. It is obvious from these figures that the proposed controller ensures
finite time stabilization and provides a control input which is chattering free.

22.4.2 Example 2 Tracking Control of a Nonlinear Uncertain
MIMO System

Let us consider a nonlinear uncertain MIMO system given by [26]

_x ¼ f ðxÞ þ Df ðxÞ þ dðtÞ þ bu

y ¼ x ð22:24Þ
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where

f ðxÞ ¼ x2
ð1� expð�x2ÞÞ=ð1þ expð�x2ÞÞ

� �
;

Df ðxÞ ¼ 0

0:1� sinð4px1Þ sinð2px2Þ
� � ð22:25Þ

and

dðtÞ ¼ 0:1� sinð0:86tÞ
0:2� cosð0:86tÞ
� �

; u ¼ u1
u2

� �
; b ¼ 1 0

0 1

� �
ð22:26Þ

The initial states are considered as x1ð0Þ ¼ 1; x2ð0Þ ¼ �1, and the following
parameters are chosen:

cT ¼ 1 0

0 1

� �
; b ¼ 0:4 0

0 0:4

� �
; e ¼ 10 0

0 10

� �
;

j ¼ 1
3

0:4 0

0 0:4

� �
ð22:27Þ

The value of p/q is assumed as 5/3, and the initial condition of the adaptive
tuning parameter is 0. The control objective is to track the reference trajectory
xd ¼ ½sin t cos t�T. Thus, x1d and x2d are considered as x1d ¼ sin t and x2d ¼ cos t.

Figures 22.6, 22.7, 22.8, 22.9 and 22.10 show the simulation results obtained by
using the proposed chattering-free adaptive SOTSM controller. The tracking
response and the control input are plotted in Figs. 22.6 and 22.7, respectively. It is
evident from these figures that the tracking performance is excellent and the control
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input is chattering free. The sliding surface and the sliding manifold obtained in the
case of the proposed chattering-free adaptive SOTSM controller are shown in
Figs. 22.8 and 22.9. The parameter T̂ is shown in Fig. 22.10 to confirm its
convergence.

22.5 Conclusion

A chattering-free adaptive SOTSM controller for uncertain systems is proposed in
this paper. The controller acts on the first derivative of the control input which
contains the switching term involving the sign function. The actual control law is
obtained by integrating the discontinuous derivative control signal, and hence, it is
continuous. The requirement of prior knowledge about the uncertainty bounds for
the design of traditional sliding-mode controller is not a necessary requirement in
the proposed controller. Simulation results demonstrate that the proposed control
strategy is successful in eliminating the undesired chattering in the control input
while ensuring a satisfactory tracking performance. Hence, the proposed controller
is suitable for practical applications.
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Chapter 23
Modelling and Simulation of Mechanical
Torque Developed by Wind Turbine
Generator Excited with Different Wind
Speed Profiles

Parikshit G. Jamdade and Shrinivas G. Jamdade

Abstract Proper representation of the wind speed and the mechanical torque is
necessary in designing the wind turbine generator system (WTGS) and its compo-
nents. This paper presents the effects of different wind speed profiles on mechanical
torque output of the WTGS. Mechanical torque model consists of mathematical
models of wind speed, mechanical power, mechanical torque and power coefficient
of WTGS. For the case study purpose, wind speed data of Chalkewadi, Satara
location, are used. Four different wind speed profiles are modelled according to the
wind speed data of Chalkewadi, Satara location. WTGS is excited with the modelled
wind speed profiles, and response to these wind speed profiles on mechanical torque
produced by WTGS is observed. There is a reduction of 56 % in mechanical torque
for three cases when compared to wind speed with all four designed components.
The presented model, dynamic simulation and simulation results are tested in
MATLAB/Simulink and presented.

Keywords Wind turbine generator system (WTGS) � Wind speed model � Power
coefficient (Cp) � Mechanical power � Mechanical torque � MATLAB/Simulink
interface

23.1 Introduction

The commercialization of renewable energy technologies is needed especially for
rural, social and economic development in India. Wind, being a non-polluting and
non-toxic energy source, will go a long way in solving our energy requirements.
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Wind can be utilized in windmills, which in turn drive a generator to produce
electricity [1]. In India, few designs of windmills were developed but could not
sustain. An important reason could be that wind velocity in India, apart from the
coastal region, is relatively low and varies appreciably with the seasons. This low
velocity and seasonal winds imply a higher cost of exploitation of wind energy. The
solution lies with the proper analysis of wind pattern, and then only, proper and
commercial windmill can be designed [2–6].

Wind turbines produce electricity by using the power of the wind to drive an
electrical generator. Wind passes over the blades, generating lift and exerting a
turning force. The rotating blades turn a shaft inside the nacelle, which goes into a
gearbox. The gearbox increases the rotational speed to that which is appropriate for
the generator, which uses magnetic fields to convert the rotational energy into elec-
trical energy. The power output goes to a transformer, which converts the electricity
from the generator to the appropriate voltage for the power collection system.

An overall wind energy system can be divided into following components:

1. the wind model
2. the turbine model
3. the shaft and gearbox model
4. the generator model and
5. the control system model.

The most important parameter for wind energy is the wind speed. Statistical
parameters and methods are useful for estimating wind speed as it is random in
nature. For this reason, wind speed probabilities can be estimated by using various
modelled wind speed profiles. In previous papers, Weibull distribution, Rayleigh
distribution and extreme value distribution models are used for characterization of
wind speeds. Knowledge of the statistical properties of wind speed is essential for
predicating the energy output of wind turbine generator system (WTGS). An
accurate determination of the probability distribution of wind speed values is very
important for evaluating wind speed energy potential of a region [4, 7–9]. Most
statistical methods assume a specific distribution in the calculation of their result but
when we assume that our data are a result of a specific distribution model, we are
taking huge risk. If such condition does not hold, then the results obtained may be
incorrect [10–12]. To overcome this disadvantage, depending on statistical
parameters of the wind, we modelled the wind speed.

The mechanical system of the wind turbines plays a big role in the energy
transformation. Most of the simple wind turbine gearbox consists of two main
shafts, the low-speed shaft which is basically connected with the turbine blades and
the second one which is called the high-speed shaft connected directly to the
generator and shown in figure.

Modern large wind turbines are variable speed machines. When the wind speed is
below the rated value, generator torque is used to control the rotor speed in order to
capture as much power as possible. The most power is captured when the tip speed
ratio (TSR) is held constant at its optimum value (λ = 8.1 at θ = 0). This means that as
wind speed increases, rotor speed should increases proportionally. The difference
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between the aerodynamic torque captured by the blades and the applied generator
torque controls the rotor speed. If the generator torque is lower, the rotor accelerates,
and if the generator torque is higher, the rotor slows down. In below-ratedwind speeds,
the generator torque control is active while the blade pitch is typically held at the
constant angle that captures themost power, fairlyflat to thewind. In above-ratedwind
speeds, the generator torque is typically held constant while the blade pitch is active.

As torque is applied on generator shaft which is the basic parameter for designing
flux controller to reduce transients, gear train/gearbox designing by knowing gear-
box ratio by which efficiency of wind turbine generator is going to be decided,
deciding suitable applicability by analysing dynamic characteristic, transient anal-
ysis and stabilization of generated voltage for unloaded and loaded conditions and
also development of mathematical models of machines specially generators.
Therefore, studying variation in torque is extremely important so in this paper, we
are studying variation in mechanical torque with statistically modelled wind speeds.

The paper is organized as follows. Section 23.2 describes the dynamic system
models used in the paper. In this mathematical model of wind speed, mechanical
power, mechanical torque and power coefficient of WTGS are presented.
Section 23.3 describes the results and discussions obtained in the paper. Section 23.4
is the concluding section.

23.2 System Models

Block diagram of the mechanical torque model of WTGS used in the study is
shown in Fig. 23.1. Entire mechanical torque model is subdivided into mathe-
matical models of wind speed, mechanical power, mechanical torque and power
coefficient of WTGS.

23.2.1 Wind Speed Model

Data sets of 2008–2012 are obtained containing the mean wind speed of each month
in a year of location Chalkewadi, Satara in Maharashtra, India, with an observation
height of 20 m above the ground level. The Chalkewadi, Satara location, is located at
a latitude of 17° 59′ N and longitude of 73° 84′ E in Maharashtra, India.

We are analysing the wind speed data for variations with the help of statistical
parameters such as mean, median, standard deviation and skewness.

Mean—It is an average value of values of a data set.

V ¼ 1
n

Xn
i¼1

Vi ð23:1Þ
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Mean indicates the wind regime has a potential for selecting wind turbines.
Median—It is a value which divides the entire distribution of data into two equal

parts. It is a positional average.
Standard deviation—It is a widely used measure of variability. If the standard

deviation is large, the degree of uniformity or homogeneity of the series is less.

rðVÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn
i¼1

ðVi � VÞ2
s

ð23:2Þ

Skewness—It is a measure of the asymmetry of the distribution of data having
real values. The skewness value can be positive or negative. A negative skew
indicates that the tail on the left side of the probability density function lies longer
than the right side and the bulk of the values (including the median) to the right of
the mean. This shows that the mean is smaller than the median.

A positive skew indicates that the tail on the right side is longer than the left side
and the bulk of the values lying to the left of the mean. This shows that the mean is
longer than the median. A zero value indicates that the values are relatively evenly
distributed on both sides of the mean, typically but not necessarily implying a
symmetric distribution. Larger the value of skewness, larger the variation in data
values. Table 23.1 is showing summarized statistics for Chalkewadi, Satara loca-
tion, from the years 2008 to 2012, used for case study purpose.

Fig. 23.1 Block diagram of entire mechanical torque model
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In this wind model, step changes of wind speed values can be introduced. They
would be represented by means of a step, repeating sequence, rate limiter and
uniform and non-uniform random number block, in which wind speed values and
the moment when the transition from one value to another one takes place can be
fixed. By this, one can also model the wind gust and the repeating sequence in wind
speed depending on the site characteristics.

The wind speed model is having four main blocks, base wind speed component,
ramp wind speed component, gust wind speed component and base noise wind
speed component. Variation in wind speed is obtained by having different com-
binations of four wind speed components with random number blocks. The model
implemented for wind speed in Simulink is shown in Fig. 23.2.

VwðtÞ ¼ vbðtÞ þ vrðtÞ þ vgðtÞ þ vnðtÞ ð23:3Þ

where
Vb is the constant base wind component
Vr is the ramp wind component
Vg is the gust wind component
Vn is the base noise wind component, all of them in m/s

Table 23.1 Summarized
statistics for Chalkewadi,
Satara

Year 2008–2012

Minimum 3.4

Maximum 9.4

Mean 5.54

Median 4.85

Skewness 1.16

Standard deviation 2.03

Fig. 23.2 Wind speed model
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The main component is a random number block which represents the base
component of the wind speed. The ramp component is used to repeat the value of
wind speed which is modelled by repeating sequence block, and gust component is
represented for sudden increases in wind speed which is represented by step block.
The uniform random number block is expressed to represent the noise component
of the wind speed. Rate limiter is used for changing the rate of change of wind
speed. By putting rate limiter in the simulation, we are ensuring that wind speed
should not be above the cut-out speed (furling speed) of the turbine and should not
be under the cut-in speed of the turbine. In both cases where wind speed above cut-
out speed and below the cut-in speed, the turbine will not work properly resulting in
the underrated operation (Figs. 23.3, 23.4 and 23.5).

With the help of this statistical data, we modelled the wind speed to provide
more realistic representation of mechanical power output of practical WTGS and to
simulate the effects of wind behaviour properly, including gusting, rapid ramp
changes and background noise for Chalkewadi, Satara location. In Figs. 23.6, 23.7,
23.8 and 23.9, maximum value of wind speed is 9.4 with changes in variations in
wind speed waveform.

The wind speed profile is measured by anemometer and taken as a constant
piecewise function in order to provide more realistic representation of mechanical
power output of the practical system. If we keep rate limiters falling rate between 0
and −1, the values of wind speed fed to the turbine are much below the cut-in speed
of the turbine so turbine is not going to operate. For those purposes, rate limiters
falling rate is kept as a constant and the value is −1.

Fig. 23.3 Mechanical power model
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23.2.2 Mechanical Power Model

WTGS converts the kinetic energy of the wind into the electrical energy. The
kinetic energy of the wind is given as

KEw ¼ 1
2
mv2 ð23:4Þ

Fig. 23.4 Power coefficient model

Fig. 23.5 Mechanical torque model
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where m is the air mass which is given as

m ¼ qVo ¼ qAv

where v is the wind speed, ρ is the air density which is equal to 1.225 kg/m3, Vo is
the volume of air, and A is the area covered by turbine blades.

Fig. 23.6 Variation in wind speed and mechanical torque for wind speed with all four components

Fig. 23.7 Variation in wind speed and mechanical torque for wind speed without repeating
sequence component
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By performing mathematical calculations, the available wind power (Pw) is
expressed as

Pw ¼ d
dt
ðKEwÞ ¼ 1

2
qAV3 ð23:5Þ

Fig. 23.8 Variation in wind speed and mechanical torque for wind speed without repeating
sequence and uniform random number component

Fig. 23.9 Variation in wind speed and mechanical torque for wind speed without repeating
sequence, uniform random number and step component
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The mechanical power (Pm) extracted by the WTGS from the wind is inferior to
the available wind power (Pw).

The mechanical power (Pm) is given by

Pm ¼ 1
2
qpR2V3CpðkÞ ð23:6Þ

where R is the radius of the rotor equal to 5 m.

23.2.3 Power Coefficient Model

The Cp can be obtained by the data fields in the lookup tables or by approximating
the coefficient using analytical function. We are using analytical function to rep-
resent the power coefficient (Cp) of the wind turbine which is given by (23.4).

Cp is a function of the TSR of the wind turbine and the blade pitch angle. In this
paper, we are taking TSR as a constant equal to 8.1.

Cpðk; hÞ ¼ C1 C2
1
b
� C3bh� C4h

x � C5

� �
e�C6ð1=bÞ ð23:7Þ

The Cp is the function depends on the wind turbine rotor type, the coefficients
C1–C6 in this paper are taken as C1 = 0.5, C2 = 116, C3 = 0.4, C4 = 0, C5 = 5 and
C6 = 21, x is a constant value, and it is different for different turbines.

Additionally, the parameter β can also defined as

1
b
¼ 1

kþ 0:08h
� 0:035

1þ h3
ð23:8Þ

where θ is pitch angle, and it is considered as zero, and λ is the TSR.

23.2.4 Mechanical Torque Model

The wind turbine torque on the shaft can be calculated in terms of mechanical
dynamic equation which is given as:

Tm ¼ Pm

x
¼ 1

2
qpR2 V

3

x
CpðkÞ ð23:9Þ
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By introducing k ¼ xR
v ,

Tm ¼ 1
2
qpR3 V

3

k
CpðkÞ ð23:10Þ

The resulted mechanical turbine torque is applied as the input torque to the wind
generator and makes generator to operate.

23.3 Results and Discussion

We evaluated the performance of the WTGS by performing a simulation using
MATLAB/Simulink for four different profiles of wind. The chosen wind speed
model for MATLAB/Simulink is shown in Fig. 23.2. With the wind speed profile,
variations in mechanical torque are observed and compared.

Figure 23.6 shows the variations in the wind speed, coefficient of performance
and mechanical power with respect to time for wind speed with all four compo-
nents. In this case, mechanical torque curve is continuously zigzag in nature due to
zigzag nature of the wind speed. The saturated value of wind speed is 9.31 m/s with
a saturated value of mechanical torque of 1,096.2 Nm.

Figures 23.7, 23.8 and 23.9 show the variations in wind speed and mechanical
torque with time for wind speed without repeating sequence component, wind
speed without repeating sequence and uniform random number component and
wind speed without repeating sequence and uniform random number component,
respectively. The saturated value of wind speed is 6.2 m/s with a saturated value of
mechanical torque of 486 Nm; for all three cases, the only difference in response is
the nature of the mechanical torque output waveform. It shows that there is a
reduction of 56 % of mechanical torque in all three cases when compared to wind
speed with all four components.

For wind speed without repeating sequence component, mechanical torque curve
is a partial step waveform with small value of the slope; for wind speed without
repeating sequence and uniform random number component, mechanical torque
curve is a partial step waveform with a medium value of slope; and for wind speed
without repeating sequence, uniform random number and step component,
mechanical torque curve is a complete step waveform with sharp value of the slope.

23.4 Conclusion

In this paper, dynamic characteristic of mechanical torque developed by WTGS is
studied for four different modelled wind speed profiles. Entire mechanical torque
model of WTGS consists of mathematical model of wind speed, mechanical power,
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power coefficient and mechanical torque model. For the case study purpose, wind
speed data of Chalkewadi, Satara, are used. Different wind speed profiles are
modelled according to the wind speed data of Chalkewadi, Satara location.
Mechanical torque model of WTGS is excited with the modelled wind speed
profiles. The response to these wind speed profiles on mechanical torque produced
by WTGS is observed. Proper representation of wind speed and the mechanical
torque will help in designing the WTGS and its components.
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Chapter 24
A Methodology to Design a Validated
Mode Transition Logic

Manjunatha Rao, Atit Mishra, Yogananda Jeppu
and Nagaraj Murthy

Abstract Autopilot mode confusion has resulted in many aircraft accidents. This
brings out the importance of design validation for the complicated mode transition
logic (MTL) for aircraft autopilot systems. A method of implementing mode
transition tables in terms of transition and condition tables was developed for the
Indian SARAS autopilot. This method is used for designing the mode transition for
a generic aircraft. A practical method of reviews, assertions, safe states, and safe
transitions is experimented for this design as a process. This practical process has
yielded good results and helped the team to come up with the validated MTL. This
approach is presented here as an industry experience paper.

Keywords Autopilot � Automatic flight control system � Mode transition logic �
Mode confusion � Assertions � Safe states

24.1 Introduction

Very recently, on July 6, 2013, the flight 214 Asiana Airlines crashed on the final
approach to San Francisco international airport in the USA [1]. It was a Boeing 777
aircraft with 307 people on board. There were 3 fatalities and 181 others were
injured, 12 of them critically. The airplane was cleared for a visual approach, and
the pilots were hand flying the airplane since the instrumental landing system’s
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(ILS) vertical guidance glide slope (GS) mechanism was non-functional. The
preliminary investigation by National Transportation Safety Board (NTSB)
revealed that during the approach pilots found the airplane to be above the glide
path for some duration, then being on the glide path and later being below the glide
path. NTSB investigation said the plane’s airspeed on the final approach fell to 34
knots below the minimum approach of 137 knots. Although auto-throttle system
was engaged, the pilots were unaware if it was able to maintain the speed until
500 ft above the ground level. Pilots manually tried to correct for the deviation
below the glide path and also for deviation in the lateral direction. This correction
was too late and too little, to the extent that even the go-around (GA) mode for
aborting the approach could not be used to the rescue. The investigation also
revealed that during the last 2.5 min of the flight, based on the data from the flight
data recorder (FDR), there were multiple autopilot modes and multiple auto-throttle
modes. It was unclear if the pilots have actually commanded these modes or if the
modes got engaged inadvertently based on triggering of flight conditions or if there
was a mode confusion experienced by the pilots.

There are growing evidences of similar aircraft accidents and incidents that
mainly highlight the automation driving mode changes which are unexpected from
pilot’s or crew members viewpoint [2–4].

It can be seen that this mode confusion as mentioned in the above accident is
ubiquitous and persistent and has a dominant presence in the systems involving the
digital avionics computer system and humans. This is very predominant in safety
critical systems such as the autopilots. Current trends show a significant rise in
complexity where more than one system interacts with the others to determine new
modes especially in an automated human machine interface (HMI) environment [5].
This is depicted in Fig. 24.1.

Fig. 24.1 Flight control system automation overview
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This puts a special emphasis on system engineers to understand every aspect of
operational mode before modeling or designing such a system. The modes in which
different systems operate and their interaction with modes from other systems
continues to require designing appropriate switching logics and transitions with a
prime focus on determining a safe mode and overall flight safety. This should be
accomplished without leaving the crew members and pilots in a state of mode
confusion. Mode confusion, also referred as lack of mode awareness, has been
described in [6]. In simple terms, it means that the system is in a state that can lead
from a trivial to catastrophic incidents and puts the crew in a situation where they
are unaware of the issue or possibly helpless to take corrective action, like in the
mentioned accident.

In the rest of the coming sections, we broadly describe autopilot functionality
with emphasis on their modes and respective transitions. We briefly introduce use
of formal methods that have been adopted in validating the mode transition logic
(MTL). Subsequently, we discuss the systematic methodology for MTL validation
from the system design viewpoint through suitably designed assertions. The
approach being system centric is capable of bringing ambiguous, conflicting, or
missing requirements in the system requirement specification (SRS) document.

24.2 Modes in Autopilot—A General Description

An autopilot system is meant to reduce the workload of the pilot(s). However, it
does not eliminate it. It is a mechanical, electrical, or hydraulic system used to guide
an airplane with minimal or no assistance from the pilot. As a component within the
automatic flight control system (AFCS), it allows the pilot to select different flight
modes and controls the aircraft to automatically follow the selected mode. The
modes are normally split into vertical and lateral directions. Typically, the vertical
and lateral mode sets may contain up to 8 and 4 basic modes, respectively. These
sets increase when the other higher modes such as navigational modes including
VHF Omni Range (VOR) navigation mode, ILS, or flight management system
(FMS) modes are considered in both the vertical and lateral directions for designing
the MTL. For instance, vertical mode set sizes swell to contain 12 modes when the
ILS GS approach is also considered. The lateral mode sets under such a case
increase to contain 8 modes. The autopilot when selected from mode control select
panel (MSCP) in the cockpit gets engaged in a coupled sense such that one vertical
and one lateral mode is always active. The mode logic design normally allows
arming of up to a maximum of two vertical modes and one lateral mode based on
the flight conditions.
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24.3 Formal Approach to Mode Confusion Analysis

One of the interesting approaches for the mode confusion analysis is to use formal
methods as described in [2]. The approach is centered on postulating properties that
are false in the model and uses a verification tool to generate insights into why the
properties are false. This has been termed as ‘exploration’ instead of ‘verification.’
The aim in this approach is to search all the ways by which the mode can be entered
and use formal verification tools to identify the ways in which this is not true. Then,
suitably make changes to the property to specify that there are no scenarios by
which the mode can be entered except for these identified ones and repeat the
process until the property is true.

In contrast, the approach proposed in this paper tackles the mode confusion issue
from the opposite direction. Essentially, we identified the ways to ‘enter’ and ‘exit’
the modes based on the initial knowledge based on similar system designs and pilot
manuals. These form an exhaustive list of ways that is documented in the SRS. This
is the preliminary list of requirements that describes the way the system shall
behave and interact with the pilots. An extensive review of the SRS document is
done to ensure that requirements are well captured and unambiguous.

24.4 Modes of Operation

The AFCS operates in various modes as shown in Fig. 24.2. The vertical modes and
lateral modes can exist together. The autopilot can exist in only one of the sub-
modes in the vertical and lateral modes. Thus, it is perfectly safe for the autopilot to
exist in the pitch attitude hold (PAH) in the vertical and heading hold (HH) in the
lateral mode.

Fig. 24.2 Basic operating mode
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The other modes are the altitude hold (ALT), speed hold (SPD), and vertical
speed (VS) hold mode. The altitude select mode (ALT SEL) is a complex mode
where the aircraft is traveling to a selected higher or lower altitude in one of the
PAH, SPD, or VS modes, and then, at a specific altitude, the autopilot enters into an
altitude capture mode. In this mode, the autopilot turns the aircraft to level off at the
selected altitude. Once the selected altitude is attained, the autopilot enters into the
ALT mode. The roll attitude hold (RAH) and HH mode are the basic lateral modes.
The heading select (HDG) mode makes the aircraft to go toward the selected
heading angle. Once the required heading is achieved, the autopilot enters a HH
mode to hold that heading value. The higher modes are the approach mode (APR),
the VOR mode, and the GA mode. The GA mode is a special mode where the
autopilot is cut off and the pilot is shown cues to fly the aircraft at a particular
attitude to abort a landing.

The SRS defines all these modes in detail and defines the entry and exit criteria
for each mode. This is converted into a transition table to define the modes and the
transition between the modes [7]. The transitions are based on specific conditions
which are captured in the condition table. The following section elaborates on the
tables used to arrive at the mode transition requirements.

24.5 Transition Table

The transition table indicates the transition from an operational mode to another
mode due the occurrence of an event. The event may be triggered by pilot through
button press on the MSCP, or it may be due to software trigger as in the case of the
ALT SEL mode transferring to the ALT hold mode when the altitude is attained.

A portion of the mode transition table is shown in Fig. 24.3. The MTL is
designed in a Microsoft Excel file as it is easy to manage and visualize the numbers.
This we find very easy to handle instead of a state chart. There are other subtle
advantages of using this method as brought out later in the paper. The vertical,
lateral, and AP modes are mutually exclusive set of modes. The other modes that
can exist together but are not shown here are FD, ALT SEL, APR LOC, APR GS,
NAVVOR, and back course (BC). The first column represents the exclusive modes.
The next column has state numbers which represents the sub-modes in the main
modes. The state number represents unique numbers assigned to the modes within
each set. These numbers are used to mark the transitions. Thus, each row has the
states, and each column represents the buttons and software triggers or events that
cause a state to transit.

This is shown in the expanded form in Table 24.1. Only the vertical modes are
defined for 2 triggers to explain the method. The eight sub-modes are defined as
state numbers 1–8. This is always defined as 2 digits to avoid confusion between 10
and 01. The third column defines the transition for the AP button press by the pilot.

When the pilot presses AP with the vertical mode being in 01 (DIS Vertical), it
transits to state number 02 (PAH mode). If the current state is PAH, then the pilot
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can transit to three different modes. He can disconnect, i.e., go to 01 based on a
condition or remain in the same state based on a specific condition. These condi-
tions are defined in the condition table.

24.6 Condition Table

Condition list consists of set of conditions and is assigned a unique number. The list
is named as condition list. The condition table uses these unique numbers from
condition list to represent the set of conditions that must be satisfied for the tran-
sition shown in transition table to occur. The entries in transition table and con-
dition table have one–one relationship. The condition table is shown in the
expanded form in Table 24.2.

Fig. 24.3 Transition table

Table 24.1 Transition table—expanded

Modes AP FD

01 DIS (vertical) 02 02

02 PAH 010202 010202

03 SPD HOLD 010303 010303

04 VS 010404 010404

05 ALT HOLD 010505 010505

06 GA (vertical) 02 01

07 ALTS CAP 010707 010707

08 APR GS (CAP and ACT) 010808 010808
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Thus, as explained above, the autopilot will enter the PAH mode when AP is
pressed if condition number 01 is TRUE. Condition number 01 refers to ‘No AP or
FD inhibit conditions’ exists. If the autopilot mode is 02, i.e., PAH and pilot presses
AP, the autopilot will transit to disconnect if condition 07 is TRUE. The 010202 in
the transition table corresponds to 070809 in the condition table. Condition 07 is
defined as “AP is engaged AND FD is OFF”. It has been our experience that the
SRS could be easily converted to a transition and condition tables in Excel.

24.7 Advantages of Representation

The primary advantage of such a representation is that the table can be loaded into
MATLAB software and handled as matrices. The rows correspond to modes and
the columns correspond to triggers. It is very easy to pick up a cell corresponding to
the specific mode and trigger and do the processing treating the number in the cell
mathematically.

It was very easy to write a MATLAB script to convert the table into a text
representation in readable English. This helped the team to review the MTL easily
and compare it with the SRS document for correctness. The MTL processing in
MATLAB is a 20-line script which is easily converted to the implementable C
code. Verification is very easy with an all combination of trigger and conditions
overnight run and comparing MATLAB and C outputs. The only thing that changes
is the data table for transition and conditions.

24.8 Requirements from Mode Transition Logic

The requirements for the MTL are generated using a MATLAB script. The
MATLAB script takes transition table; condition table and condition list are the
inputs that generate the text requirement as output. The requirements are reviewed
to verify their correctness.

Table 24.2 Condition table—expanded

Modes AP FD

01 DIS (vertical) 01 02

02 PAH 070809 090807

03 SPD HOLD 070809 090807

04 VS 070809 090807

05 ALT HOLD 070809 090807

06 GA (vertical) 17 00

07 ALTS CAP 070809 090807

08 APR GS 070809 090807
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Few of the automatically generated requirements are shown in Fig. 24.4.
It is very easy to read this text and tick away what seem to be correct and what

raise a few doubts. Such doubtful cases are revisited and discussed to arrive at a
design consensus. The initial SRS document was changed where the transition
seemed incorrect. The MTL was updated if there was an error in the transition.
A total of 846 such points were generated and reviewed for correctness. In some
cases, the trigger cannot happen or is not effective. Such cases are also indicated.
This will lead to certain conditions to be placed as safety requirements. This method
has successfully implemented the requirements of the SRS and executed the MTL
to generate back the requirements actually defined by the MTL. These requirements
are generated by executing the MTL in the actual way it would run in the final
implementation. This concept is very powerful in the validation of the
implementation.

24.9 Assertions

There could be errors in the requirements themselves. This aspect is tested using
semiformal means. An assertion technique is used to arrive at the safe state matrix.
A total of 23 assertions are identified for the MTL. A MATLAB script implements
these assertions.

Few of the assertions are

1. In the ALT HOLD mode, ALT SEL arm is turned OFF
2. In the disconnect mode, both vertical and lateral modes, DIS, AP, and FD, are

OFF, and all armed modes are OFF
3. In the GA mode, AP should be OFF and FD should be ON
4. When AP and FD both are OFF, the mode should be disconnected

These assertions define a set of safe states in which the autopilot can exist. Each
assertion eliminates a set of states which cannot be possible. If vertical mode is DIS,
then lateral mode cannot be RAH or HH. These 23 assertions resulted in 200 safe

Fig. 24.4 Mode transition requirements
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states from a total combination of 86,016 states, taking into consideration all state.
These safe states were reviewed for correctness. The review process resulted in
additions of assertions to rectify certain errors.

Some examples of safe states are

1. DIS (Vertical)—DIS (Lateral)—AP OFF—FD OFF—ALTS OFF—LOC OFF
—GS OFF—NAVVOR OFF—BC OFF

2. PAH—RAH—AP ON—FD ON—ALTS ARM—LOC OFF—GS OFF—
NAVVOR OFF—BC OFF

3. PAH—RAH—AP ON—FD ON—ALTS ARM—LOC OFF—GS OFF—
NAVVOR ARM—BC OFF

24.10 Validation of the Requirements

Any event should cause the autopilot to make a transition from one safe state to
another safe state. Any combination of safe state, event, and condition that results in
a state which is not an element of the safe set is a problem that has to be addressed.
The validation procedure is as below

1. Always start with the safe state.
2. Evaluate all the conditions represented in the condition list to TRUE or FALSE
3. Select a trigger in sequence.
4. Go to the respective cells in the condition table corresponding to the safe state

and the trigger. Evaluate the condition set. Right most 2 digit number has the
higher priority.

5. When the condition in the conditional table is satisfied, the corresponding
transition takes place.

6. The previous mode is preserved if the transition condition is not satisfied and a
transition cannot occur.

7. Verify that the resultant state is also a safe state.

This process is repeated for all safe states, all triggers, and all condition in the
condition table. This simulation is performed in MATLAB and any violation is
stored as a data file. This process has given us a good insight into the system
behavior and caught many violations that have resulted in the MTL update and in
one specific case the SRS update.

24.11 Results and Discussion

In one scenario, SPD button is pressed by the pilot, while the autopilot is operating
in a safe state defined by—[ALT HOLD, RAH, AP ON, FD ON, ALTS OFF]. The
state transitioned to [ALT HOLD, RAH, AP ON, FD ON, ALTS ARM] which was
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not falling in safe state matrix. ALTS cannot be armed in the ALT hold mode. The
analysis brought out the fact that the airspeed criteria CAS >120 knots (Calibrated
Airspeed) did not satisfy the condition to transit to SPD mode. Therefore, the ALT
HOLD mode did not change to SPD. There was no condition to check ALTS
armed. This was added to the condition table and the MTL prevented the ALTS
from becoming armed.

In another scenario, the GA trigger was pressed. There is a condition which
prevents GA when the altitude is very low. This was TRUE, and therefore, the
vertical and lateral mode did not transit to GA mode. The ALTS however transited
to ARM mode when GA was pressed. This resulted in a condition to be added to
prevent transition in GA. The multiple simulations take time, but they can be easily
put on different PCs and run overnight every day to check for failures.

24.12 Conclusion and Future Work

The MTL is designed for 37 sub-modes, 27 triggers, and 28 condition numbers.
This is validated using extensive reviews against the SRS. A practical application of
assertions in a semiformal mode has resulted in 23 assertions that should never be
violated. The transition from a safe state to a safe state and no assertion violation is
a powerful methodology to validate the MTL. This simulation-based validation
process ensures that there is a positive proof that the system behaves in a safe
manner for all conditions and triggers.

The MTL is coded in C language, and we have to ensure that the tables and code
are correct. This is the verification process. At the PC level, all states can be
simulated for a test. This is however difficult at a system level. A methodology of
optimized system test will be designed as part of this project to implement a MTL
for a generic aircraft.
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Chapter 25
A Model for Systematic Approach
Towards Solving Environmental
Problems Based on Knowledge
from Critical Case Studies

R. Prashant Singh

Abstract Our world is today in a position where the survival of the human race
requires a managerial approach towards the protection of the environment and also
needs optimisation in the use of available resources as they are now getting limited
unlike olden times. But it is time to think different. It is time to make a change by
learning from our mistakes, by learning from the cases that we encountered at
various places. This paper focuses on creating a model that could provide a plan of
action or in some cases a solution to the various critical, unapproachable problems
existing in the world, wherein the problem is either due to the topography of the
places or maybe due to the resources, and so on. This model provides a new hope,
to make the conditions better by providing the optimum solution which may also
bring up the utilisation of the unused resources. The applications of this system-
atically arranged levelled model could lead to the formation of a self-dependant bio-
system which utilises itself to feed itself and its components (i.e. us). The model
includes the generation of a criticality constant, which could show the relative
criticality of the current state (of a particular place) with the standard critical state
present in the model. If individual case studies can help to solve critical environ-
mental issues, then imagine what can a systematically structured model, consisting
of the knowledge harnessed from these critical cases, and with a prioritised and
heuristic approach towards solution do!
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25.1 Introduction

Case studies are descriptive, exploratory and explanatory analysis of a particular
individual or a group (in case of psychiatry) or a situation in case of other branches.
The understanding of case studies varies based on the branch of which we are
talking about. But the common thing in all these case studies that exists is the
phenomenon of exploring, understanding and solving the underlying problems.
These case studies can be compared to solving a mystery of any situation or an
event which might be unique to that particular place or common to other similar
events. In our case, we have environmental case studies which have innumerable
factors which vary from place to place and make these case studies very essential in
case of solving environmental problems and achieving sustainability.

The applications of these case studies go beyond the scope of just studies and
understanding of nature or the environment. One major application of the same
would be the application of case studies in solving the environmental crisis that we
are currently under and achieve what we all crave for in this technologically pro-
gressing world, environmental sustainability. This involves making decisions and
taking actions that are in the favour of the nature, with particular emphasis on
consideration of the fact that the nature or the environment after our event remains
supportive to life forms. In this paper, further, we will study a few case studies which
resulted in either solving a major environmental issue or came up with a better eco-
approach to sustain. These case studies (mainly of India) not only help in solving
problems but also open a new window to understanding of environmental behaviour
in those particular constraints. However, these are not the same for every place. But,
by this time, mankind has learnt a lot. We now need a different approach towards
solving these environmental issues and also a rapid method, which could directly
lead to solutions or conclusions which further could be utilised to achieve a solution.

The difference lies in the approach of attending to a grotesque or a complicated
problem. We have been accustomed to the fact that the analysis starts from the
scratch, and then, case needs to be built up to understand the current scenario of the
problem, and then, these are separately studied, and then, a solution is thought off.
This process is a very sluggish. It is time to cut through the shackles of ancient
understanding and path towards achieving of goal. Now, we need a better algo-
rithmic or a heuristic approach to accomplish the same and also at a higher rate of
displacement towards success, which is possible by having a systems approach
towards this problem.

25.2 Concept

Consider this entire environmental biosphere of ours to be a system. Now, isolate
the components that are under threat. We find that the entire system is interde-
pendent, so an unresolved issue in any subsystem directly or indirectly affects the
other subcomponents adversely. Hence, the one advancement that we need to
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achieve is the understanding of the critical components of this system and rating
them on a scale, called the criticality scale. Once we have these data, the connected
graph approach can be used to analyse the subcomponents which get affected by
that particular critical component. The primary aim of managing this system should
be prioritizing the components based on their criticality and continue this procedure
recursively with their respective subcomponents unless all the units of the entire
system have been graded. This grading on the criticality scale should be considering
the biomass, the feasibility of the various solutions that could be applied on the
subsystems, various environmental factors which might adopt or reject the solution,
and so on (Fig. 25.1).

25.3 Procedure

Now, the primary aspect of this model for it to be successful is the creation and
management of a huge database maintaining these factors and information about
the various systems and subsystems of the environmental system. Once this is done,
the main purpose of this model would be to keep the most critical systems intact
and the law applies to the inner systems and subsystems too. So, if the most critical

Fig. 25.1 Interdependent subsystems of the environment as a system [1]
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subsystem of the system is intact, then the system continues to be perfectly func-
tioning and so it is with the subsystems. Now, with this basic framework, we need
to know about achieving solutions for various problems arising in the system and
that is where we come into the process of learning from analysis of the case studies
done so far on various other constraints. We need a systematic step to categorise
these various case studies into the database based on constraints faced during that
case. This is a very important step in the working of this systematic model and
hence needs to be done carefully as negligence of any fact can lead to problems at a
later stage where we would be devising the solutions for various other scenarios
based on the data harnessed from these case studies. Hence, this step needs to be
done very carefully and precisely.

25.4 Database Creation

The ways to organise these data would be using a few fixed set of steps including
organisation based on the locations parameters (i.e. if it is a polar place, rainy
place), topographical conditions of that place [which can be used to devise solutions
which are feasible (at a later stage)], and the resources available at that place,
critical identification marks of that place if any. These data if collected from all the
case studies and assembled into a large database can be used to optimise the
solutions for new problems that we encounter. Further, in this paper, an example of
this very model is given where it is clearly seen that an entire case study can be
avoided in some cases when we know the properties of that place and can use this
database to check in and out the required conditions and obtain a solution for any
given problem. However, we also need to specify the set of problems and their
solutions in the database so that the optimal solution can be chosen based on
the available parameters of that place. Technology, however, can be used to make
the application of this model much faster. If we can have database sharing from the
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various parts of the globe, which consists of all the parameters of that particular
place, then obtaining a solution for a scenario which is not local to that place would
also not be a problem as if not there, the topographical conditions of that place can
be matched to the ones from other places comparing it using the created database.
This would ease the complexity of the situation. Now, let us take up a practical
example to prove that this model works.

25.5 The Practical Scenario

Consider that the database is prepared thoroughly using the following case studies
which were done in various different regions of India. The given example has
consideration of only two cases which were enough to solve yet another case
without the need for an entire case study on the last problem. Consider the cases:

Case 1: The Case of Destructive Pine

The problems arising due to the pine tree in the Himalayan region are pretty
lethal as these trees offer very little shade but are a source of fuel wood for villages
nearby. However, the pine needles that fall down and form a carpet are combustible
and are the reason for the forest fires in that region which cause huge loss. In 1999,
the devastating fire burnt more than Rs. 600 crores of forest wealth in Garwhal and
Kumaon regions. So, this case was studied and the region was analysed. The
effective solution that the organisations converged to was the production of elec-
tricity using this biomass, which involved collection and utilisation of these pine
needles to produce the producer gas, which was used to generate electricity in the
same region where other sources for generation of electricity are not much feasible.
For this purpose, a 9 kW gasifier was used which used 1.5 kW of electricity and
always an effective of 7.5 kW of power were available for use. This gasifier
pyrolyses the pine needles to volatise them into producer gas viz. then passed
through various filters to obtain pure producer gas used to produce electricity. [2]

This project has proven to be very advantageous also as the pine needles bed
would not retain water and also caused soil erosion inhabiting the recharge of
ground water and also the acidic pine needles hampered the growth of other plant
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species in the region. Now, without the pine needles carpet, the growth occurs as
normal and moisture content of soil is maintained for further crop growth. Also, the
onset of forest fire due to these combustible forest fires chokes the atmosphere and
affects the quality of air available due to the smoke cloud formation in the sky.
However, this solution helped providing a cleaner environment. There is a good
scope of utilising this also in the central Himalayan region where the pine trees are
found in plenty. It was found that pine forest area of 1 m2 would yield 1.19 kg
needles. Now, what does this infer to? What do we understand from this?

Inference for the Database This case now has to be updated into our database. So,
the significant things to be considered from this case study is that the topographical
conditions are similar to Himalayas and the resources required would be availability
of pine trees and also the feasibility factor is to be considered based on the area of
pine tree forest. Also, benefits of the solution could be added in as comments so that
they are considered whenever needed. This ends the updating database part of the
model.

Case 2: Energy-efficient Steel sector

India is currently is the world’s third largest energy consumer and is ranked third
in global greenhouse gas (GHG) emissions at 1.7 billion tCO2/year out of which
5 % is due to the steel re-rolling and milling (SRRM) industry sector (70 million
tCO2) [3]. As requirement of energy is the primary requirement of this industry, it is
very essential to make this energy efficient. The production of 1 ton of steel requires
about 44–72 L of furnace oil, 65–143 kg coal (if used) and 52 kWh of electricity
[4]. In SRRMs, 25–30 % of overall cost is used for the process. This requirement
was a little too high to suffice for. This case was analysed, and requirements were
studied. The solution to this problem was the use of better and green technologies.
As a solution, the unit switched from furnace oil to biomass-based producer gas as
fuel. Furnace was modified to a better design which allowed reheating automati-
cally. Bearings were replaced, automation was achieved in temperature control
system, automatic cooling system was installed, and a high speed delivery system
was utilised for the process [5].

Outcome After this solution was implemented, the unit production increased sig-
nificantly from 9.54 TPH to 14.654 tonnes per hour (TPH), resulting in a 53.77 %
increased productivity. The use of biomass brought about the savings in fuel
consumption also, and the biomass can be produced by the available resources from
the surroundings also. Also, as the biomass was being used as the fuel, the output of
CO2 also reduced considerably.

The introduction of this gasifier has caused a lot of advancement in the systems
efficiency and output.
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Inference for the Database So now, we have to update this case in our database.
This involves again the topographical conditions in which this would work, but as
this is an industry under study, the most important aspect that we need to enter in our
database is the availability of the required resources, power supply information,
transport facilities and so on. Also, the benefits could be mentioned for the same and
the products that we can obtain as output and their applications in the practical world
so that if this database is looking for a solution then this might come in handy.

25.6 Our Problem

Now, we have this database ready for our use. Now consider a practical problem, in
which we have lay railway tracks for the public transport passing through the
Himalayan region and we need to devise a system for this construction to go on
smoothly. Now, what normally would be done is again another case study would be
done to understand the requirements and what is needed and all of that has to be
repeated. But if we are having a limited time frame, then this project cannot be
completed on time if the primitive methods are implemented.

Solution from the Model Now, consider this problem and refer the created data-
base. Here, we know that the Himalayan region has a lot of pine trees which can be
used for fuel production. But how is this relevant? Now, we need steel and mostly
rolled steel for laying railway tracks. From our database, we find that steel pro-
duction efficiently can be done using SRRMs and efficiently too. Now, this would
require fuel, which we find from Case 1 that can be produced using pine tree
needles. This henceforth gives us a solution to produce and lay railway tracks in the
region of Himalayas where the difficulty would be very high.

25.7 Conclusion

The systemic approach towards any problem is always better than a random
approach which is to be studied from the beginning. This model provides a sys-
tematic formation of a database consisting of all the information from various case
studies. We could even have a user-friendly user interface on a network to obtain
optimal solution for problems given in as input to the software or the program. It is
time to think new and fast or we will be left behind, both technologically and
structurally. A project this big is not brought into practice in a day or a week. In
some cases, we may have possibilities wherein the information from the database is
not sufficient. In such cases, we will be developing our database by utilising what is
already in our database, leading to the formation of a self-developing or self-
growing system. Sustainability is a primary issue these days. This model if used at a
large scale can be used to solve huge environmental problems with what are known
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as Eco-Ideas which also do not cause harm to the nature. The building blocks of
this model are the studies that have been done, the proper organisation of the
available data is what matters, and this peek into the systemic approach can cause
greater good if utilised at a larger scale on larger scenarios related to our envi-
ronment and our survival. This is just the beginning of the evolution of an organised
human race, a systematically progressing species towards its success. We have
caused enough problems to the nature withholding us. Now, it is time to unleash
our true potential, our organisational and understanding skills, the evolved intelli-
gence to set things right, and this model is an example of the same, proving that
proper organisational capabilities and understanding can help us reach what we
desire the most, a sustainable future!
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Chapter 26
Numerical Study of Variable Lung
Ventilation Strategies

Reena Yadav, Mayur Ghatge, Kirankumar Hiremath
and Ganesh Bagler

Abstract Mechanical ventilation is used for patients with a variety of lung dis-
eases. Traditionally, ventilators have been designed to monotonously deliver equal-
sized breaths. While it may seem intuitive that lungs may benefit from unvarying
and stable ventilation pressure strategy, recently it has been reported that variable
lung ventilation is advantageous. In this study, we analyze the mean tidal volume in
response to different ‘variable ventilation pressure’ strategies. We found that uni-
formly distributed variability in pressure gives the best tidal volume as compared to
that of normal, scale-free, log-normal, and linear distributions.

26.1 Introduction

Biological systems are inherently adaptive and have evolved to survive stressors and
randomness. Beyond being robust to stressors, they are in fact evolutionarily designed
to ‘gain’ from them. This property of systems has been referred to as ‘antifragility’ [1,
2]. Antifragile systems benefit from stressors or noise. Here, by ‘stressors,’ one refers
to unfavorable abiotic changes in external milieu such as temperature, pH, and
pressure. A system’s reaction to any external stressor or stimuli could be enumerated
through a measurable property that reflects gain or loss in response to the stressor. It
has been argued that a system having convex response would benefit from addition of
noise [1, 2]. Many of the biological systems have convex responses due to evolu-
tionary selection that they have undergone. Modeling the nature of such system
responses would help in better understanding of design principles of biological sys-
tems that help them to thrive under stressful circumstances.

Human engineered systems are designed to cope with stable signals. An electrical
system is designed assuming unvarying electrical signal, and structural systems are
designed for the absence of severe seismic disturbances. Thus, signal variability
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reflects ‘noise’ and is harmful to the system. Classically physiological systems are
thought to be designed to reduce variability and to attain homeostasis. In contrast,
signals of a wide variety of physiological systems, such as human heartbeat and
brain’s electrical activity, fluctuate in a complex manner. In fact, a defining feature of
a living organic system is adaptability, the capacity to respond to unpredictable
stimuli.

A lung is a physiological system that serves toward respiration, critical for
oxidative processes in organisms. Human breathing is driven by pressure generated
through spontaneous muscular action. The lungs are ventilated in response to this
pressure. The lung volume representing the normal volume of air displaced between
normal inspiration and expiration, when no extra effort is applied, is referred to as
‘tidal volume.’ The pressure–volume response curves for lung are known as ‘static
compliance curve’. Figure 26.1 shows the standard static compliance curve for
normal human lung ventilation [3]. Mathematical modeling of this process results in
a sigmoidal equation of the form:

v ¼ aþ b
1

1þ exp�ððp�cÞ=dÞ ; ð26:1Þ

where v is volume and p is pressure.
The equation has been shown to best fit the curve for both the convex region and

the concave region [3]. This equation not only comprehensively characterizes the
P–V curve but also provides various parameters essential for clinical experimen-
tation and studies [3]. The four parameters given by a, b, c, and d in the equation
are fitting parameters. The parameter a is the lower asymptote volume, here 0 ml,

Fig. 26.1 The generic static compliance curve (pressure–volume response curve) obtained from
experimental data collected on mechanically ventilated lungs. The curve is nonlinear and roughly
sigmoidal in shape [3]. Various parameters used in Eq. (26.1) have values as shown in the figure
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and b corresponds to difference between lower and higher asymptote; here, it is
1,200 ml. The parameter c depicts the pressure at the inflection point which is given
by 30 cm of H2O. Finally, d is proportional to the pressure range within which most
of the volume change takes place, i.e., it is the index of linear compliance with a
value of 7 cm of H2O [3, 4].

When lungs are incapable of ventilating spontaneously, mechanical ventilators
are used. Historically, mechanical ventilators are designed to deliver equal-sized
breaths. It has been observed that such conventional monotonously regular venti-
lation has negative consequences for critically ill patients [5–7]. For instance,
patients suffering from acute respiratory distress syndrome (ARDS) can have
negative impact from this conventional mode of mechanical ventilation due to
alveolar collapse and airway damage [5, 6, 8]. Natural healthy ventilation is
characterized by its variability. Biologically variable ventilation emulates healthy
variation and has been shown to prevent deterioration of gas exchange [9] and
increase arterial oxygenation [10] and, in general, is reported to improve respiratory
mechanics under various lung pathologies [11–14]. The reasons for the advanta-
geous effects of variable ventilation are not entirely clear and needs to be explored
further.

In this study, we explore whether by adding suitably designed noise in venti-
lation pressure of mechanical ventilators, one can obtain better tidal volume without
increasing the mean airway pressure. Apart from ventilation pressure distributed as
uniform distribution [4], we studied Gaussian, log-normal, linear, and power-law
distributions. In contrast to uniform distribution which gives equal weightage to
convex and concave parts of the static compliance curve, these distributions pref-
erentially span the curve. This allowed us to focus on different parts of the curve.
For example, Gaussian distribution gives more emphasis on the central part of the
curve. The log-normal and linear stress on the latter half of the applied pressure
range, whereas power-law emphasizes on the first half of the pressure range while
introducing a few high-pressure spikes. Studying various variable ventilation
strategies could provide us an insight into the best possible method for operating
mechanical ventilators so as to benefit the most from the convexity of the static
compliance curve.

Jensen’s inequality provides the central argument to explain benefits of con-
vexity and could be used to identify conditions under which addition of noise will
be beneficial [4]. Jensen’s inequality states that if f(x) is a real-valued convex
function in the interval [a, b] and X is a random variable within the range [a, b],
then

f ðE½X�Þ �E½f ðXÞ�;

and here, E[X] is the expected value (i.e., mean) of the (random) variable.
As a consequence of Jensen’s inequality, varying the pressure within the convex

region, before the inflection point, of the static compliance curve, i.e., from 10 cm
H2O to 26 cm H2O (Fig. 26.1), would result in higher mean tidal volume in contrast
to constant pressure strategy. The gain in mean tidal volume, as compared to
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application of constant pressure, depends on the range of the static compliance
curve spanned and the frequency.

26.2 Studies

We studied various variable ventilation strategies to study their effect on mean tidal
volume in contrast to the conventional mode of mechanical ventilation. ‘Constant-
mode ventilation’ monotonously delivered air into the lungs at regular intervals and
at the same pressure. In recent studies [4], it has been shown that uniformly varying
pressure values in the range from 10 cm H2O to 26 cm H2O results in better tidal
volume compared to ‘constant-mode ventilation.’ Figure 26.2a shows the tidal
volume output for the uniformly distributed pressure values and the corresponding
volume distribution obtained as shown in Fig. 26.2b. The mean tidal volume
improves to 205.72 ml from 183.13 ml obtained using the monotonous strategy,
even though both strategies use the same mean pressure of 18 cm H2O.

The uniform pressure distribution function can be mathematically written as:

U ¼
1
16 if 10 cmH2O� p� 26 cmH2O

0 otherwise

(
ð26:2Þ

Variably distributed pressure values are sampled from the interval of (10 cm
H2O, 26 cm H2O), which is the physiological limit of minimum and maximum
pressure values for human lungs [8]. Also, as can be seen from the Static Com-
pliance Curve in Fig. 26.1, this interval lies in the convex region of the curve
covering the output volume range of 65.18–433.09 ml as opposed to a single value
of 183.13 ml corresponding to 18 cm pressure, used in constant-mode ventilation
strategy.

We further explored the effect of variable ventilation in the form of a few
canonical distributions on the tidal volume. The mean value of pressure is always

Fig. 26.2 The nature of tidal volume distribution b in response to uniformly distributed variable
ventilation pressure a, as given by Eq. (26.2)
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kept constant at 18 cm in all the distributions discussed throughout our studies. The
density function equations for various pressure distributions are as follows.

• Gaussian Pressure Distribution

N ¼ 1

r
ffiffiffiffiffiffi
2p

p e� x�lð Þ2=2r2 ð26:3Þ

where μ is the mean of the distribution and σ represents standard deviation.

• Power-Law Pressure Distribution

P ¼ a
xmin

x
xmin

� ��a�1

ð26:4Þ

where xmin is the minimum possible value of x and α is the power-law exponent
with value greater than 1.

• Log-Normal Pressure Distribution

Log�N ¼ 1

xr
ffiffiffiffiffiffi
2p

p e� lnðxÞ�lð Þ2=2r2 ð26:5Þ

where μ is the mean and σ is standard deviation.
Figure 26.3 depicts the nature of pressure density functions for linear and power-

law distributions, and Fig. 26.4 depicts that for Gaussian and log-normal
distributions.

The linear pressure distribution in Fig. 26.3a gives volume density function
which is only marginally different from that of uniform distribution. The maximum

Fig. 26.3 a Linear pressure variation with 8 cm � p � 26 cm. b Pressure variation following
power-law distribution, given by Eq. (26.4) with α = 2.25 and xmin = 10 cm H2O
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mean tidal volume produced is 205.59 ml with minimum pressure reduced to 8 cm
from that of 10 cm used in all other cases to maintain the average pressure at 18 cm.
Thus, linear distribution comes close to uniform in terms of the mean output
volume. The slope and volume intercept in Fig. 26.3a are 1/486 and 10/486,
respectively. The minimum pressure applied was changed to 5 cm while keeping
the maximum pressure at 26 cm H2O to see the effect of change in slope to the
volume output. However, it was observed that even after changing the minimum
pressure value, the mean tidal volume does not vary much from that observed with
the pressure of 8 cm (Fig. 26.5).

The pressure values in Fig. 26.3b follow power-law distribution within the same
interval (10 cm H2O, 26 cm H2O). The power-law density function gives maximum
volume output of 112.3 ml for σ = 1.93, beyond which the volume starts decreasing
as is evident from Fig. 26.7a. This volume output is worse than that of constant-
mode ventilation, contrary to the proposal that noisy ventilation should be bene-
ficial in general (Fig. 26.6).

When pressure values are sampled from Gaussian distribution as shown in the
Fig. 26.4a, the performance of the volume density function improves from that of
constant mode, though not significantly. The mean volume varies with σ and has the
maximum value of 190.8 ml at σ = 3.15 after which the volume starts decreasing
sharply as shown in Fig. 26.7b.

Fig. 26.4 a Gaussian distribution given by Eq. (26.3) and b log-normal distribution represented
by Eq. (26.5) with μ = 18 cm H2O and σ = 1

Fig. 26.5 Tidal volume output for a linear and b power-law pressure distributions
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When the probability density function of pressure follows log-normal distribution
(Fig. 26.4b), the mean tidal volume output was found to be 70.44 ml, worse than
even that of ‘constant-mode ventilation’. Thus, log-normal strategy resulted in the
worst performance among all the five canonical distributions studied. Figure 26.7c
shows that the maximum value for volume output in the log-normal case comes at
σ = 325.1 after which the mean volume decrease sharply.

26.3 Conclusions

Variable ventilation strategy in general is reported to be beneficial in terms of mean
tidal volume, without increasing the ventilation pressure. It is desirable to charac-
terize the effect of various variable ventilation strategies, which can help in the
identification of best possible strategies to implement in mechanical ventilators.
From our studies with five canonical distribution strategies, we found that uniform
pressure distribution is the most favorable ‘variable pressure strategy.’ This dis-
tribution exploits the convexity of the generic static compliance curve the most, to
emerge as the best variable ventilation strategy among the canonical distributions
studied in this paper.

Fig. 26.6 Tidal volume output for a Gaussian and b log-normal pressure distributions

Fig. 26.7 Effect of parameters α [exponent in Eq. (26.3)] and σ [standard deviation in Eqs. (26.3)
and (26.5)] on the mean tidal volume output. a Power-law distribution. b Gaussian distribution.
c Log-normal distribution
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This leads to an important question as to whether uniform distribution is the
‘best possible’ noisy strategy for the pressure density function or could there be
better strategies. Within the constraints of physiologically acceptable range of
pressures and without increasing the mean pressure, this question could be posed as
an optimization problem.

For any distribution of pressure values, there could be multiple time sequences
with which these pressure instances could be applied. It needs to be studied further
which of these time sequences could be physiologically meaningful. Also, one
could study empirical distributions for various breathing patterns such as normal
breathing, panting, and pranayama.
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Chapter 27
Development of a Technique
for Measurement of High Heat Flux

Ram Niwas Verma, P.K. Jaya Kumar, Laltu Chandra
and Rajiv Shekhar

Abstract High heat flux measurement is necessary for various experiments and
industrial applications. For example, to estimate a very high irradiance onto a
surface as in solar thermal and in testing of plasma facing component in ITER. In
order to estimate high heat flux of the order of MW/m2, an experiment with plasma
jet of non-transferred 9MBM type is employed. This paper describes the design of a
non-intercepted calorimeter. This is for estimation of average incident heat flux of
the plasma jet along the axial direction. Temperature at different axial locations on
the surface of calorimeter and at the outlet is measured. The heat flux associated
with the incident plasma is estimated from these measured values of temperature.
Rate of heat transfer from plasma jet to the employed target surface at different axial
position is measured with the help of intercepted calorimetric method. Based on the
estimated heat flux and heat transfer rate, the electrothermal efficiency of 9MBM
plasma torch is estimated. Torch heat efficiency (THE), plasma heat efficiency
(PHE) and heat transfer effectiveness (HTE) of the plasma jet are also estimated for
copper materials. PHE and HTE are required for mathematical modelling of plasma
surface interaction.

Keywords Heat flux � Calorimeter � Plasma torch � THE � PHE � HTE
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27.1 Introduction

Due to increasing demand of energy and continues depletion of fossil fuels, there is
a need of another sources of energy. There are many alternative sources of energy
such as solar energy, wind energy, tidal energy and geothermal energy. Scientists
are also looking towards fusion energy as a neat and clean energy for future.
International thermonuclear experimental reactor (ITER) is the device where sci-
entists and engineers have been working to produce fusion energy up to 480 s [1].
Objective of ITER is to develop technologies and process needed for a fusion
power plant. Plasma is an artificial environment in ITER to occur fusion reaction.
Helium is produced as a by-product during the fusion reaction in plasma. Helium is
removed from plasma with the help of divertor [1]. During this process, plasma
comes in contact with the divertor plate. Expected heat load on the divertor plate
due to disruption and edge localised modes (ELM) is 20 and 3 MW/m2, respec-
tively. Heat flux transferred to the divertor plate material and finally removed by the
coolant. Scientists have been working for synthesis of divertor plate material in Non
Ferrous Material Technology Development Centre (NFTDC). Testing of the
developed divertor plate materials is performed using a 9MBM plasma torch in
NFTDC. 9MB is the series of plasma torch designed and engineered by SULZER
METCO. 9MBM (Machine-Mounted) Plasma torch is used for automatic operation
[2]. 9MBM is type of plasma torch in NFTDC is a non-transferred-type plasma
torch. Efficiency of non-transferred plasma torch is nearly about 40 % [3].

High heat flux characterisation is required for processing and testing of materials
under extreme condition. Williams and White [4] estimated high heat flux (MW/m2)
of plasma jet by measuring temperature rise of copper disc, which is exposed in
plasma jet. High heat flux is measured using semi-infinite method [5, 6]. In both the
cases, heat flux is estimated, which is transferred to the surface of target. A fraction
of the incident heat is transferred from plasma jet to the target surface. Cold and
thermal both type of plasma are used to synthesis of material [7–12]. Synthesis of
material depends on the content of plasma gas and heat transfer rate to the target
material [8–13]. Temperature of the target material is one of the most important
factors for processing of it. Temperature of target depends on the heat transfer rate
from plasma jet to it. Heat transferred depends on the heat flux incident on it. For a
given plasma torch, heat flux incident on the target depends on the distance from
plasma torch (stand-off distance). For mathematical modelling and analysis of
plasma target interaction, experimental value is required [7–13].

27.2 Principle of Measurement of Heat Flux of Plasma Jet

Plasma jet enters into one end of calorimeter (copper pipe) and flows out from the
other end of the calorimeter as shown in Fig. 27.1. Cross-sectional area of plasma
jet expands along the direction of flow. Hence, after travelling some distance,
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plasma jet (produced from a mixture of argon and hydrogen gas in the plasma
torch) comes in contact with the inner surface of calorimeter. Due to temperature
difference between incident plasma jet and the surface of calorimeter, heat is
transferred from plasma to the calorimeter. Outer surface of calorimeter is insulated.
Hence, the convective and radiation losses to ambient are neglected from the outer
surface of calorimeter. Let E1 be total plasma heat (Joule) flow in calorimeter in
t second from plasma torch, E2 be the heat (Joule) flowing out from the other end of
calorimeter and E3 be the heat (Joule) stored in the calorimeter. In Fig. 27.1, TC1 to
TC7 are indicating the installed thermocouples to measure temperature of outer
surface of calorimeter (pipe).

The thermocouple TC8 measures the temperature of outflow gasses from the
calorimeter.

From conservation of energy:

E1 ¼ E2 þ E3 ð27:1Þ

Average heat flux (HF) incident at the inlet of calorimeter

HF ¼ E1

At
ð27:2Þ

Here, A is cross-sectional area of calorimeter, and t is time (plasma torch on).
This method to measure high heat flux is referred as “non-intercepted calorimetric
method”.

27.2.1 Measurement of Heat Flux of Plasma Jet
with the Help of Calorimeter

Plasma torch is operated for t second at 40 V and 420 A. In order to estimate the
heat flux from plasma jet, a metallic calorimeter of inner diameter d and length L is
considered (see Fig. 27.1). Plasma jet enters the calorimeter from inlet and leaves

Fig. 27.1 Schematic diagram
of heat flux measurement of
plasma jet
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from the outlet of calorimeter. This heat is absorbed by calorimeter, which results in
rise of temperature. For this experiment,

E2 = Outflow of heat from calorimeter during t seconds:

E2 ¼ _mgcpg
ZT2f

T2i

T2dt ð27:3Þ

Here, mgcpg = heat capacity of gas, T2 = instantaneous temperature out-flowing
plasma.

E3 = Total heat stored in the pipe during t seconds:

E3 ¼ mcal

L
cp cal

ZL

0

T3dx ð27:4Þ

Here, T3 = Rise in temperature of the calorimeter at different positions during the
operation time t, mcal = mass of calorimeter and cp_cal = specific heat capacity of
material of calorimeter. Once the values of E2 and E3 are estimated, value of E1 can
be obtained.

27.3 Heat Transfer to the Target Surface

When the target surface is exposed to plasma, a fraction of the incident energy is
transferred to the target surface. This is estimated by the performed experiments
with plasma jet. The schematic of this experiment is shown in Fig. 27.2. Copper
cylindrical block (target surface) is placed at different axial positions and denoted
by stand-off distance, from the outlet of plasma torch. The transferred heat to the
target surface is estimated by the rise in temperature with k-type thermocouple
mounted at the bottom. This method is referred as “intercepted calorimetric
method”. In this experiment, mass of the employed target copper block is 0.082 kg,
target surface area of copper block is 0.00198 m2, convective heat transfer coeffi-
cient is 13 W/m2 K (assuming natural convection), specific heat capacity is
0.385 kJ/kg/K, and maximum time of heating is 3 s. Convective heat transfer is
calculated using Grashoff number, Prandtl number and Nusselt number for cylin-
drical copper block in still air. Convective heat loss is 300 times less than heat
stored in copper block. Hence, convective heat loss is neglected in this experiment.
If it is assumed emissivity of surfaces is 1 to calculate maximum heat loss, then
radiation heat loss is *300 times less than the heat absorbed in target material.
Hence, the heat loss is neglected in this experiment.
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Heat transferred to target surface = Heat absorbed in target material:

Et ¼ mtcptDT ð27:5Þ

Here, mt = mass of target material, cpt = specific heat capacity of target material,
DT = temperature rise of the target material during the experiment (t = 1–3 s).

Power transferred to target surface:

Pt ¼ mtcptDT
t

ð27:6Þ

Rate of heat transferred per unit area to target surface:

HFt ¼ mtcptDT
At

ð27:7Þ

27.4 Results and Discussion

27.4.1 Heat Flux Measurement of Plasma Jet
with Non-intercept Method

In order to estimate the heat flux of employed plasma jet, a non-interception method
is used. In this approach, aluminium (diameter 27 and 35 mm, length 1,000 mm)
and copper pipe (diameter 25 and 31 mm, length 1,000 mm) as calorimeter are
used. These pipes are place at stand-off distance X1 = 20, 40, 60 and 80 mm,
respectively. Experimental set-up is shown in Fig. 27.3. Plasma jet generated by the
plasma torch enters into calorimeter (at the pipe inlet) and leaves from the outlet of
calorimeter. In the present paper, the results for copper calorimeter are discussed.
The temperature measurements are performed with k-type thermocouples indicated
by TC1, TC2, TC3, TC4, TC5, TC6 and TC7 in Fig. 27.1. These are mounted at 25,
75, 175, 325, 525, 725 and 975 mm distance from the inlet of plasma denoted by
X = X1 in Fig. 27.1.

Fig. 27.2 Plasma target
interaction
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Temperature rise of the copper calorimeter surface with respect to time at the
described positions (indicated by T1, T2, T3, T4, T5, T6 and T7) is shown in
Fig. 27.4. The measurements are shown for stand-off distance as 0 mm and duration
of operating plasma torch as 20 s. T8 is the temperature of out-flowing plasma (gas)
at the outlet.

All the installed thermocouples exhibit simultaneous increase in temperature. It
shows that the plasma jet heats up the calorimeter. For stand-off distance of 0 mm,
the measured temperature TC2 is higher than that of TC1 and TC3, see Fig. 27.6. It
can be inferred that, perhaps, plasma comes in contact with calorimeter (copper
pipe) near the location of TC2 or about 75 mm from the outlet of plasma torch, as
indicated in Fig. 27.5.

Temperature rise of pipe at different positions at zero and 20 mm stand-off
distances is shown in Fig. 27.6. Temperature rise of the pipe at these positions is
shown in Fig. 27.6. In Fig. 27.6, a pipe is put at zero stand-off distance, and here,
T1 is less than T2; this is due to lower diameter of jet compared to that of pipe as
shown in Fig. 27.5.

Figure 27.6 clearly reveals that the temperature rise, as expected, decreases with
increasing axial position of calorimeter (copper pipe) towards the outlet. It can be
inferred that the rate of heat transfer from plasma jet to inner surface of pipe

Fig. 27.3 Experimental set-
up. a Copper pipe, b target
surface, c plasma torch

Fig. 27.4 Plasma jet experiment with copper calorimeter and temperature profile of the
calorimeter (pipe)
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decreases with increasing distance. A fraction of the received heat by calorimeter is
stored in calorimeter, and the rest is transferred with the out-flowing plasma. This is
produced by a mixture of argon and hydrogen gas in the plasma torch. Mass flow
rate of argon and hydrogen gas mixture is 2.8 and 0.007 gm/s, respectively. Specific
heat capacities of argon and hydrogen gas are 0.52 and 14 kJ/kg K, respectively.
Estimation from measured surface temperature of calorimeter reveals that 90 % of
the incident power is absorbed by the calorimeter. The remaining 10 % leaves as
plasma jet emanating from the outlet of calorimeter. The loss is much smaller than
1 % and is, therefore, neglected. The incident power on the calorimeter and,
therefore, the corresponding heat flux of plasma jet decrease with increasing stand-
off distance. The heat flux decreases with increasing diameter of calorimeter.

27.4.1.1 Average Output Power and Efficiency of Plasma Torch

Ignoring losses, the output power of plasma torch is estimated as the received
power by calorimeter at zero stand-off distance. Input power given to the plasma

Fig. 27.5 Schematic diagram of temperature measurement of calorimeter

Fig. 27.6 Temperature profile of copper pipe (diameter 25 mm, length 1 m). a 0 mm stand-off
distance. b 20 mm stand-off distance
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torch is 16.8 kW (420 A, 40 V). Following are estimated from the measured
temperature of the calorimeter:

Average output power of plasma torch = 5.5 kW
Average heat flux at nozzle tip = 109.38 MW/m2

Efficiency of plasma torch = 32.74 %.

Average power of plasma jet normal to the cross-sectional area, as in Fig. 27.9,
at different stand-off distance is shown in Fig. 27.7. It clearly shows that the
incident power at the considered cross section decreases with increasing stand-off
distance.

27.4.1.2 Comparison of Heat Flux of Plasma Jet Crossing Different
Cross-sectional Area Around the Axis of Plasma Jet

In order to estimate heat flux on different area of cross sections, two copper pipes
(calorimeter) of internal diameter 6 and 25 mm are used. These pipes are placed co-
axially at 20, 40, 60, 80,120, 160, 200 and 240 mm stand-off distance. Comparison
of the estimated heat flux of plasma jet is shown in Fig. 27.8.

Heat flux ratio through cross-sectional area of diameter 6 and 25 mm decreases
with increasing stand-off distance. This reveals that distribution of heat flux

Fig. 27.7 Average output
power of plasma torch versus
stand-off distance

Fig. 27.8 Comparison of heat flux between 6-mm-diameter copper pipe and 25-mm copper
calorimeter at different stand-off distances
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becomes uniform with increasing stand-off distance of the cross section. This is
shown in Fig. 27.9.

Total heat loss (radiation and convection) by 20, 40 and 60 mm length of plasma
jet is 0.54, 1.09 and 1.65 kW, respectively, as shown in Figs. 27.7 and 27.9. It
reveals that heat flux incident on the target surface decreases as stand-off distance
increases. Expected error of k-type thermocouple is plus/minus 1 °C. Hence, per-
centage error in measurement of temperature rise of calorimeter is 2.5–7.5. Hence,
inaccuracy of measurement of this experiment is between 2.5 and 7.5 %.

27.4.2 Heat Transferred to Target Surface by Plasma Jet

Copper is used as a target of diameter 25 mm as shown in Fig. 27.3. In order to
estimate heat transferred to the target, it is subjected to plasma jet at different
positions.

Figure 27.10 shows the amount of heat flux incident on the target surface and the
amount transferred to the target. Absorbed heat in the target is the heat transferred
by plasma to the target. To estimate heat flux, heat absorbed in target is divided by
time and area of target surface. Heat flux incident on the target surface is measured
with the help of non-intercepted calorimeter (copper pipe of same cross section) by

Fig. 27.9 Plasma jet profile

Fig. 27.10 Comparison of incident heat flux on target surface and heat transferred to copper target
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putting at the same position. Figure 27.10 clearly shows heat transferred to the
target surface is less than incident on it. This happens due formation of shielding
layer on the target and heat transfer characteristic. Shielding layer prevents heat
transfer from plasma to target surface [14]. In this paper, ratio of heat transfer to the
input power from plasma torch is defined as “torch heat efficiency” (THE). Ratio of
heat transfer to output power of plasma torch is defined as “plasma heat efficiency”
(PHE). Ratio of heat transfer to the target surface to heat incident on the target
surface is defined as “heat transfer effectiveness” (HTE). THE, PHE and HTE
versus stand-off for copper target is shown in Fig. 27.11. PHE is more than THE,
because electrothermal efficiency of plasma torch itself 33 %. HTE is more than
PHE because plasma jet losses heat due to convection and radiation to reach the
target surface. THE, PHE and HTE all are decreased as stand-off distance increases.

27.5 Conclusion

In this paper, heat flux estimation from a plasma jet is presented with the help of
non-intercepted calorimetric method and calorimetric method. Axial power profile
of plasma jet is analysed by non-intercepted calorimetric method. Heat transfer to
target surface is estimated with the help of intercepted calorimetric method. The
principle is based on the measured temperature on the calorimeter (copper pipe) and
on a copper solid target. Non-interception calorimeter (copper pipe) provides the
estimate of heat flux, and interception method (copper solid target) is employed for
estimation of heat transferred from plasma jet to target surface.

Following are observed based on measurement:

• Average heat flux of plasma jet decreases with increasing stand-off distance of
the measurement plane.

• Heat transferred to target surface decreases rapidly as stand-off distance
increases.

• THE, PHE and HTE decreases as stand-off distance increases.
• HTE is more than PHE and PHE is more than THE.

Fig. 27.11 Percentage of heat transferred to copper target
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Chapter 28
A Defaultable Financial Market
with Complete Information

I. Venkat Appal Raju

Abstract We consider a Markov-modulated defaultable Brownian market and price
the defaultable contingent claims with the intensity-based methodology using
the fair price concept under the benchmark approach. We also derive the locally
risk-minimizing hedging strategy for defaultable contingent claims under the
benchmark approach. We assume that the default intensity and the stock price
parameters are modulated by a Markov process. The recovery processes are assumed
to have random payments at default time as well as at the maturity of the claims.

28.1 Introduction

In this paper, our goal is to price and hedge defaultable contingent claims, using
benchmark approach under the reduced-form methodology of credit risk modeling.
Credit risk is the risk associated with any kind of credit-linked event, such as
changes in the credit quality, variations of credit spreads, and the default event.
Here, we consider only the default event for our modeling of credit derivatives,
i.e., the default risk. A default risk is a possibility that a counterparty in a financial
contract will not fulfill a contractual commitment to meet its obligation stated in the
contract. If default occurs, the creditor will only receive the amount recovered from
the debtor, called recovery payment. There are two kinds of recovery payoffs: one
recovery payoff Z at the time of default if default occurs prior to or at the maturity
date T, and the recovery payoff at time T if default occurs prior to or at the maturity
date T. Naturally, one of the recovery payoffs occurs in the real market. But to
generalize the model, we consider both together.

The modeling of credit risk may be divided into two broad classes: structural
models and reduced-form models. In the former approach, the total value of the
firm’s assets is directly used to determine the default event, which occurs when the
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firm’s value falls through some boundary. The random time of default is announced
by an increasing sequence of stopping times. By contrast, in the latter approach, the
firm’s value process either is not modeled at all, or it plays only an auxiliary role of
a state variable. The default time is modeled as a stopping time that is not pre-
dictable; the default event thus arrives as a total surprise. They are called reduced
form since they are abstracted from the explicit economic reasons for the default,
i.e., they do not induce the asset–liability structure of the firm to explain the default
as in a structural model approach. Rather, reduced-form models use debt prices as a
main input to model the bankruptcy process. Default is modeled by a stochastic
process with an exogenous default intensity as hazard rate which we consider to be
modulated by a Markov process X. The Markov process X is modeled as a finite-
state Markov chain.

The classical Black–Scholes formula for option pricing is based on a geometric
Brownian motion model to capture the price dynamics of the underlying security.
The parameters involved in the model are assumed to be deterministic constants. It
is well known, however, that the Black–Scholes model fails to reflect the stochastic
variability in the market parameters. Another widely acknowledged shortfall of this
model is its failure to capture what is known as “volatility smile.” We consider a
regime-switching model, which stems from the need of more realistic models that
better reflect random market environment. The market regime could reflect many
scenarios starting from the state of the underlying economy, general mood of
investors in the market, and to other economic factors. Therefore, along with the
default intensity, we also suppose that the stock price parameters are modulated by
the Markov process X. The regime-switching model was first introduced by
Hamilton [9] to describe a regime-switching time series. Di Masi et al. [5] discuss
mean–variance hedging for European option pricing under the regime-switching
model. Raju and Selvaraju [15] used the benchmark approach to price European
options under a regime-switching model.

Due to the additional randomness in the market, i.e., the default process and the
Markov process, the market is incomplete. To date, there is no clear agreement in the
literature about the appropriate approach to the pricing of derivatives subject to
credit risk. In the risk-neutral method, there will be more than one martingale
measures and there have been different approaches introduced in literature to choose
an appropriate martingale measure, such as the minimal entropy martingale measure,
the minimal martingale measure. Biagini and Cretarola [2] have used minimal
martingale measure approach to price the defaultable contingent claims. For credit
risk, however, it is not clear what the appropriate pricing measure should be, or even
if such a pricing measure can actually be found. Furthermore, it has been demon-
strated in Heath and Platen [10] that any realistic parsimonious financial market
model is unlikely to have an equivalent risk-neutral martingale measure. Even if an
appropriate risk-neutral martingale measure exists, the H-hypothesis may not be
stable under the measure transformation. So to remove all these limitations, in the
present paper, we consider the defaultable contingent claim beyond the standard
risk-neutral approach. Using the growth optimal portfolio (GOP) as numeraire,
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defaultable claims are priced under real-world probability measure itself (for more
detail on benchmark approach see, Platen [14]).

The paper is structured as follows: In Sect. 28.2, we introduce the general setup of
the defaultable market that we are going to analyze in this paper. In Sect. 28.3, first
we introduce the GOP. Using GOP as numeraire, we derive the price and the locally
risk-minimizing hedging strategy for the defaultable claims with the assumption that
the stock price process and the default time are mutually independent with each
other.

28.2 The Model

Let ðX; F; �F ¼ fFt; t 2 ½0; T �g; PÞ be a complete filtered probability space
with the usual assumptions of right-continuous filtration. We assume that F ¼ FT

where T > 0 is a fixed time horizon, with historical (or market or real-world)
probability measure P. We consider defaultable state of the firm as described by the
process H ¼ fHtgt� 0 with Ht ¼ Ifs� tg where the stopping time s : X ! Rþ is a
nonnegative random variable indicating the default time of the firm and I is an
indicator function, taking the value 1 if the event happens, otherwise 0. For con-
venience, we assume that Pfs ¼ 0g ¼ 0 and Pfs[ tg[ 0 for any t 2 Rþ. The
model is driven by a factor process X ¼ fXtgt� 0, modeled as a finite-state Markov
chain with state space S ¼ f1; 2; . . .; kg where k is a positive integer. Denote by
Q ¼ fqi;jðtÞ; i; j 2 S; t� 0g the generating matrix of the Markov process. As in [1],
we consider the martingale representation of the Markov process Xt given by

Xt ¼ X0 þ
Z t

0

Qðs;XsÞdsþMX
t ; t� 0: ð28:1Þ

In the representation (28.1), Q : ½0; T � � S ! R is defined in a natural way as

Qðs; iÞ ¼
X
j2S

qi;jðsÞj;

for ðs; iÞ 2 ½0; T� � S and MX ¼ fMX
t gt� 0, is an FS;X-martingale. The default time

s has F-adapted intensity kðXtÞ where kð�Þ is given deterministic function. Then,
MH

t ¼ Ht �
R t
0 kðXsÞds is a FH-martingale. In this setup, the process fX;Hg is

jointly Markov.
We analyze market under the consideration that all factors that drive the market

are observable. Here, FS, FH , and FX indicate the filtration generated by the
stock price process S ¼ fStgt� 0, the default process H ¼ fHtgt� 0, and Markov
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process X ¼ fXtgt� 0, respectively. We consider two primary security accounts
S and B. B is a riskless asset given by the differential equation

dBt ¼ Btr dt; ð28:2Þ

where the constant r is the risk-free rate. S satisfies the stochastic differential
equation (SDE)

dSt ¼ StðaðXtÞdt þ rðXtÞdWtÞ; ð28:3Þ

with a Brownian motion W ¼ fWtgt� 0, independent of X. Here, að�Þ and rð�Þ are
given deterministic functions of X. For the sake of simplicity, we consider r = 0,
i.e., Bt ¼ 1 for all t� 0. The consideration implies that all the price processes that
are going to be considered are discounted one.

Let F stands for the (right-continuous) cumulative conditional distribution
function of s for given information about the stock price process S and Markov
process X up to the present time, i.e., Ft ¼ Pfs� tjFS;X

t g for every t 2 Rþ. The
survival function G of s is defined by the formula: Gt ¼ 1� Ft ¼ Pfs[ tjFS;X

t g
for every t 2 Rþ. We also introduce the Rþ _ fþ1g-valued hazard process
Ct ¼ �logfGtg. F represents the global filtration to which all processes are
adapted, and throughout the paper, we work under the real-world probability
measure P, without any kind of measure transformations. We consider that the
investor has the filtration F. Specifically, we consider F ¼ FS _FX _FH , i.e.,
the filtration generated by the stock price process, the Markov process, and the
default process.

If the martingale nature of any stochastic process remains invariant under the
extension of a filtration, then we say that the H-hypothesis holds. In the next section,
we consider processes that independent with each other, so the H-hypothesis holds
by default. In the subsequent sections, we analyze the market under the consideration
that the stock price process and the default time are dependent with each other. In
such scenarios, the H-hypothesis may or may not hold and we consider both these
cases and derive the price and the hedging strategy.

28.3 Pricing and Hedging

In this section, we consider W ¼ fWtgt� 0 to be independent of H. The market
participants can form self-financing portfolios with primary security accounts as
constituents. A portfolio value Vp

t at time t� 0 is described by the ratio pt of the
wealth held in the risky asset St and the ratio 1� pt in riskless asset Bt. For
simplicity, assume that the units of the nondividend paying primary security
accounts are perfectly divisible and that for all t� 0, the value pt for any given
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strategy p ¼ fptgt� 0 depends only on information available at time t. p is called a
self-financing strategy if the corresponding wealth process satisfies the SDE

dVp
t ¼ Vp

t ð1� ptÞ dBt

Bt
þ pt

dSt
St

� �
ð28:4Þ

for t 2 ½0; T �; where Vp
0 ¼ v0 is the initial wealth. Investor chooses the portfolio

strategy pt at time t based on his observation of prices up to the current time t, for
t 2 ½0; T �. The set of admissible strategies is given by

U ¼ p : ½0; T � ! R j p is F� adapted and
ZT
0

p2sds\1
8<
:

9=
;: ð28:5Þ

The GOP was originally introduced by Kelly [11] and latter analyzed by Platen
[13]. It is the portfolio which maximizes the expected logarithmic growth of the
portfolio wealth over all finite time intervals.

Definition 3.1 For a pair of stopping times s1 � 0; s1 � s2, the GOP p� 2 U is a
self-financing strategy which is a solution of the problem

sup
p2U

E log
Vp
s2

Vp
s1

 !
jFs1

 !
;

where Eð�jFsÞ indicates the conditional expectation given complete information
about the market till time t� 0.

In a continuous setting, the existence of a GOP implies no arbitrage in the strong
sense of Platen [13]. GOP enjoys the numeraire property, i.e., a price process
dominated by the wealth process of the GOP will be a supermartingale, (see
Christensen and Platen [4]). In the sequel, we use the term GOP for both the
portfolio strategy p� and its wealth process Vp�

Definition 3.2 A process p0 2 U is called a numeraire portfolio if, for every p 2 U,
the relative wealth process Vp

Vp0 is a supermartingale.

The term “numeraire portfolio” was introduced by Long [12]. He, after defining
it as a portfolio p0 that makes Vp

Vp0 a martingale for every portfolio p, went on to show
that this requirement is equivalent, under some additional assumptions, to the
absence of arbitrage for discrete-time models.

The unique GOP, Vp�
t , for the model we consider satisfies the SDE

dVp�
t ¼ Vp�

t hðXtÞðhðXtÞdt þ dWtÞ; ð28:6Þ

for all t� 0 with Vp�
0 ¼ 1 (see, Raju and Selvaraju [15] ). Here, hðXtÞ indicates the

market price of diffusion risk modulated by the Markov process.

28 A Defaultable Financial Market with Complete Information 323



The direct observation of the GOP by the formula (28.6) allows us to generalize,
in a practical way, the well-known arbitrage pricing theory (APT). Under the
benchmark approach introduced by Platen [14], one can use the GOP Vp� as
numeraire along the lines of Long [12].

In the sequel, we use the GOP as numeraire or benchmark and call a price
process Â ¼ fÂtgt� 0 benchmarked price process if the price process A ¼ fAtgt� 0

is expressed in units of GOP. The benchmarked values are supermartingales, and in
the set of all supermartingale price processes that matches a given future payoff, the
martingale is the one with the minimal value.

Definition 3.3 A price process is called fair when it forms a martingale when
benchmarked.

In practice, it appears that fair pricing is appropriate for determining the com-
petitive price of a contingent claim and it allows us to price a claim without using
the risk-neutral martingale measure.

Definition 3.4 The fair price Pt at time t 2 ½0; T� of an FT -measurable contingent
claim PT payable at a maturity time T is defined by the fair pricing formula

Pt ¼ E
Vp�
t

Vp�
T
PT jFt

� �
:

The market model we have considered is incomplete, as we have only one
tradable risky asset and three independent random processes. Even in incomplete
markets, fair prices are uniquely determined. Under the existence of a minimal
equivalent martingale measure (see, Föllmer and Schwiezer [7]), fair prices have
been shown to correspond to locally risk-minimizing process (see, Raju and Sel-
varaju [15]).

In next section, we use the reduced-form models for pricing the derivatives in the
presence of credit risk, which are also known as hazard rate models or intensity-
based models.

28.3.1 Reduced-Form Valuations

Bielecki and Ruthkowski [3], Elliott et al. [6], Frey and McNeil [8], and many
others have used the reduced-form methodology for pricing the contingent claims.
The main tool in this approach is an exogenous specification of the conditional
probability of default, given that default has not yet occurred.

We fix a finite horizon date T > 0, and we consider F-adapted processes

• the promised contingent claim Y representing the firm’s liabilities to be
redeemed at time T,
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• the recovery claim �Y , which represents the recovery payoff received at time T, if
default occurs prior to or at the maturity date T,

• the recovery process Z ¼ fZtgt� 0, which specifies the recovery payoff at time of
default, if it occurs prior to or at the maturity date T.

If default occurs after time T, the promised claim Y is paid in full at time
T. Otherwise, depending on the adopted model, either the amount Zs is paid at
default time s, or the amount �Y is paid at the maturity date T or both. Most practical
situations deal with only one type of recovery payoff, i.e., either �Y ¼ 0 or Z = 0. But
here, we consider the general setting, i.e., simultaneously both kinds of recovery
payoff exist, and thus, the defaultable claims formally defined as a quadruple
DCT ¼ ðY ; �Y ; Z; sÞ:

The financial interpretation of the components of a defaultable claim, that we are
going to analyze, is clear from the definition of total cash flow Dt up to time
t 2 ½0; T � given by

Dt ¼ YIfs[ TgIft¼Tg þ YIfs� tgIft¼Tg þ ZsIfs� tg: ð28:7Þ

Definition 3.5 The benchmarked value D̂ ¼ fD̂tgt� 0 of the total cash flow
D ¼ fDtgt� 0, which is Ft-measurable, is given as

D̂t ¼ Y
Vp�
T
Ifs[ TgIft¼Tg þ Y

Vp�
T
Ifs� tgIft¼Tg þ Zs

Vp�
s

Ifs� tg; t 2 ½0; T � ð28:8Þ

The benchmarked value of the cash flow between the time interval ½t; T � is given by

D̂½t;T � ¼ D̂T � D̂t ¼ Y
Vp�
T
Ifs[ Tg þ

�Y
Vp�
T
Ifs� tg þ

ZT
t

Zu
Vp�
u
dHu ¼ D̂T �

Z t

0

Zu
Vp�
u
dHu;

ð28:9Þ

where
R T
t f ðuÞdHu ¼ f ðsÞIft\s�Tg ¼ f ðsÞIfs� tg � f ðsÞIfs� tg and t < T. From

Definitions 3.4 and 3.5, we obtain the fair pricing formula as given below.

Proposition 1 For a defaultable claim DCT ¼ ðY ; �Y ; Z; sÞ; the fair price at time
t 2 ½0; T � is given by the fair pricing formula

Pt ¼ Vp�
t P̂t; ð28:10Þ

where the corresponding fair, benchmarked defaultable claim price process
P̂ ¼ fP̂sgs2½0;T � has the value
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P̂t ¼ EðD̂½t;T �jFtÞ ¼ EðD̂T jFtÞ � Zs
Vp�
s

Ifs� tg: ð28:11Þ

If we add the benchmarked fair price process P̂ ¼ fP̂tgt2½0;T � with the cash flow

up to the given time, i.e., P̂t þ Zs
Vp�
s
Ifs� tg, it is an F-martingale, from (28.11). The

seller of claim always tries to hedge the risk he is going to face in future due to the
market uncertainty. In next section, we try to hedge the defaultable claim.

28.3.2 Hedging

As we have considered that all the market factors cannot be traded, the market is
incomplete. There will not be any self-financing hedging strategy to replicate the
contingent claims. Several different approaches have been developed in the litera-
ture for hedging in incomplete markets, such as utility indifference method,
mean–variance hedging, locally risk-minimizing hedging. Here, we use the locally
risk-minimizing hedging introduced in Föllmer and Schweizer [7]. Biagini and
Cretarola [2] for the first time used the locally risk-minimizing method to the
pricing and hedging of defaultable derivatives under the risk-neutral measure. They
considered the particular case of a default put option with random recovery rate and
solve explicitly the problem of finding the pseudo-locally risk-minimizing strategy
and the portfolio with minimal cost with the minimal martingale measure. We wish
to find a portfolio “with minimal cost” that perfectly replicates DCT according to
the locally risk-minimizing criterion under the real-world probability measure.

Definition 3.6 For the payment stream D ¼ fDtgt2½0;T � given by (28.7) the

cumulative cost process CDðpÞ ¼ fCD
t ðpÞgt2½0;T � of a strategy p is

CD
t ðpÞ ¼ Dt þ Vp

t �
Z t

0

Vp
s ps
Ss

dSs; ð28:12Þ

p is called self-financing if CDðpÞ is constant and mean self-financing if CDðpÞ is
F-martingale. p is called 0-achieving if Vp

T ¼ 0. The risk process RDðpÞ ¼
fRD

t ðpÞgt2½0;T � of p is

RD
t ðpÞ ¼ EððCD

T ðpÞ � CD
t ðpÞÞ2jFtÞ:

From Definition 3.6 and (28.11) and the martingale property of a benchmarked,
fair, replicating wealth process, we directly obtain the following result.
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Proposition 2 For the given payment stream D, if VpD is the replicating wealth
process, then it must have the value

VpD
t ¼ Pt;

at time t 2 ½0;T�, with Pt satisfying the fair pricing formula (28.11).

The question now is how to reduce the intrinsic risk which arises due to the
incompleteness of the market.

The quantity CD
t ðpÞ describes the cumulative cost on ½0; t� from paying

according to D and trading according to p, (for more detail see Schweizer [16]). He
has proved that if S satisfies the structural condition and if the mean–variance trade-
off process is continuous, which is true in this model, then the existence of p locally
risk-minimizing strategy for D is equivalent to a strategy p which is 0-achieving
and mean self-financing and the cost process CDðpÞ is strongly orthogonal to
W. Schweizer derived the link between locally risk-minimizing and the Follmer–-
Schweizer decomposition.

Definition 3.7 AnFT -measurable random variableDT admits a Follmer–Schweizer
decomposition if it can be written as

DT ¼ D0 þ
ZT
0

/D
s dSs þ LDT ; P� a:s:; ð28:13Þ

where D0 is F0-measurable, /D ¼ f/D
t gt� 0 is such that the corresponding pD ¼

fpDt ¼ /D
t St

VpD
t

gt� 0 is in U, and the process LD ¼ fLDt gt� 0 is a right-continuous

square-integrable martingale null at 0 and strongly orthogonal to W .

Proposition 3 A payment stream D admits a locally risk-minimizing strategy if and
only if DT admits a Follmer–Schweizer decomposition. In that case, the locally risk-
minimizing strategy p is given by

pt ¼ /D
t St
VD
t

; t 2 ½0; T �;

with

VD
t ¼ D0 þ

Z t

0

/D
s dSs þ LDt � Dt ð28:14Þ
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and the mean self-financing cost process is

CD
t ðpÞ ¼ D0 þ LDt :

Let us consider a 0-achieving strategy p for D, with cost process CDðpÞ satis-
fying the SDE

dVp
t ¼ Vp

t pt
dSt
St

þ dCD
t ðpÞ � dDt:

Its benchmarked value is

dV̂p
t ¼ V̂p

t ðptrt þ hðXtÞÞdWt þ dCD
t

Vp�
t

� dDt

Vp�
t

: ð28:15Þ

So now on our aim will be to derive the Follmer–Schweizer decomposition of
the claim to get the risk-minimizing hedging strategy. In next proposition, we
derive representation for an F-martingale process.

Proposition 4 Let K be aFT -measurable and integrable random variable. Then, the
F-martingale MK ¼ fMK

t ¼ EðKjFtÞgt2½0;T � admits the following representation

MK
t ¼ MK

0 þ
Z t

0

nKs dWs þ
Z t

0

fKs dM
X
s þ

Z0
t

cKs dM
H
s ;

where nK , fK and cK are F-predictable stochastic processes. Moreover, all the
right-hand-side martingale terms are orthogonal with each other.

Proof As in Bielecki and Rutkowski [3], we can consider the FT -measurable
random variable of the form K ¼ ð1� HsÞZ for some s� T and some FS;X-
measurable random variable Z. We can write

K ¼ ð1� HsÞZ ¼ ð1� HsÞeCs ~Z ¼ Ls~Z

where ~Z ¼ Z
eCs is an FS;X

T -measurable, integrable random variable. From martingale

representation theorem, the FS;X-martingale can be written as

Ut ¼ Eð~ZjFS;X
t Þ ¼ Eð~ZÞ þ

Z t

0

nudWu þ
Z t

0

fudM
X
u
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Now from Itô’s formula,

K ¼ L0U0 þ
ZT
0

Lt�dUt þ
ZT
0

Ut�dLt þ ½L;U�s

¼ L0U0 þ
ZT
0

Lt�ntdWt þ
ZT
0

Lt�ftdMX
t þ

ZT
0

Ut�dLt:

So the asserted formula holds, with the processes nKt ¼ ntLt�, f
K
t ¼ ftLt� and

cKt ¼ UtI½0;s�. The orthogonality can be shown easily. h

From (28.11) and Preposition 4, there exists F-predictable processes U1;U2;
and U3 such that

P̂t þ Zs
Vp�
s

Is� t ¼
Z t

0

U1ðuÞdWu þ
Z t

0

U2ðuÞdMX
u þ

Z t

0

U2ðuÞdLu ð28:16Þ

i.e.,

P̂t ¼
Z t

0

U1ðuÞdWu þ
Z t

0

U2ðuÞdMX
u þ

Z t

0

U2ðuÞdLu þ
Z t

0

Zu
Vp�
u
dHu ð28:17Þ

and

dP̂t ¼ U1ðtÞdWt þ U2ðtÞdMX
t þ U3ðtÞdLt þ Zt

Vp�
t
dHt: ð28:18Þ

If we compare (28.15) and (28.18), we will get the required values of risk-
minimizing hedging strategy p and the mean self-financing cost process CDðpÞ;

pt ¼
U1ðtÞ
V̂t

� hðXtÞ
rt

dCD
t ðpÞ ¼ Vp�

t ðU2ðtÞdMX
t þ U3ðtÞdLtÞ:

Now, we try to derive the predictable terms Ui; for i 2 f1; 2; 3g; more explicitly.
From (28.8), we have

EðD̂T jFtÞ ¼ EðŶð1� HTÞ þ b�YHT þ ẐsHT jFtÞ: ð28:19Þ
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Let b�Y ¼ hðs ^ TÞŶ where hðs ^ TÞ 2 ½0; 1Þ is the recovery rate at the maturity
and is a fraction of the claim which has to be paid at maturity if there is no default
prior or at maturity T . Then,

EðD̂T jFtÞ ¼ EðŶðð1� HTÞ þ hðs ^ TÞHTÞjFtÞ þ EðẐsHT jFtÞ
¼ EðŶ jFtÞEð1þ ðhðs ^ TÞ � 1ÞHT jFtÞ þ EðẐsHT jFtÞ:

Here, EðŶ jFtÞ is an FS;X-adapted martingale and admits the decomposition

EðŶ jFtÞ ¼ cþ
Z t

0

nsdWs þ
Z t

0

fsdM
X
s : ð28:20Þ

We can write 1þ ðhðs ^ TÞ � 1ÞHT ¼ f ðsÞ for some integrable Borel function
f : Rþ ! ½0; 1�; by Proposition 4.3.1 of [3], we have

Eð1þ ðhðs ^ TÞ � 1ÞHT jFtÞ ¼ ch þ
Z t

0

~f ðsÞdMH
s ; ð28:21Þ

where ch ¼ Eðf ðsÞÞ and the function ~f : Rþ ! R is given by the formula

~f ðtÞ ¼ f ðtÞ � eCtEðIfs[ Tgf ðsÞÞ:

It remains to find the representation for EðẐsHT jFtÞ. From [3], it can be
decomposed as

EðẐsHT jFtÞ ¼ HtEðẐsHT jFS;X
t _FH

T Þ þ ð1� HtÞeCt Eðð1� HtÞẐsHT jFS;X
t Þ

¼ HtẐs þ ð1� HtÞeCtEð
ZT
t

Ẑue�CudCujFS;X
t Þ

¼ HtẐs þ Ifs[TgQt; ð28:22Þ

where

Qt ¼ eCtE
ZT
t

Ẑue�CudCujFS;X
t

0
@

1
A

¼ eCt E
ZT
0

Ẑue�CudCujFS;X
t

0
@

1
A�

Z t

0

Ẑue�CudCu

0
@

1
A:
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Then,

dQt ¼ QtdCt þ eCt ½dmt � Ẑte�CtdCt�
¼ ½Qt � Ẑt�dCt þ eCtdmt;

with FS;X
t -martingale mt ¼ EðR T0 Ẑue�CudCujFS;X

t Þ: Therefore, we have

Qt ¼ m0 þ
Z t

0

eCsdms þ
Z t

0

ðQs � ẐsÞdCs: ð28:23Þ

Furthermore, since Q is continuous

Ifs[TgQt ¼ m0 þ
Zt^s
0

dQu � Ifs� tgQs

¼ m0 þ
Zt^s
0

eCsdms þ
Zt^s
0

ðQs � ẐsÞdCs �
Z t

0

QsdHs

¼ m0 þ
Zt^s
0

eCsdms �
Z t

0

QsdMH
s �

Zt^s
0

ẐsdCs:

Consequently, we can rewrite (28.22) as follows:

E½ẐsHT jFt� ¼ m0 þ
Zt^s
0

eCsdms �
Z t

0

QsdMH
s �

Zt^s
0

ẐsdCs þ HtẐs

¼ m0 þ
Zt^s
0

eCsdms þ
Z t

0

ðẐs � QsÞdMH
s : ð28:24Þ

As m is an FS;X-martingale, it will have the decomposition

mt ¼ m0 þ
Z t

0

n0sdWs þ
Z t

0

f0sdM
X
s ; ð28:25Þ
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for some FS;X-predictable processes n0 and f0. Hence,

E½ẐsHT jFt� ¼ m0 þ
Zt^s
0

eCsn0sdWs þ
Zt^s
0

eCsf0sdM
X
s þ

Z t

0

ðẐs � QsÞdMH
s : ð28:26Þ

Finally, the decomposition of EðD̂jFtÞ is

EðD̂T jFtÞ ¼ cch þ m0 þ
Z t

0

ðchns þ Ifs� sgeCsn0sÞdWs

þ
Z t

0

ðchfs þ Ifs� sgeCsf0sÞdMX
s

þ
Z t

0

ðc~f ðsÞ þ ðẐs � QsÞÞdMH
s : ð28:27Þ

Proposition 5 The 0-achieving locally risk-minimizing portfolio for DCT is given by

Vp
t ¼

Z t

0

U1
udSu þ CD

t ðpÞ � Dt; ð28:28Þ

where the locally risk-minimizing strategy is

U1 ¼ Vp
t pt
St

;

with

pt ¼
ðchnsþIfs� sgeCsn

0
sÞ

V̂p
t

� hðXtÞ
rt

;

and the mean self-financing cost is

CD
t ðpÞ ¼ CD

0 ðpÞ þ
Z t

0

Vp�
s ðchfs þ Ifs� sgeCsf0sÞdMX

s

þ
Z t

0

Vp�
s ðc~f ðsÞ þ ðẐs � QsÞÞdMH

s :

Proof If we compare the Eqs. (28.15) and (28.27), we get the required result. h
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28.4 Conclusion

We have used the numeraire change approach, the benchmark approach, for pricing
the defaultable claim. A pricing formula has been derived for a model, where
parameters are modulated by a Markov process. Total cash flow has been defined
for the defaultable claim and benchmark fair price formula has been given. Using
the martingale representation, we have derived the formula for the hedging strategy
which may be computed numerically by setting up a suitable simulation-based
experiment as in the work of Tebaldi [17].
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Chapter 29
Application of Voltage Source Converter
for Power Quality Improvement

Bhim Singh, Sabha Raj Arya, Chinmay Jain, Sagar Goel,
Ambrish Chandra and Kamal Al-Haddad

Abstract This article presents an application of a four-leg voltage source converter
(VSC) in a distribution network for the mitigation of power quality problems such
as burden reactive power, unbalanced load, waveform distortion, and flow of high
neutral currents. Fast and accurate compensation depends upon the used control
algorithm for estimation of fundamental load currents. Classical theory-based
enhanced phase-locked loop (EPLL) control algorithm is applied for estimation of
fundamental components of distorted load current. In this algorithm, extracted
fundamental load current components are applied for extraction of reference supply
currents. The VSC is controlled using a digital signal processor (DSP) for imple-
mentation of control algorithm for the compensation of reactive linear and nonlinear
loads. Test results on a developed VSC-based system are presented to prove the
functions for improving the power quality.
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29.1 Introduction

The voltage source converter (VSC) is generally used for mitigation of power
quality problems [1]. Due to development of self commutating power semicon-
ductor devices, the decrease of the cost and advancement in processor technology,
its application in the area of power conversion is continuously increasing. Appli-
cation of VSC includes the area of power quality [2], HVDC system and FACTs
devices [3], and electric drives system [4]. In general, VSC is used for mitigation of
power quality problem as an active filter or distribution static compensator
(DSTATCOM) in distribution system [5]. Power electronic-based loads such as
ac/dc converters, ac controllers, and switch mode power supplies are considered as
harmonics generating source due to switching and nonlinear behavior of used
semiconductor devices [6]. Zeng et al. [7] have reported review on application of
VSC in grid-integrated renewable power generation system such as wind, solar, and
their control algorithms. In these VSC applications, it works as a power quality
conditioner. Medina et al. [8] have discussed basic technique for harmonics analysis
in power conversion technology and developed frame of reference for frequency,
time, and frequency-time bases. Lin et al. [9] have discussed neutral point-clamped
VSC for shunt connected compensator. It has multi-functions such as power factor
regulator and active filter and if both are connected then it works as integrated
power quality compensator. Some of other topologies of VSC for power quality
improvement are six switches VSC with single capacitor and midpoint capacitor,
four-leg VSC in the application of low- and high-voltage supply system, and
isolated topology such as three legs with star/star-delta system [10]. Jain et al. [11]
have discussed implementation issue of active filter for harmonics compensation
and design of proportional integral (PI) controller gains. Recently, one new
application of VSC is reported on electric vehicle charging station [12].

In all these applications, the control of VSC is another factor to get desired
performance. So selection of control algorithm is also one of the criteria to get fast
response of VSC. Hsieh and Hung [13] have discussed a review on phase-locked
loop (PLL) techniques in the area of control system. It can be in form of analog as
integrated circuits (ICs) or digital processor. Singh and Sharma [14] have discussed
implementation of voltage frequency controller using EPLL control algorithm in
wind energy system. Saez et al. [15] have discussed implementation of FPGA-based
system in the application of grid synchronization. It is based on various delay
cancelation, generalized integrator, and PLL. Main advantages are improved sample
rate and parallel processing to get information related to magnitude, phase, and
frequency of generated harmonics. Enhanced phase-locked loop (EPLL) is also an
improved version of PLL, and it is adaptive with supply voltage variation and
performance not affecting due to double frequency ripples [16]. It is also reported in
many other applications such as three-wire active filter and distributed generation
system. Ghartemani and Ziarani [17] have discussed mathematical analysis, struc-
ture, and tuning guide lines of EPLL internal constants.
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In this article, a four-leg VSC is used for power quality improvement employing
EPLL control algorithm. It is designed as a compensator to compensate power
quality problems such as load reactive power, load balancing, harmonics elimina-
tion, and neutral current under balanced and unbalanced loads.

29.2 VSC System Configuration

A four-leg VSC connected to grid supply system is presented in Fig. 29.1. The
supply system is feeding to consumer loads. It consists of self commutating
semiconductor devices and a capacitor on the DC bus. Other supporting elements of
this system are interfacing inductors (Lf), neutral inductor (Ln), and ripple filters.
Ripple filter is a series arm of capacitor (Cf) and a resistor (Rf). It is connected at
common coupling position for filtering action of noise due to switching. The
compensating currents (iCa, iCb, iCc) are supplied by VSC to cancel out harmonics/
reactive power components of load currents and to maintain balanced supply cur-
rents under unbalanced loads.

vdc

ica icb icc

iLa
iLb
iLc

isb

isa

isc

isa

AC
Mains

Four Leg  VSC

Zs

C dc

vpa vpb iLa iLb iLc
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b
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c

Signal Processing 
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C f
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R f
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Fig. 29.1 Four-leg VSC-based system
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29.3 Control Algorithm of VSC

The formulation of control algorithm is demonstrated in Fig. 29.2. It is based on
advanced PLL considered as EPLL. Basic mathematical formulation for extraction
of reference supply currents is described as:

29.3.1 Voltage Unit Templates

After sensing three-phase PCC voltages, these are converted into phase voltage (vpa,
vpb, vpc).

The amplitude of PCC voltages (Vt) is estimated as [14],

Vt ¼
2ðv2pa þ v2pb þ v2pcÞ

3

 !0:5

ð29:1Þ

It is processed through low-pass filter (LPF).
Inphase (sine) unit templates of PCC voltages are estimated as,

sin hspa ¼ vpa
Vt

; sin hspb ¼ vpb
Vt

; sin hspc ¼ vpc
Vt

ð29:2Þ
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Fig. 29.2 Block diagram of EPLL-based control algorithm
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From above equation, the quadrature unit templates (cos) are arranged as,

cos hsqa ¼
� sin hspb þ sin hspc
� �

ffiffiffi
3

p

cos hsqb ¼
3 sin hspa þ sin hspb � sin hspc
� �

2
ffiffiffi
3

p

cos hsqc ¼
�3 sin hspa þ sin hspb � sin hspc
� �

2
ffiffiffi
3

p

ð29:3Þ

29.3.2 Fundamental Active Power Components and Average
of Load Currents

EPLL is applied for estimation of fundamental frequency active power components
of sensed load currents in each phase of three-phase connected loads. It is fed by
distorted current as an input signal. In phase ‘a,’ distorted signal and estimated
fundamental components are represented as ‘iLa’ and ‘iLfa,’ respectively. Difference
between these two components is written in form of error components as ‘iea.’
Performance of used EPLL depends upon the value of internal constants. In this
implementation, selected value of internal constants of EPLL γ1, γ2, and γ3 are 18, 9,
and 1.5, respectively. Guidelines for selection of these constants are described in
[14, 16, 17]. Similar procedure is used in other phases for extraction of fundamental
components of load currents. For estimation of the peak magnitude of the funda-
mental active power component of load currents, same phase of the PCC phase ‘a’
voltage (vsa), a zero crossing detector (ZCD1), quadrature unit template (cos θaq),
and sample and hold block (SHC1) are used as shown in Fig. 29.2. Output of
sample and hold block (OSHC1) is considered as amplitude of phase ‘a’ fundamental
active power component of load current (iLpa). Similarly, amplitude of fundamental
active power component of other two phases (iLpb and iLpc) is also extracted.
Average amplitudes of these extracted three-phase components are written as,

iLps ¼ 1
3

iLpa þ iLpb þ iLpc
� � ð29:4Þ

29.3.3 Amplitude of Active Power Component of Reference
Supply Currents

A PI voltage controller is placed for control of DC bus voltage of VSC and its
output is considered as a loss components of VSC. It is denoted as icp. An addition
of required active power component of current for DC bus of the VSC and average
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magnitude of active power components of load currents is taken as amplitude of
active power component of the reference supply current (ispt). It is written as
follows:

Ispt ¼ icp þ iLps ð29:5Þ

29.3.4 Reference Supply Currents and Gating Signals

Reference supply currents are calculated using amplitude of active power compo-
nents of currents and voltage templates. These are formulated as follows:

i�sa ¼ Ispt sin hap; i�sb ¼ Ispt sin hbp; i�sc ¼ Ispt sin hcp ð29:6Þ

Difference between sensed supply currents (isa, isb, isc) and reference supply
currents (isa

* , isb
* , isc

* ) is considered as current errors components (ieabc), and these
errors are used for gating pulse generation of three leg of used four-leg VSC.
Sensing of neutral current is required for generating of fourth-leg gating signals.
After sensing supply neutral current (isn), it is compared with reference neutral
current (isn

* = 0). In the next step, estimated neutral current error component is used
gating pulse generation for fouth leg of VSC.

29.4 Results and Discussion

A prototype of VSC system is developed for experimental analysis. It is also known
as DTATCOM. An EPLL-based control algorithm on VSC system is analyzed
using a DSP (dSPACE 1103). It is tested under linear and nonlinear loads for
suppression of power quality problem. The detailed data of VSC-based shunt
compensator are provided in Appendix.

29.4.1 Performance of VSC System Under Linear Loads

Figure 29.3a–f shows the recorded waveforms at end of supply currents (isa, isb, isc)
and load current (iLa, iLb, iLc) with PCC voltage (vab) under linear loads in steady
state condition. Supply power (Ps), load power (PL), and VSC output power (Pc)
are shown in Fig. 29.3g–i. The levels of supply and load power factor are 0.98
(lagging) and 0.86 (lagging), respectively. After compensation, supply neutral
current is presented in Fig. 29.3j which is under limit.

Figure 29.4a, b shows the recorded CRO waveform of supply currents (isa, isb,
isc) and load currents (iLa, iLb, iLc) with respect to supply voltages (vab) under
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unbalanced load. Phase ‘a’ supply current (isa), supply neutral current (isn), and load
current (iLn) are shown in Fig. 29.4c where supply neutral current is very less
compared to load neutral current (iLn). Variation of dc bus voltage (vdc) with supply
current (isa), compensator current (iCa), and load current (iLa) is shown in Fig. 29.4d

Fig. 29.3 Performance of VSC system under linear loads in steady state condition a–c isa, isb, isc.
d–f iLa, iLb, iLc. g–i Per phase PS,PL and PC. j isn
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where nature of compensator can be observed just after load removal and before it.
These test results show acceptable performance of VSC as a compensator.

29.4.2 Performance of VSC System Under Nonlinear Loads

Figure 29.5a–f shows the waveforms of supply currents (isa, isb, isc) with respect to
PCC voltages (vab) and their harmonic spectra where the total harmonic distortions
(THD) of three-phase supply currents are 3.3, 2.8, and 3.9 %, respectively. Same
time supply reactive power is also reduced which is shown in Fig. 29.5g. Waveform
of supply neutral current (isn), harmonic spectrum of supply voltage (vab), load
current (iLa), harmonic spectrum of load current (iLa), and load power is shown in
Fig. 29.5i–l. Nature of three compensator currents, compensator power, and load

vab

isa La

isb

isc

vab

i

iLb

iLc

Removal of loadsRemoval of loads

vab

isa

iLn

isn

Removal of loads iLa

vdc

isa

iCa

Removal of loads

(a) (b)

(d)(c)

Fig. 29.4 Performance of VSC system under linear loads in dynamic condition a vab, isa, isb, isc. Ch. 1
—200 V/div, Ch. 2, 3 and 4—10 A/div, Time axis—10 ms/div. b vab, iLa, iLb, iLc. Ch. 1—200 V/div,
Ch. 2, 3 and 4—10 A/div, Time axis—10 ms/div. c vab, isa, isn, iLn. Ch. 1—200 V/div, Ch. 2, 3 and
4—10 A/div, Time axis—10 ms/div. d vdc, isa, iCa, iLa. Ch. 1—200 V/div, Ch. 2, 3 and 4—10 A/div,
Time axis—10 ms/div
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Fig. 29.5 Performance of VSC system under nonlinear loads in steady state condition a–c isa, isb,
isc. d–f Harmonic spectra of isa, isb, isc. g Ps (h) isn. i Harmonic spectrum of vab. j iLa. k Harmonic
spectra of iLa,. l PL. m iCa. n Pc. o iLn
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neutral current is presented in Fig. 29.5m–o under nonlinear loads. These test
results required performance of the VSC for harmonics elimination, neutral current
compensation, and load balancing under nonlinear loads.

Figure 29.6a–c shows the recorded CRO waveforms of supply currents (isa, isb,
isc), load currents (iLa, iLb, iLc), and compensator currents (iCa, iCb, iCc) with PCC
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Fig. 29.6 Performance of VSC system under nonlinear loads in dynamic condition a vab, isa, isb,
isc. Ch. 1—200 V/div, Ch. 2, 3 and 4—10 A/div, Time axis—10 ms/div. b vab, iLa, iLb, iLc. Ch. 1—
200 V/div, Ch. 2, 3 and 4—10 A/div, Time axis—10 ms/div. c vab, iCa, iCb, iCc. Ch. 1—200 V/div,
Ch. 2, 3 and 4—10 A/div, Time axis—10 ms/div. d vdc, isa, iCa, iLa. Ch. 1—200 V/div, Ch. 2, 3
and 4—10 A/div, Time axis—10 ms/div. e vab, isa, isn, iLn. Ch. 1—200 V/div, Ch. 2, 3 and 4—
10 A/div, Time axis—10 ms/div
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line voltage (vab) under unbalanced nonlinear loads. Unbalanced load on three-
phase system is created by removal of phase ‘a’ load. Effect of unbalanced load on
DC bus can be observed in Fig. 29.6d where supply current (isa), compensator
current (iCa), and load current (iLa) are shown during load removal. After obser-
vation of compensating currents, it is concluded that during unbalanced load
condition supply current and compensator current of phase ‘a’ are in same phase
and shape. Function of neutral current is seen from Fig. 29.6e where supply current
(isa), supply neutral current (isn), and load neutral current (iLn) are shown during
load removal. Above results show the acceptable performance of VSC system for
suppression of power quality in four wire supply system.

29.5 Conclusion

The performance of VSC-based system for mitigation of power quality problems
has been demonstrated under linear and nonlinear loads. Test results have shown
the level of harmonics, neutral current, and nature of supply currents after com-
pensation according to IEEE-519 standard. Dynamic performances of VSC-based
system have been recorded after load removal. During recording of test results, DC
bus voltage of the VSC has also been maintained to reference position without any
transients.

Appendix

AC Grid Supply: 63 V (Per phase), 50 Hz; Load type (1) Linear: three parallel
connected resistive and three-phase inductive element (2) Non-linear: Three single-
phase full bridge diode rectifier with resistive load and filter inductance; DC bus
capacitance: 2,350 μF; Interfacing inductance (Lf): 2.5 mH; DC bus voltage: 200 V;
PI controller gains (DC bus voltage): kp = 0.25, ki = 0.02.
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Chapter 30
Sensor Reduction in a PFC-Based Isolated
BL-SEPIC Fed BLDC Motor Drive

Bhim Singh, Vashist Bist, Ambrish Chandra and Kamal Al-Haddad

Abstract This work presents an improved power quality-based isolated bridgeless
single-ended primary inductance converter (BL-SEPIC) fed brushless DC (BLDC)
motor drive using a single voltage sensor. The voltage of DC bus of voltage source
inverter (VSI) feeding BLDC motor is varied for controlling the speed of BLDC
motor and operating the VSI in low frequency switching for electronically com-
mutating the BLDC motor for minimal switching losses. A front-end isolated
bridgeless configuration of SEPIC is used which offers reduced conduction losses.
The BL-SEPIC is designed to operate in discontinuous conduction mode (DCM),
thus utilizing a simple control of voltage follower. The sensorless control of BLDC
motor is also used for elimination of rotor position sensors. The performance of
proposed drive is evaluated over a wide range of speed control with unity power
factor (PF) at AC mains. The obtained power quality indices are under the rec-
ommended limits of IEC 61000-3-2.
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30.1 Introduction

Power quality problems in terms of low power factor (PF) and high distortion in
supply current have become a serious issue. International power quality standards
such as IEC 61000-3-2 recommend limits on harmonics current drawn from AC
mains. This limits the total harmonic distortion (THD) of the supply current and PF at
the AC mains. A limit on supply current’s THD less than 19 % and a PF higher than
0.95 has been recommended for class-A equipment (per phase current <16 A) [1].
Hence, for obtaining the performance under recommended limits, the power pro-
cessing has to be done. Different configurations of single-phase PFC converters have
been reported in the literature [2, 3]. The choice of best suited topology depends upon
the application, cost, size, weight, and efficiency of the converter [2, 3].

Brushless DC (BLDC)motors are widely recognized for their high efficiency, high
energy density, high ruggedness, and compact size [4, 5]. It has permanent magnets
on the rotor and three-phase concentrated windings on the stator which are excited via
a voltage source inverter (VSI). The excitation of the VSI depends on the rotor
position which is sensed at a span of 60° by Hall Effect position sensors [6]. Since it
has no mechanical brushes and commutator assembly, the BLDC motor is elec-
tronically commutated of which switching states depend on the rotor position [6].

In a conventional scheme, this VSI is supplied from an uncontrolled bridge rectifier
with a high value of DC link capacitor. This combination of uncontrolled rectifier and
DC link capacitor draws supply current from ACmains when the instantaneous value
of supply voltage is higher than the DC link capacitor’s voltage [7]. Hence, a har-
monic-rich and peaky supply current is drawn from the ACmains which lead to a high
value of supply current’s THD and thus a poor PF. Such power quality indices are not
recommended by IEC-61000-3-2 [1]. Hence, BLDC motor is fed by a front-end
single-phase PFC converter for attaining a unity PF at AC mains [8].

A BLDC motor fed by a boost PFC with constant DC link voltage has been
widely used configuration [9]. This suffers from high switching losses in VSI due to
pulse width modulation (PWM) switching. The BLDC motor speed control using a
variable DC link voltage at VSI has been proposed in [10]. Using this approach, a
PFC-based BLDC motor drive has been proposed in [11], but suffers from high
switching losses in VSI due to PWM-based switching. This work presents the use
of variable DC link voltage for controlling the speed of BLDC motor and by
electronically commutating the BLDC motor for minimal losses in VSI due to high
frequency switching. Hence, a configuration capable of both bucking and boosting
the voltage is used for achieving a wide range of DC link control. Moreover, the
bridgeless PFC converter is recommended because it offers low conduction losses
in the rectifier due to its complete or partial elimination [12, 13]. A bridgeless
single-ended primary inductance converter (SEPIC) feeding a sensorless-based
BLDC motor drive is explored in this paper.
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30.2 Proposed PFC Isolated BL-SEPIC Fed BLDC
Motor Drive

Figure 30.1 shows the proposed isolated BL-SEPIC fed sensorless-based BLDC
motor drive. The DC link voltage of VSI is controlled for controlling the speed of
BLDC motor. The isolated BL-SEPIC is designed to operate in discontinuous
conduction mode (DCM) of operation using a voltage follower approach and thus
requiring a single voltage sensor for dual operation of PFC and voltage control. The
BLDC motor is commutated electronically for reducing the switching losses in VSI.
Rotor position sensors are eliminated by using the sensorless scheme of BLDC
motor. The proposed drive is designed to operate for wide range of speed variation
with unity PF operation at AC mains.

30.3 Operation of PFC Isolated BL-SEPIC

The current in magnetizing inductance (Lm) of high frequency transformer (HFT)
becomes discontinuous in a switching period for the operation of isolated BL-SEPIC
in DCM. Figure 30.2a–f shows the operation of BL-SEPIC in different modes of
operation during a complete switching cycle for the two half cycles of supply
voltage, respectively. Three different modes of operation for an isolated BL-SEPIC
in a complete switching cycle are described below.

Mode I: As shown in Fig. 30.2a, when switch Sw1 is turned on, the input inductor
(Li) and magnetizing inductance (Lm) of the HFT begin charging. The intermediate
capacitor C1 discharges and DC link capacitor, Cd, charges in this mode of oper-
ation as shown in Fig. 30.3.
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Mode II: As shown in Fig. 30.2b, when switch Sw1 is turned off, the energy stored
in input, and magnetizing starts discharging and supplies the required energy to the
intermediate capacitor C1 and the DC link capacitor, respectively. The DC link
capacitor continues charging and the DC link voltage continues to increase as
shown in Fig. 30.3.

Mode III: In this mode, the HFT is completely discharged and the magnetizing
current (iLm) becomes zero as shown in Fig. 30.2c. The DC link capacitor supplies
the required energy to the load as shown in Fig. 30.3.

In a similar way, the operation for the negative half cycle of supply voltage can
be realized.

30.4 Design of PFC Isolated BL-SEPIC

The design of an isolated BL-SEPIC converter includes the estimation and proper
selection of parameters such as input inductors (Li), turns ratio and magnetizing
inductance of HFT (n and Lm), intermediate capacitor (C1), and DC link capacitor
(Cd). A PFC of 300 W is designed for feeding a BLDC motor of 251 W (complete
specifications of BLDC motor are given in Appendix).

The PFC converter is designed to control the DC link voltage from 40 V (Vdcmin)
to 130 V (Vdcmax).

The supply voltage (vs) is given as,

vs ¼ Vm sinð2pfLtÞ ¼ 220
ffiffiffi
2

p
sinð314tÞ ð30:1Þ

where Vm is the amplitude of supply voltage, i.e., 311 V, and fL is supply frequency,
i.e., 50 Hz.

Average input voltage appearing across rectifier is as [7],

Vin ¼ 2Vm

p
� 198V ð30:2Þ

The output voltage, Vdc of isolated BL-SEPIC, is as [3],

Vdc ¼ N2

N1

� �
D

ð1� DÞVin ð30:3Þ

where D is the duty ratio and the transformation ratio (N2/N1) is selected as 0.5 to
operate at duty ratio of the order of 0.5.
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From Eq. (30.3), duty ratio D is calculated for Vdcmax as,

D ¼ Vdc

Vdc þ N2=N1ð ÞVin

¼ 0:568 ð30:4Þ

The equivalent load resistance (RL) is expressed as,

RL ¼ V2
dc

Po
¼ 1302

300
¼ 56:33X ð30:5Þ

The expression for input side inductor (Li) is given as [3],

Li ¼ VinD
fSDiLi

¼ 198� 0:568
50;000� 0:4� 300=198ð Þ ¼ 3:7mH ð30:6Þ

where ΔiLi is the permitted ripple current in input inductor (Iin = Po/Vin) and fS is
switching frequency which is selected as 50 kHz.

The critical value of magnetizing inductance Lmc of the HFT to operate at
boundary of CCM and DCM is given as [3],

Lmc ¼ RLð1� DÞ2
2DfS N2=N1ð Þ2 ¼

56:33� ð1� 0:568Þ2
2� 0:5677� 50;000� 0:52

� 742 lH ð30:7Þ

The value of magnetizing inductance Lm is selected as

Lm � Lmc ð30:8Þ

Hence, from Eq. (30.8), the value of Lm is selected as 250 µH for its operation in
DICM [14].

The expression for input side intermediate capacitor (C1) given as [3],

C1 ¼ Vdc N2=N1ð ÞD
RLfSDVC1

¼ 198� 0:5� 0:568
56:33� 50;000� 0:1� 458

� 436 nF ð30:9Þ

where ΔVC1 is the permitted voltage ripple across intermediate capacitor (C1) and is
given as the sum of input voltage and the reflected DC link voltage via HFT
(VC1 = Vin + 2 × Vdc).

Hence, a 440 nF capacitor is selected for this application.
The value of DC link capacitor is given and calculated as [3],

Cd ¼ Idc
2xLDVdc

¼ 300=198
2� 314� 0:01� 130

¼ 1;855:9 lF ð30:10Þ
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where ΔVdc is the permitted ripple across the DC link capacitor and is selected as
1 % of Vdc.

Hence, a DC link capacitor of 2,200 µF is selected.
An EMI filter is designed to limit high-frequency current ripples in the supply

system [15]. The maximum value of filter capacitance Cmax is as [15],

Cmax ¼ Ipeak
xLVpeak

tanðhÞ ¼ 300
ffiffiffi
2

p �
220

314� 311
tanð1�Þ ¼ 344:7 nF ð30:11Þ

where Ipeak represents the input peak current, Vpeak is the input peak voltage, and θ
represents the displacement angle.

The filter capacitance Cf is selected such that Cf is lower than Cmax, hence the
value of Cf is taken as 330 nF.

The filter inductance Lf is given as [15],

Lf ¼ 1
4p2f 2c Cf

¼ 1
4p2 � 5;0002 � 330� 10�9 ¼ 3:07mH ð30:12Þ

where fc is the cut-off frequency such that fc = fs/10 [15].
Hence, the filter inductance of the order of 3 mH is selected.

30.5 Control of PFC-Based BL-SEPIC

The control of the front-end PFC converter generates the PWM pulses for the PFC
converter switches (Sw1 and Sw2) for DC link voltage control with PFC operation.
The reference DC link voltage (Vdc*) is generated as,

Vdc
� ¼ kvx

� ð30:13Þ

where kv is motor voltage constant and ω* is reference speed.
The reference DC link voltage (Vdc*) is compared with the sensed DC link

voltage (Vdc) to generate the voltage error signal (Ve) given as,

VeðkÞ ¼ Vdc
�ðkÞ � VdcðkÞ ð30:14Þ

where k represents the kth sampling instant.
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This error voltage signal (Ve) is given to the voltage PI controller to generate a
controlled output voltage (Vcc) as,

VccðkÞ ¼ Vccðk � 1Þ þ kpfVeðkÞ � Veðk � 1Þg þ kiVeðkÞ ð30:15Þ

where kp and ki are gains of PI controller.
This output of voltage controller is compared with a high-frequency saw-tooth

signal (md) to generate PWM pulses as,

if mdðtÞ\VccðtÞ then Sw1 ¼ Sw2 ¼ ‘ON'
if mdðtÞ	VccðtÞ then Sw1 ¼ Sw2 ¼ ‘OFF'

� �
ð30:16Þ

where Sw1 and Sw2 are the PWM signal to BL-SEPIC switches.

30.6 Sensorless Operation of BLDC Motor

A position sensorless scheme is used to eliminate the requirement of Hall Effect
position sensors which drastically affect the overall cost of the system [16]. In this
chapter, a sensorless technique using the line back-EMF detection for estimation of
rotor position is used. The complete operation is classified into open loop starting,
switching from starting to sensorless mode, and the sensorless operation of BLDC
motor.

30.6.1 Open Loop Starting

In open loop starting technique, switching pulses of low frequency are given to VSI
to produce a rotating field at the stator such as to overcome the rotor inertia and
friction at standstill position. A limited DC voltage corresponding to the required
speed is applied via a PFC BL-SEPIC to ensure a limited current in stator windings
of BLDC motor.

30.6.2 Starting to Sensorless Mode

When the rotor rotates above a certain speed in the open loop starting mode, such
that the position rotor position signals are estimated accurately, the control switches
the operation of BLDC motor from open loop starting mode to sensorless mode of
operation.
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30.6.3 Sensorless Operation

In this approach, the line voltage is determined by the sensing of phase voltage with
respect to the virtual ground. A zero crossing detector (ZCD) detects the zero
crossing of the sensed terminal voltage and based on these zero crossings, the
virtual position signals for achieving an electronic commutation are generated.

The switching states of the VSI corresponding to the virtual position signals are
shown in Table 30.1. The line back-EMFs and the corresponding switching states
of the VSI based on the zero crossings (Zab, Zbc, and Zca) of the line back-EMFs are
shown in Fig. 30.4.
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Table 30.1 Switching states of VSI based on virtual position signals

θ (°) Position signals Switching states

Sga Sgb Sgc S1 S2 S3 S4 S5 S6
NA 0 0 0 0 0 0 0 0 0

0–60 0 0 1 1 0 0 0 0 1

60–120 0 1 0 0 1 1 0 0 0

120–180 0 1 1 0 0 1 0 0 1

180–240 1 0 0 0 0 0 1 1 0

240–300 1 0 1 1 0 0 1 0 0

300–360 1 1 0 0 1 0 0 1 0

NA 1 1 1 0 0 0 0 0 0
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Fig. 30.5 Operation of proposed BLDC motor drive at rated condition
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30.7 Results and Discussion

The proposed drive is simulated in MATLAB/Simulink environment. Power
quality indices such as displacement power factor (DPF), PF, and THD of supply
current at AC mains are used for evaluating the performance of proposed drive.
Moreover, performance indices such as supply voltage (vs), supply current (is), DC
link voltage (Vdc), speed (ω), electromagnetic torque (Te), stator current (ia),
inductor current (iLi), intermediate capacitor’s voltage (vC1), and PFC converter
switch’s voltage and current (vsw1, vsw2, isw1, and isw2) are analyzed for demon-
strating the overall performance of proposed BLDC motor drive.

30.7.1 Steady State Performance

Figure 30.5 shows the operation of the proposed drive at rated condition. A unity
PF is achieved with a limited amount of harmonic distortion in supply current. A
discontinuous current in the HFT (iLm) is obtained which confirms the DICM
operation of the PFC converter. Table 30.2 shows the power quality indices for a
wide variation in speed. Figure 30.6a, b shows the supply current and its harmonic
spectra for the BLDC motor operating at rated load with DC link voltage as 130 and
40 V, respectively. Acceptable power quality indices within the limits of Interna-
tional power quality standard (IEC 61000-3-2) have been obtained [1].

Table 30.2 Performance of proposed drive at speed control

S. No. Vdc (V) Speed (rpm) DPF THD of Is (%) PF Is (A)

1 40 450 0.9914 5.04 0.9901 0.469

2 50 590 0.9945 4.39 0.9935 0.565

3 60 750 0.9965 4.21 0.9956 0.678

4 70 910 0.9974 3.79 0.9967 0.791

5 80 1,070 0.9981 3.56 0.9975 0.908

6 90 1,240 0.9988 3.41 0.9982 1.026

7 100 1,400 0.9993 3.37 0.9987 1.149

8 110 1,560 0.9995 3.31 0.999 1.273

9 120 1,720 0.9998 3.18 0.9993 1.402

10 130 1,890 0.9999 3.06 0.9994 1.531
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Fig. 30.6 Harmonic spectra of the supply current for BLDC motor operated at rated loading with
a Vs = 220 V, Vdc = 130 V, b Vs = 220 V, Vdc = 40 V, c Vs = 170 V, Vdc = 130 V, d Vs = 270 V,
Vdc = 130 V

Table 30.3 Performance of proposed drive at supply voltage fluctuations

S. No. Vs (V) DPF THD of Is (%) PF Is (A)

1 170 1 2.43 0.9997 1.986

2 190 1 2.48 0.9997 1.755

3 210 0.9999 3.01 0.9994 1.602

4 230 0.9997 3.2 0.9995 1.463

5 250 0.9993 3.47 0.9987 1.345

6 270 0.9988 3.69 0.9981 1.246
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30.7.2 Performance During Supply Voltage Fluctuation

Figure 30.6c, d shows the supply current and its harmonic spectra for the BLDC
motor operating at rated loading condition with DC link voltage as 130 V and
supply voltage as 170 and 270 V, respectively. Table 30.3 tabulates the perfor-
mance of the proposed drive at rated load on BLDC motor with rated DC link
voltage of 130 V and supply voltage variation form 170 to 270 V. The obtained
power quality indices are under the acceptable limits of IEC 61000-3-2.

30.7.3 Stress on PFC Converter Switches

Table 30.4 tabulates the stresses on the two PFC converter switches. An acceptable
stress on the switches of PFC converter with a peak voltage and current stress of
620 V and 13.5 A is obtained which governs the satisfactory operation of the
proposed drive.

30.7.4 Dynamic Performance of the Proposed Drive

Figure 30.7a shows the dynamic performance of the proposed drive during starting
at low speed corresponding to DC link voltage of 40 V. A limited and acceptable
inrush in stator and supply current is obtained. The dynamic behavior of proposed
BLDC motor drive during speed change corresponding to DC link voltage change
from 40 to 130 V is shown in Fig. 30.7b. Moreover, dynamic behavior of the
proposed drive during supply voltage fluctuation from 270 to 170 V is shown in
Fig. 30.7c. The DC link voltage is maintained constant thus demonstrating the
satisfactory closed-loop performance of the proposed BLDC motor drive.

Table 30.4 Stress on PFC converter switch for different loading on BLDC motor

S. No. Load (%) Peak voltage (Vw) Peak current (Iw) Rms current (Irms)

1 10 600 7 0.222

2 20 600 8 0.286

3 30 600 8.5 0.351

4 40 610 9 0.415

5 50 610 10 0.476

6 60 610 10.5 0.535

7 70 620 11 0.595

8 80 620 12 0.655

9 90 620 12.5 0.713

10 100 620 13.5 0.771
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Fig. 30.7 Dynamic
performance during a stating
of BLDC motor drive at dc
link voltage of 40 V, b speed
control at change in dc link
voltage from 40 to 130 V and
c supply voltage fluctuation
from 270 to 170 V
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30.8 Conclusion

A PFC-based BLDC motor drive using a front-end BL-SEPIC fed has been pro-
posed for achieving a unity PF operation at AC mains over a wide variation in
speed. A PFC-based BL-SEPIC has been operated in DCM to act as an inherent PF
corrector. An electronic commutation of the BLDC motor has been used for the
operation of VSI in fundamental frequency switching for minimal switching losses.
Moreover, a bridgeless configuration of SEPIC has been used for reduced con-
duction losses. Moreover, the sensorless scheme of BLDC motor has eliminated the
position sensor and thus reduces the overall cost of the system. The proposed drive
has shown an improved power quality in terms of high PF and low supply current
distortion at AC mains for a wide range of speed control and supply voltage
fluctuation.

Appendix

BLDC Motor Specifications: No. of Poles: 4 pole, Rated Power (Prated) = 251.32 W,
Rated DC link Voltage (Vrated) = 130 V, Rated Torque (Trated) = 1.2 Nm, Rated
Speed (ωrated) = 2,000 rpm, Back-EMF Constant (Kb) = 78 V/krpm, Torque
Constant (Kt) = 0.74 Nm/A, Phase Resistance (Rph) = 14.56 Ω Phase Inductance
(Lph) = 25.71 mH, Moment of Inertia (J) = 1.8 × 10−4 Nm/s2.
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Chapter 31
A Frequency Shifter-Based Simple Control
for Solar PV Grid-Interfaced System

Chinmay Jain and Bhim Singh

Abstract This paper deals with a grid-interfaced solar photovoltaic (SPV) energy
conversion system for three-phase four-wire (3P4W) distribution system. The solar
energy conversion system (SECS) is a multifunctional as it not only feeds SPV
energy into the grid but also serves the purpose of grid current balancing, reactive
power compensation, harmonic mitigation, and neutral current elimination. In a
two-stage SPV system, the first stage is a boost converter, controlled with incre-
mental conductance (InC) maximum power point tracking (MPPT) algorithm, and a
second stage is a four-leg voltage source converter (VSC). A simple frequency
shifter-based control is proposed for the control of VSC. A proportional integral
(PI) controller along with feedforward term for SPV power is used for fast dynamic
response. Simulations are carried out in MATLAB along with Simulink and Sim
Power System toolboxes, and detailed simulation results are presented to demon-
strate its required multifunctions.

Keywords Power quality � Neutral current compensation � Two-stage solar PV �
Simple control

31.1 Introduction

Vanishing conventional energy sources have moved world’s attention toward non-
conventional energy sources such as solar photovoltaic (SPV) and wind energy. The
SPV systems are of prime interest because of low maintenance and no mechanical
machine involvement in the energy conversion process. The solar PV systems can be
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broadly classified into two categories, stand-alone and grid-interfaced systems [1].
The stand-alone PV systems are normally used at the places which are out of reach of
the grid such as electric vehicle, satellites, and remote areas. The SPV is intermittent
in nature; hence, the stand-alone system requires energy storage elements such as a
battery to maintain instantaneous power balance between the load and the photo-
voltaic (PV) source. Three-port converters are proposed by researchers for power
management between load, PV source, and batteries [2]. However, the use of bat-
teries makes the system bulky and costly.

Grid-interfaced systems are becoming popular choice where the grid is available.
In case of grid-interfaced system, the grid acts as infinitely large energy storage to
take care of intermittency of PV source. Grid-interfaced PV inverters can be broadly
classified into single-stage and two-stage systems. The single-stage system uses
variable dc link voltage for maximum power point tracking (MPPT), and they
usually inject currents at unity power factor (UPF) into the grid [3].

Some researchers have proposed reactive power compensation with the single-
stage converter in the night time or cloudy days [4]. However, single-stage system
is not effective in partial shedding conditions [5]. Dc link voltage rating is more in
the case of single-stage grid-interfaced SPV system than in the case of two-stage
system. In conventional two-stage system, the first stage extracts power from PV
source and performs MPPT function, and the second stage feeds extracted energy
into the grid. The main area of research in the grid-interfaced SPV system includes
MPPT techniques, an increase in reliability and efficiency, a decrease in size,
weight, and cost [6–10]. The reduction in cost can be achieved by two means, either
directly or indirectly. The direct cost reduction includes reduction in installation
cost or fixed cost, and in an indirect cost reduction, installation cost may be the
same or a little higher, but the same resource is used efficiently so that the effective
cost is reduced. The indirect cost reduction is an interesting area of research which
includes allotting several other functions to the same resource which is being
underutilized. In the case of grid-interfaced SPV system, the VSC for grid con-
nection is underutilized when the power from solar PV array is less than its peak
power at full irradiance. Hence, an indirect reduced cost system is proposed, which
possesses several features other than feeding extracted energy at UPF.

The use of voltage source converter (VSC) as an active power filter is well
known [11]. A fuzzy logic-based d–q axis current control is proposed in [12]. The
synchronously rotating reference frame theory (SRFT)-based system requires tun-
ing of phase-locked loop (PLL) and frame transformations. An instantaneous
reactive power theory (IRPT)-based system is proposed in [13].The IRPT-based
system operates on power-based calculation which suffers from poor dynamic
response. Many researchers have proposed several soft computing theories for the
control of VSC. Complicated adaptive and neural network-based control of VSC is
also proposed in the literature which requires selection of optimal learning rate,
tuning of internal parameters, and selection of hidden layers, and hence, these
algorithms suffer from lack of intuition [14–17].

Nonlinear loads such as switched-mode power supplies (SMPS), electronic
blasts, and microwave are increasing day by day. The increase in nonlinear loads is
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causing severe power quality problems. In the case of nonlinear loads, the neutral
conductor current is nonzero even in the case of balanced distribution of loads on
three phases of the grid [18]. The neutral current increases losses in the system. In
the case of unbalanced distribution of loads, the problem of neutral current becomes
more severe and it may lead to bursting of neutral conductor in the case of an
excessive neutral current. Several neutral current compensation techniques are
reported in the literature, which include different transformer connections such as
zigzag and star–delta [18, 19]. The use of a separate insulated gate bipolar transistor
(IGBT) leg for neutral current compensation sharing common dc bus with 3-leg
VSC is also reported in the literature [20].

In the proposed work, a three-phase, four-wire distribution system is considered
for the study. A three-phase four-leg (3P4L) SECS is proposed, which not only
performs the functions of grid interfacing but also possesses features such as har-
monic mitigation, grid current balancing, neutral current elimination, and reactive
power compensation. Adding extra features to the system helps in cost reduction of
the system. A novel simple frequency shifter-based control is proposed for the
control of VSC. The proposed control algorithm provides all the above-mentioned
features to conventional 3P4L VSC topology. The control of the system has to
perform MPPT and an active power filtering both at the same time. The proposed
control algorithm is more suitable than a complicated control algorithm as it has
very less number of calculations for extraction of fundamental component of load
current in phase with phase voltage. The performance of the system is verified by
means of MATLAB simulations. The presented system follows IEEE and IEC
norms [21,22].

31.2 System Configuration

The proposed system configuration is shown in Fig. 31.1. A three-phase, four-wire
distribution system is the system under consideration. The proposed system consists
of a SPV array, a boost converter, a four-leg VSC, interfacing inductors, ripple
filter, loads, and the grid. The system consists of SPV array, which is a series–
parallel combination of small power solar panels to match the required rating. The
solar array is interfaced with a dc–dc boost converter. The output of boost converter
is connected to dc link of a four-leg VSC. The VSC acts as a controlled current
source. The midpoints of VSC legs are connected to point of common coupling
(PCC) via interfacing inductors. A ripple filter is connected in parallel at PCC to
absorb switching ripple of VSC in PCC voltages. The loads to be compensated are
also connected at PCC. The ratings of all the elements are given in Appendix.
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31.3 Control Algorithm

The control algorithm is the heart of the system. Figure 31.2 shows the proposed
control algorithm. It decides the steady-state and dynamic behavior of the system.
There are two main power circuits in the proposed system, i.e., the boost converter
and the VSC. The output of the MPPT algorithm is the duty cycle for the boost
converter. The VSC control decides the nature of injected current into the grid.
Ideally, a grid-interfaced SPV system injects harmonic-free sinusoidal currents at
UPF.

However, in the proposed system, the VSC provides compensation for har-
monics, reactive power, neutral current, and load balancing. Hence, the currents
injected by VSC are not to be sinusoidal, but the currents injected into the grid are
to be sinusoidal. However, involving these extra features requires extra calculations
in real time, and hence, a simple control is proposed incorporating comparatively
low computations and meeting the grid norms. The two main portions of the control
algorithm are as described in the following sections.

31.3.1 Maximum Power Point Tracking

An incremental conductance (InC)-based MPPT algorithm is used. The algorithm
compares an InC with the conductance and takes the corrective action. The flow-
chart for the algorithm is given in Fig. 31.2a. For calculation of InC, DIpv and DVpv

are estimated as follows:
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DIpv ¼ IpvðkÞ � Ipvðk � 1Þ ð31:1aÞ

DVpv ¼ VpvðkÞ � Vpvðk � 1Þ ð31:1bÞ

where Ipv is the current from solar array and Vpv is the voltage across array.
The governing equations for MPPT algorithm are as follows:

DI
DV

¼ �I
V

; at MPP ð31:2aÞ

DI
DV

[
�I
V

; Left of MPP on Ppvv/s Vpv curve ð31:2bÞ

DI
DV

\
�I
V

; Right of MPP on Ppvv/s Vpv curve ð31:2cÞ

31.3.2 Control Algorithm for Voltage Source Converter

For the control of VSC, two-phase PCC voltages (vsa, vsb), three-phase grid currents
(isa, isb, isc), three-phase load currents (iLa, iLb, iLc), dc link voltage (Vdc), PV voltage
(vpv), and PV current (Ipv) are sensed. A feedforward term to accommodate changes
in solar power is added in the control algorithm for fast dynamic response. The
basic block diagram of control algorithm is given in Fig. 31.2b.

The sensed PCC voltages are passed through a band-pass filter to eliminate
switching ripples. The peak is detected by the equation:

Vpeak ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ðv2sa þ v2sb þ v2scÞ

3

r
ð31:3Þ

From peak, the in-phase unit vectors can be determined as follows:

wa ¼ vsa
Vpeak

; wb ¼ vsb
Vpeak

; wc ¼ vsc
Vpeak

ð31:4Þ

The total power from SPV array is distributed equally to all the phases. The per
phase contribution from solar PV can be calculated as follows:

Ipvs ¼ 2� Ppv

3� Vpeak

ð31:5Þ

The load current is multiplied with the corresponding in-phase unit templates,
and the output of multiplication is then passed through a low-pass filter (LPF). The
output of LPF is passed through a gain of two, and the net signal is termed as

368 C. Jain and B. Singh



magnitude of the load current in phase with the grid voltage. The mathematical
background behind this control for phase a can be described as follows:

iLa ¼ ifa þ Riha ð31:6Þ

where ifa fundamental component of phase a load current which can be rewritten as

ifa ¼ Ifas sinx0t þ Ifac cosx0t ð31:7aÞ

iLa � sinx0t ¼ ðIfas sin2 x0t þ Ifac cosx0t � sinx0tÞ þ Riha � sinx0t ð31:7bÞ

iLa � sinx0t ¼ Ifas
2

þ Ifac
2

sin 2x0t � Ifas
2

cos 2x0t

� �
þ Riha � sinx0t ð31:7cÞ

From Eq. (31.7c), it can be concluded that the frequency of fundamental current
is shifted to double-harmonic frequency and dc frequency, out of which in-phase
fundamental component is shifted to 0 Hz with a scaling factor of half. All other
harmonic components and quadrature of fundamental are shifted to second or
higher order. Shifting the in-phase component to 0 Hz gives benefit of zero phase
shifts in reference currents in steady-state condition. Similarly, in-phase component
of fundamental current can be determined for phase b and phase c. All in-phase
components of load currents are added, and the net addition gives total active
component of load currents. The output of addition is divided by 3 to distribute load
fundamental active power component of current equally to all the phases, which
gives average per phase active power component of load current (ILf).

The output of PI controller is added to ILf. The SPV contribution per phase (Ipvs) is
subtracted from the load current and loss component which gives net active power
component for the grid (Irp). The Irp is then multiplied with unit templates to get the
reference grid currents for three phases, and reference current for neutral leg is set zero.

The sensed and reference currents are given as the inputs to hysteresis current
controller, and logic switching pulses are output of the current controller.

31.4 Result and Discussion

The proposed two-stage grid-interfaced SPV system is modeled in MATLAB along
with Simulink and Sim Power System toolboxes. A SPV array rating of 25 kW is
considered, and a load power rating of 5 kW per phase is considered. The per-
formance of the system is verified via simulations. Simulation results for the system
are presented and discussed under various loading conditions of the grid. Simula-
tion results are presented for linear, nonlinear, and change in insolation levels. The
harmonic analysis of the load and grid currents is also presented to demonstrate
harmonic mitigation capability of the proposed system. The system parameters used
for simulation study are given in Appendix.
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31.4.1 Performance of System Under Linear Load

The performance of the proposed system under linear load condition is shown in
Fig. 31.3a. At time t = 0.3 s, the system is working under power factor correction
mode. At time t = 0.35 s, phase c load is opened, and at time t = 0.4 s, phase a load
is opened. The load currents are unbalanced to demonstrate dynamic behavior of
the system. It can be observed that load currents are unbalanced, but grid currents
are balanced sinusoids at UPF. As the load is unbalanced, the neutral current can be
observed in load neural (iLn). The VSC neutral current (iVSCn) is equal and opposite
to load neural current. The grid neutral current (isn) is compensated to zero. When
the load is thrown, the load power decreases, and at the same time, if PV power is
kept constant, then the power injected into the grid increases. The increment in
power injected into the grid can be observed in the form of increment in grid
currents. When the load is added again, the decrement in grid currents can be
observed. During unbalancing, no appreciable effect is observed on dc link voltage
(Vdc) and power from solar PV array (Ppv).

31.4.2 Performance of System Under Nonlinear Load

Figure 31.3b shows the performance of the proposed system under nonlinear load.
A nonlinear load of 5 kW is considered on each phase. The power from solar PV
array is considered to be constant. At t = 0.3 s, the grid currents are balanced and
sinusoidal at UPF. The VSC is supplying all the harmonic currents required. For
nonlinear loads, neural currents can be observed even for balanced load. The load
neutral current increases in the case of unbalanced loading of the system. The load
and VSC neutral currents are out of phase which results in zero current in grid
neutral conductor. Phase c load is removed at t = 0.35 s and added at t = 0.45 s,
respectively. Similarly, load on phase a is also varied. It can be observed that grid
currents are balanced and sinusoidal even in the case of unbalanced nonlinear load
on the system. The VSC currents are unbalanced to make grid currents balance
sinusoids. When the load power is decreased, an increase in grid currents is
observed on account of an increase in injected power into the grid. During load
unbalancing, no appreciable effect is observed on dc link voltage (Vdc) and power
from solar PV array (Ppv).

31.4.3 Performance of System for Step Change in Irradiance

Performance of the system for step change in irradiance is shown in Fig. 31.3c. At
t = 0.4 s, the irradiance is 1,000 W/m2. The load on the system is unchanged which
can be observed from load currents. The power from the solar PV array is 25 kW,
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Fig. 31.3 a Behavior of system for linear load, b behavior of system for nonlinear load, and
c behavior of system for step change in insolation
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and the load power is 15 kW; hence, the difference power is being fed into grid. The
VSC currents consist of harmonic currents and fundamental currents corresponding
to active power from solar PV array. At time t = 0.5 s, the irradiance is changed to
300 W/m2. The decrease in irradiance causes a decrease in power from SPV array.
It can be easily observed that solar PV power (Ppv) is less than the load power after
a decrease in irradiance.

The reversal in the phase of grid currents can be seen, which shows that after
t = 0.5 s, the real power is drawn from the grid. The grid currents are balanced and
harmonic free.

31.4.4 Harmonic Analysis

Figure 31.4 shows the harmonic analysis of load and grid currents. Figure 31.4a
shows the load current and harmonic analysis for load current. Figure 31.4b shows
grid current and harmonic analysis of grid current. It can be observed that the total
harmonic distortion (THD) of load current is 29.47 %, whereas THD of grid current
is 1.46 %. The THD of grid current is well under 5 % limit of IEEE-519 standard.

31.5 Conclusion

A two-stage, three-phase, four-leg VSC-based system has been proposed to inter-
face solar PV array with a 3P4W distribution system. A simple control with reduced
calculations has been proposed to interface SPV to the grid. The proposed control

Fig. 31.4 a Load current and its THD and b grid current and its THD
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algorithm had been found fast, accurate, and easy for real-time implementation.
A simple control has selected as VSC in the proposed topology which serves not
only the functions of power quality improvement at the grid but also neutral current
compensation and interfacing SPV with the grid. The proposed interfacing SPV
array in the distribution system reduces losses in the power system, and multi-
functionality of VSC improves the utilization factor of VSC. The simplicity of
frequency shifter algorithm makes feasible and easy implementation of proposed
multifunctional VSC. The performance of proposed control has been demonstrated
under different loading and weather conditions. Both dynamic and steady-state
performances have been found satisfactory. The THD of grid current meets IEEE
and IEC standards.
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Appendix

SPV Data: panel short-circuit current (Iscn) = 8.2 A, panel open-circuit voltage
(Vocn) = 32.8 V, panel current at MPP (Impp at 1,000 W/m2) = 7.59 A, panel voltage
at MPP (Vmpp at 1,000 W/m2) = 27.89 V, voltage temperature coefficient
(Kv) = −82e−3 V/K, current temperature coefficient (Ki) = 0.0031 A/K, number of
series cell in each panel = 54, number of panels in series = 21, and number of panels
in parallel = 6. Supply system parameters: supply voltage rms line to line 415 V,
frequency = 50 Hz, grid source inductance = 3 mH/phase, grid source resistance =
0.312 Ω/phase, ripple filter R = 5 Ω, C = 5 µF, Kploss = 1, Kiloss = 0.1.
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Chapter 32
Development of Green Manufacturing
System in Indian Apparel Industry

Ankur Saxena and A.K. Khare

Abstract Green manufacturing defines the reduction of hazardous substances in
the design, manufacture and application of products or processes that can affect the
environment and causes the concern towards global warming. It refers to a wide
area including but not limited to, air, water and land pollution, energy usage and
efficiency, waste generation and recycling. It is known that carbon footprint, which
is a measure of production of greenhouse gases (CO2, CH4 and N2O), prominently
affect the global warming. Hence, it is important to reduce the carbon footprint of
an industry to preserve the environment. Being a significant contributor in Indian
industrial production and export, textile and apparel industry is an important engine
for the nation. Due to the alarming situation of global warming, in recent years,
both researchers and practitioners have devoted attention towards the impact of
garment and textile industry on environment. Despite the significant relevance of
the subject, a structured analysis of the problem is missing even though there is
significant research work going on for reducing carbon footprint in different
manufacturing industries, but not much work has been reported for garment and
apparel industry. India is a significant and large emitter of greenhouse gases and
most of it because of the industrial production; hence, there is a certain need to
reduce these emissions, Therefore, present research work is focused to reduce the
emissions of greenhouse gases in garment and apparel industry. Through this
research, the researcher is investigating the level of awareness towards green
manufacturing particularly of carbon footprint in garment manufacturers/decision-
makers. A detailed system/instrument which will calculate CFP per garment and
covers all possible aspects and concept of green manufacturing has been developed
and used to attain this objective.
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32.1 Introduction

In recent years, public concern about climate change has grown significantly.
Emissions of greenhouse gases such as carbon dioxide, methane and nitrous oxide
from industrial activities have long been known to be the major contributors to
global warming. This trend has led to significant interest in the increased use of
energy technologies with inherently low-carbon footprints (e.g. renewable energy
sources such as wind, solar or biomass) as well as in retrofitting of existing ones
(e.g. via carbon capture and storage) to reduce greenhouse gas emissions. At the
same time, there has been increased research on the development of new modelling
techniques to analyse and simulate the effects of these technologies on carbon
emissions, and furthermore to optimise the deployment of appropriate technologies
in order to meet environmental goals while simultaneously considering technical
and economic constraints [1, 2].

The industrial sector currently accounts for about one-half of the world’s total
energy consumption, and the consumption of energy by the sector has almost doubled
over the last 60 years. Furthermore, industrial energy consumption is expected to
increase 40 % from 175 quadrillion Btu in 2006 to 246 quadrillion Btu in 2030 [3].

There are good and significant research work happening for reducing carbon
footprint in different manufacturing and service industries; for example, Cagiao
et al. calculated the carbon footprint in cement industry [4], but very less research
work has been reported in apparel industry.

At the present time, the most important factor to consider when deciding on
alternative engineering is still the economic issue. However, the increasing social
awareness in the fight against climate change and the need to achieve more sus-
tainable commerce than what is currently being practiced will make the labelling of
companies, products, public and private institutions, domestic consumption, etc., a
key element in the not-too-distant future [4].

32.2 Indian Textile and Apparel Industry

The Indian textile sector has its roots going back several 1,000 years. After the
industrial revolution in Europe, this sector in India also saw growth of an industrial
complex. However, over the last 50 years, the textile industry in India has shown a
chequered performance.

GMF plays a very important role not only in the country’s economy but also in
the lives of millions of people of the country. Along with textiles, the apparel
industry contributes almost one-third of the country’s exports. Traditionally, the
industry has been divided into two sectors, exports and domestic. According to the
annual report of ministry of textiles in the year 2012, the Indian textiles industry has
an overwhelming presence in the economic life of the country. Apart from pro-
viding one of the basic necessities of life, the textiles industry also plays a pivotal
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role through its contribution to industrial output, employment generation and the
export earnings of the country. Currently, it contributes about 14 % to industrial
production, 4 % to the GDP and 17 % to the country’s export earnings. It provides
direct employment to over 35 million people, which includes a substantial number
of SC/ST, and women (MOT, annual report, 2012).

Figures 32.1 and 32.2 show the Indian textile market share and Indian textile
market size, respectively, for the year 2011, while Table 32.1 shows the value chain
and capacities of different segments of the textile sector.

The textiles sector is the second largest provider of employment after agriculture.
Thus, the growth and all-round development of this industry has a direct bearing on
the improvement of the economy of the nation; India’s textiles and clothing
industry is one of the mainstays of the national economy. It is also one of the largest
contributing sectors of India’s exports worldwide. The report of the Working Group
constituted by the Planning Commission on boosting India’s manufacturing export
during 12th Five Year Plan (2012–2017), envisages India’s exports of Textiles and
Clothing at US$32.35 billion by the end of 11th Five Year Plan. While the report of
Working Group on Textiles for the 11th Five Year Plan envisages for US$55 billion
for the same. Based on historic growth rate of 10 % (CAGR), it was expected to
result in exports of US$52 billion by the end of 11th Plan (MOT, annual report,
2012).

Fig. 32.1 Indian textile
market share—2011

textile, 
38%

apparel, 
62%

Indian Textile Market Share 

percentage 

Fig. 32.2 Indian textile
market size—2011
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An export target of US$65 billion and creation of 25 million additional jobs has
been proposed with a CAGR of 15 % during the XII Plan. At current prices, the
Indian textiles industry is pegged at US$55.

32.3 Industry Perspective Towards Green

In a survey conducted by BCG and MIT in 2009, around 1,560 companies were
interviewed. Executive of nearly all the companies interviewed said that sustain-
ability-related issues have or will soon have a material impact on their business.

32.4 Methodology

To attain the desired objectives, methodology of this work can be broadly divided
into two parts. In part one, survey has been conducted with in all the garment and
apparel manufacturers in Delhi NCR and tries to find out the awareness level of
green manufacturing in the industry.

In part two, carbon footprint has been calculated for a particular garment by
calculating all possible energy inputs and energy is converted into carbon footprint.
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32.5 Part 1: Survey for Awareness

A survey was conducted to understand the awareness level of green manufacturing
from 37 professional of garment and apparel industry, and observation was as
follows:

Questions asked No. of participants
answered “Yes”

No. of participants
answered “No”

Are you aware of kyoto protocol or
UNFCC?

7 30

Are you aware of carbon credit/CDM? 5 32

Any idea about carbon footprint/
emissions?

6 31

Can you relate any of above with apparel
industry?

2 35

Can carbon credit help apparel sector to
gain anything positive?

– –

And the results proved very low awareness levels in middle management people
who are associated with NCR’s apparel business sector.

Everyone was clueless when posed with a question relating apparel sector’s
benefit from carbon credit by any means.

32.6 Part 2: Calculation of Carbon Footprint of Any
Particular Garment

Calculation of total emission

Head Electricity consump-
tion (kW/shift)

Carbon factor in
case of cole

Carbon di
oxide emitted

General electricity
consumption

2,116.316 2 1,923.924 kg

Electricity consumption
by machinery

308.96 2 280.8727

As per the above calculation, total carbon di oxide emitted per day is 2,204.7 kg/day for 2,000
shirts, which means one shirt will be responsible for around 1.1 kg Carbon di oxide emission
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32.7 Conclusion

Considering only the activities involved at manufacturers end, 3.365 kg of carbon is
released per T-shirt, and carbon emission of the factory is 6,729.8 kg/shift of 8 h. If
CER certificates are traded at 20 Euros each then price of one CER will be INR
1,200, if exchange rate of Euro is considered as INR 60. Considering above saving
of 1 kg of carbon emission can lead to earning of INR 12. Hence is can be
concluded that T-shirt manufacturers have a potential of earning INR 40.38 per
piece by following the green manufacturing system.
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Chapter 33
Significant Patterns Extraction to Find
Most Effective Treatment for Oral Cancer
Using Data Mining

Neha Sharma and Hari Om

Abstract Development of cancer in oral mucosa as classified by the World Health
Organization is a two-stage process that initially shows up as a premalignant,
precancerous sore and that subsequently develops into the malignant cancerous
stage. Early evaluation of oral precancerous lesions has a dramatic impact on oral
cancer mortality rates as the medicine is very effective in early stage diagnosis. This
paper aims at extracting the patterns that help finding the most effective course of
oral cancer treatment and its post-treatment management. The Apriori algorithm is
used to mine a set of significant rules for prevention of oral cancer by adopting the
most efficient treatment. We attempt to find the association among various treat-
ments, histopathology, follow-up symptoms, and follow-up examination. The
experimental results show that all the generated rules hold the highest confidence
level, thereby making them very useful for deciding effective treatment to cure oral
cancer and its follow-up.
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33.1 Introduction

With the advancements in healthcare industries and health technologies in last few
decades, the disease type has changed to some extent such that the chronic diseases
have become the conventional diseases instead of the acute infective diseases.
Malignancy or cancer is a most serious chronic disease that is hard to cure. The
body function is damaged gradually, and different sorts of incapacities or even
death are incurred. For successfully regulating the medicine course of malignancies
and enhancing the quality of life, the development of an effective and straightfor-
ward malignancy prediction system is urgently needed. Recently, utilization of
computerized system in healthcare services has been expanded incredibly [1]. The
medical community is conscious that the health data that is being continuously
collected should be useful in extracting distinctive knowledge [2]. The extensive
amount of data unequivocally surpasses the capacities of people for productive
utilization without specific instruments for examination [1, 3, 4]. The situation is
depicted as rich in data, but poor in information. With a specific end goal to fill this
developing gap, the diverse approaches of data mining are applied. Data mining—
knowledge discovery—is the science of extracting critical information from the
large amount of existing raw data and deploying that information across the
organization [1, 4, 5]. It is basically a process of discovering patterns and trends that
go beyond straightforward examination and can answer inquiries that cannot be
answered through basic question and reporting systems. But data mining does not
work by itself. It uses sophisticated mathematical algorithms to segment the data
and evaluate the probability of future events. Automatic discovery of patterns,
prediction of likely outcomes, creation of actionable information, and focus on
large datasets and databases are the key properties of data mining [6–8]. However,
it does not dispense with the need to know the business, to comprehend the data or
to comprehend analytical techniques. Data mining discovers hidden information in
data, but cannot tell the value of the information to your organization. Important
patterns might already be known as a result of acquaintance to business domain and
working with data over time. Notwithstanding, data mining can confirm or qualify
such empirical observations in addition to finding new patterns that may not be
immediately apparent through simple observation.

Oral cancer that is of noteworthy public health importance in India has been
undertaken as a study. Public health authorities, private treatment centers, and
scholastic medicinal centers in India have distinguished oral disease as a grave issue
[9]. Conceivable signs and manifestations of oral malignancy on examining a
patient may contain the following: a bump or thickening in the oral delicate tissues,
soreness or a feeling caught in the throat, difficulty in biting or swallowing, ear
torment, trouble in moving the jaw or tongue, roughness, deadness of the tongue or
other areas of the mouth, or swelling of the jaw that causes dentures to fit inade-
quately or get uncomfortable. The aforementioned data must be utilized proficiently
for unanticipated identification and medication of oral cancer, as they are significant
and can improve the survival rate appreciably and bring about an improved personal
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satisfaction for survivors. In this paper, we use the Apriori algorithm to extract a set
of noteworthy rules pertaining to most effective course of treatments such as LFT,
FNAC of neck node, surgery, radiotherapy, chemotherapy, and survivability of the
oral cancer patients.

This paper is organized as follows. Section 33.2 reviews various related approa-
ches in literature. Section 33.3 provides the information about oral cancer, and
Sect. 33.4 gives brief description about association rule mining. Section 33.5 presents
the experimental results, and Sect. 33.6 concludes the paper with future directions.

33.2 Literature Review

Singh et al. [10] apply the Apriori algorithm with transaction reduction on cancer
symptoms. They consider five different types of cancer and try to find out the
symptoms helping spreading the cancer and faster spreading type of cancer. Many
authors in their research papers presented the applications of mining frequent item
sets and association rules from the viewpoint of the user’s interaction with the
system [11–15]. RuthRamya et al. [16] apply association rules to improve the
accuracy in diagnosis and obtain the valuable rules and information in case of chest
pain. Their proposed algorithm also synchronizes the rule generation and classifier
building phases, shrinking the rule mining space for building a classifier to speed up
rule generation. Swami et al. [17] discuss the multidimensional association rule
generation and its model of smoking habits in order to take some preventive
measures to reduce the various habits of smoking in youths. Ha and Joo [18]
discuss a hybrid method by combining association rules and classification trees to
make fast and accurate classification of chest pain disease by a physician. Srikant
et al. [19] consider the problem of integrating constraints in the form of Boolean
expression that appoints the presence or absence of items in rules.

Nahar et al. [20] extract the significant prevention factors for a particular type of
cancer by constructing a prevention factor dataset through an extensive literature
review and using three association rule mining algorithms: Apriori, Predictive
Apriori, and Tertius algorithms. They report experimentally that the Apriori algo-
rithm is the most useful association rule mining algorithm for discovery of pre-
vention factors. Milovic et al. [21] present the applicability of data mining in health
care and explain how these patterns can be used by physicians to determine
diagnoses and prognoses and apply treatments for patients. Anuradha and
Sankaranarayanan [22] have done a detailed survey on various methods adopted by
the researchers for oral cancer detection at an earlier stage by making a comparison
among the various methods for identification and classification of cancers.

Kaladhar et al. [23] predict oral cancer survivability using classification algo-
rithms that include CART, Random Forest, LMT, and Naïve Bayesian classification
algorithms. These algorithms classify the cancer survival using tenfold cross-vali-
dation and training dataset. The Random Forest classification technique correctly
classifies the cancer survival dataset and reduces the absolute relative error
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compared to other methods. Chuang et al. [24] consider DNA repair genes. They
chose single nucleotide polymorphisms (SNPs) dataset with 238 samples of oral
cancer and control patients for disease prediction. All prediction experiments were
conducted using the support vector machine, and they reported that the perfor-
mances of the holdout cross-validation were superior to tenfold cross-validation,
and the best classification accuracy was 64.2 %. Gadewal and Zingde [25] compiled
and enlarged the oral cancer gene database (DB) to include 374 genes by adding
132 gene entries to enable fast retrieval of updated information.

33.3 Oral Cancer

Oral cancer is a subtype of head and neck cancer that is any cancerous growth
located in any subsites of the oral cavity [26]. The early detection of oral cancer
depends upon a thorough oral cancer examination, usually by a dentist or other
qualified healthcare provider, for possible signs and symptoms of this disease. Most
cancers of the head and neck are squamous cell carcinomas. About one-third of oral
cancers are diagnosed in the mouth cavity and a similar proportion on the tongue
[27]. Lip cancer is the least frequent type of oral cancer. Oral cavity cancer includes
tumors of the buccal mucosa, retromolar triangle, alveolus, hard palate, anterior
two-thirds of the tongue, floor of the mouth, and mucosal surface of the lip [28].

Mouth cancer is more likely to affect people over 40 years of age, although an
increasing number of young people are developing the condition—especially
women [29]. Five decades ago, mouth cancer was five times more common in men
than women; now, it is only twice as common, as more and more women are
diagnosed [30]. In India, the incidence is about 50 % of all cancers (male incidence
rates up to 6.5 per 100,000 per annum). In Europe, the incidence of oral cavity
cancer is very low, less than 5 % of all cancers [30]. In France, (male incidence
rates up to 8 per 100,000 per annum), it is the third most common cancer in males
and the second most common cause of death from cancer [31]. Heavy smoking (or
chewing tobacco products), heavy alcohol consumption, and poor dentition are the
principle risk factors in Western countries [32]. The “tumor, nodes, and metastases”
(TNM) staging system is used for staging head and neck cancers. T is the extent of
the primary tumor; N is the involvement of regional lymph nodes; and M is the
presence of metastases. Oral cancer treatment may include surgery, radiation
therapy, chemotherapy, or a combination of treatments.

33.3.1 Surgery

Surgery, a common treatment for oral cancer, is used to remove the tumor in the
mouth or throat. Sometimes, the surgeon also removes lymph nodes in the neck.
Other tissues in the mouth and neck may be removed as well. Patients may have
surgery alone or in combination with radiation therapy.
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33.3.2 Radiation Therapy

Radiation therapy is a type of local therapy that affects the cells only in the treated
area. It is used alone for small tumors or for the patients who cannot have surgery. It
may be used before surgery to kill cancerous cells and shrink the tumor. It also may
be used after surgery to destroy cancerous cells that may remain in the area.

33.3.3 Chemotherapy

Chemotherapy uses anticancer drugs to kill cancer cells. It is also called systemic
therapy because it enters the bloodstream and can affect cancer cells throughout the
body.

The depth of infiltration is predictive of prognosis [28]. Although there is evi-
dence that a visual examination as part of a population-based screening program
reduces the mortality rate of oral cancer in high-risk individuals, there is otherwise
little evidence to support any screening program for early detection of oral cavity
cancers [33].

33.4 Association Rule Mining

In data mining, association rules are useful for analyzing and predicting the future
event. Association rules are if/then statements that help uncover relationships
between apparently unnecessary data in a relational DB or other information
repository [34–40]. An association rule has two parts: a forerunner or antecedent
(if) and a subsequent or consequent (then). An antecedent is an item found in the
data and a consequent is an item that is found in combination with the antecedent.

33.4.1 Apriori

The Apriori is a classic algorithm for frequent item set mining and association rule
learning over the transactional databases [41]. It proceeds by identifying the fre-
quent individual items in the DB and extending them to larger and larger item sets
as long as those item sets appear sufficiently often in the DB. The frequent item sets
determined by a Apriori can be used to determine association rules, which highlight
general trends in the DB [42]. Association rules mining using Apriori algorithm
uses a “bottom-up” approach, breadth-first search, and a hash tree structure to count
the candidate item sets efficiently. A two-step Apriori algorithm is explained with
the help of flowchart as shown in Fig. 33.1, and the algorithm is mentioned below.
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Fig. 33.1 Flowchart of
Apriori algorithm
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33.4.2 Apriori Algorithm: Candidate Generation—Test
Approach

Step 1: Initially scan DB once to get frequent 1-itemset
Step 2: Generate length (k + 1) candidate itemsets from length k frequent itemsets
Step 3: Test the candidates against DB
Step 4: Terminate when no frequent or candidate set can be generated

33.4.3 Interestingness Criteria

To select interesting rules from the set of all possible rules generated, constraints on
various measures of significance and interest can be used. The best-known con-
straints are minimum thresholds on support and confidence.

Support
The rule holds with support supp in T (the transaction dataset) if supp % of
transactions contain X [ Y [34].

SuppðX ! YÞ ¼ PðX [ YÞ:

Confidence
The rule holds with confidence conf in T if conf % of transactions that contain
X also contain Y [34, 43].

Conf ðX ! YÞ ¼ P Y jXð Þ ¼ SuppðX [ YÞ=Supp Xð Þ
¼ P X and Yð Þ=PðXÞ

Lift
It is the probability of the observed support to that expected, if X and Y were
independent [44].

LiftðX ! YÞ ¼ SuppðX [ YÞ=Supp Xð Þ � SuppðYÞ
¼ PðX and YÞ=PðXÞPðYÞ

Leverage
It measures the difference of X and Y appearing together in the dataset and what
would be expected if X and Y were statistically dependent [45].
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LevðX ! YÞ ¼ PðX and YÞ � ðPðXÞPðYÞÞ

Conviction
It is the probability of the expected frequency that X occurs without Y (that is to say,
the frequency that the rule makes an incorrect prediction) [46].

ConvðX ! YÞ ¼ 1� SuppðYÞ=1� confðX ! YÞ
¼ PðXÞP not Yð Þ=PðX and not YÞ

33.5 Experimental Results

The DB for this work is created by collecting data through a retrospective chart
review and the entire process is presented in [47]. There are a total of 33 variables,
and 1,025 records of patients were created for the analysis. A data mining tool—
WEKA 3.7.9 [48]—has been used to explore the behavior of the Apriori algorithm
for finding the association rules toward most effective course of treatments. The oral
cancer data are initially stored in MS Excel sheet and then converted into comma-
separated values (.csv file) and subsequently to attribute relation file format (.arff
file), which is the acceptable format to WEKA tool. Minimum support defined by
the tool for the generated rule is 0.1 (103 instances), and minimum confidence is
0.9. Association rules for most effective course of treatment and survivability of the
oral cancer patients are mentioned below, and the same is presented in the graphical
form in Fig. 33.2.

Rule 1 Survival = alive 449 ⇒ Surgery = Y 449
〈conf:(1)〉 lift:(1) lev:(0) [0] conv:(0)

Rule 2 Radiotherapy = N 449 ⇒ Survival = alive 449
〈conf(1)〉 lift:(2.28) lev:(0.25) [252] conv:(252.32)

Fig. 33.2 Effective course of treatment and cancer management
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Rule 3 Survival= alive 449 ⇒ Chemotherapy = N 444
〈conf(0.99)〉 lift:(1.73) lev:(0.18) [187] conv:(32.12)

Rule 4 Diagnosis = SCC 576 ⇒ Radiotherapy = Y 576
〈conf(1)〉 lift:(1.78) lev:(0.25) [252] conv:(252.32)

Rule 5 Radiotherapy = Y and Chemotherapy = Y 435 ⇒ Diagnosis = SCC 435
〈conf(1)〉 lift:(1.78) lev:(0.19) [190] conv:(190.55)

Rule 6 Radiotherapy = N 449 ⇒ Chemotherapy = N 444
〈conf(0.99)〉 lift:(1.73) lev:(0.18) [187] conv:(32.12)

Rule 7 Radiotherapy = Y and Chemotherapy = Y 435 ⇒ Staging = IV 434
〈conf(1)〉 lift:(2.31) lev:(0.24) [246] conv:(123.71)

Rule 8 Histopathology = SCC 577 ⇒ Survival = Dead 576
〈conf(1)〉 lift:(1.78) lev:(0.25) [251] conv:(126.38)

Rule 9 Survival = alive 449 ⇒ 1Followup-Symptoms = NAD. And 1Followup-
Examination = NAD 449
〈conf(1)〉 lift:(1) lev:(0) [0] conv:(0.44)

Rule 10 2Followup-Symptoms = ulcer and 2Followup-Examination = Reccur-
rence 576 ⇒ Survival = Dead 576
〈conf(1)〉 lift:(1.78) lev:(0.25) [252] conv:(252.32)

Rule 11 3Followup-Symptoms = ulcer and 3Followup-Examination = Reccur-
rence 576 ⇒ Survival = Dead 576
〈conf(1)〉 lift:(1.78) lev:(0.25) [252] conv:(252.32)

Rule 12 4Followup-Symptoms = ulcer and 4Followup-Examination = Reccur-
rence 576 ⇒ Survival = Dead 576
〈conf(1)〉 lift:(1.78) lev:(0.25) [252] conv:(252.32)

Rule 13 5Followup-Symptoms = ulcer and 5Followup-Examination = Reccur-
rence 576 ⇒ Survival = Dead 576
〈conf(1)〉 lift:(1.78) lev:(0.25) [252] conv:(252.32)

The above rules are summarized and explained below:

A. Rule Explanation 1:
Radiotherapy is associated with an improvement in overall survival and loco-
regional control in patients with oral cancers.

B. Rule Explanation 2:
Chemotherapy, in addition to radiotherapy and surgery, is associated with
improved overall survival in patients with oral cancers.

C. Rule Explanation 3:
There are some evidences of radiotherapy and chemotherapy combined with
surgery being more effective than radiotherapy alone with surgery and may
benefit outcomes in patients with more advanced oral cancers.
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D. Rule Explanation 4:
If histopathology shows SCC (squamous cell carcinoma), then it clearly indi-
cates presence of oral cancer. This may lead to high mortality if appropriate
treatment is not initiated.

E. Rule Explanation 5:
The disease sometimes returns because undetected cancer cells remain in the
body after treatment, which may be confirmed by regular follow-up symptoms
and examination. With reoccurrence of cancer in oral cavity, the chance of
survival gets meager.

33.6 Conclusions

The Apriori, an association rule mining algorithm, is used to extract the most
effective course of treatment depending on the stage of cancer and accordingly plan
its future management. The experimental results demonstrate that all the generated
rules hold the highest confidence level, thereby making them very useful for
practitioners to choose the right treatment or combination of treatments. In future,
we intend to use different data mining tools to extract the significant association
rules for early detection and prevention of oral cancer and compare their results
with that of WEKA.
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Chapter 34
Admission Control in Communication
Networks Using Discrete Time Sliding
Mode Control

Rutvij C. Joshi and Vishvjit K. Thakar

Abstract Discrete sliding mode control (DSMC) has been investigated since last
three decades. It has reached to point wherein a well-established theory as well as
implementation reports is available in the literature. Advances in computer com-
munication network with wired and wireless configurations have imposed a chal-
lenging problem for control community. The paper explores the utilization of
DSMC approach for the admission control (AC) in communication network. To
provide better QoS, communication networks require proper admission, congestion
traffic, and collision and power control mechanisms. For the past several years,
many feedback control methods have been used for the control of various param-
eters of communication networks. The work presented here proposes a new
application of sliding mode control for AC in communication network. Proper AC
mechanism may avoid uncertain congestion and traffic access in the network which
may reduce power wastage. As computer communication networks deal with digital
data and are inherently discrete in nature, the DSMC has been applied to discrete
time system. AC mechanism restricts the number of users in the network to
maintain better QoS by considering available bandwidth, congestion indicator, and
buffer size as feedback.
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34.1 Introduction

Day by day increase in network traffic demands energy-efficient algorithms to reg-
ulate resources of communication network. The ultimate goal of any communication
system is to provide better QoS, and the QoS depends on flow and congestion control,
admission control (AC), buffer management, fair scheduling, and power control.

34.1.1 Admission Controller

Admission controller is the first control step in controlled communication network.
After admission, controller connection controller, traffic control, bandwidth con-
troller, power controller, congestion controller, collision controller, and error con-
troller play their roles in controlled communication network.

Main objective of any AC schemes is [1]

• Utilize all available resources of the network in optimized way
• Provide better QoS
• Maintain delay in the network (specifically for high-speed networks)
• Increase probability that a node will be admitted.

In wireless networks, lack of unavailability of enough radio resources is the major
problem, and that is why, the efficient radio resource management is very essential.
The AC is one of the radio resource management technique, and this plays dominant
role in effectively managing the resources. The AC in the wireless networks will
reduce the call-blocking probability in the wireless networks by optimizing the uti-
lization of the available radio resources [2]. Traditionally, many AC protocols are
available for homogeneous network, but heterogeneous network contains very few
methods for managing admissions in the network. AC is used in many traditional
telecom systems, especially in all connection-oriented communication systems, and
all connections will be provided to the node after successfully passing through
admission procedure. AC needs to be seen in the context of other necessary functions,
especially performance measurements and control. The performance manager con-
sists of the following functions: a performance meter that collects measurement data,
AC that handles requests to join the network, and performance control that maintains
the quality of service for the admitted sensor nodes. The performance meter provides
feedback measurement data for AC and performance control. A request from a sensor
node to join the network is handled by the AC based on feedback from the meter. The
performance control function is responsible for maintaining the desired quality of
service once the sensors are allowed to use the wireless channel. AC limits the traffic
on the queuing system by determining if an incoming request for a new user can be
met without disrupting the service guarantees to established data flows. Basically,
when a new request is received, the AC or call admission control (CAC) in the case of
an ATM network is executed to decide whether to accept or reject the request.
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As shown in Fig. 34.1, AC systems are also feedback-based control system which
contain bandwidth, congestion indicator, and buffer size as feedback parameters to
select/reject new node in the network. In any type of communication network, better
quality of service may be achieving if all available resources utilized in optimize
way. AC algorithm has to monitor continuously network utilization by considering
following parameters: MAC layer congestion, queue length, number of collisions,
delay, and channel utilization time. The 1st three methods provide little or no
information regarding network utilization if a node is not actively transmitting.

34.2 Multirate Output Feedback-Based Discrete Sliding
Mode Control

In general, all control systems contain feedback, but multirate output feedback is
somewhat different from them. As the name suggests, multirate output feedback is a
feedback control scheme which quantizes the control input of the system at multiple
sampling rates. Multirate output feedback-based control systems are more stable
compare to static feedback control systems. The multirate output feedback, the
control input, or sensor output are sampled at faster rate than other [3–5]. Consider
the discrete system

xðk þ 1Þ ¼ /sxðkÞ þ CsuðkÞ
yðkÞ ¼ CxðkÞ ð34:1Þ

where τ is the sampling period, x is N-dimensional vector which represents states of
the variable to be control, u is a scalar input, and y is the output vector. Φ, τ, and
C are the input state matrix, control input matrix, and output matrix, respectively.

Fig. 34.1 Structure of admission controller
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For further discussion, we assume that system is controllable and observable. Now
assume the system represented in Eq. (34.1) is sampled at the rate 1/Δ, where
D ¼ s=N. N is chosen to be greater than or equal to t.where υ is observability index
of (Φ, C). Output measurements are taken at time instants t = lΔ, where l = 0, 1 …
N − 1, the control signal u(t) which is applied during the interval kτ ≤ t ≤ (k + 1)τ. For
the discrete time system having time t = kτ, the fast output samples [6]

yk ¼
yðks� sÞ
yðks� sþ DÞ
..
.

yðks� DÞ

2
6664

3
7775 ð34:2Þ

Now the multirate output sampled system can be represented as

xðk þ 1Þ ¼ /sxðkÞ þ CsuðkÞ
ykþ1 ¼ C0xðkÞ þ D0uðkÞ

ð34:3Þ

where

C0 ¼
C
C/
..
.

C/N�1

2
6664

3
7775D0 ¼

0
CC
..
.

C
PN�2

j¼0
/ jC

2
66664

3
77775 ð34:4Þ

In discrete sliding mode control (DSMC), the observation, analysis, and control
operations are performed at regular interval of time, which is nothing but sampling
time of the discrete time sliding mode control. Equation (34.3) represents discrete
time systems where k is the index of sampling time. Fundamentally, in discrete time
sliding mode control systems, control signal is computed at particular sampling
instant. Discrete variable structure control may follow quasi-sliding mode motion.
During such motion, the state of the system can approach the switching surface but
cannot generally stay on it [7]. Figure 34.2 represents the generalized working of
multirate output feedback-based discrete time sliding mode control.

34.2.1 Design of Switching Surface

According to the DVSC theory, all control laws must satisfy switching plane equation

sðkÞ ¼ cTxðkÞ ¼ 0 ð34:5Þ
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For the design of switching hyper plane, the system given in Eq. (34.1) is
transformed into suitable form by appropriate transformation [8] as

bxðkÞ ¼ MxðkÞ

The transformed system takes the form

bxðk þ 1Þ ¼ UsbxðkÞ þ CsuðkÞ ð34:6Þ

where

Us ¼
U11 U12 U13

U21 U22 U23

U31 U32 U33

2
64

3
75

C
T
s ¼ 0 C2 0½ �

bxðkÞ ¼ bx1ðkÞ bx2ðkÞ bx3 ðkÞ½ �

The switching planes are

sðkÞ ¼ cTM�1bxðkÞ ¼ 0

sðkÞ ¼ ðcT1Þ bx1ðkÞ bx2ðkÞ bx3ðkÞ½ �T¼ 0
ð34:7Þ

From Eqs. (34.6) and (34.7), we have

bxðk þ 1Þ ¼ U11bx1ðkÞ þ U12bx2ðkÞ þ U13bx3ðkÞ ð34:8Þ

34.2.2 Reaching Law-Based Discrete Time Quasi-sliding
Mode Control Law

The reaching law is a differential equation which specifies the switching function s.
The reaching law for the continuous time VSC is

Fig. 34.2 Generalized block diagram of multirate output feedback-based discrete sliding mode
controller
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_sðtÞ ¼ �e sgnðsðtÞÞ � qsðtÞ ð34:9Þ

where ε and q are the positive gain. Now discrete time quasi sliding mode control
employs reaching law approach to reach at the sliding surface. A reaching law for
the sliding control of a discrete time system has the following form [9].

sðk þ 1Þ � sðkÞ ¼ �qssðkÞ � es sgnðsðkÞÞ ð34:10Þ

where s[ 0 is the sampling period, e[ 0; q[ 0; 1� q s[ 0:
A desirable reaching mode response can be obtained by appropriate choice of

parameters q and ε. The presence of signum term indicates switching across sliding
surface. The trajectory will stay in specified band known as quasi-sliding mode
band (QSMB). Switching function s(k) is define as

sðkÞ ¼ cTxðkÞ ¼ 0 ð34:12Þ

Using the reaching law in Eq. (34.10), the control law for the system represented
in Eq. (34.1) may represent [6] as

uðkÞ ¼ FxðkÞ þ c sgnðsðkÞÞ ð34:13Þ

where

F ¼ �ðcTCsÞ�1½cTUs � cTI þ qscT �
c ¼ �ðcTCsÞ�1es

Generalized equation for switching surface and control may be represented [10] as

sðkÞ ¼ cTUsC
�1
0 yk þ cT ½Cs � UsC

�1
0 D0�uðk � 1Þ

uðkÞ ¼ FUsC
�1
0 yk þ F½Cs � UsC

�1
0 D0�uðk � 1Þ þ c sgnðsðkÞÞ ð34:14Þ

34.3 Proposed Admission Controller

As explain in earlier section, admission controller contains three inputs as feedback
congestion indicator, available capacity (bandwidth), and buffer length. Congestion can
be detected in the system by considering available link capacity and the buffer length.

34.3.1 Network Model

See Fig. 34.3.
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where
1, 2 … m m-number of nodes in the network
y(kT) Output of the state computation
u(kT) Control input
x1ðkTÞ Current buffer occupancy
x2ðkTÞ Current capacity of the network
x3ðkTÞ Available buffer space

The available capacity is calculated by subtracting the current bandwidth usage
from all existing sources from the maximum available bandwidth

Available capacity ¼ Smax �
Xm
i¼1

BwiðkTÞ ð34:15Þ

where m is the number of existing sources in the network

BwiðkÞ ¼ IniðkTÞPm
i¼1 IniðkTÞ

BwðkTÞ ð34:16Þ

In Eq. (34.16), BwðkÞ is a bandwidth available at time instant kT, and IniðkTÞ is
the current flow rate of source i

Available Buffer space ¼ xmax �
Xm
i¼1

xiðkTÞ ð34:17Þ

where xmax is the maximum buffer length, xi(kT) is the buffer space consumed by
source i, and cluster head is responsible for continuously monitoring the network

Fig. 34.3 Communication network model
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resources available at each node and routers. When new node is to be admitted, the
available buffer space is updated by subtracting the ne node’s buffer requirement
from the available buffer space [10]. Working of DSMC-based admission controller
is same as a working of DSMC-based congestion controller. Congestion controller
depends on two parameters: source flow rate and available buffer length. Admission
controller depends on three parameters: congestion indicator, available capacity,
and buffer space. From the Eq. (34.15), system can be represented as

x½ðk þ 1ÞT� ¼ /sðxðkTÞÞ þ CsuðkTÞ þ dðkTÞ
yðkTÞ ¼ CxðkTÞ ð34:18Þ

x1ðkTÞ ¼ ½satðxðkÞ � qðTf � TbÞ þ IðkÞni � SðkÞr Þ�
xðkTÞ ¼ ½x1ðkTÞ; x2ðkTÞ; x3ðkTÞ�

where x1(kT) is current buffer occupancy, x2(kT) is current capacity of the network,
x3(kT) is available buffer space, traffic arrival rate at destination buffer Ini

(k), bottle-
neck queue level q(Tf − Tb) and service capacity Sr

(k), τ is sampling time of the
control signal, and system order n = (RTT/T) + 1, xðkTÞ 2 <n, /s is n� n state
matrix, Cs and C are n� 1 vectors.

/s ¼
/11 /12 . . . /1n
/21 /22 . . . /2n

..

. ..
. ..

.

/n1 /n2 . . . /nn

2
6664

3
7775 ¼

1 1 . . . 0
0 0 . . . 0
..
. ..

. ..
.

0 0 . . . 0

2
664

3
775

Cs ¼
C1

C2

..

.

Cn

2
6664

3
7775 ¼

0
0
..
.

1

2
664

3
775; Cs ¼

C1

C2

..

.

Cn

2
6664

3
7775 ¼

1
0
..
.

0

2
664

3
775

34.4 Simulation Results

Sliding surface and control law can be calculated from Eq. (34.14); the simulation
has been carried out with following parameters.

A ¼
0 0 3
�3 �8 0
0 2 �1

2
4

3
5; B ¼

0
2
0

2
4

3
5; C ¼ 1 0 0½ �

s ¼ 0:3, N = 3, q = 2, ε = 0.01, X ¼
1
50
20

2
4

3
5
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For simulation purpose, capacity of the system is set at 100, and the number of
nodes in the networks is 50, so control input sends beacons to master node to
channels to newly joined node. If network may have more than 100 nodes in the
network, then control input generates different type of beacons to the master node,
and master node would not allow newly joined node.

Figure 34.4 shows the variation in various state parameters where all states are
gradually reach toward zero according to the control input, Fig. 34.5 shows small
oscillation around zero after reaching into steady state which shows the quasi-
sliding mode band, and Fig. 34.6 shows the variation in control law over a time
index. Once system is controlled or reaches to steady state, then control signal

Fig. 34.4 State response of
the system with reference to
time index

Fig. 34.5 Variation in sliding
surface over a time index
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remains at zero level with some oscillations. Small oscillation is generated due to
the switching function and may generate adverse effect if the oscillations have high
frequency.

34.5 Conclusion

Multirate output feedback-based admission controller is less affected by external
disturbances and traffic load conditions. There are number of methods available in
the literature to restrict admission in the network. Multirate output feedback-based
discrete sliding mode controller is more robust and simple. In this scheme, control
law depends on congestion indicator, available bandwidth, and buffer space. Proper
threshold value may be set for all these parameters. Discrete time sliding mode
control-based admission controller restricts the number of node in the network in an
optimal way. The admission controller proposed here allows almost all nodes those
are willing to join the network if the resources are available.

The only problem in SMC-based controller is chattering effect generated because
of switching law. Specifically, when chattering occurs at very high frequency, then
it generated its harmonics and creates undesirable effects in control law.

As a future work, chattering elimination and QoS may be considered and robust
controller can be designed.
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Chapter 35
A Comparison of NMRS with Other
Market Power Indices in Deregulated
Electricity Market

S. Prabhakar Karthikeyan, I. Jacob Raglend, D.P. Kothari,
Sarat Kumar Sahoo and K. Sathish Kumar

Abstract Assessment of market power becomes an important issue when more
than one firm/supplier and buyer enters the market. As the electricity market has
moved from the conventional bundled system to the deregulated environment, the
market power assessment has become vital. Most of the researchers have used
Herfindahl-Hirschman Index (HHI) and must-run share (MRS) as an index in their
literatures for determining the market power of a generation company. In this paper,
a comparative study is made on the market power indices such as HHI, MRS with
nodal must-run share (NMRS) under various system constraints such as generation
and transmission line outages, and loading conditions. To illustrate and for better
understanding, IEEE 24-bus reliability test system (RTS) is taken for which the
indices are calculated and compared. It is found that NMRS reflects the complete
information about the generation company’s market power on any load at any bus.
All simulations are carried out using MATLAB (R2009a) version.
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35.1 Introduction

35.1.1 Market Power Indices

The following indices are made available in this paper to relate with the results
simulated below. As the aim of this paper is to show the significance of nodal must-
run share (NMRS) index, the comparison is restricted with the other two indices
[Herfindahl-Hirschman Index (HHI) and must-run share (MRS)] which are com-
monly used in the literature.

35.1.1.1 Herfindahl-Hirschman Index (HHI)

It is a common measurement of market concentration that reflects the number of
participants and the inequality of their market shares [1]. HHI is the weighted sum
of market shares of all participants in the market. It is defined as the sum of the
squares of market shares of all participants. It is given by the Eq. (35.1).

HHI ¼
XN
i¼1

S2i ð35:1Þ

where N is the number of participants and Si is the ith participant’s market share in
per unit or in percentage. This index is very simple where it cannot reveal the
complete information when the system is subjected to variation in load and with
transmission constraints.

35.1.1.2 Must-Run Generation (MRG)

Two market power indices which include the impact of load variation, transmission
constraints are MRS and NMRS [2]. Before understanding MRS, the term must-run
generation (MRG) has to be defined. It is the minimum capacity which is provided
by the generator to the total load considering generation and transmission con-
straints. It is determined by the following linear optimization problem.

Min Pgk ð35:2Þ

Such that

eT ¼ Pg� Pdð Þ ¼ 0 ð35:3Þ

0� Pg� Pgmax ð35:4Þ
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�Plmax �FðPg� PdÞ� Plmax ð35:5Þ

where e is a vector with all ones, Pg is the power dispatch vector, Pd is the demand
vector, Plmax is the line limit vector, and F is distribution factors matrix [3].
Equation (35.3) denotes power balance equation, and Eqs. (35.4) and (35.5) denote
the generator output limits and transmission line limits, respectively.

35.1.1.3 Must-Run Share (MRS)

This index helps in representing the changes in market power with load level. The
must-run share MRSk of generator k in a power market is given by Eq. (35.6).

MRSk ¼ Pgmust
k =Pd ð35:6Þ

where Pd is the total demand in the power market. It is to note that when MRS is
greater than zero for a generator, then it possesses market power.

35.1.1.4 Nodal Must-Run Share (NMRS)

Here, the MRS is applied to each load bus so that the effect of geographical
difference of market power is included. NMRSk,i, which represents the minimum
capacity that must be provided by the must-run generator k to supply a given load at
node i, is given by Eq. (35.7).

NMRSk;i ¼ Pgmust
k;i =Pdi i ¼ 1; 2 . . .N ð35:7Þ

The NMRS is determined from the following expression

NMRSk;i ¼
Pgmust

k;i

Pdi
¼ M�1½ �ikPgmust

kP
j2N M�1½ �ijPgj

ð35:8Þ

where Pgmust
k;i is the contribution of the must-run generator k to Pdi, N is the number

of buses, Pdi is the load at bus i, j is the bus which is directly connected to bus
i through transmission lines and M½ � is the distribution matrix. This matrix is used to
show how the power supplied at a node is contributed from all the generators in a
system [2]. This index is used to understand the impact of FACTS devices in
market power both with and without FACTS device [4]. A complete survey on
various indices which are used to measure the market power is available in [5].
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35.2 Algorithm Used

Step 1: Form Ybus matrix using line data.
Step 2: Find the generation schedules for all generators using lambda iteration

method.
Step 3: Check for limits and recalculate generator schedules (for any violation in

the generation limits, fixing the values equal to the limit). Go to Step 2.
Step 4: Find the slack bus. Slack bus is the bus with max generation.
Step 5: Run DC load flow and calculate line flows and bus data.
Step 6: Calculate Pgmust values for must-run share.
Step 7: Calculate must-run share.
Step 8: Calculate distribution matrix Mij.
Step 9: Calculate Pgmust for NMRS

Step 10: Calculate NMRS.

35.3 Simulation and Results

35.3.1 Sample System 1

A three-bus sample system (as shown in Fig. 35.1) with two generators and one
load is chosen to illustrate the measure of market power. The load is assumed to be
inelastic and the analysis is done for the given transaction.

All the line reactances are taken to be 0.2j pu. The cost functions of both the
generators are taken to be F Pgið Þ ¼ 0:02 � Pg2i þ 2 � Pgi (where ci = 0). The
maximum and minimum generations are taken as 100 and 0 MW in order to
simulate zero market power as a base case. In this system, both the generators are
located at an equal distance from the load; hence, both have the same fighting
chance of supplying the load (Fig. 35.2).

Fig. 35.1 Three bus sample
system
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35.3.1.1 Case 1: Without Any Constraints

Since the maximum generation of both the generators is 100 MW, one generator
can run without the other; hence, the MRG values of both the generators are zero.
Therefore, the MRS and the NMRS values are also zero. No generator enjoys any
market power. Hence, there is perfect competition or the market is said to be in
equilibrium. HHI values indicate some market power. NMRS and MRS can reflect
the exact market position (Tables 35.1 and 35.2).

When a transmission limit of 45 MW is imposed on the line connecting buses 1
and 3, G2 will have an advantage than G1. This is because most of the power from
G1 will flow through the line, and hence, its generation has to be reduced.

Fig. 35.2 Power flow for
case 1

Table 35.1 Generator data for case 1

Gen. No. Price ($/MW) MW prod Total cost Income Profit

G1 4 50 150 200 50

G2 4 50 150 200 50

Table 35.2 Market data for case 1

Gen. No. Pmax Price
($/MW)

MW prod MS HHI MRG MRS NMRS

G1 100 4 50 0.5 0.25 0 0 0

G2 100 4 50 0.5 0.25 0 0 0
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35.3.1.2 Case 2: With Line Constraints

MRG of both the generators cannot be 100 MW as this would violate the trans-
mission constraint. We have to use linear programming to find the value of the
must-run generation of all the generators. The MRG of the second generator has
been found to be 65 MW and that of the first was found to be 0 MW as G2 can run
freely without G1. Hence, the MRS and the NMRS values of G2 have gone up from
0 to 0.65. Since there is only one load, the MRS and NMRS values are the same
(Fig. 35.3; Tables 35.3 and 35.4).

Fig. 35.3 Power flow for
case 2

Table 35.3 Generator data for case 2

Gen. No. Price ($/MW) MW prod Total cost Income Profit

G1 3.4 35 94.5 119 24.5

G2 4.6 65 214.5 299 84.5

Table 35.4 Market data for case 2

Gen. No. Price ($/MW) MW prod MS HHI MRG MRS NMRS

G1 3.4 35 0.35 0.1225 0 0 0

G2 4.6 65 0.65 0.4224 65 0.65 0.65
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35.3.2 Sample System 2

35.3.2.1 Case 1: Without Any Constraints

Table 35.5 shows the cost coefficients ‘a’ and ‘b’ (with c = 0) of the generators
present at various buses in 24-bus RTS. Every generator in the system is assumed to
be a generation company so that the companies’ market power is calculated using
the indices discussed above. Generator at bus number 14 is not included in market
power calculation as it compensates only reactive power for the system.

Table 35.6 shows the active power limits (minimum and maximum) in MW. It is
to note that limits are fixed in such a way that the schedules of the generators are
well within the limits.

Generator schedules are determined using conventional lambda iterative
approach without considering losses and the schedules are shown in Table 35.7.
These schedules are calculated for the following load available at the respective
buses as shown in Table 35.8, i.e., Total load = Total generation = 2850 MW.

Table 35.6 Generator limits in MW

Bus number

1 2 7 13 15 16 18 21 22 23

Pmax 250 275 300 300 275 275 300 325 350 325

Pmin 100 100 100 100 100 100 100 100 100 100

Table 35.7 Generator
schedules for case 1 Bus No. Pg (MW)

1 242.0478

2 264.1811

7 291.132

13 297.9578

15 255.0512

16 266.4797

18 284.9782

21 300.3418

22 337.4397

23 310.3907

Table 35.5 Cost coefficient of the generators

Bus number

1 2 7 13 15 16 18 21 22 23

a 0.0375 0.0375 0.0325 0.0334 0.035 0.035 0.0325 0.0345 0.0325 0.0353

b 5 3.34 4.23 4.25 5.3 4.5 4.63 2.43 1.22 1.24
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Table 35.9 gives the detail of Pgmust in MW of each generator to the loads. For
example, generator at bus 1 exhibits its market power (in terms of Pgmust) on the
load at bus number 1, 3, 5, 6, 8, 9, and 10, i.e., generator at bus 1 has to generate a
minimum power of 54.273939, 14.04851, 35.680089, 4.03977, 0.109826,
2.104645, and 14.74322 MW to meet the loads at bus number 1, 3, 5, 6, 8, 9, and
10, respectively. In other words, generator at bus 1 has the above shares (in MW)
on the said loads.

In Table 35.10, first row represents the bus number where loads are present and
the first column represents the bus number where generators are present so that the
Table 35.10 gives a complete matrix of NMRS of each generator to each load. From
Table 35.10, it is inferred that generator 1 shows its nodal must-run share of 0.502
on load 1. At the same time, generator 1 does not have any share on load at bus
number 7, 13, 14, 15, 16, 18, 19, and 20.

Table 35.11 gives the details of other indices for the same condition. These
indices simply reflect the generator’s share. For example, generator at bus No. 1 has
its Pgmust of 125 MW to meet the system load of 2,850 MW i.e. MRS = 0.0439. It is
to note that the Pgmust of a generator used in NMRS is different from Pgmust used in
MRS. Similarly, HHI reflects only the detail such as number of participants and the
difference in market shares.

Table 35.8 Load data
Bus No. Pd (MW)

1 108

2 97

3 180

4 74

5 71

6 136

7 125

8 171

9 175

10 195

13 265

14 194

15 317

16 100

18 333

19 181

20 128
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Table 35.9 Pgmust share of each generator to each load

Generator bus No. Load bus No. Pgmust in MW

1 1 54.273939

1 3 14.04851

1 5 35.680089

1 6 4.03977

1 8 0.109826

1 9 2.104645

1 10 14.74322

2 1 1.649389

2 2 55.075856

2 3 0.426935

2 4 42.016632

2 5 1.084321

2 6 47.005046

2 8 0.113646

2 9 2.177846

2 10 0.450328

7 6 0.551258

7 7 75.137729

7 8 97.299184

7 10 2.011828

13 6 7.692864

13 8 1.296162

13 9 24.838999

13 10 28.075256

13 13 113.09672

15 3 53.862091

15 6 0.58855

15 8 0.517979

15 9 9.926297

15 10 2.147925

15 14 10.978435

15 15 112.29771

15 16 5.658987

16 6 2.513099

16 8 0.415474

16 9 7.961941

16 10 9.171603

16 14 47.068518

16 16 24.262123

18 6 0.823738
(continued)
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35.3.2.2 Case 2: With Generator Constraint (Pmax)

From case 1, the active power maximum limit of generator at bus No. 7 is limited to
250 MW, and then, the generator schedules are reallocated. The schedules are
shown in Table 35.12 (generator constraint of 250 MW is shown in bold).

Table 35.9 (continued)

Generator bus No. Load bus No. Pgmust in MW

18 8 0.136183

18 9 2.609748

18 10 3.006249

18 14 15.428019

18 16 7.952587

21 3 24.89255

21 6 0.416399

21 8 0.263259

21 9 5.044953

21 10 1.519657

21 14 7.778208

21 15 51.898774

21 16 4.009385

22 3 15.389082

22 6 1.955543

22 8 0.44349

22 9 8.498825

22 10 7.136791

22 14 36.613134

22 15 32.08488

22 16 18.872749

23 6 13.539006

23 8 2.32687

23 9 44.590967

23 10 49.410868

23 13 46.67647

418 S. Prabhakar Karthikeyan et al.



T
ab

le
35

.1
0

N
M
R
S
of

ge
ne
ra
to
rs

(c
ol
um

n)
to

th
e
lo
ad
s
(r
ow

)
at

va
ri
ou

s
bu

se
s
fo
r
ca
se

1

1
2

3
4

5
6

7
8

9
10

13
14

15
16

18
19

20

1
0.
50
2

0
0.
07
8

0
0.
50
2

0.
02
9

0
0.
00
06
4

0.
01
2

0.
07
5

0
0

0
0

0
0

0

2
0.
01
5

0.
56
7

0.
00
2

0.
56
7

0.
01
5

0.
34
5

0
0.
00
06
6

0.
01
2

0.
00
2

0
0

0
0

0
0

0

7
0

0
0

0
0

0.
00
4

0.
60
1

0.
56
9

0
0.
01
0

0
0

0
0

0
0

0

13
0

0
0

0
0

0.
05
6

0
0.
00
76

0.
14
1

0.
14
4

0.
21
4

0.
13
6

0.
42
6

0
0

0
0

15
0

0
0.
29
9

0
0

0.
00
4

0
0.
00
3

0.
05
6

0.
01
1

0.
02
8

0
0

0.
05
6

0.
35
4

0.
05
6

0

16
0

0
0

0
0

0.
01
8

0
0.
00
24

0.
04
5

0.
04
7

0.
12
0

0
0

0.
24
2

0
0.
24
2

0

18
0

0
0

0
0

0.
00
6

0
0.
00
07
9

0.
01
4

0.
01
5

0.
03
9

0
0

0.
07
9

0
0.
07
9

0.
19
4

21
0

0
0.
13
8

0
0

0.
00
3

0
0.
00
15

0.
02
8

0.
00
7

0.
01
9

0
0

0.
04
0

0.
16
3

0.
04
0

0.
03
4

22
0

0
0.
08
5

0
0

0.
01
4

0
0.
00
26

0.
04
8

0.
03
6

0.
09
3

0
0

0.
18
8

0.
10
1

0.
18
8

0.
42
1

23
0

0
0

0
0

0.
09
9

0
0.
01
36

0.
25
4

0.
25
3

0.
08
8

0.
49
5

0.
17
6

0
0

0
0

35 A Comparison of NMRS with Other Market Power Indices … 419



Similar procedure is followed in calculating Pgmust from which NMRS is cal-
culated. Tables 35.13 and 35.14 show the NMRS and other indices, respectively,
for case 2.

In case 1, it is inferred that the market power of the generator at bus No. 7 was
on the load at bus No. 6, 7, 8, and 10. Due to the constraint on Pmax limit of
generator 7, its market power on load at bus No. 6 and 10 gets removed.

Similar to Table 35.11, Table 35.9 gives the generator share in meeting the load.
This is applicable to both HHI and MRS. For example, generator at bus No. 1’s
Pgmust has increased from 125 MW (case 1) to 175 MW in meeting the system load.
This is due to the reduction in maximum limit of generator at bus No. 7. So the
MRS of generator at bus No. 1 has increased from 0.0439 to 0.0614.

Table 35.11 HHI and MRS
of generators for case 1 Bus

No.
Schedules in
MW

Market
share

HHI MRS

1 242.0478 0.0849 0.0072 0.0439

2 264.1811 0.0927 0.0086 0.0526

7 291.132 0.1022 0.0104 0.0614

13 297.9578 0.1045 0.0109 0.0614

15 255.0512 0.0895 0.008 0.0526

16 266.4797 0.0935 0.0087 0.0526

18 284.9782 0.1 0.01 0.0614

21 300.3418 0.1054 0.0111 0.0702

22 337.4397 0.1184 0.014 0.0789

23 310.3907 0.1089 0.0119 0.0702

Table 35.12 Generator
schedule for case 2 Bus No. Pg (MW)

1 246.5931

2 268.7264

7 250
13 300

15 259.9212

16 271.3497

18 290.2228

21 305.2824

22 342.6843

23 315.2193
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35.3.2.3 Case 3: With Line Constraint

From case 1, the line between bus No. 1 and 5 is limited with a constraint of
100 MW, where all other limits remain same as in case 1. Then, the generator
schedules are as shown in Table 35.15.

In Table 35.16, the line between bus No. 1 and 5 is restricted by 100 MW (as
shown in bold) from which Pgmust and NMRS are calculated. NMRS of each
generator to the entire load is shown in Table 35.17. From Table 35.17, for case 3, it
is found that the generator 1 extends its market power to the load at bus No. 4.

It is also to note that in all the above three cases, load at bus No. 7 (i.e., 125 MW)
is fully dominated by the generator at bus No. 7. The change in NMRS is only due to
the change in Pgmust, i.e. 75.137729 MW, 87.5 MW, and 73.510722 MW for case 1,
case 2, and case 3, respectively.

Table 35.14 HHI and MRS
of each generator for case 2 Bus

No.
Schedules in
MW

Market
share

HHI MRS

1 246.5931 0.0865 0.0075 0.0614

2 268.7264 0.0943 0.0089 0.0702

7 250 0.0877 0.0077 0.0614

13 300 0.1053 0.0111 0.0789

15 259.9212 0.0912 0.0083 0.0702

16 271.3497 0.0952 0.0091 0.0702

18 290.2228 0.1018 0.0104 0.0789

21 305.2824 0.1071 0.0115 0.0877

22 342.6843 0.1202 0.0145 0.0965

23 315.2193 0.1106 0.0122 0.0877

Table 35.15 Generator
schedules for case 3 Bus No. Pg (MW)

1 226.5898

2 250.8915

7 297.5756

13 300

15 257.9139

16 269.8377

18 288.3193

21 303.4127

22 340.7659

23 314.6912
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Table 35.16 Line flow in MW for case 3

From bus To bus Flow in MW

1 2 −6.3252

1 3 24.9051

1 5 100.0000
2 4 70.7352

2 6 76.831

3 9 27.7336

3 24 −182.8285

4 9 −3.2648

5 10 29.0098

6 10 −59.169

7 8 172.5756

8 9 −6.7831

8 10 8.3588

9 11 −72.414

9 12 −84.9002

10 11 −102.1571

10 12 −114.6433

11 13 −86.1132

11 14 −88.4579

12 13 −64.2624

12 23 −135.2811

13 23 −115.3756

14 16 −282.4579

15 16 100.1147

15 21 −171.0146

15 21 −171.0146

15 24 182.8285

16 17 −257.4711

16 19 244.9655

17 18 −103.947

17 22 −153.5241

18 21 −74.3139

18 21 −74.3139

19 20 31.9828

19 20 31.9828

20 23 −32.0172

20 23 −32.0172

21 22 −187.2443
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35.3.2.4 Case 4: Line Outage

From case 1, the line between bus No. 1 and 5 is removed and the impact on NMRS
is analyzed. In this case, a line to be removed is randomly selected. Generator
schedules are calculated and shown in Table 35.18.

From Tables 35.17 and 35.19, the pattern of impact of NMRS of the generators
to the load at bus No. 8, 9, 10, 13, 14, 15, 16, 18, 19, and 20 is more or less same,
while for the other loads, the generators have considerable impact which is reflected
on the NMRS.

From Tables 35.11, 35.14, 35.20, and 35.21, it is inferred that HHI can not able
to reflect the transmission constraint or transmission outages and similarly MRS
simply reflects the variation in market power with the system load. As MRS
depends only on Pgmax, the value of MRS remains unchanged for case 1, case 3,
and case 4.

Table 35.18 Generator
schedules for case 4 Bus No. Pg (MW)

1 242.0478

2 264.1811

7 291.132

13 297.9578

15 255.0512

16 266.4797

18 284.9782

21 300.3418

22 337.4397

23 310.3907
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35.4 Conclusions

In this paper, a 3-bus sample is taken to illustrate the significance of nodal must-run
share index over other indices. A 24-bus RTS is also taken for study to show how
NMRS reflects exactly the system constraints on the generators’ market power.

For 24-bus RTS, in case 1, all the three indices are calculated when the system is
without any constraints. In Table 35.5, NMRS gives a clear view on how the
generators are contributing its share (Pgmust) to each load. It also shows how other
indices fail to reflect this necessary information. These indices simply reflect the
market share. Similar analysis is made under different system conditions such as
system under generator constraint, line constraint, and line outage. This analysis can
also be extended to show the impact of change in load and generator outages.

Table 35.20 HHI and MRS of each generator for case 3

Bus No. Schedule in MW Market share HHI MRS

1 226.5898 0.0795 0.0063 0.0439

2 250.8915 0.088 0.0077 0.0526

7 297.5756 0.1044 0.0109 0.0614

13 300 0.1053 0.0111 0.0614

15 257.9139 0.0905 0.0082 0.0526

16 269.8377 0.0947 0.009 0.0526

18 288.3193 0.1012 0.0102 0.0614

21 303.4127 0.1065 0.0113 0.0702

22 340.7659 0.1196 0.0143 0.0789

23 314.6912 0.1104 0.0122 0.0702

Table 35.21 HHI and MRS of each generator for case 4

Bus No. Schedule in MW Market share HHI MRS

1 242.0478 0.0849 0.0072 0.0439

2 264.1811 0.0927 0.0086 0.0526

7 291.132 0.1022 0.0104 0.0614

13 297.9578 0.1045 0.0109 0.0614

15 255.0512 0.0895 0.008 0.0526

16 266.4797 0.0935 0.0087 0.0526

18 284.9782 0.1 0.01 0.0614

21 300.3418 0.1054 0.0111 0.0702

22 337.4397 0.1184 0.014 0.0789

23 310.3907 0.1089 0.0119 0.0702
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