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Abstract Due to the vast number of medical technologies and equipments, the
medical images are growing at a rapid rate. This directs to retrieve efficient medical
images based on visual contents. This paper proposed the magnetic resonance
imagining (MRI) scan image retrieval system using co-occurrence matrix-based
texture features. Here, the principal component analysis (PCA) is applied for
optimized feature selection to overcome the difficulties of feature vector creation
with Haralick’s texture features. Then, K-means clustering and Euclidean distance
measure are used to retrieve best MRI scan images for the query image in medical
diagnosis. The experimental results demonstrate the efficiency of this system in
clusters accuracy and best MRI scan image retrieval against using all the fourteen
familiar Haralick’s texture features.
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1 Introduction

Content-based image retrieval (CBIR) is a technique in which different visual
contents have been measured to search and retrieve images from the mass amount
of image databases based on the input image. The content-based medical image
retrieval (CBMIR) systems are medical domain-specific search engine for medical
image databases, which indexing and retrieving medical images according to their
visual contents such as texture, shape, and other information [1–3].
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The significance of new technologies such as X-ray radiography, ultrasound,
computed tomography (CT), magnetic resonance imagining (MRI), and picture
archiving and communication systems (PACS) has resulted in an explosive growth
in the number of medical images stored in the database. Medical images classifying,
indexing, and retrieval in manual methods are very expensive and time consuming.
This will lead various systems for storage, organization, indexing, and retrieval of
the medical images.

The most important objective of the CBMIR system is to retrieve the images
from the huge volume of medical databases with high accuracy by performing
feature extraction, classification, and similarity measure process. So the retrieved
images are used for various medical diagnostic purposes.

Generally, the medical image database contains a lot of texture-based informa-
tion capable for retrieval purpose. This paper proposed the MRI scan image
retrieval system in two parts of the human body such as the spine and brain using
co-occurrence matrix [4]-based texture features with principal component analysis
(PCA) [5] feature selection transformation, K-means clustering [6], and Euclidean
distance measure [7]. The accuracy, precision, and recall rate of this system are high
compared with using all fourteen Haralick’s texture features [8].

The next section of the paper describes related works of the system. The brief
discussion on the proposed work and Haralick’s texture features is given in Sects. 3
and 4. Sections 5 and 6 explain about feature selection and K-means clustering.
Section 7 deals the image retrieval. Section 8 shows experiments and results. In
Sect. 9, the conclusion of the work with future prospects is given.

2 Related Works

Medical images have become a key investigation tool for medical diagnosis. With
the growth of medical databases, new applications committed to statistical analysis
of medical data have appeared. There are many existing systems that provide
different methods and algorithms for CBMIR. The most important intention of all
these systems is to prove the improvement of results so as to give support to the
doctors and radiologists in diagnosis of treatments.

In [9], they described a medical image retrieval system using low-level features
and high-level semantic features with 90 % of precision and recall rate. Here,
medical images were segmented into several sub-images using fuzzy C-mean
clustering algorithm and extracting 3 gray-level features using color moments.
Then, the sub-images were changed to binary image, and seven shape features and
four texture features were extracted using co-occurrence matrix. Then, the genetic
algorithm was used to select optimal features, and the text information in the
medical image was chosen for the semantic content of the report of radiologists.

Selvarani and Annadurai [10] illustrated a system by combining low-level
content features and high-level semantic features for medical image retrieval. The
semantic information was extracted from the DICOM header which was used to
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perform the initial search. This pre-filtering of the images reduced the number of
images to be searched. Then, texture features and shape features were found by
Gabor filter and the fixed block resolution format. Image retrieval is performed by
Euclidean distance measure. This system reduced the time taken to search the entire
medical image database. Also, the average precision rate of 80 % is achieved.

Horsthemke et al. [11] explained two different texture feature-based CBMIR
systems. The first system can be used to provide context-sensitive tools for com-
puter-aided diagnosis with pixel-level co-occurrence matrices. The second system
can be used directly as a computer-aided diagnosis system for case-based and
evidence-based medicine with pixel-level and global-level co-occurrence matrices.

Zhang and Zhu [12] proposed a method using co-occurrence matrix to extract
texture feature and edge histogram to extract shape feature of medical images.
Then, Euclidean distance was used for medical image retrieval. Results of exper-
imentation showed that the system had a recall rate about 90 % and applied to
medical image retrieval with promising effect. In [13], the authors presented an
evaluation of the diagnosis of dementia using texture analysis of brain MRI with
Gabor wavelets and further classified by the back propagation network. Here, three
different types of texture features were extracted: The first had the gray-level co-
occurrence matrix (GLCM) features, the second had the Haralick’s features, and the
third had Gabor wavelet-based Haralick’s features. From the comparison of the
average efficiency, the statistical features extracted from Gabor wavelets provided
better efficiency of 97 % than the other two methods.

Prasad and Krishna [14] evaluated the performance of two statistical methods of
texture features proposed by Haralick’s and Tamura for retrieving similar cases for
CT scan brain images. To speed up the search process, selected features were
extracted and indexed using hash structure. The Euclidean distance measure was
used for similarity measurement. Both the methods were compared based on pre-
cision and recall. Tamura features were found to provide better retrieval results for
CT scan brain images. In our previous work [15], the performance measures for
spine MRI scan image retrieval proved that texture features (black-white symmetry,
geometric symmetry, degree of direction, orientation features and central symmetry)
based on the texture spectrum were somewhat good compared to Haralick’s texture
features (contrast, angular second moment, coarseness, entropy) and the combina-
tion of both features of image retrieval was the best.

3 Proposed Work

The block diagram of the proposed CBMIR system is shown in Fig. 1 in which two
parts of the human body MRI scan images such as the spine and brain are used to
construct the training data set.

In our work, we find GLCM to each MRI scan image in the training image
database. Then, fourteen Haralick’s textures feature vector values are extracted as
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feature components, and PCA feature selection transformation is used to create an
optimized database.

After that, using k-means clustering, the training images are clustered by means
of the selected texture feature-based database. When a testing MRI scan image is
submitted, the same texture feature extraction and feature vector value construction
process have been applied to obtain the feature vector values for the testing image.
Next, for similarity comparison between the query MRI scan image and the clus-
tered MRI scan images, a Euclidean distance function is used. The closest
Euclidean distance values for the query image are ranked, and best MRI scan
images are retrieved for medical diagnosis.

4 Haralick’s Texture Features

Since we are interested in the statistical approach, we make use of the most suitable
Haralick’s features. The major advantage of using the texture attributes is obviously
their simplicity. The most common features used in practice are the measures
derived from GLCM. These features have been widely used in the analysis, clas-
sification, and interpretation of medical images. The following fourteen Haralick’s
texture features are extracted for the training MRI scan images.
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Fig. 1 The design of the proposed retrieval system
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Figure 2 shows the sample Haralick’s feature extraction output screen of our
proposed work.

5 Feature Selection

We are using PCA as a feature selection algorithm. PCA is useful when we have
obtained features on large number of attributes and believe that there is some
redundancy in those features. In our case, redundancymeans that some of the features
are correlated with one another, possibly because they are measuring the same con-
struct. Because of this redundancy, it should be possible to reduce the observed
attributes into a smaller number of principal components (artificial attributes) that will
account for most of the variance in the observed attributes.

After extracting fourteen texture features, the database is normalized using the
z-transform and rescales the feature values. Then, using PCA transformation, we
have selected five best features (i.e.) ASM, entropy, inverse difference moment,
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inertia, and correlation for MRI scan image retrieval using variance as 0.95. So,
instead of using fourteen Haralick’s texture features, we are using only five texture
features for best MRI image retrieval.

6 K-means Clustering

K-means clustering is one of the simplest unsupervised learning algorithm that
solves the clustering problem. The procedure follows a simple and easy way to
classify a given data set through ‘K’ number of clusters. In this work, given 1,250
normal and abnormal MRI scan images as training images in a 5-dimensional
metric space, determine a partition of the images into maximum 20 clusters and 100
iterations, such that the images in a cluster are more similar cases to each other than
two images in different clusters.

We initialize 20 clusters by arbitrarily selecting one image to represent each
cluster. Each of the remaining images is assigned to a cluster, and the clustering
criterion is used to calculate the cluster mean. These means are used as the new
cluster points, and each image is reassigned to the cluster that it is most similar to.
This continues until there is no longer change when the clusters are recalculated.

Fig. 2 Output screen for Haralick’s texture feature extraction
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7 Image Retrieval

The Euclidean distance is calculated between the query image and the clustered
images. If xi and yi are 2D feature vectors of the clustered training images and query
image, respectively, then the distance measure is defined as,

dE X;Yð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXd

i¼1
ðxi � yiÞ

r

The calculated distances are sorted in increasing order and display the first
N images as the best similar MRI scan images for medical treatment. The sample
output screen for MRI brain image retrieval is shown in Fig. 3.

8 Experiments and Results

This method is implemented on a computer system using Java as the programming
language and MS Access as the backend. In this work, we used around 1,250 MRI
scan images as a training set and 100 MRI scan images as testing set in BMP format
with the size of 256 × 256 as a database. Two parts of the human body MRI scan
images such as 900 spine and 450 brain images are used. The nature of clustering of
the system is to cluster the normal and abnormal human body MRI scan images for
spine and brain using 1,250 training data set. The effectiveness of the K-means
clustering algorithm can be measured by accuracy, sensitivity, and specificity.

Fig. 3 Best retrieved MRI brain images
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The K-means clustering algorithm gave a test accuracy of 85.2 % while using
fourteen Haralick’s texture features. The proposed PCA-based feature selection
transformation with five Haralick’s features gave the test accuracy of 95.6 %.
Figure 4 shows the empirical receiver operating characteristic curves in support of
various cutoff points with a false-positive rate on the X-axis and true-positive rate
on the Y-axis.

The effectiveness of the proposed method can be measured by precision and
recall, which are often referred together since they measure the different aspects of
the system performance. The results are given in the following Fig. 5.

9 Conclusion

In this paper, we have proposed an efficient MRI scan image retrieval system using
PCA-based optimized Haralick’s texture features. The experimental results dem-
onstrate that the proposed method has the best accuracy, precision, and recall rate
than usual Haralick’s texture feature-based MRI scan image retrieval methods. We
have planned to extend our work with all types of human body scan images.

Fig. 5 Performance measure graphs based on precision and recall

Fig. 4 Empirical ROC curves
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