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Preface

The Organizing Committee is delighted to present the high-quality papers
presented in the first International Conference on Intelligent Computing,
Communication and Devices (ICCD 2014) being organized by SOA University
during April 18–19, 2014. The title was chosen as this converges three upcoming
technologies for the next decade. In recent time, ‘‘Intelligence’’ is the buzz word
for any discipline and many scholars are working in these areas.

In simple definition, ‘‘intelligence’’ is the ability to think and learn. Looking
back to its origin and development, report says, since 1956 artificial intelligence
was formally found and has enjoyed tremendous success over the past 60 years.
During the 1960s, the subject was dominated by traditional artificial intelligence
that follows the principle of physical symbolic system hypothesis to get great
success, particularly in knowledge engineering. During the 1980s, Japan proposed
the fifth generation computer system (FGCS), which is knowledge information
processing forming the main part of applied artificial intelligence. During the next
two decades, the key technologies for the FGCS was developed such as VLSI
architecture, parallel processing, logic programming, knowledge base system,
applied artificial intelligence and pattern processing, etc. The last decade is
observing the achievements of intelligence in the mainstream of computer science
and at the core of some systems such as Communication, Devices, Embedded
Systems, Natural Language Processor, and many more.

ICCD 2014 covers all dimensions of intelligent sciences in its three tracks,
namely Intelligent Computing, Intelligent Communication, and Intelligent
Devices. Intelligent Computing track covers areas such as Intelligent and
Distributed Computing, Intelligent Grid and Cloud Computing, Internet of Things,
Soft Computing and Engineering Applications, Data Mining and Knowledge
Discovery, Semantic and Web Technology, Hybrid Systems, Agent Computing,
Bio-Informatics, and Recommendation Systems.

At the same time, Intelligent Communication covers communications and
networks technologies, including mobile broadband and all optical networks,
which are the key to the groundbreaking inventions to intelligent communication
technologies. This covers Communication Hardware, Software and Networked
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Intelligence, Mobile Technologies, Machine-to-Machine Communication
Networks, Speech and Natural Language Processing, Routing Techniques and
Network Analytics, Wireless Ad Hoc and Sensor Networks, Communications and
Information Security, Signal, Image and Video Processing, Network Management
and Traffic Engineering.

The Intelligent Device is any type of equipment, instrument, or machine that
has its own computing capability. As computing technology becomes more
advanced and less expensive, it can be built into an increasing number of devices
of all kinds. The Intelligent Device covers areas such as Embedded Systems,
RFID, RF MEMS, VLSI Design and Electronic Devices, Analog and Mixed-
Signal IC Design and Testing, MEMS and Microsystems, Solar Cells and Pho-
tonics, Nano-Devices, Single Electron and Spintronics Devices, Space Electronics,
and Intelligent Robotics.

The ‘‘Call for Paper’’ for this conference was announced in the first week of
January 2014 and due to shortage of time we have to keep a very tight deadline for
paper submission, i.e., March 15. But to our surprise, we have received 324 papers,
which were considered for review and editing. Out of these 324 papers, 163 papers
were accepted for the presentation and publication whereas 147 papers were
registered, which are covered in this proceeding.

I am sure the participants must have shared a good amount of knowledge during
the two days of this conference. I wish all success in their academic endeavor.

Srikanta Patnaik
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A Survey of Security Concerns in Various
Data Aggregation Techniques in Wireless
Sensor Networks

Mukesh Kumar and Kamlesh Dutta

Abstract Achieving security in case of data aggregation in wireless sensor net-
work (WSN) is a challenging task because of its limitations in terms of compu-
tation, resources, battery power, transmission capabilities, etc. This paper provides
a comprehensive discussion on literature of security concerns in data aggregation
in WSNs. Main contributions of this paper are describing the fundamentals of
secure data aggregation in WSN, identifying the important parameters for the
classification of secure data aggregation techniques for WSN, considering key
characteristics of existing secure data aggregation techniques, comparing the
existing secure data aggregation techniques, and introducing table of comparison
based on various parameters such as security principles, prevention of attacks by
protocols, aggregation function, and cryptographic techniques used.

Keywords Data aggregation � Security � WSN

1 Introduction

Wireless sensor network (WSN) is a heterogeneous system, consisting of tiny
reasonably priced sensors, actuators, and general purpose computing elements.
Sensors are spread over a specific geographical area, which are competent of
sensing changes in parameters such as temperature, pressure, humidity, and noise
level [1] of surrounding environment. These sensor nodes are scattered in an
unattended environment (i.e., sensing field) to sense the physical world. They
communicate with other devices over a specific area using transceiver and send
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sensed information to a central location, so that central processing can be per-
formed on it to achieve desired functionality such as environment monitoring,
providing security at home or in public place. The most efficient model for WSN is
cluster-based hierarchical model. WSN is like an ad hoc network, so it is also
called ‘‘ad hoc wireless sensor network.’’ Potential applications include monitoring
factory environment such as instrumentation, pollution level, fire alerts, free way
traffic, climate monitoring and control [2], medical monitoring and emergency
response [3], monitoring remote or unfriendly habitat [4, 5], military target
tracking [6, 7], natural disaster relief [8], wildlife habitat monitoring [9], forest fire
prevention [10], military surveillance [10], and biomedical health monitoring [8,
9]. The preferred features of WSN are security, reliability, robustness, self-healing,
self-organizing capabilities, dynamic network topology, limited power, node
failures and mobility of nodes, short-range broadcast communication and multi-
hop routing, and large scale of deployment and scalability [11].

1.1 Data Aggregation

Sensor networks are event-based system. Sensor node triggers when some par-
ticular event occurs in the environment for which it is deployed. Generally, there is
redundancy in the event data. Individual sensor readings are of limit use. We
require average, min, max, sum, count, predicate, quartile, etc., of some particular
readings. If we forward data without aggregation, it will be too expensive as it
consumes more energy as well as bandwidth. One of the best solutions to this
problem is to combine the data coming from sensor nodes. Data aggregation
techniques explore how the data are to be routed in the network as well as the
processing method that is applied on the packets received by a node. Data
aggregation techniques are used to reduce energy consumption of nodes, and thus,
network efficiency is increased due to reduced number of transmission. Data
aggregation [12] is defined as global process of gathering and routing information
through a multi-hop network, processing data at intermediate nodes with the
objective of reducing resource consumption, thereby increasing network lifetime.
It will eliminate redundancy and minimize the number of transmissions. Thus,
aggregation is the summarization of the data combined to answer some particular
query.

1.2 Data Aggregation Security Concerns

• Confidentiality ensures that information is only disclosed to those who are
authorized to see it. The confidentiality principle in case of WSN will be
achieved when we are able to aggregate encrypted data

2 M. Kumar and K. Dutta



• Integrity and freshness ensures that information is accurate and complete and
has not been altered in any way. There should not be alterations in aggregated
data

• Availability ensures that a system can accurately perform its intended purpose
and is accessible to those who are authorized to use it. Here, availability is
limited to availability of data aggregator

• Authentication ensures correctness of claimed identity. Absence of proper
source authentication invites Sybil attacks against data aggregation

• Authorization ensures permissions granted for actions performed by entity

2 Secure Data Aggregation Protocols

Secure data aggregation protocols broadly can be classified based on cryptographic
techniques and based on non-cryptographic techniques.

2.1 Secure Data Aggregation Based on Cryptographic
Techniques

Secure data aggregation protocols based on cryptographic techniques are further
classified on the basis of which cryptographic technique it is using, e.g., symmetric
key cryptography, asymmetric key cryptography, hash function, and MAC. There
are further two categorizations of non-cryptographic solutions for secure data
aggregation. First one is based on trust/reputation. Second category of solution is
based on soft computing techniques as described in Fig. 1.

2.1.1 Secure Data Aggregation Based on Symmetric Key
Cryptography

We start discussing the work proposed by Hu and Evans [13]. It is based on
symmetric key cryptography and aggregation of unencrypted data. In this scheme,
messages are not aggregated at the immediate next hop, are forwarded as it is over
the first hop, and then are aggregated at the second hop. The proposed protocol
ensures data integrity but does not provide data confidentiality. Another drawback
of the scheme is that if both of parent node and its child are compromised nodes,
then data integrity will not be assured.

The next protocol which falls under the category of aggregation protocol based
on symmetric key cryptography is proposed by Yang et al. [14]. In this, nodes are
dynamically divided in a tree topology by using probabilistic grouping technique.
SDAP is based on the fact that more trust has to be placed on the high-level nodes

A Survey of Security Concerns in Various Data Aggregation… 3



(i.e., nodes closer to the root) as compared to low-level nodes during a normal hop-
by-hop aggregation process in a tree topology. If a compromised node is closer to
the base station, the false aggregated data produced by this compromised node will
have a larger impact on the final result computed by the base station. SDAP
dynamically separates the topology tree into multiple logical groups of similar
sizes. SDAP provides data confidentiality, source authentication, and data
integrity.

The next paper under this category was proposed by Ozdemir in 2007. In this
paper, author argues that compromised nodes have access to cryptographic keys
that are used to secure the aggregation process, and therefore, cryptographic
primitives alone cannot provide a sufficient enough solution to secure data
aggregation problem. The SELDA [15] is based on the concept that sensor nodes
observe behavior of their neighboring nodes to build up trust levels for both the
environment and the neighboring nodes. A web of trust is formed by exchanging
trust level of nodes with each other that allows them to determine secure and
reliable paths to data aggregators. Main contribution of SELDA is the detection of
DoS attack by the use of monitoring mechanisms.

Westhoff et al. [16] proposed concealed data aggregation (CDA) protocol in
which sensor nodes have a common symmetric key with the base station that is
reserved secret from intermediate aggregators. In the proposed approach, data
aggregators carry out aggregation functions that are applied to cipher texts. This
scheme has main advantage that intermediate aggregators do not have to perform
decryption and encryption operations at their ends. Therefore, data aggregators do
not have to store a susceptible cryptographic key which ensures an unrestricted
aggregator node election process during the WSN’s lifetime.

Secure Data Aggregation      

Techniques 

Based on Non Cryptographic 

Techniques 

Based on Cryptographic 

Techniques 

Based on Symmetric Key     

Cryptography 

Based on Symmetric Key     

Cryptography 

Based on MAC/Hash

Trust and Reputation based 

Techniques 

Soft Computing based

Techniques 

Fig. 1 Classification of various secure data aggregation techniques
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A wide range of CDA based on homomorphic encryption has been proposed in
the literature. In these techniques, aggregation function can be performed on the
cipher text without decrypting it. Technique proposed by Sun et al. [17] also falls
under this category. It provides data confidentiality as well as integrity of data.
Moreover, it is resistant to eavesdropping attack. It also provides malicious node
detection with some extra overhead. Main limitation of the scheme is that no
source authentication is achieved, therefore resilient to Sybil attack. Another
limitation is extra overhead due to malicious node detection.

Now, we discuss the work proposed by Castellucia et al. in 2009 in which
authors proposed a protocol which achieves end-to-end confidentiality while
achieving data aggregation. This protocol performs data aggregation without
requiring the decryption of sensor data at aggregator node.

Next, we discuss SEEDA [18] and main feature of SEEDA is less communi-
cation overheard. In SEEDA instead of sending information of non-responding
nodes, cipher text for non-responding nodes is considered as 0. This protocol has
to compute average of the received data. Therefore, along with the cipher text
count of number of nodes is added. Limitations of this scheme are that only
confidentiality is achieved and very elementary method is used for achieving it. No
integrity and authentication is achieved.

2.1.2 Secure Data Aggregation Protocol Based on Asymmetric Key
Cryptography

In year 2007, Ozdemir [19] proposed CDAP which is an asymmetric key-based
privacy homomorphic encryption technique. By using this technique, end-to-end
data confidentiality and data aggregation can be achieved together. This protocol
uses a number of more efficient sensor nodes called aggregator node for privacy
homomorphic encryption and aggregation of the encrypted data. During the net-
work deployment, each aggregator node shares pair-wise keys with its neighboring
nodes. The purpose of sharing these keys is to enable neighboring nodes to send
their sensor readings securely. Each neighboring node encrypts its data and sends
the encrypted data to its aggregator node. After receiving, the data aggregator node
decrypts all the data, aggregates the data, and encrypts the aggregated data using
the privacy homomorphic encryption algorithm. The data which are encrypted
with the privacy homomorphic encryption algorithm can only be decrypted with
private key own by base station.

Another end-to-end data aggregation approach which employs homomorphic
encryption on elliptic curve cryptography is proposed by Jacques et al. [20].
Elliptic curve cryptography facilitates nodes to generate comparatively smaller
key size as compared to existing complex schemes. However, same security can be
achieved using elliptic curve cryptography. It prevents the decryption phase at the
aggregator’s layers and saves energy. This scheme is based on the cryptosystem
which has been proved safe and has not been crypt analyzed. Another important
feature of this scheme is that for two identical messages, it generates two different
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cryptograms. It is resistant to known plain text attack, chosen plain text attack, and
man in middle attack. This scheme provides only confidentiality not integrity and
authentication.

2.1.3 Secure Data Aggregation Protocol Based on MAC/Hash Function

A witness-based data aggregation scheme for WSNs is proposed by Du et al. [21].
In this approach, the witness nodes of each data aggregator also perform data
aggregation and compute MACs of the aggregated data. MAC of the aggregated
data of every witness node is sent to the data aggregator. The data aggregator
collects and forwards the MACs to the base station. These MACs are used by the
base station to verify the integrity of the data send by data aggregators. The
proposed protocol provides only integrity of the data. It does not provide confi-
dentiality and authentication.

In 2010, Suat Ozdemir and Hasan Cam worked on false data detection and data
aggregation and proposed a protocol. This protocol [22] supports data aggregation
with false data detection. To achieve this, the monitoring nodes of every data
aggregator also conduct the data aggregation as well as compute the corresponding
MAC for data verification at their pair mates. To achieve confidentiality in data
transmission, the sensor node between the successive data aggregators verifies the
data integrity on the encrypted data rather than the plain data. The role of the data
aggregator is selected on rotation basis among the sensor nodes based on their
residual energy levels. This will lead to the balance of energy consumption.

Energy-efficient and high-accuracy scheme which is proposed by Hongjuan
et al. [23] in 2011 can protect data privacy with moderate extra overhead; hence,
this scheme has less bandwidth and energy consumption. The communication
overhead of EEHA is reduced significantly, the amount of transmission is less, and
hence, the chance of occurring collisions is also decreased which causes an
improvement of aggregation accuracy and energy efficiency. To address privacy,
authors adopt the ‘‘slicing and assembling’’ technique. This scheme is more
suitable for applications that have relative loose requirements of privacy preser-
vation, but place more emphasis on energy-efficiency and accuracy level [23].

The last protocol [24] under this category is proposed by Ozdemir and Yan.
This technique is used for hierarchical data aggregation which uses different keys
for encryption of data. It uses elliptical curve cryptography and homomorphic
encryption for data integrity and confidentiality. In this protocol, network is vir-
tually divided into several regions and a different public key is used for each
region. For achieving data integrity, the MAC of each region is combined using
XOR function resulting in a single MAC which is further verified by the base
station. All messages are time stamped to prevent replay attack. This protocol is
important when the base station may need to analyze the data for a certain region
in a network. In this protocol, each sensor node encrypts its data using the public
key of the region in which it resides and sends it to the data aggregator of the
region. This protocol does not provide integrity protection for individual sensor
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reading. In that case, the base station would need the list of all sensor nodes that
contributed to the aggregated data, thereby incurring too much communication
overhead.

The technique proposed by Ozdemir and Xiao [25] is also known as FTDA
which is based on locality-sensitive hashing which is used to represent sensor data
compact. In this technique, recent m readings are encoded into LSH code of size
b. LSH codes are forwarded to aggregator nodes, and data aggregator node checks
the similarity between the LSH pairs. Now, the data aggregator node verifies from
the neighboring node whether this outlier is due to any phenomenon in the
neighboring nodes. Data aggregator will not include data of outlier nodes in the
data aggregation. Further, duplicate data packets which have similar LSH codes
are hereby removed in order to improve the bandwidth and energy efficiency.
Those authors have mainly two contributions in this work: First, deletion of outlier
and second, removal of redundant data.

2.2 Secure Data Aggregation Protocols Based
on Non-Cryptographic Schemes

First protocol under this category is proposed by Roy et al. [26]. In this protocol,
authors tried to overcome the limitations of existing aggregation framework called
synopsis diffusion which combines multi-path routing schemes with duplicate-
insensitive algorithms to accurately compute aggregated values in spite of message
losses resulting from node and transmission failures. Also, this aggregation tech-
nique does not consider the problem of false sub-aggregate values generated by
malicious nodes. These sub-aggregate values result in large errors in the final value
computed at the sink. This is an important problem since sensor networks are
highly susceptible to node compromise attack due to the unattended nature of
sensor nodes and the lack of tamper-resistant hardware. In this protocol, authors
make the synopsis diffusion approach secure against attacks in which compro-
mised nodes contribute false sub-aggregate values. A novel lightweight verifica-
tion algorithm is proposed by which the base station can determine whether the
computed aggregated value includes any false data.

The next scheme [27] employs hierarchical inspecting of message integrity
during aggregation. In this, result checking and aggregation are performed con-
currently. Whenever attack is detected, sensor will send error report to the base
station via different pre-decided routing paths. It does not require strong
assumption, i.e., fixed network topology, topology knowledge security features.
This scheme is secure against stealthy attack since the tampered results generated
by the parent node can be detected by its child node. Main drawback of this
scheme is that it cannot detect a compromised node which modifies its sensing
reading, e.g., inserting an extra value cannot be prevented.

A Survey of Security Concerns in Various Data Aggregation… 7



2.2.1 Secure Data Aggregation Protocols Based on Trust/Reputation

First scheme under this category [28] is based on defensible approach against
insider attack. In this technique, trust value is assigned by the neighbor node by
cross-checking. The readings are compared with the expected sensing result within
the possible and legitimate sensing range. Authors assumed that there are some
nodes called anchor nodes which know their location and orientation and are
trustworthy nodes. Another assumption is that malicious node only tries to inject
false data and do not increase the trust value of malicious nodes. In this, first of all,
sensor network is partitioned into logical grids and unique identification number is
assigned. Then, each sensor node estimates its location and grid number, and after
that, each node evaluates trust worthiness of its neighbor nodes by cross-checking
neighbor node’s duplicate data with its own results. False data can be detected in
this step. Finally, aggregator node computes the median of the data and transmits
the aggregation result to the destination node.

In the next technique [29], trust worthiness/reputation of each sensor node is
calculated by using information theoretic concept Kullback–Lieber (KL) distance.
Uncertainty of the aggregation result is represented by an opinion, a metric of
degree of belief. This opinion is routed by Josang’s belief model. This scheme is
resilient against node compromise attack and quantifies the uncertainty in the
aggregated results. Statistical and signal processing techniques are used to measure
the trustworthiness by comparing the readings with the reported data. In this
technique, one cluster head and one aggregator for each cluster are appointed.
Each sensor node sends its readings to the aggregator; then, aggregator classifies
the sensor nodes into different groups based on reputation by comparing the data
with aggregated results. Further, it calculates an opinion, metric of uncertainty to
express trust worthiness of the sensor nodes. Cluster head receives report which
includes aggregated result and opinion. Cluster head then combines all the reports
calculated from different aggregators, recalculates opinion discount based upon
aggregator’s reputation, and sends to base station. In this scheme, new aggregator
is elected on the basis of trust or reputation.

The last protocol [30] under this category is based on reputation system in
which activity of every node is observed by neighbor’s node in order to determine
their trustworthiness. In this scheme, different nodes are considered for their dif-
ferent responsibilities such as sensing, and aggregation. However, this work is
similar to that of Zhang’ work [29] but it has overcome one important assumption
that all nodes have a similar view of sensed event. Authors claimed that current
work follows on practical implementation, while previous work was based on
analytical work. Reputation system used here is called as beta reputation system
which is able to describe the probability of binary event based on previous out-
come of the event. This scheme follows Bayesian framework using the beta dis-
tribution for trustworthiness of sensor network.
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2.2.2 Secure Data Aggregation Protocols Based on Soft Computing
Techniques

According to the author [31], computational intelligence-based techniques can be
widely used for secure data aggregation instead of traditional cryptographic
techniques. Computational intelligence consists of neural network, fuzzy com-
puting, swarm intelligence, and evolutionary computing. Data aggregation tech-
niques consist of two kind of routing heuristic namely data centric and address
centric. We can consider construction of aggregation tree as NP hard problem, but
there exist some solutions which are based on computational intelligence.

First paper under the aforementioned category employs neural network. In this
paper [32], authors have proposed a scheme to implement neural network into
sensors and neural network is trained for false data detection. Neural network is
trained with the data from neighbors. It compares the data of neural network with
the sensor node and then evaluates error between the two data. The reason for
devising neural network within the sensor node is that processing uses less energy
as compared to the data transmission. This technique has two main contributions.
First, it has increased the sensor network lifetime. Secondly, it is used to identify
and detect false data during data aggregation.

In the second work [33], fuzzy logic is employed to test the trustworthiness of
sensor nodes. This technique has basically three phases. In first phase, cluster
formation takes place and cluster head is elected. Cluster head estimates the dis-
tance between the sensor node and itself. In second phase, cluster head determines
the trust value with the help of spatial and temporal changes. In third phase, fuzzy
logic is applied to test the trustworthiness of nodes. Fuzzy logic rules are con-
structed on the basis of trust level, power, and distance. There would be three
output levels: best node, normal node, or worst node. Authors have not employed
any cryptographic technique to detect malicious node.

3 Comparison of Secure Data Aggregation Protocols

In this section, comparison of various secure data aggregation protocols has been
done on the basis of various parameters as shown in Table 1. These parameters are
briefly explained below.

• Security principles: One parameter of comparison can be various security
concerns achieved by the proposed techniques such as confidentiality, integrity,
authentication, non-repudiation, and availability.

• Prevention of attacks: Other criteria for categorization can be the types of
attacks which can be prevented by the existing literature such as DoS, replay,
eavesdropping, Sybil, and false data injection.

A Survey of Security Concerns in Various Data Aggregation… 9
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• Aggregation function: Generally, there are two approaches to perform secure
data aggregation. Data aggregation can be done with size reduction and without
size reduction.

• Technique used for security: Another criterion for comparison would be based
on cryptographic techniques used like digital signature, symmetric key cryp-
tography, asymmetric key cryptography, and MAC. Others techniques may be
based on trust/reputation and soft computing based techniques.

• Hop-by-hop data aggregation: In this technique, the encryption of the data is
performed by the sensing nodes and decryption by the aggregator nodes. The
aggregator nodes aggregate the data and again encrypt the aggregation result.
At the end, the sink node obtains the last encrypted aggregation result and
decrypts it.

• End-to-end data aggregation: In this technique, the aggregator nodes in
between do not contain any decryption keys and can only perform aggregation
on the encrypted data.

4 Conclusion

In this paper, we started with brief introduction of WSN, its applications, char-
acteristics, and limitations. We observed that after application of data aggregation,
the number of message transfers reduced significantly. Further, security require-
ments increase when we apply aggregation on the data from sensor nodes .In
literature, a number of secure data aggregation schemes have been proposed. We
have given a comprehensive review of various secure data aggregation protocols
with their advantages and limitations. This comparison is done on the basis of
various parameters such as security principles, prevention of attacks by protocols,
aggregation function, and cryptographic techniques used.
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Secure and Dynamic IP Address
Configuration Scheme in MANET

Poulami Choudhury, Koushik Majumder and Debashis De

Abstract Mobile ad hoc network (MANET) is an infrastructure-less network
having dynamic topology and volatile nodes connected by wireless communica-
tion. Secure communication in MANET demands unique IP address assignment to
ensure proper routing of packets. It is challenging for a decentralized network to
have dynamic and unique IP addressing scheme. In this paper, we focus on the
difficulties of secure message passing and assigning unique IP addresses to new
nodes willing to join in MANET. The message passing is authenticated using both
symmetric and asymmetric keys, and arrival conflict is diminished by time stamp.
Each node being a proxy server can allocate unique IP address to new node. Each
node maintains a unique tuple of own IP address, node ID, and MANET ID for
efficient network merging and partitioning. This scheme offers a secure and effi-
cient mechanism of configuring a MANET.

Keywords Mobile ad hoc network � IP address � Routing � IP address configu-
ration � Proxy server � Symmetric and asymmetric key

1 Introduction

MANET has very vibrant characteristics which demand unique identification of
each node in network for source destination communication. There is a manual
configuration scheme for configuring IP addresses in an ad hoc network. It is well
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fitted in small-scale network but not for large network. Centralized server-based
and fixed infrastructure network has a secure authenticated dynamic host config-
uration protocol (DHCP) server. As MANET is dynamic, the network might get
partitioned at some times and might also merge. Therefore, manual configuration
may lead to conflict of address. Centralized server DHCP cannot be used in a
distributed network like MANET. For assigning an IP address, a standard IP
addressing protocol should have the following objectives: dynamic IP address
configuration, uniqueness, robustness, scalability, security, and adaptivity.

The rest of the paper is organized as follows: A brief note on the related
research work in this area is given in Sect. 2. In Sect. 3, the proposed scheme is
explained in detail. In Sect. 4, conclusions are presented.

2 Related Work Review

Address configuration schemes for MANET can be classified into three categories:
neighbor-based schemes, decentralized schemes, and centralized schemes. The
centralized scheme or leader-based allocations are DHCP, agent, or initiator-based
allocation schemes. Most of the existing address allocation algorithms for a
MANET use duplicate address detection (DAD) mechanism [1, 2] to resolve
address conflict in the network. In neighbor-based schemes, a new node is con-
figured by a neighbor node, so it does not suffer from network-wide flood or
centralized control. In [3], a root node is also responsible for address reclamation
and network merging. Therefore, if a root node fails, then the address configura-
tion system may collapse. Ghosh et al. [4] proposed an ID-based address config-
uration scheme. The scheme assumes that in the initial state, the first new node in a
MANET sets its address as 0. If more than one new node joins a MANET at the
same time, then address conflict can occur.

In this paper, both the authentication and uniqueness are taken as a matter of
concern for IP address allocation in distributed and dynamic MANET network.

3 Proposed Work

In this paper, we propose a secure and dynamic IP address configuration scheme. It
is authenticated mutually, and uniqueness is guaranteed by using ID. We have
given an improved solution to the problems that may arise due to host failures,
message losses, mobility of the hosts, and network partitioning/merging.

Unique address allocation scheme: Our proposed address allocation algorithm
has two parts: (a) for the new node (Nn) (Algorithm 1) and (b) for the proxy that
assigns IP address (Algorithm 2).

A new node at first generates its public key using its hardware address and
private keys using a random function and one-time session key. Then, it sends the

18 P. Choudhury et al.



Discover message to 1 hop broadcast nodes. And a DiscTimer () is set on. If the
DiscTimer expires and no existing nodes are present in MANET, then no Choice
(CHOICE) message is received. In cases when such CHOICE message is not
received or if the variable counter is greater than the threshold (value 2), then the
new node calls self_configure (). This function sets the IP address of the node to
169.y.0.1 (for class B) and generates Node_id and MID using random function. On
the other hand, if it receives multiple CHOICE messages with Priority (Prp) meant
for generating IP address for child, then the highest priority proxy node is chosen
by the new node. The priority is set depending on the available IP address in proxy
recycle list and its father’s recycle list. New node then sends request message REQ
to that selected highest priority proxy node along with time stamp. This REQ
message is encrypted using both symmetric key cryptography and asymmetric key
cryptography. After receiving REQ message from proxy node, it will send a Reply
(REP) message with unique IP address to the node Nn (Table 1).

Next, the Nn node generates its node ID using hash function on allocated IP
address and public key and sets the MANET ID from father node. After that, the
SELECT message is sent to the selected proxy node, and the REQTimer () is set
off and acknowledgment timer (ackTimer ()) is set on (Table 2).

After receiving Select message from new node, the proxy n node sends an
acknowledgment message along with the next IP value. And simultaneously, it
broadcasts NextIP value to the nodes with same x.y.j.* (siblings). After getting the
acknowledgment message from the selected proxy node, the new node is con-
sidered to be fully configured.

Algorithm 3 shows the steps for generating new unique IP address from IP
address of Proxy, if available. Here, the range of IP address that the root proxy
(169.y.0.1) can assign is from 169.y.1.1 to 169.y.254.1, and the range of IP address
that other proxy can assign is from (i) 2 to 254 for each 169.y.j. as the NextIP (i) is
broadcasted to the other nodes after each time of increase in NextIP (i). So there is
no limitation for any proxy node to generate next IP. Proxy nodes have no limited
range of IP addresses. This scheme requires synchronization between all the nodes
in MANET. So the update of NextIP should be taken place consistently (Table 3).

Authentication scheme: Here, in combination of symmetric key cryptography
and asymmetric key cryptography, the sender encrypts the message with the
symmetric key (one-time symmetric key (Ks)) algorithm and transfers encrypted
message and Ks. Sender also encrypts Ks with receiver’s public key. This process
is called key wrapping. Now, sender puts both the encrypted message and sym-
metric key together in digital envelop and sends the digital envelop to the receiver.
Receiver receives, and after opening, the digital envelop uses the same asymmetric
key algorithm as was used by sender and own private key to decrypt the logical
box that contains the one-time symmetric key (Ks). Finally, receiver applies the
same symmetric key algorithm as was used by sender and symmetric key (Ks) to
decrypt the encrypted message. Each Request message has the priority, and the
priorities of any two Request messages are compared according to the following
algorithm: If the time stamp in one Request message Tn is earlier than the one in
another Request message Tn

0, then Tn has higher priority than Tn
0.

Secure and Dynamic IP Address Configuration… 19



Departure of a node from MANET: A node in a MANET makes a request for
graceful departure to its father node, and the father node allows the node to
DEPART and update its recycle list by making the leaving IP address reusable.
Dynamic topology, weaker wireless connection, and mobility of devices cause a
node to be out of the radio range of MANET. Most of the time a node does
graceless departure, which causes shortage of IP address. But by using HELLO
message (message of AODV routing protocol) broadcast, a node gets the

Table 1 Algorithm 1: IP address allocation for new node Nn

1. begin

2. Set threshold 2; begin true;config

false;counter 1;

3. Generate PublicKey Kn1;PrivateKey

Kn2;SymKey Ks;  // public key is the har d-

ware address of the node

4. if begin = = true and counter threshold then

5. DISC = {my_Hw_add, Kn1} and Send to 1 

hop broadcast; 

6. Start DiscTimer( );

7. begin false;  

8. else 

9. self_configure ( ); //first node in MANET self -

configure its IP address with X.Y.0.1(class B)

10. Config = true;

11. end

12. if more than one (SignP, CHOICE (Pr p, PrIP, 

Kp1)) then

13. Set all the Prp in a queue in descending order;

14. Select highest probability proxy from queue;

15. Generate SignN= (CHOICE( ), Kn2);

16. if (SignP = = SignN) then

17. Generate SignN(REQ, Ks);

18. Generate Kwrap (Ks, Kp1 ); //One time Key-

wrap

19. Send (Kwrap, SignN, Tn) message to the proxy 

node with highest probability; //Tnis the time 

stamp of new node

20. Start ReqTimer( );

21. else

22. Select next highest probability proxy node 

from queue;

23. goto step 15;

24. end

25. if (REP+SignP+(Tn+1)) message from proxy 

node then

26. Select OfferIP from REP message and check 

the TimeStamp (T n +1) nearest higher to its 

own TimeStamp;  

27. Generate node_idT = H(Pr_IP, Kp1 );

28. Generate SignN(REP, Kp1);

29. if SignN = = SignP and node_idT = = 

node_idP then

30. Generate node_idN =H(OfferIP, Kn1); // 

create node id using allocated IP address and 

public key

31. Set MIDn = MIDp; 

32. Generate SignN (SELECT(node_idN), Kp1);

33. Send (SELECT(node_idN) + SignN) mes-

sage to selected proxy;

34. Stop REQTimer( ); 

35. Start ackTimer( );

36. else

37. Select next highest probability proxy node 

from queue;

38. goto step 15;

39. end

40. if (ACK + SignP ) is received from selected 

proxy then

41. Generate node_idT = H(IP,KPP );

42. Generate SignG(KP1, ACK);

43. if SigG = = SigP and node_idT = = node_idP

then

44. stop ackTimer; 

45. Config = true;

46. end

47. if timeout(DiscTimer) then

48. begin true; counter counter +1;

49. if timeout(REQTimer) then

50. begin true; counter counter +1;

51. if timeout(ackTimer) then

52. begin true; counter counter +1;
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Table 2 Algorithm 2: IP address allocation for existing proxy node

1. Begin
2. Set proxy_pub_key Kp1; proxy_pri_key

Kp2;
3. if DISC( ) message is received from N n then
4. Set Prob_IP_alloc Prp;
5. Generate SignP(CHOICE (Prp, PrIP, Kp1), 

Kn1); 
6. Send (CHOICE, SignP) message to the new 

node; 
7. end
8. if (Kwrap, SignN, Tn) message is received from 

node Nnthen
9. Decrypt Kwrap using Kp2 and get Ks; 

//asymmetric key cryptography decryption 
10. Generate SignP(REQ, Ks);
11. if SignP = = SignN and Tnis closest time-

stamp then
12. if free IP address is available in the Recyc-

leList then
13. OfferIP = minimum IP from RecycleList;
14. Generate SignP (REP(OfferIP, con-

fig_parameters), Kn1 );
15. Send (REP+SignP+(Tn+1)) message to Nn;
16. else if node is able to generate new IP then
17. OfferIP = generate_IP(my_IP ); // unique 

IP address generation from own IP address
18. Generate SignP(REP(OfferIP, con-

fig_parameters), Kn1 );
19. Send (REP+SignP+(Tn+1)) message to Nn;
20. else
21. Send the REQ_F message to Father node 

encrypted by pub_key of Father;
22.end

23. if (REP_F(OfferIP)+SignF) message is received 
from father then

24. Generate node_idT= Hash(F_IP, KF1);
25. Generate SignP using REP_F(OfferIP) and 

public key of Father;
26. if SignP = = SignF and node_idT= = 

node_idFthen
27. Generate SignP(REP(OfferIP, con-

fig_parameters), Kn1 );
28. Send (REP+SignP+(Tn+1)) message to Nn;
29. else 
30. Generate SignP (REFUSE, Kn1);
31. Send (REFUSE + SignP) message to Nn; 
32. end 
33. else 
34. Drop the (REQ, SignN, Tn) message;
35. end
36. if (SELECT(node_idN) + SignN) is received 

from Nn then
37. Generate SignG(Kn1, SELECT(node_idN));
38. Generate node_idT = H(offerIP, Kn1);
39. if SignG = = SignN and node_idT = = 

node_idN then
40. Generate SignP (KP2 ,ACK);
41. Send (ACK + SignP ) message to Nn;
42. Send (NextIP + SignP) to other nodes having 

the same x.y.j values;
43. else         // unauthenticated node
44. Drop the (SELECT(node_idN) + SigN) 

message;
45. exit;

Table 3 Algorithm 3: unique IP address generation for new node Nn. generate_IP(my_IP)

1. begin

2. get my_IP x.y.j.i; Set static count 1;

3. Static J 0; Static Y 0; Static NextIP = 2;

4. if y= =0 and j= =0 then

5. J=J+1;

6. if J  254 then

7. return NEWIP x.y.J.i;

8. end

9. else if y= =0 and j!= 0 then

10. Y=Y+1;

11. if Y  254 then

12. return NEWIP x.Y.j.i;

13. end

14. else if y!= 0 and j= =0 then

15. J=J+1;

16. if J  254 then

17. return NEWIP x.y.J.i;

18. end

19. else if y!= 0 and j!= 0 then

20. i=NextIP;

21. NextIP++;

22. if i  254 then

23. return NEWIP x.y.j.i;

24. else

25. IP address is not available;

26. end 
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information of the IP of the left node (i.e., when REPLY to the HELLO message is
not received from any node that reflects that the node has left the MANET).

Partition and merging in MANET: Graceless/graceful departure or mobility of
MANET leads to network partitioning. So, it generates another MID for it and
broadcasts to the neighbors in the new range and make a new MANET network but
with same IP address.

Each node in MANET is uniquely identified by a tuple which consists of (IP
address, Node_id, MID). Then, the MID is checked, and if it is different, then
partition handler (Algorithm 4) algorithm is followed. Let a MANET with MIDx

gets a HELLO () message from the other partition having MIDy. If the MIDx is
lesser than the value of MIDy, then the number of nodes in each MANET is
compared. The MANET having lesser number of existing nodes will configure the
nodes in it using address allocation algorithm or else set the MID with greater
value (Table 4).

4 Conclusion

In our scheme, each node acts as proxy node capable of allocating and generating
unique IP for a new node. So the DAD is not required. The calculation cost and
overhead of each node are decreased as the highest priority proxy node only sends
the unique IP address to the new node. By applying time stamp, arrival conflict is
diminished. Every mobile node in MANET should maintain a table of IP address,
status of IP address (allocated, free, father), and public key of allocated node in a
MANET. This table increases the accessibility of MANET as each node is aware
of state of the MANET nodes. This is indeed a low-cost addressing scheme and
authenticated too. The security threats are avoided by the proposed authentication
scheme. The authenticated node can only get the IP address while joining the
network.

Table 4 Algorithm 4: partition handler

1. begin
2. Set my_ip x.y.j.i;
3. Set my_nid node_idx;
4. Set my_MID MIDx;
5. if HELLO( ) message is received from other 

partition with MIDythen
6. if MIDx<MIDythen
7. if (number of neighbor of node (child node) 

with MIDx)<(number of neighbor of node 
(child node) with MIDy)then 

8. config = false;
9. call the address allocation algorithm as the new 

node Nn

10. else
11. Set my_MID MIDy;
12. else
13. Set my_MID generate new MIDx which is 

greater than MIDx;
end
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A Novel Distributed Dynamic IP
Configuration Scheme for MANET

Pritam Bag, Koushik Majumder and Debashis De

Abstract In mobile ad hoc network (MANET), unique address allocation is a
major task in order to ensure proper routing. Most of the address configuration
schemes are based on duplicate address detection (DAD) which requires lots of
message passing. In this paper, we have proposed a novel address allocation
technique based on simple mutual authentication where each node is capable of
generating unique IP address for a new node. So, DAD is not required. This causes
significant reduction in the number of message which ultimately results in fewer
networks overhead. After a successful allocation, allocating node broadcasts some
information about the new node and therefore, the new node is authenticated by
the existing node. A meaningful ID is used for each node. Whenever a new node
wants to join a MANET, it can choose the network based on its requirement
depending on the ID. Our scheme also handles the network partitioning and
merging efficiently.
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1 Introduction

Mobile ad hoc network (MANET) is an infrastructure less, self-configured net-
work, where two or more devices can be connected through wireless medium. If
two nodes in the network are situated in the radio range of each other, they can
communicate directly and if not, then with the help of other nodes. In each net-
work, unique identity is required, if two nodes communicate via other nodes and
for unicast communication. Address allocation is done for that purpose. This
requirement is also same for MANET. In traditional network, dynamic host
configuration protocol (DHCP) is used, where a centralized DHCP server is
responsible for address allocation and free address maintenance. But it cannot be
used in MANET due to its infrastructure less nature. As MANET can be deployed
anywhere, anytime and cannot use centralized schemes, address allocation is a
challenging task to handle on. An ideal address configuration scheme for MANET
should be designed with taking care of scalability, robustness, and authentication.

The rest of this paper is organized as follows. Section 2 defines and analyses the
other works in this field. Our scheme is proposed and defined in Sect. 3, and
conclusion is given in Sect. 4.

2 Literature Survey

Traditional address allocation schemes for MANET are based on duplicate address
detection (DAD). In this technique, whenever a new node wishes to join the
network, it chooses an IP address and sends a DAP message to the other nodes
already in the network. If within a specified time, it receives an ACN from any
node, then it chooses another IP and does the same until it does not receive any
ACN within the specified time [1]. DAD has limitations that it requires a large
number of message passing and if the replay fails to reach the destination, then the
new node thinks that it has a unique IP and starts functioning. DHCP [2] is one
scheme, where client–server architecture is used and a DHCP server is responsible
for address allocation. Decentralized best effort allocation is based on DAD for
checking the uniqueness of the address. Weak DAD [3] and passive DAD [4] are
also variations of DAD, where duplicate address can be tolerated as long as packet
reaches the correct destination. The second one uses periodic link state routing
information to notify other nodes about their neighbours. It may cause broadcast
storm problem [5]. Another scheme [1] is based on ID, where each node is capable
of generating unique IP based on a simple formula. This scheme takes care of the
small number of message passing, but a large computation is used for authenti-
cation purpose which may increase the delay. And if one side of the allocation tree
increases, then the delay is prolonged because the allocating node has to contact its
parent for addresses. Another variation of this scheme is MMIP [6]. In MMIP,
MAC address is mapped with the allocated IP address.
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3 Proposed Scheme

In our proposed scheme, whenever a new node wants to join the network, it can
take its IP address from any existing node in the network because every existing
node is capable of generating new IP address for the new node. And each node can
generate a large number of addresses.

We have used a 20-bit ID which consists of four parts, MANET type, class of IP
being used, MANET id, and node id. MANET type is a 2-bit id which is decided
by the first node or the root node of the MANET whether it is a vehicular MANET
(VANET) or an iMANET (MANET with connection to internet) or otherwise. 00
stands for otherwise, 01 for VANET, 10 for iMANET, and 11 for iVANET. Next 2
bits indicate what class of IP address is used. It is decided at the time of
deployment, that is, when the first node creates the MANET. If class A IP is used,
then 01 is assigned, and if class B, then 10 and 11 in case of class C. It is very
helpful for unique address allocation. Next 8 bits stand for MANET id which is
also decided by the root node of the MANET, and it is an 8-bit randomly generated
decimal number ranging from 0 to 255, used for identification of the MANET. Last
8 bits are used for node id ranging from 0 to 255, a random number generated by
individual nodes in the MANET, used for identification of each node in the net-
work. And every node in the network is identified by a unique tuple\ID, IP[. We
have also assumed that every node has a small amount of memory required for
maintaining recycleLIST. The scheme works as following:

Joining of a New Node: According to our scheme, a new node can join a
MANET in two ways—(a) initiated by itself and (b) initiated by any existing node.

For the first one, every existing node in the network sends an ADD message
periodically after a given time stamp, which is an 1 hop broadcasted message to
know that whether any node within that range wants to join the network or not. For
the second one, new node sends a 1 hop broadcast of JOIN_REQ message
requesting to start the process. After receiving the message, nodes which are
already in the network send a JOIN message. After receiving JOIN or ADD
message, the new node sends a JOIN_REP message seeking further communica-
tion. Then, the allocator node sends an ALLOCATION message which contains
the IP address. After receiving that, new node replies with an ACK message
confirming the end of the joining process. After a successful allocation, allocator
node broadcasts an ALLOC_SUC message. This message contains the ID and IP
of the new node, and therefore, the new node is authenticated by the existing node
and further verification of the node is no longer needed. Every message is
encrypted for maintain security (Tables 1 and 2).

Self-configuring of a node: Function configure() is used for self-configuring of
a new node, i.e., the first node of the network. It is used when any ADD or JOIN
message is not received. If any ADD message is not received, then the node sends
JOIN_REQ message. If any reply to that JOIN_REQ is not received, then the node
is the first node in the network. So it configures itself setting its ID and IP.
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Table 1 Algorithm 1: algorithm for the allocating node already existing in the network

1. Generate public_key  Kpb, private_key 

 Kpv;

2. Tsp  Specified time;

3. Timer T1  0, T_JOIN  0;

4. If T1 >Tsp then

5. Generate PL = (ID+Kpb);

6. (ADD+PL) message 1-hop broadcast;

7. Set T1  0;

8. Else 

9. Increment T1;

10. If (JOIN_REQ) message received from 

new node

11. Generate PL = (ID+Kpb);

12. Send (JOIN+PL) to the new node;

13. Start T_JOIN timer;

14. If timeout (T_JOIN) then

15. End;

16. If (JOIN_REP+PL_N) message received

17. Decrypt new node’s public key NKpb, 

and node_id with own private key and 

store;

18. If free IP available on recycleLIST then

19. IP_ALLOC = minimum IP from the 

recyleLIST

20. Else Generate IP_ALLOC = generate_IP();

21. Set the final ID_NEWNODE of the  node 

appending the 8 bit node_id with own ID’s first 12 

bit;

22. Encrypt IP_ALLOC and ID_NEWNODE 

with New nodes public key;

23. Generate

PL1=(NKpb(IP_ALLOC+ID_NEWNODE) );

24. Send (ALLOCATION+PL1) to the new node; 

25. If (ACK+PL_N1) received then 

26. Decrypt PL_N1 and get ID and IP 

27. If ok then goto 29;

28. Else Goto 24;

29. Generate 

ALLOC_SUC(IP_NEWNODE+ID_NEWNODE);

30. Broadcast ALLOC_SUC;

31. Call dep_child ( );

32. End;

Table 2 Algorithm 2: algorithm for the new node that wants to join the network

1. Generate public_key  NKpb, private_key 

 NKpv;

2. Timer T_JOINR  0;

3. If multiple (ADD+PL) received choose any 

one

4. Generate ID from the message;

5. Check first 12 bits of the ID

6. If ok then goto 8;

7. ElseIf choose another (ADD+PL) message 

and goto 4;

8. Retrieve Kpb from the message;

9. Generate random node_id;

10. Generate PL_N = (Kpb,(node_id+NKpb));

11. Send (JOIN_REP+PL_N) to the node;

12. End;

13. Else send JOIN_REQ message 1-hop 

broadcast;

14. Start timer T_JOINR;

15. If multiple (JOIN+PL) received then choose 

any one

16. Check first 12 bits of the ID 

17. If ok thenGoto 8;

18. Else choose another one and goto 16;

19. If (ALLOCATION+PL1) received then

20. Decrypt ID_NEWNODE and 

IP_ALLOC with NKpv;

21. Set IP = IP_ALLOC;

22. ID = ID_NEWNODE;

23. Call next(); 

24. Generate PL_N1 = (Kpb(ID+IP));

25. Send (ACK+PL_N1) to the allocating 

node;

26. End;

27. If timeout(T_JOINR) 

28. Configure();

29. End;
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Graceful leaving of a node: If any node wants to leave the network, then it
sends a LEAVE message to its allocator node. LEAVE message contains the ID,
IP and public key of the node. After receiving the LEAVE message, allocator node
decrypts the message by its private key and checks whether it is ok or not. After
that, it sends an acknowledgement message back to the node. Allocator node saves
the IP in its recycleLIST. After receiving the ACK_LEAVE message, corre-
sponding node gracefully leaves the network. Thus, using this mechanism, IP of
the leaving node can again be allocated to any other new node.

Unique Address Generation: Address uniqueness is maintained by our pro-
posed scheme, as each node is capable of generating new unique IP for the new
node. First node or the root node decides which class of IP address it is going to
use and sets the address class bits accordingly.

Suppose, it decides to use class A IP address, then it configures itself accord-
ingly and also decides its own IP. For class A network, the root node will self-
configure its IP as a.0.0.0 according to the algorithm. The root node is capable of
generating IP addresses in the range a.1.0.0–a.254.0.0. The nodes in the next level
of the address tree will get their IP address as a.b.0.0. They are capable of gen-
erating IP addresses from a.b.1.0 to a.b.254.0. And the nodes in the next level are
capable of generating IP addresses from a.b.c.1 to a.b.c.254. Although they are
allocating in the same range, the conflict can be avoided by the AllocIP variable,
which contains the last bit of IP address to be allocated next. The variable AllocIP
is updated periodically after an ALLOC_SUC message is received from any node
having the same allocation zone (Table 3).

Network Merging and Partitioning: According to our algorithm, after a
successful address allocation, allocating node sends ALLOC_SUC message to
every node in the network. That means it is a broadcasted message. If
ALLOC_SUC message is not received for a long time, then the node thinks that it
is partitioned from the network. In this situation, it sends the ALIVE message,
which is a 1 hop broadcasted message. After receiving ALIVE message, every
node, situated in the radio range, sends ALIVE_REP message to the corresponding
node. After receiving ALIVE_REP message, that node is assured that it is not
partitioned from the network. If it does not receive any ALIVE_REP message,
then it thinks that it is partitioned from the network and self-configures itself as the
first node of the network (Table 4).

In case of merging, root of the network sends a MERGE message to the root of
the other network. MERGE message contains the ID of the network that wants to
be merged. After receiving the MERGE message, root node checks the first 2 bits
of the ID. If it is same, then the next 2 bits are checked. Then, again next 8 bits are
checked. If any of this checking is failed, then it sends a DENY message as a reply.
And if the checking is successful, then network merging is done by notifying other
nodes. In this situation, every existing node acts as a new node in the network.
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4 Conclusion

Our scheme is based on dynamic distributed address allocation where each node is
capable of generating IP address for a new node. It is also capable of generating
unique IP address. So, DAD is not required. Therefore, the number of message
passing is reduced and it reduces the network overhead and requires a less amount
of computation; hence, the power consumption is low. We have used a meaningful
ID for each node which can distinguish two nodes or two MANETs while situating

Table 3 Function generate_ip(): for unique address allocation

1. get my_ip a.b.c.d;
2. get my_id ID;
3. cls 3rd and 4th bit of my_id;
4. Set static B 0, static C 0, static D 

0;
5. If cls = = 01
6. if b= = 0 then
7. B = B+1;
8. If B  254 then
9. return NEWIP a.B.c.d;
10. End;
11. If c= = 0 then
12. C = C+1;
13. If C  254 then
14. return NEWIP a.b.C.d;
15. End;

16. If d= =0 then
17. D=D+1;
18. return NEWIP a.b.c.D;
19. else call next();
20. D = = AllocIP;
21. If D 254 then
22. return NEWIP a.b.c.D;
23. End;
24. else
25. IP is not available;
26. End;
27. Else if cls = = 10 then
28. Goto 11;
29. Else if cls = = 11 then
30. Goto 16;
31. End ;

Table 4 Algorithm for network partitioning and merging

Algorithm 3: Algorithm for network 

partitioning

Algorithm 4: Algorithm for network merging

1. if any ALLOC_SUC not received for a 
long time then

2. set check specified value, coun-
ter 0;

3. send ALIVE message one hop 
broadcast;

4. if ALIVE_REP received then 
OK;

5. end
6. else counter counter+1;
7. if counter check goto 3;
8. else call configure ( );
9. End;

1. If MERGE request received from other partition 
then 

2. check first 2 bits of the ID;
3. if does not match then
4. send DENY;
5. End;
6. else if the next two bit is same 
7. Check the next 8 bit;
8. If same then 
9. act as a new node;
10. notify other nodes;
11. Else 
12. End;
13. Else 
14. End;
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in one another’s radio range. Our algorithm is also capable of handling network
merging and partitioning. After a successful allocation of IP address, allocating
node broadcasts the IP, ID, and public key of the node which can later help in the
routing purpose and the new node is authenticated. As a trusted node has already
verified the new node, no further verification is needed. And as corresponding
public key is stored, it can be used for later communication with the node. So, it
reduces the need for another message asking for the public key of any node.

References

1. Ghosh, U., Datta, R.: A secure dynamic IP configuration scheme for mobile ad hoc networks.
Ad Hoc Netw. 9, 1327–1342 (2011)

2. Droms, R.: Dynamic Host Configuration Protocol. RFC 2131 (1997)
3. Vaidya, N.H.: Weak duplicate address detection in mobile ad hoc networks. In: Proceedings of

ACM International Symposium on Mobile Ad Hoc Networking and Computing (MobiHoc02),
pp. 206–216 (2002)

4. Weniger, K.: Passive Duplicate Address Detection in Mobile Ad Hoc Networks. WCNC,
Florence (2003)

5. Ni, S., Tseng, Y., Chen, Y., Sheu, J.: The broadcast storm problem in a mobile ad hoc network.
In: Proceedings of the ACM/IEEE International Conference on Mobile Computing and
Networking (MOBICOM), pp. 151–162 (1999)

6. Ghosh, U., Datta, R.: MMIP: A new dynamic IP configuration scheme with MAC address
mapping for mobile ad hoc networks. In: NCC (2009)

A Novel Distributed Dynamic IP Configuration Scheme for MANET 31



Dual Security Against Grayhole Attack
in MANETs

Ankit D. Patel and Kartik Chawda

Abstract The most critical issue related to the mobile ad hoc networks is the
security. Due to various characteristics, MANET is likely to be exposed to the
Grayhole attack. This type of attack tends to degrade the network performance by
falsifying the route and dropping the packets. The Grayhole attack may take place
during the route discovery time as well as during the data transmission time. In this
paper, we provide a solution which would mitigate the Grayhole attack during the
route discovery phase as well as during the data transmission phase. Our solution
detects the attack taking place during any of the two phases.

Keywords MANET � Security � AODV � Grayhole � Promiscuous mode

1 Introduction

Grayhole attack tends to degrade the performance of MANET by sending false
replies regarding the route toward the destination [1]. The malicious node behaves
as a legitimate node for a specific duration and behaves as a malicious node for
remaining time [2]. Thus, Grayhole acts as a slow poison because the probability
of the dropping of the packets by the malicious node is highly uncertain [3]. The
Grayhole node may behave maliciously during the route discovery time or during
the data transmission time. In this paper, we propose a solution that will detect the
Grayhole node acting maliciously during the route discovery phase or during
the data transmission phase, thus providing dual security against Grayhole attack.
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The rest of the paper is organized as follows: Sect. 2 presents the related work; our
proposed approach is explained in detail in Sect. 3; finally, Sect. 4 concludes the
paper with the future scope.

2 Related Work

Jhaveri et al. in [1, 4, 5] proposed an approach of peak value calculation. In this
approach, the node receiving the RREP packet calculates a peak value based on
certain parameters. If the destination sequence number in the RREP packet is greater
than the peak value calculated by RREP receiving node, then the node sending that
RREP is considered as malicious node. In these schemes, no extra control packets are
added; hence, there is no increase in routing overhead. Bindra et al. [6] proposed an
approach which makes use of the extended data routing information (EDRI) table.
The EDRI table stores the records regarding the number of packets received and the
number of packets sent to/from the neighboring node. During the detection of the
malicious node, the EDRI entries of two neighbors are matched, and if any mismatch
occurs regarding the number of packets, then there is malicious node present.
Dhamade and Deshmukh [7] proposed an approach in which the source node stores
all the RREPs in a reply request table. Once all the replies are stored, the entries with
larger sequence number as compared to the source sequence number are deleted.
Then, the entire request reply table is sorted in the descending order, and then, the
RREP that is at the top of the table is selected and the route is established through that
node. Kariya et al. [8] proposed a course-based detection approach. In this approach,
every node monitors the neighboring node in the route. To monitor the neighboring
node, every node maintains a buffer named FwdPacketBuffer [8]. Every node before
forwarding the packet stores that packet in the buffer and monitors the neighboring
node. Once the neighboring node forwards the packet, then that packet is removed
from the buffer. In fixed period of time, the monitoring node calculates the overhear
ratio, and if that overhear ratio exceeds the threshold value, then the next neighboring
node is considered as malicious node.

3 Proposed Methodology

In our proposed approach, we tend to detect the malicious Grayhole node during
the route discovery phase as well as during the data transmission phase.

3.1 Route Discovery Phase Detection

In AODV, when the node receives the RREP packet, it checks the destination
sequence number in the RREP packet, and if the destination sequence number is
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greater than the routing table sequence number, then that packet is accepted;
otherwise, it is rejected. The malicious node takes the advantage of this fact and
replies with the RREP packet having very high destination sequence number. In
our approach, the node receiving the RREP packet will compute a threshold value.
The threshold value is the highest value that the destination sequence number can
take. This threshold value is calculated dynamically on the basis of three
parameters: routing table sequence number, number of RREQs sent by the node,
and the number of RREPs received by the node. If the destination sequence
number in the RREP packet is greater than the threshold value, then that RREP is
ignored and is not considered for the route.

The threshold value is calculated by the following formula:

Threshold value ¼ RREQ COUNTþ RREP COUNTþ RT SEQ NO; ð1Þ

Figure 1 shows the flowchart for the node receiving RREP packets.

3.2 Data Transmission Phase

It may happen that the malicious node may behave as a genuine node during the
route discovery phase. It might not reply with a fake high sequence number RREP.
In this case, the malicious node will be involved in the route, and after getting
involved in the route, it will start dropping the data packets. In this situation, our
route discovery approach would not detect the malicious node.

Fig. 1 Flowchart for node receiving RREP
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Our proposed approach is that after the route gets established by the above
approach, before transmitting the data packets, all the nodes involved in the route
will enter in the promiscuous mode. In the promiscuous mode, the node will
monitor the next neighboring node in the route. Once the nodes enter in the
promiscuous mode, then the data transmission starts. The node forwarding the data
packets must maintain the count of data packets sent and should also maintain the
count of data packets forwarded by the neighboring node in the route. If the
difference between the number of data packets sent by the node and the number of
data packets forwarded by the nodes exceeds the particular threshold value, then
we can say that the neighboring node of the monitoring node is the malicious node.

In our approach, we maintain the static threshold of 3 % for the detection of the
malicious node. We have selected the threshold of 3 % because the normal AODV
protocol provides the packet delivery ratio of 97–98 %. If the difference between
the number of packets sent and the number of packets forwarded exceeds by 3 %,
then the neighboring node that has dropped more than 3 % of the data packets is
considered to be malicious node. Once the malicious node gets identified, the
monitoring node broadcasts the ALARM packet alerting all the nodes regarding
the malicious node.

4 Conclusion and Future Scope

Here, we conclude that the vulnerabilities caused by the Grayhole attack are very
serious and they need to be detected as early as possible. The solution presented in
this paper provides the dual layer of security. Our approach provides the security
during the route discovery phase and the data transmission phase. Thus, the node
misbehaving at any of the two phases would get detected in our approach. The
theoretical analysis shows that our approach provides high increment of PDR and
delay remains as it is in the case of normal AODV protocol. Our future scope
involves calculating the dynamic threshold value during the detection of the
malicious node in the data transmission phase. Also, we would like to carry out
detailed simulations of our approach and compare the results on the basis of PDR,
routing overheads, and delays. We would like to optimize our approach in future.
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I-EDRI Scheme to Mitigate Grayhole
Attack in MANETs

Ankit D. Patel, Rutvij H. Jhaveri and Shaishav N. Shah

Abstract Grayhole attack is such an attack which can harm the mobile ad-hoc
network (MANET) by misbehaving during data transmission and thus, the network
performance is compromised; therefore, it is imperative to detect and prevent this
unpredictable attack as early as possible. In this paper, this issue is addressed with
a methodology which makes use of the improved extended data routing infor-
mation (I-EDRI) table to record packet forwarding behavior of neighbors. The
proposed method can not only detect a malicious node, but also isolate that node
by propagating an alert message to other nodes in the network, and in turn it can
improve the network performance significantly.

Keywords MANET � Network layer security � AODV � Grayhole � I-EDRI table

1 Introduction

Grayhole attack is an advancement of the Blackhole attack in which the attacker
node tries to fool the sender by sending false information regarding the route to the
destination [1]. The malicious node behaves as a legitimate node for a specific
duration and behaves as a malicious node for remaining time. In this paper, we
propose an improvement over the approach proposed in [2] in which Grayhole
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node is detected by inspecting and recording the packet forwarding behavior of
peer nodes using I-EDRI table; the node exceeding the calculated threshold value
is isolated by broadcasting ALARM packets in the network. The rest of the paper
is organized as follows: Sect. 2 presents the related work; the proposed approach is
thoroughly explained in Sect. 3; finally, Sect. 4 concludes the paper with the
future scope.

2 Related Work

Jhaveri et al. [1, 3] and Jhaveri [4] proposed schemes in which a node receiving
reply packet (RREP) calculates a PEAK value using various parameters; if it finds
destination sequence number in the RREP packet greater than the calculated
PEAK value, the node is marked as malicious node; the schemes isolate multiple
attackers without introducing routing packets to reduce routing overhead. Bindra
et al. [2] proposed a method which makes use of extended data routing information
(EDRI) table and the refresh packet; every node maintains this table which con-
tains the history of the packets sends and received to/from any neighboring node;
the source node compares the EDRI entries of the neighboring nodes and the
neighbors of the neighboring nodes and the node with mismatched EDRI entries is
marked as a malicious node. Sen et al. [5] proposed a method which makes the use
of correspondent node (CN) and the probe packet (PP);an intermediate node (IN)
appoints the CN that is found to be most loyal on the basis of the DRI entry; the IN
then sends RREQ to its neighbors requesting the route to CN which will receive
numerous RREPs; it then sends PP to all neighbors asking them to forward to CN;
if the IN receives a negative reply in response to the inquiry about PP, the sus-
picious value of the node that did not forward the PP gets increased. Sen et al. [6]
proposed a method in which the node (IN) generating the RREP has to send the
DRI entry of its next hop (NHN). The source node then sends the FREQ request to
the NHN. The NHN node replies the FREP with DRI entry of IN. The source node
cross checks the entries of IN and NHN and if they match then the node is genuine
else IN is malicious.

3 Proposed Approach

We propose an approach that uses of the I-EDRI that is used to record the packet
forwarding behavior of neighbors. The Table 1 contains six fields: NODE field
represents node IP; FROM field indicates the number of packets that are received
from that node; THROUGH field indicates the number of packets that are sent to
that node. COUNTER field represents the number of times the node has acted
maliciously. STATUS field has binary values in which 0 represents a node is
acting as a genuine node for a particular session and 1 indicates a node is detected
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as malicious for the current session; TIMER field represents the time interval until
which the node is considered to be malicious. This value increases with the
increase of Counter value.

Table 1 represents an example of I-EDRI table for a node A having neighbors B
and C. The first entry in the I-EDRI table states that the node A has received 2
packets form node B and has sent 3 packets to node B. The counter value of 2
represents that node B has been detected as malicious node 2 times. And the Status
value stats that node 2 is not behaving maliciously for particular session.

3.1 Proposed Detection Algorithm

1. The source node sends the RREQ packet to the neighboring node.
2. The IN in reply sends the RREP packet and the ID and I-EDRI entry for the

next hop node (NHN).
3. The source node now sends further route request (FREQ) to NHN i.e., the

NHN on IN via alternate path.
4. The NHN node then sends the FREP packet which consists of the I-EDRI

entry of node IN as well as the ID of its NHN.
5. The source node now compares the I-EDRI entries of node IN and node NHN.

If the difference between the THROUGH value of IN and the FROM value of
NHN exceeds by 5 %, then the IN node is considered to be malicious node.

6. Once a node is detected as malicious, its status value is set to 1, counter value
is incremented by 1 and timer value is set according to the counter value.

7. The source node then sends the ALARM packets to all the nodes in the
network to alert them regarding the malicious node.

8. Upon receiving the ALARM packet, the node sets the status value for mali-
cious node to 1 and increment the counter value and sets the timer.

9. After the timer time outs, the status value for the malicious node is set to 0 and
the malicious node is again considered to be normal genuine node again.

10. This method is carried out by every node. Thus, the node carrying out this
procedure becomes source, its next neighbor becomes IN, and the next hop of
IN is NHN and the method is repeated.

For example, consider the following network (Fig. 1).
Consider the I-EDRI entries of node IN and node NHN as follows (Table 2

and 3).

Table 1 Improved extended DRI (I-EDRI) table

Node From Through Counter Status Timer

B 2 3 2 0 0

C 6 8 1 1 22
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Node A sends the RREQ packet to node B. Node B replies with the RREP
packet as well as the I-EDRI entry of the next hop i.e., node C. Node A then sends
the FREQ to node C via path A–D–C [2]. Node C then replies with the FREP via
same path which contains the I-EDRI entry for node IN [2]. The node A then cross
checks the I-EDRI entries of node B and node C. Here the difference between
THROUGH and FROM values is 100 - 90 = 10 and hence the % differ-
ence = 10/100 * 100 = 10 %; therefore, the node B is considered to be
malicious.

Our scheme provides advantages over the scheme explained in [2]. In our
approach, we do not need to transmit refresh packet as in [2]. Moreover, as we
make use of decimal values in I-EDRI table as compared to binary values in [2], so
we can easily detect the Grayhole attack at any time, whereas in [2], only when the
suspicious behavior is observed then only the detection procedure starts. Moreover
in [2], the values of 0 and 1 in the EDRI table tend to detect the Blackhole attack
efficiently, but the Grayhole attack cannot be detected efficiently, whereas our
approach the decimal values provides the exact value of the number of packets on
the basis of which the Grayhole node can be detected efficiently.

4 Conclusion and Future Work

Security has always been the most talked issue in MANETs. This paper proposes
the method which can be used to detect and prevent the Grayhole attack using I-
EDRI scheme. The approach can detect the Grayhole nodes even after they have
entered in the route between the source and the destination. Our approach detects

A 

B 

D 

C 

E 

F 

Fig. 1 Sample network

Table 2 I-EDRI entry of
node B for node C

Node From Through Counter Status Timer

C 56 100 2 0 0

Table 3 I-EDRI entry of
node C for node B

Node From Through Counter Status Timer

B 90 5 0 0 0
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the malicious node by taking just node other nodes into consideration. In future,
we will carry out detailed simulation regarding the work and extend the approach
for the detection of the co-operative Grayhole nodes.
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Frequency Domain Incremental Strategies
Over Distributed Network

Siba Prasad Mishra and Ajit Kumar Sahoo

Abstract This paper presents a frequency-domain adaptive strategy based on
incremental techniques. The proposed scheme represents the problem of linear
estimation using frequency-domain transformation methods like discrete cosine
transform (DCT) and discrete Fourier transform (DFT) in a cooperative manner,
where nodes are having the computing ability to find the local estimation in
frequency domain and sharing them among the predefined neighbors. This algo-
rithm is distributed and cooperative in nature. In addition to this, it also responds to
real-time environments and produces a better result than that of the incremental
time-domain adaptive method under colored input. Each node shares information
with its immediate neighbors to fully exploit the spatial dimension, thereby low-
ering the communication burden. Computer simulation result illustrates the per-
formance of the new algorithm.

Keywords Incremental algorithm � Distributed processing � Incremental
DCTLMS � Incremental DFTLMS

1 Introduction

Distributed processing is the technique of extracting information from data col-
lected from different nodes spread over a geographical area. In distributed process,
nodes collect noisy information, perform local estimation, and then share it with
the neighbor node, followed by some defined topology to estimate the parameter of
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interest. As compared with the centralized solution, distributed solution has better
advantage, since it does not require a powerful central processor and extensive
amount of communication between node and processor, it only depends upon its
local data and the interaction with its immediate neighbors [1]. The distributed
processing reduces the communication burden and number of processing [2, 3].

The convergence rate of least mean square (LMS)-type filter is dependent on the
autocorrelation matrix of the input data and on the eigenvalue spread of the
covariance matrix of the regressor data. The mean square error (MSE) of an adaptive
filter using LMS algorithm decreases with time as sum of the exponentials, whose
time constants are inversely proportional to the eigenvalue of the autocorrelation
matrix of input data [4]. The smaller eigenvalue of autocorrelation matrix of the input
results in slower convergence mode, and larger eigenvalues limit the maximum
learning rate that can be chosen without encountering stability problem. Best con-
vergence and learning rate results when all the eigenvalues of the input autocorre-
lation matrix are equal; that is, autocorrelation matrix should be represented in the
form of some constant multiplication with the identity matrix [5].

Practically, the input data are colored and the eigenvalues of autocorrelation
matrix vary from smallest to the largest. The filter response can be improved by
prewhitening the data, but for this, the autocorrelation of the input data should be
known. It is difficult to know the autocorrelation of the input data. It can be
achieved by using unitary transformation, such as discrete cosine transform
(DCT), discrete Fourier transform (DFT), etc. These transformations have dec-
orrelation properties that improve the convergence performance of LMS for cor-
related input data [5].

Transform domain (which is also called frequency domain) can be applied in two
ways: One is blockwise frequency-domain algorithm and other is non-blockwise
frequency-domain algorithm. In block wise frequency domain algorithm a block of
input data is first transformed then input to the incremental LMS algorithm and in
non-block or real-time algorithm the data are continuously transformed by a fixed
data-independent transform to de-correlate the input data [5]. DFT-LMS algorithm
first introduced by Narayan [6] belongs to a simplest algorithm family because of the
exponential nature. But in many practical situations, it was found that DCT-LMS
performs better than that of DFT-LMS and other transform domain [7]. In this paper,
we interpret the incremental LMS using DCT/DFT algorithm and found that it
produces better convergence and performance than previous.

2 Estimation Problem and the Adaptive Distributed
Solution

We are interested to estimate the unknown vector w0 by using the incremental
adaptive LMS in frequency-domain method. Let us consider there are N number of
nodes having its local zero mean spatial desired data and regressor data dk and uk,
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respectively, distributed in a geographical area as shown in the Fig. 1. k ¼
1; 2; . . .;N; dk is a scalar, and uk is regressor vector of size 1 9 M.

U, col u1; u2; . . .; uNf g N�Mð Þ ð1Þ

d, col d1; d2; . . .; dNf g N � 1ð Þ ð2Þ

These quantities collected data across all nodes; the objective is to estimate the
M 9 1 vector w that solves the distributed solution [1]. The cost function can be
decomposed for each node [1] given by

J wð Þ ¼
XN

k¼1

Jk wð Þ ð3Þ

Now, let /k
ið Þ be the local estimate of w0 at node k and time i and let the initial

weight assigned at node 1 is /0
ðiÞ  wi�1, and after complete one cycle across

node, at the last node, i.e., at node N, it will coincide with wi, according to steepest
descent solution [1]

/k
ið Þ ¼ /k�1

ið Þ � l rjk wi�1ð Þ½ �� ð4Þ

Still, it is not purely distributed solution, since in whole updating process, it
uses global weight information wi�1 in order to find rJkðwi�1Þ; hence, to make it
be distributed perfectly, we can use the incremental gradient algorithms which

uses the local estimate wk�1
ðiÞ at each node instead of global information wi�1; that

is, the (4) can be written as

/k
ið Þ ¼ /k�1

ið Þ � l rjk /k�1
ið Þ

� �h i�
ð5Þ

The distributed incremental LMS algorithm is summarized as

/0
ið Þ  wi�1

/k
ið Þ ¼ /k�1

ið Þ þ lku�k;i dk ið Þ � uk;i/k�1
ið Þ

� �

wi  wN
ðiÞ

8
><

>:
ð6Þ

Fig. 1 Distributed network with N nodes accessing space time data
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3 Frequency-Domain Adaptive Distributed Solution

Transform-domain adaptive filter refers to LMS filter whose inputs are prepro-
cessed with a unitary data-independent transformation. The frequency-domain
transformations are DFT and DCT. This preprocessing improves the eigenvalue
distribution of input autocorrelation matrix of the LMS filter, as a result, its
convergence speed increases. In this paper, we use DCT-LMS and DFT-LMS
frequency-domain approach. In an incremental mode of cooperation, each node
uses its spatial data to estimate the local weight and then share it to the neighboring
node. But the proposed algorithm preprocesses with a unitary process the input
regressor prior to processing, then estimates the weight in frequency domain, and
advances it to the next node for future estimation. It is found that the frequency-
domain approach yields better performance than that of previous algorithm, since
this approach transforms the input data to white form and makes eigen spread
equal to unity results, improving convergence and learning ability [5]. Figure 2
represents the data processing structure of incremental transform-domain adaptive
filter.

Fig. 2 Data processing structure for transform-domain incremental adaptive LMS algorithm
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3.1 DCT-LMS and DFT-LMS Algorithm

The transform-domain algorithms such as DCT-LMS and DFT-LMS [5] are
described in (Tables 1 and 2).

4 Simulation

A network consisting of N = 20 nodes and each local filter having M = 10 taps is
considered for simulation study. We take 1,000 iterations and perform 500 inde-
pendent experiments to get the simulation result. The measurement data dk

ið Þ can

be generated by using the data model dk
ið Þ ¼ uk;iw0 þ vk

ðiÞ at each node and the

vector w0 ¼ col 1; 1; . . .; 1f g=
ffiffiffiffiffi
M
p

, of size M 9 1. The background noise is
white and Gaussian with r2

v ¼ 10�3. The excess mean square error (EMSE),

MSE, and mean square deviation (MSD) can be plot by using uk;ið�/k
ið Þ � �w0Þ

���
���
2
;

dk ið Þ � �uk;i
�/k�1

ðiÞ
���

���
2
; ð�/k

ið Þ � �w0Þ
���

���
2
. In this example, the network consists of

Table 1 Discrete Fourier transform algorithm

The optimal weight vector w0 that solves min
w

E d � uwj j2 can be approximated iteratively via

wi ¼ T �wi, T is the unitary DFT matrix Fmk½ � ¼ 1ffiffiffi
M
p e�

j2pmk
M ;m; k ¼ 0; 1; . . .;M � 1;

S ¼ diagf1; e�
�j2p

M ; . . .; e�
j2pðM�1Þ

M g;qkð�1Þ ¼ �; �w�1 ¼ 0; �u�1 ¼ 0; For i [ 0

�ui ¼ �ui�1Sþ 1ffiffiffi
M
p u ið Þ � u i�Mð Þf g 1; 1. . .; 1½ �;

qk ið Þ ¼ bqkði� 1Þ þ ð1� bÞ uiðkÞ
���

���
2
; k ¼ 0; 1; . . .;M � 1

Di ¼ diag ðqk ið ÞÞ; e ið Þ ¼ d ið Þ � �ui �wi�1; �wi ¼ �wi�1 þ lD�1
i �u�i ; l is positive step size (usually

small) and 0 \\b\ 1

Table 2 Discrete cosine transforms algorithm

The optimal weight vector w0 that solves min
w

E d � uwj j2can be approximated iteratively via

wi ¼ T �wi, Q is the unitary DCT matrix Qmk½ � ¼ v kð Þcosðkð2Mþ1Þp
2M Þ; vð0Þ ¼ 1ffiffiffi

M
p ; vðkÞ ¼

ffiffi
2
p
ffiffiffi
M
p

S ¼ diagf1; e��j2p
M ;. . .; e�

j2pðM�1Þ
M g;qkð�1Þ ¼ �(a small value), �w�1 ¼ 0; �u�1 ¼ 0, and repeat for

i� 0

d kð Þ ¼ u ið Þ � u i� 1ð Þ½ �cosð kp
2MÞ; c kð Þ ¼ ð�1Þk u i�Mð Þ � u i�M � 1ð Þ½ �cosð kp

2MÞ; c kð Þ ¼
a kð Þ½d kð Þ � cðkÞ�; �ui ¼ �ui�1Q� �ui�2;þ; c 0ð Þc 1ð Þ […c(M - 1)],

qk ið Þ ¼ bqkði� 1Þ þ ð1� bÞ uiðkÞ
���

���
2
k ¼ 0; 1. . .m� 1

Di ¼ diag ðqk ið ÞÞ; e ið Þ ¼ d ið Þ � �ui �wi�1; �wi ¼ �wi�1 þ lD�1
i �u�i ; l is step size (usually small) and

0 \\b\ 1
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N = 20 nodes, with each regressor of size (1 9 M) collecting data by observing a
time-correlated sequence fuk

ðiÞg, generated as

uk
ðiÞ ¼/k uk

ði�1Þ þ bkzk
ðiÞ; i [ �1

Here, /k2 ½0; 1Þ is the correlation index and zk
ðiÞ is a spatially Gaussian-

independent process with unit variance and bk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2

u;kð1� ak
2Þ

q
[1]. The resulting

regressor has Toeplitz covariance matrices Ru;k, with correlation sequence

rkðiÞ ¼ ru;k
2ð/kÞ ij ji ¼ 0; . . .;M � 1. The input regressor power profile

ru;k
2 2 ð0; 1�, the correlation index /k2 ð0; 1�, and the Gaussian noise variance

rv;k
2 2 ð0; 0:1� are chosen at random. The algorithms such as DCT-LMS and DFT-

LMS, which are described in Sect. 3, are used to update the tap weights at each
node. The step size used for all simulation is 0.03. The values of node power
profile and correlation index used in this simulation are given by

ru;k
2 ¼ 0:2 0:5 0:8 0:1 0:5 0:8 0:7 0:4 0:9 0:9 0:3 0 0:2 0:6 0:2 0:7 0:9 0:4 0:5 0:7½ �

ak ¼ 0:8 0 0:7 0:4 0:8 0:5 0:7 0:4 0:3 0:2 0:2 0:6 0:3 0:5 0:2 0:6 0:4 0:9 0:9 0:6½ �

The convergence rate and performance of MSE, EMSE, and MSD simulation
results are shown in Figs. 3, 4, and 5. The simulation result clearly shows that the
convergence rate and performance of DCT-LMS using incremental strategies is
better than that of the rest.

Fig. 3 Transient MSE
performance at node 1
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5 Conclusion

The simulation results of the proposed transform-domain incremental adaptive
algorithm not only gives better steady-state performance but also improves the
convergence rate under colored data. These algorithms are very useful for better
convergence of adaptive filter, since it is really impossible to construct a pre-
whitening filter to produce unity eigen spread.

Fig. 4 Transient EMSE
performance at node 1

Fig. 5 Transient MSD
performance at node 1
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Modeling and Analysis of Cross-Layer
Uplink Scheduler in IEEE 802.16e
Standard

M. Vijayalaxmi, Swaroop R. Puranik and Linganagouda Kulkarni

Abstract Wireless interoperable microwave access, abbreviated as WiMAX is a
standard of IEEE 802.16, a wireless communication technology that has a main
goal to achieve the quality of service (QoS) in a secured environment. The Wi-
MAX MAC layer is designed to support different types of applications and ser-
vices having different QoS requirements. Apart from providing high throughput
and less delay, a scheduling algorithm at MAC Layer should also take into account
the QoS classes and service requirements. We propose an uplink scheduling
algorithm for IEEE 802.16e, WiMAX multimedia standard at MAC Layer of the
base station, which supports four types of QoS traffic classes (UGS, rtPS, nrtPS,
and BE) and focuses mainly developing a mathematical model based on theoret-
ical concepts of statistics. We use NS3 for simulation of the algorithm. Proposed
algorithm provides interesting results and thus enhances throughput and minimizes
delay and jitter.

Keywords IEEE 802.16e � MAC layer � QoS � Service time � Arrival time

1 Introduction

IEEE 802.16e also called wireless MAN covers a metropolitan area of several
kilometers. A WiMAX base station can provide a maximum data rate of up to
70 Mbps, 5–15 km for mobile stations, and wireless access range up to 50 km for
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fixed stations. The main advantage of WiMAX over the wired technology is the
rapid delivery of services in the remote areas. Thus, in this way, WiMAX networks
accelerate the broadband wireless technology by increasing performance and
reliability of services offered by ISPs. Some of the main features of WiMAX are
incorporated in 4G networks; hence, the proposed algorithm that is described in
this paper can also be used in the 4G networks.

1.1 MAC Layer Architecture

MAC layer is divided in to three layers i.e., Convergence Sub layer receives the
data from higher layer and forwards to CPS (Common Part Sub-layer) and also
sorts the incoming MACSDUs (Service Data Unit) by the connections to which
they belong. In MAC CPS, protocol data units (PDUs) are constructed, connec-
tions are established and bandwidth is managed. The Security sub layer addresses
the authentication, establishment of keys and encryption [3].

1.2 QoS Classes

IEEE 802.16e standard specifies the four quality of service (QoS) traffic classes as
mentioned in Table 1. To meet QoS requirements especially for voice and video
transmission, with the delay and jitter constraints, the key issue is how to allocate
resources among the users.

1.3 Scheduler at MAC Layer

The general scheduler at MAC layer consists of call admission control (CAC) that
is a mechanism which determines whether there is sufficient network bandwidth to
establish a real-time session of acceptable quality without violating the QoS of
already accepted calls. An uplink algorithm at the BS has to coordinate its decision
with all the SSs. Mapping refers to transmitting of packets to physical layer.

Table 1 QoS class in IEEE 802.16

Service class Font size and style

Unsolicited grant service
(UGS)

Supports CBR services such as T1/E1 emulation and VoIP without
silence suppression

Real-time polling service
(rtPS)

Supports real-time services with variable size data on a periodic
basis, such as MPEG and VoIP with silence suppression

Non-real-time polling
service (nrtPS)

Supports non-real-time services that require variable size data
grant bursts on a regular basis, such as FTP

Best effort (BE) For application that does not require QoS, such as Web-surfing
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The reminder to this paper is organized into three sections: Sect. 1, we provided
the basic information regarding WiMAX and its QoS. In Sect. 2, we will go
through some related works with respect to this paper. In Sect. 3, we will give the
architecture and complete design of the proposed scheduler. In Sect. 4, we will
develop a theoretical mathematical model based on this proposed scheduler. We
will discuss results and analyze it with NS3 simulator. Finally, the conclusions are
presented in Sect. 5.

2 Literature Survey

Pujolle and Achir [1] presented case study in order to analyze and discuss several
solutions developed to guarantee QoS management of a mobile WiMAX system.
The limitation is that it was supported for UGS class even though it was developed
for ErTPS, UGS, and rtPS. Guesmi and Maaloul [2] studied the performance of
different homogenous algorithms and WRR algorithm guarantees the QoS of each
service class in WiMAX networks. The opportunistic algorithms focused on
exploiting the variability in channel conditions in WiMAX and maintaining the
fairness between the SSs [3]. So, the problem arises while optimizing the sched-
uling algorithm to uplink the traffic load for the rtPS class. A hybrid scheduler is
very efficient instead of a homogenous scheduler. WRR is good for better
throughput, and WFQ is best for end-to-end delay and real-time classes [4].

3 Methodology

To provide the solution to the problems defined for uplink traffic, let us follow the
three step solution. Scheduler design is very simple as it uses two homogeneous
schedulers (WFQ + WRR) to form a hybrid scheduler. Also, we define queues
that are implemented in this scheduler. Each user has incoming queues and out-
going queues for each above defined traffic classes. Since we are concentrating on
uplink traffic, we bind with outgoing queue.

3.1 Design of Scheduler

In the first stage, each user’s traffic class queues are associated to a queue. The
scheduler arranges the packets using WFQ algorithm for each traffic class asso-
ciated with each user. In the second stage, output of the stage 1 WFQ schedulers is
en-queued in three queues F1, F2, and F3 where packets of F1 belong to UGS
traffic class, F2 belong to rtPS traffic class, and F3 belong to nrtPS traffic class. For
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a particular time slot k given to each traffic class, we will fetch the packets as
shown in the Fig. 1. For this type of queuing mechanism of the scheduler, we will
develop a model that will be dealt in the next section.

4 Mathematical Model

For the proposed algorithm, the queuing system is shown in Fig. 2. We use the
queuing model theories as described in [6]. The queuing mechanism for proposed
scheduler has three user queues called stage-1 queues and traffic class queues
called stage 2. As mentioned earlier, the packets from stage 1 queues will be sent
to stage 2 queues using WFQ algorithm. Then to transmit packets from stage 2
queues, it uses modified weighted round robin (mWRR) algorithm.

Considering the Fig. 2, we will define few terms relating to the queuing theory
model.

Let k be the arrival rate, ln be the service rate, S ? switch over time.
Let Qn ? offered time ? q = k/l, kni be arrival rate of user queue, lni be the

service rate of user queue, where n denotes the number of users and i = 1, 2, or 3.
Let k1, k2, and k3 be the average arrival time and l1, l2, and l3 be service time

at stage 2 queues.
Now consider the Fig. 3. Let k11 and l11 be the arrival and service time for one

user with respect to one service class queue with q0 as traffic offered. Let k1 and l1

be the arrival rate and service rate of one traffic class queue wit traffic offer q1.
From the definition of q,

Call Admission Control

U1
Uk

Un

nrtPS 
& BE

rtPSUGS

WFQ 

mWRR

Mapping to PHY

Fig. 1 Proposed scheduler architecture
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q0 ¼ k1=l1 ð1Þ

q0 ¼
Xn

i¼1

ki1

li1
ð2Þ

q1 ¼
Xn

i¼1

ki2

li2
ð3Þ

Since arrival time k1 is average service time of all n users of respective user
queues,

k1 ¼
l11 þ l21 þ l31 þ l41 þ � � � þ ln1

n
ð4Þ

λ 11, μ 11

λ 12, μ 12

λ 13, μ 13

λ 21, μ 21

λ 22, μ 22

λ 23, μ 23

λ n1, μ n1

λ n2, μ n2

λ n3, μ n3

λ 1, μ1

λ 2, μ2

λ 3, μ3

Fig. 2 Network model for proposed scheduler

λ 11, μ 11 λ 1, μ 1

ρ0 ρ1

Fig. 3 Network model for one set of queue
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And in general, we can define as:

kn ¼
ln1 þ ln2 þ ln3 þ ln4 þ � � � þ lnm

n
ð5Þ

where m = 1, 2 and 3.
Therefore, we can derive from (5) arrival time for stage 2 queues as follows:

k1 ¼
Xn

i¼1

li1

n
ð6Þ

k2 ¼
Xn

i¼1

li2

n
ð7Þ

k3 ¼
Xn

i¼1

li3

n
ð8Þ

4.1 Probability of Packets Being Served

From Fig. 3, we can model a stochastic process whose queues are specified by
pairs (k0, k1) where ki C 0 and i = 0, 1 is the number of packets being served. The
change of queue occurs when completion of service at one of the stage queues or
upon external arrival. The proof of the following is described in [6]. So, it can be
easily shown by direct substitution that following equation is the solution for
probability of packets being served.

p k0; k1ð Þ ¼ 1� q0ð Þqk0
0 � 1�q1ð Þqk1

1 ð9Þ

But before defining in general the probability being served, we must define q0

and q1.
Since q0 is the traffic offered at stage 1 queue,

q0 ¼ k11=l11 ð10Þ

Let kin be the number of packets in the queue where n is number of users n = 1,
2,…, n and i = 1, 2, 3. At the stage 2 queue, the traffic offered q1 is given by,

q1 ¼ k1=l1ð Þ � k1 ð11Þ

where k1 is given by equation

ki ¼ Xi � Tið Þ=Qi ð12Þ
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Xi is the time slot allocated and Ti is throughput for respective traffic class and
i = 1, 2, 3.

k1 is given by Eq. (6); hence, Eq. (12) can be written as

q1 ¼
Xn

i¼1

li1

n

 !
=l1

 !
� k1 ð13Þ

Hence, if we combine both the Eqs. (11) and (13), we get probability of packets
being served for Fig. 2, i.e., for one set of queue can be defined as,

p k0; k1ð Þ ¼ 1� q0ð Þqk0
0 � 1�q1ð Þqk1

1 ð14Þ

p k0; k1ð Þ ¼ 1� k
l0

� �
k
l0

� �k0

� 1�
Xn

i¼1

lin

n
=l1

 !
Xn

i¼1

lin

n
=l1

 !k1

ð15Þ

Therefore, in general, for the proposed scheduler and for the network as shown
in the Fig. 3, the probability of packets being served is given by,

Xn

i¼1

p k0; k1ð Þ ¼
X3

j¼1

1� ki

li

� �
ki

li

� �k0j

� 1�
Xn

i¼1

l1ij

n
=lij

 !
�
Xn

i¼1

l1ij

n
=lij

 !k1j
8
<

:

9
=

;

ð16Þ

From this Eq. (16), we can directly find the number of packets dropped. The
probability of packets being dropped is given by,

p Packets Dropped½ � ¼ 1�
Xn

i¼1

p k0; k1ð Þ
( )

ð17Þ

Hence, number of packets dropped is

No of Packets ¼ 1�
Xn

i¼1

p k0; k1ð Þ
( )

� TR

where TR is number of packets received.
Now if we consider the switch over time Si that is sum of time required to

switch from stage 1 to stage 2 queues and switch over time in stage 1 and stage 2
queues. We must consider this switch over time because to calculate the overall
delay in the network. The switch over time for stage 1 queues is,
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S1 ¼
Xn

i¼1

Sið Þ

The switch over time for stage 2 queues is,

S2 ¼
Xn

i¼1

Sið Þ

The switch over time between stage 1 and stage 2 queues is S12,
Hence, the overall switch over time is given by,

S ¼ S1 þ S2 þ S12 ð18Þ

4.2 Average Waiting Time

Here, we consider the average waiting time that each packet spends in the queue
because we need to find the total delay in the network caused by the scheduler.
Hence, this parameter will directly affect on the total delay parameter of QoS in
the network. This parameter will also tell that how the network behavior at peak
traffic to support multimedia data. The waiting for a packet is given by,

Wq ¼ k= l � l� kð Þð Þ ð19Þ

Hence, the waiting time Wq for one traffic class (say UGS) is derived as follows:

Wqu ¼ Ws1 þWs2 ð20Þ

where Ws1 is waiting time at stage 1 queue and Ws2 is waiting time at stage 2
queue.

Wqu ¼
Xn

i¼1

ki= li � li � kið Þð Þ
( )

=nþ ku= lu � lu � kuð Þð Þ ð21Þ

Therefore, for other two queues, i.e., for rtPS and (nrtPS + BE), it can be
defined as:

Wqr ¼
Xn

j¼1

kj= lj � lj � kj

� �� �
( )

=nþ kr= lr � lr � krð Þð Þf g ð22Þ

Wqnb ¼
Xn

k¼1

kk= lk � lk � kkð Þð Þ
( )

=nþ knb= lnb � lnb � knbð Þð Þf g ð23Þ
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Hence, for overall network, the average waiting time is given by

Wq ¼ Wqu þWqr þWqnb

� �
=3þ S ð24Þ

where S is switch over time as defined in the Eq. (13).

4.3 Average Time Spent by a Packet in Queue WS

This parameter will help us to analyze the jitter parameter of QoS. We can do this
by taking the difference of the successive packets since jitter is defined as the
variation of delay. Thus, we can define this by the following equation,

Ws ¼ Wprevious � qprevious �Wcurrent � qcurrent þ Sprevious� Scurrent

� �
ð25Þ

where Wprevious is the average time spent in the queue by previous packet and
Wcurrent is the average time spent in the queue by current packet, and Sprevious and
Scurrent average time spent is given by,

W ¼ 1= l� kð Þ ð26Þ

Hence, from Eq. (21), Ws is given by,

Ws ¼ qprevious= lprevious � kprevious

� �
�qcurrent= lcurrent � kcurrentð Þ

þ Sprevious�Scurrent

� �
ð27Þ

5 Result Analysis

For the implementation, we used NS-3.18 with bandwidth -10 MHz, AODV as
routing protocol, simulation time is 100 s, modulation type is OFDM_QPSK, and
varying SSs (0–24).

As we see in Fig. 4, throughput for UGS and rtPS class of proposed scheduler is
almost the same throughout the simulation showing the constant nature which
ensures that it can have a control over the network at peak traffic. As the number of
SS of nrtPS and BE class exceeds 12, the throughput decreases at a faster rate,
thereby giving preference to real-time (UGS and rtPS) classes. Variation in delay
shows the result for the proposed scheduler in Fig. 5 and as we increase the
number of SSs and thereby introducing the heavy traffic for real-time classes.

Variation in jitter shows almost same results as it has shown for delay. As from
the Fig. 6, jitter performance is best for UGS class as we see a constant variation
of jitter throughout the simulation. Similarly, there is constant variation of jitter in
relative comparison of nrtPS and BE classes.
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6 Conclusion

In this paper, we proposed an uplink scheduler for IEEE 802.16e standard that
supports multimedia. For this uplink scheduler, we build a mathematical model
that uses theoretical concepts of queuing theory. We derive the equations for
probability of packets being served that helps in calculating number of packets
dropped, average waiting time for a packets that spent time in waiting in the queue
that will define the delay parameter of QoS and lastly average time that a packet
spent in the queue that describes the jitter in the network. From the result analysis

Fig. 4 Throughput variation
for proposed scheduler

Fig. 5 Delay variation for
proposed scheduler

Fig. 6 Jitter variation for
proposed scheduler
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section, we can conclude that we achieved the objectives of QoS required for IEEE
802.16e standard. Thus, this model describes the QoS parameters that will support
real-time traffic classes.
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A Probabilistic Packet Filtering-Based
Approach for Distributed Denial
of Service Attack in Wireless Sensor
Network

Sonali Swetapadma Sahu and Manjusha Pandey

Abstract Wireless sensor networks (WSNs) are widely used networks that have
lured attention of varied research fields due to their numerous ranges of applica-
tions. They have limited energy and power consumption, memory, communica-
tion, and computation capabilities. They are also distributed and randomly
deployed. Due to the above-listed features, they are prone to various security
threats and attacks. Distributed denial of service (DDoS) attack is one among
them. These attacks aim at flooding the victim with abundant packets so as to
exhaust its resources and cripple its capacity to receive desired packets and give its
response accordingly. The network becomes congested and the victim becomes
either unresponsive leading to denial of service or its response gets delayed. In this
paper, we propose a mitigation mechanism that will curb the attempts of the
attackers aiming to flood the WSN so as to cause denial of service with multitude
of packets within a time span.

Keywords Wireless sensor network � Distributed denial of service � Flooding �
Probabilistic packet filtering system � Mitigation

1 Introduction

A wireless sensor network (WSN) is a collection of a number of nodes that has
sensing, processing, and communication abilities to monitor the real-world sur-
roundings [1]. It has diverse range of applications such as military surveillance,
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earth/environment monitoring, healthcare monitoring, agriculture, etc. As sensors
are cheaper, they are densely distributed across the area to monitor specific events.
The WSNs are mostly deployed in public and uncontrolled places; therefore,
security issues come to the forefront. Moreover, they have dearth of resources
because of limited processing power, memory, and energy. So, they need to be
dealt with security mechanisms to prevent them from being attacked by intruders.

A distributed denial of service (DDoS) attack is a combined effort of malicious
users to victimize a system by preventing it from functioning as desired by bom-
barding the victim with lot of packet requests within a stipulated time slot so as to
overwhelm the victim, thereby causing denial of service to the legitimate users. The
flooding-based DDoS attack has become most dreaded form of attack where the
victim network elements are assaulted with huge volumes of attacking traffic.

HCF (Hof Count Filter) [2] is a filtering technique that deals with detection of
DDoS attack and dropping of deceptive packets. It finds out the genuineness of a
packet by analyzing the number of hops that the packet goes through till it reaches
its destination. It creates an IP to hop count mapping table to analyze and then
accordingly to identify spoofed packets in the learning state and discard them in
the filtering state. Although HCF requires moderate amount of storage, updating
IP2HC mapping table after a fix time slot can be hectic [3]. Zhang et al. [4]
proposed a model based on marking packets. The attack paths are traced and
reconstructed using the information from the packets that are marked. Then,
according to the information obtained, attacked packets are filtered. Though the
model has reduced cost, high credibility, and low false alarm rate, overhead is
incurred to mark every packet coming into the router so as to be able to traceback
to the source [5, 6]. DAT [7] is a defense system that monitors users’ behavior to
determine it is malicious or not. The model provides varied services according to
the differently behaving users. Filter, rate limiter, and scheduler are also incor-
porated to restrict services to malicious users. System’s throughput improves
significantly and response time and detection accuracy are outperformed. Chen
et al. [8] present a Heimdall architecture that defends DDoS attack. It comprises of
a puzzle generator that generates puzzle once the attack is detected, victim is
identified, and a change aggregation tree is built, puzzle verifier that provides
clients with the puzzle along with ID and then verifies the puzzle solution sub-
mitted by the clients is correct or not, and a puzzle resolver that finds solution to
the puzzle. Although the mechanism safeguards established connections and opens
valid channels between the users and the protected server, there is much possibility
that the edge routers might become the targets of a coordinated DDoS attack.

2 Proposed Architecture and Methodology

The proposed system is deployed on the sensor nodes of the WSN as shown in
Fig. 1. There are attacking nodes whose aim is to flood the network as well as the
base station so as to cause denial of service to the legitimate nodes. The proposed
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framework will find the malicious nodes and mitigate their efforts in bombarding
the network with huge number of packets. PPFS is probabilistic packet filtering
system. We assume there are n users including suspicious and malicious users.
When users request for certain service from the base station, then those requests
are fetched to integrated mitigation system (IMS). IMS’s task will be to mitigate
DDoS attacks by adhering to certain mitigation measures. According to the packet
flow, packet rate is computed. PPFS probabilistically mitigates the incoming traffic
flow by following the mitigation methodology. When packets arrive in huge
number within a stipulated time, packet rate is reduced depending on the flow.
When packet rate falls far below a certain threshold indicating that the attackers
have reduced their sending rate, normalization is done to allow them to send
packets in a normal fashion. Under normalization, packet rate is increased. Packets
from the attackers whose flow rate has been reduced, packets from the previous
attacker/s (assuming they have started behaving normally) whose rate has been
normalized, and the packets from the genuine nodes are fetched to the base station.
Base station then analyzes the requested service and accordingly provides service.

In Fig. 2, Initialization, Packet Sending, and Packet Receiving are functions
defined in our mechanism. In Initialization, counters are initialized. Packet
Sending function sends packet after a certain timer expires. Timer x is used by
intermediate nodes to send packets downstream in a controlled manner after an
attacker is identified. Packet Receiving function receives packet from the upper
layer nodes. A vector is created for each node to store its related information.
When an arrived packet’s node id does not match to the node id present in the
vector, then that node’s record is added to the vector. If the time interval of
sending packets is greater than certain threshold t1 (indicating that the packets are
not sent by a node in a flooded manner), then it is considered as a normal node.

Fig. 1 Probabilistic packet
filtering system
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Otherwise, receiving rate from that node is calculated. If it exceeds certain
threshold t2, then it is considered as an attacker node and the node that receives
packets from the attacker reduces its sending rate by halving it (sending rate of
normal nodes is taken to be 1). Another case may be that a node might have
appeared malicious by observing the rate at which another node receives packets
from it. But if gradually that assumed malicious node reduces the rate of

No

Yes

Yes

No

No

Yes

Initialization

Packet Sending

Packet Receiving
invoked by

Normal Nodes 

Timer 2 

Timer 1 
invoked by 

Attacker

Timer x 
invoked after dete-
ction of attacker

Received
packet’s node-

Id = vector’s nodeId? 

Create packet’s 
record in the vector

Time differ-
ence > t1? Normal

Calculate receive 
rate

Receive 
rate > t2? 

Attacker Node
Reduce rate by halving send rate

Wrongly 
perceived 
suspicious

Increase rate by 
doubling send rate

Fig. 2 Flowchart of proposed methodology
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transmitting packets, the node that receives from it increases its sending rate
proportionately so that packets are forwarded in a normal way. If the above case
does not hold true, then it will be inferred that the nodes have been wrongly treated
as suspicious.

3 Result Analysis

In Fig. 3, the graph depicts average number of packets received by nodes from the
attackers and average number of packets it then forwards to downstream nodes. A
total of 20 nodes are taken into consideration and assumed that there are two
attacker nodes that do not receive packets rather only send. Aggregated values are
taken for each 3 nodes. Using our PPFS mechanism, the number of packets further
sent by a node is nearly half of the number of packets it receives from the
attackers. This indicates that the packet flow rate is reduced which gradually
reduces the flooding of packets from the attacker side.

4 Conclusion

DDoS attack has become predominant nowadays. In the WSN, it is imposing a
major threat. Therefore, greater focus is required to overcome the attack. Due to
the influence of the attackers, each node was flooded with tremendous amount of
packets and this in turn flooded the base station. Our work is the first attempt to
mitigate the attack in the WSN. It is observed that the packet receiving rate of the
nodes present in the downstream path of the network reduces considerably with the
reduction in the sending rate. The sending rate has been slashed down
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probabilistically by the intermediate nodes. This ensures that the high value of
receiving rate from the attackers has been controlled. This way flooding has been
minimized, and therefore, the base station can uninterruptedly provide expected
service.

In the future work, we would make our system energy efficient [9]. A buffer
mechanism can be used that would discard packets after a certain limit from the
attackers. This would control congestion and minimize bandwidth consumption in
the WSN.
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Location-Based Coordinated Routing
Protocol for Wireless Sensor and Actor
Networks

Biswa Mohan Acharya and S.V. Rao

Abstract Wireless sensor and actor networks (WSAN) are composed of
low-powered, low-resourced, densely deployed sensor nodes and high-powered,
resource-rich, sparsely deployed actor nodes to perform distributed sensing and
acting tasks, respectively. Sensor nodes sense the physical phenomenon and report
to actor nodes at earliest possible time for appropriate action by the actor nodes.
The major objective of WSAN is to have the desired action correspondent to the
reported event with higher precession. Due to the coexistence of sensor and actor
nodes, one of the major challenges in such networks is communication and
coordination mechanisms among the sensor and actor nodes. We have considered
the problem of communication and coordination and proposed an efficient model
based on geometric structure called Voronoi diagram. Our protocol is based on
clustering (virtual grid) and Voronoi region concept. Simulation results demon-
strate that the proposed protocol outperforms in terms of throughput, packet
delivery ratio, average delay, and normalized routing overhead.
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1 Introduction

Wireless sensor and actor networks (WSAN) are capable of observing the physical
environment, processing the data, making decisions based on the observations, and
performing appropriate actions. Sensor nodes gather information about the phys-
ical environment by automatically collaborating to sense, collect, and process data
and transmit to some specific actor nodes. Actor nodes are physically equipped
with actuation units (mechanical device) in order to take action in the event area.
The objective of WSAN is to get the event information from the physical envi-
ronment, process the sensed data, take decision based on those data, and perform
the required action to deal with the detected event effectively. Due to dense
deployment of sensor nodes, an event is detected by many sensor nodes and all of
them communicate to actor nodes, which may lead to more number of transmis-
sions, congestion in the network, and redundant action by actor nodes. Hence,
WSAN need an efficient coordination among sensor and actor nodes.

We address this challenge by proposing a model for WSAN that organizes the
WSAN in Voronoi regions such that each region contains only one actor node and
it is the nearest to all sensor nodes inside that region. We also reduce the number
of communication among the sensor nodes by assuming grid architecture and
following sleep/wake schedule among sensor nodes inside a grid that can increase
the network life.

2 Literature Review

A comprehensive survey on various research issues of WSAN and the future
aspects has been pointed out by the authors in [1]. The authors have discussed the
architecture of WSAN and the different issues like sensor–sensor, sensor–actor,
and actor–actor coordination along with the research challenges. The unique
characteristics of WSAN like real-time requirements and coordination issues that
is our main focus is also discussed at length.

A coordination protocol framework for WSAN is addressed with a proposed
sensor–actor coordination model based on event-driven clustering paradigm where
cluster formation is triggered by an event so that clusters are created on the fly to
optimally react to the event and provide reliability with minimum energy con-
sumption [2].

In Ref. [3], coordination and communication problems with mobile actors are
studied and a hybrid location management scheme is introduced to handle mobility
of actors with minimum energy consumption. Actor nodes broadcast location
updates based on Voronoi region as their scope of communication.

Authors in [4] focus on three aspects of coordination namely sensor–sensor
coordination, sensor–actor coordination, and actor–actor coordination. As the
numbers of nodes in WSAN are quite large, researchers show that sensor network
protocols and algorithms should be scalable and localized.
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An energy efficient layered routing scheme is described in [5] for semi-auto-
mated architecture, where the network field is divided into different sized (over-
lapped) actor fields, which covers all the sensor nodes. The communication is
transformed into two layers. In each actor field, actor is the center of the network
and sensor nodes transmit information to the actor node. Actor nodes communicate
with other actor nodes and sink directly but sensor nodes communicate with other
sensor and actor nodes hop by hop.

A sensor–sensor coordination protocol for WSAN based on clustering and
Voronoi region concept is proposed in [6]. This protocol creates clusters consisting
of sensors detecting the same event and forwards to the nearest actor. However, the
event-driven clustering approach maintains many paths between cluster members
and cluster heads, which is possible because of more number of communication.
Also, here, there is periodic transmission of information that maintains the path
among the sensors.

3 The Procedure

Our procedure consists of three phases, and they are as follows.

3.1 Initialization Phase

Sensor and actor nodes are deployed uniformly throughout the network area under
consideration. Actor nodes create Voronoi region around themselves consisting of
all the sensor nodes that are closer to itself than any other actor nodes as shown in
Fig. 1.

The predefined route from sensor node to actor node reduces the cost of route
establishment during occurrence of events or forwarding of event information.

Every sensor node gathers the information regarding its neighboring sensor
nodes inside the same grid and associated with the same actor node for node
scheduling, which is a major requirement for sensor–sensor coordination.

3.2 Detection and Reporting Phase

When an event occurs, it is detected by the active sensor node inside the grid(s) in
which it occurs and transmitted along the optimal path toward the nearest actor
node as shown in Fig. 2. This phase refers to sensor–actor coordination in wireless
sensor–actor networks. The active sensor nodes in other grids that are one hop
away from actor node directly transmit without transmitting to the active sensor
node inside actor node’s own grid.
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Fig. 1 Network area divided
into grids and Voronoi
regions

Fig. 2 Greedy forwarding
from sensor to actor
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3.3 Action Phase

Actor node aggregates and processes to take the required action. It is the
responsibility of actor node to ensure that all the locations are covered. When new
event information is received from within its Voronoi region by the actor node
after initiating action, it adjusts its power level to take care of the new locations.
The objective of our protocol is to send the sensed information at the earliest to the
actor node with reduced redundancy and for that we propose the data aggregation
approach.

4 Implementation and Result Analysis

To measure our success in meeting the design goals, we simulated our approach
with NS-2.33 and analyzed the performance in terms of throughput, packet
delivery ratio, and average delay.

We observed the above-mentioned performance metrics with respect to the
variation of traffic load (CBR packets) in the network for three different number of
actor nodes.

Figure 3 shows the relationship between CBR packet interval (seconds) and
average delay (seconds) for three cases of number of actors. With increase in the
number of actor nodes, the average delay decreases because with more number of
actor nodes, the actor nodes become closer to the event area and hence delay
decreases.

Figure 4 describes the relationship between traffic load and throughput (bps) of
the network. It clearly shows that more the number of packets sent, more the
throughput is. With change in number of actors, there is not that much difference

Fig. 3 CBR versus average
delay

Location-Based Coordinated Routing Protocol… 75



for CBR interval of up to 0.5 from 2.0. But when the CBR interval is 0.25 or more,
there is a remarkable change that depicts our limitation of load.

Figure 5 shows the relationship between CBR packet interval (seconds) and the
packet delivery ratio (percentage). From the figure, it is quite clear that our
assumption of keeping one sensor node active per grid keeps the system connected
and there is very less packet drops in the network. Hence, it can be concluded that
there is less data loss in our protocol up to the limitation of traffic load. However,
when the traffic load is more (CBR interval of 0.25 in this case) than our limitation,
there is a sudden drop in delivery ratio. Also, the figure claims that the more the
number of actors, more is the delivery ratio because the actors become closer to
the event area and hence packet drop rate is reduced.

Fig. 4 CBR versus
throughput

Fig. 5 CBR interval versus
packet delivery ratio
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5 Conclusion

Our approach tries to improve the throughput and packet delivery ratio, while
minimizing routing overhead and delay, by choosing a stable path for packet
forwarding through static routes.

The protocol emphasizes on coordination among sensor and actor nodes for
WSAN based on Voronoi region and virtual grid and reduces congestion and
redundancy in the network. The advantage is that as for each sensor node, there is
only one closest actor node based on the Voronoi region, the problem of deciding
the nearest actor node is removed. Sensor–sensor coordination issue is taken care
by dividing the network area into grids and scheduling nodes within each grid to
keep only one sensor node active at any time for event detection and reporting.
Sensor–actor coordination is achieved by data aggregation among sensors and
following simple greedy forwarding approach.
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Energy Saving Performance Analysis
of Hierarchical Data Aggregation
Protocols Used in Wireless Sensor
Network

Bhagwat Prasad Chaudhury and Ajit Kumar Nayak

Abstract Since the inception of wireless sensor networks (WSN), many protocols
have been designed and developed to address various issues. Energy efficient data
aggregation has been a challenge for researchers working in this field. In this work,
we have investigated the performance of some state-of-the-art hierarchical data
aggregation protocols used in WSN from the energy conservation perspective
when information is gathered at the sink node. The primary objective of data
aggregation is to gather and aggregate data in a way that the network lifetime is
enhanced as well as power is conserved. Two well-accepted aggregation protocols
namely low energy adaptive clustering hierarchy (LEACH) and power efficient
gathering in sensor information systems (PEGASIS) are considered for evaluation
on a common network scenario. Analysis of these protocols has been done through
extensive simulation and is found that the simulation results give an insight into
theoretical properties only without providing enough information regarding its
practical performance. We conclude with possible future research directions.
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1 Introduction

With the advancement in technology, sensor networks that are composed of small
and cost-effective sensing devices are equipped with wireless radio transceiver for
environment monitoring and other applications have become feasible. The key
advantage of using these small devices is that they do not require any infra-
structure such as electric mains for power supply and wired lines for Internet
connections to collect data, nor do they need human interaction while deployment.
These sensor nodes can sense the environment by collecting information from their
surroundings, and work cooperatively to send the data to a base station, or sink, for
further processing and analysis.

The main goal of data aggregation algorithms is to gather and aggregate data in
an energy efficient manner so that network lifetime is enhanced. Wireless sensor
networks (WSN) provide an increasingly attractive method of data gathering in
distributed system architectures and dynamic access through wireless connectivity.

In this paper, we investigate and compare routing algorithms based on module
connectivity and data transmission method, energy consumption, and target
investigation. In Sect. 2, WSN routing protocols are illustrated; in Sect. 3, we
consider the performance evaluation of low energy adaptive clustering hierarchy
(LEACH) and power efficient gathering in sensor information systems (PEGASIS)
protocols; and finally, in Sect. 4, conclusion and references are provided.

2 Wireless Sensor Network Routing Algorithms

Routing protocols, based on network structure, may be categorized into three
classes. Flat routing algorithms use symmetric nodes that have similar function-
ality in data gathering, transmission, and power consumption; whereas hierarchical
routing algorithms configure nodes into several clusters and in each cluster, the
node with higher energy level is selected as the cluster head (CH). Further in
location-based routing algorithms, sensors use geographical information to send
data to specified regions.

2.1 Flat Routing Protocols

• SPIN Sensor protocol for information via negotiation is an adaptive protocol
[1] that uses negotiation and resource adaptation to recover flooding method’s
deficiencies. In this protocol, each node sends a metadata that present attributes
of main information and negotiate them with other nodes. By using this
method, no additive information will be transferred in network.
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• SPIN functionality is divided into three steps: advertise new data, request for
data, and sending actual data. When a sensor receives new data from envi-
ronment, it sends an ADV message to its neighbors. Afterward, if the neighbors
require these data, they will send REQ message and finally actual data will be
sent to them.

• Directed Diffusion: Directed diffusion protocol [2] is used for higher perfor-
mance and functionality. The sink that is interested in receiving messages
floods the interest message in network. Each node that receives the interest
message from the neighbor node keeps it in an interest cache table. Each
message has a gradient. In the next step, interests with their gradients are sent
to other neighbors. By investigating the interest cache, the source node that is
the information producer sends the required information to interested neighbor
nodes. Finally, the requisite data are received by sink. The sink node sends a
positive reinforcement message on the path on which data have been received
to amplify it. In this manner, a path is created between source and destination.

• Rumor Routing: This protocol is derived from directed diffusion protocol and is
a candidate for applications with impossible geographic routing [3]. In this
protocol, requests are sent to the nodes that have sensed a specific event,
instead of flooding them in the whole network.

2.2 Hierarchical Routing Algorithms

• LEACH Low energy adaptive clustering hierarchy is the first propound protocol
for clustering in WSN [4]. It uses the idea of rotational clustering method. In
this protocol, a network with N nodes and K CHs, with probability of Pi(t), each
node will introduce itself as CH in each round. After selecting the CHs, they
send advertisement messages with CSMA protocol. These messages are
extended in the manner that each node in network receives at least one
advertisement message. By receiving the strongest advertisement message,
other nodes will join to its cluster.

• In the next step, CHs prepare a TDMA scheduling program to manage data
transfer from cluster member nodes. This will prevent from data collision and
will also reduce energy consumption. Finally, by receiving TDMA scheduling
program in cluster nodes, steady state phase will start. In this phase, nodes send
their specific data to CH and CHs receive, aggregate, and finally send them to
the destination.

• PEGASIS: The power efficient gathering in sensor information systems pro-
tocol is proposed as an improvement to LEACH protocol [5]. In this protocol,
only one node has direct connection to the sink and the other nodes are con-
nected to the most nearest node to receive required data. The node aggregates
the received information with its own data and extracts a packet that is sent to
the nearest node on the path. The path selection is done using greedy algorithm
and it starts from sink. Generally, data fusion reduces the size of transmitted
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data from source to destination. When 1–100 % of nodes are dead, this protocol
has 100–300 % improvement as compared to LEACH.

• TEEN Threshold sensitive energy efficient network protocol is designed to
prevent unexpected alterations in environmental parameters [6]. This capability
is very important in time-sensitive applications, especially in reaction operation
networks. TEEN follows data-centered model and after clusters creation, CHs
send threshold levels, one soft and one hard, to their member nodes that are
used to receive data. These threshold levels are used to activate nodes in
different conditions and will change node status to transfer state.

• EADAT An energy aware distributed heuristic called energy aware data
aggregation tree has been proposed to construct and maintain a data aggrega-
tion tree in sensor networks [7]. The algorithm is initiated by the sink that
broadcasts a control message. The sink assumes the role of the root node in the
aggregation tree. The control message has five fields: ID, parent, power, status,
and hopcnt indicating the sensor ID, its parent, its residual power, the status
(leaf, non-leaf node or undefined state), and the number of hops from the sink.
After receiving the control message for the first time, a sensor V sets up its
timer to TV. TV counts down when the channel is idle. During this process, the
sensor V chooses the node with the higher residual power and shorter path to
the sink as its parent. This information is known to node V through the control
message. When the timer times out, the node V increases its hop count by one
and broadcasts the control message. If a node U receives a message indicating
that its parent node is node V, then U marks itself as a non-leaf node. Other-
wise, the node marks itself as a leaf node.

The process continues until each node broadcasts once, and the result is an
aggregation tree rooted at the sink. The main advantage of this algorithm is that
sensors with higher residual power have a higher chance to become a non-leaf
node. To maintain the tree, a residual power threshold Pth is associated with each
sensor. When the residual power of the sensor falls below Pth, it periodically
broadcasts help messages for Td time units and shuts down its radio. A child node
upon receiving a help message switches to a new parent. Otherwise, it enters into a
danger state. If a danger node receives a hello message from a neighboring node
V with shorter distance to the sink, it invites V to join the tree.

2.3 Location-Based Protocols

• GAF Geographic adaptive fidelity protocol divides network into virtual grids
and, in each grid, nodes run different rules cooperatively [8]. Grid nodes
activate a node for a specific period of time after which the node goes into sleep
mode. This node is responsible to monitor and report network activities to the
sink. Each node by using GPS presents its position in virtual grid. So, GAF
saves energy and increases network lifetime by turning off the unnecessary
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nodes in network. The main point in GAF is to select cell dimension in grid in a
manner that nodes can coordinate with their neighbor nodes.

• GEAR Geographic and energy aware routing protocol uses geographic infor-
mation to send requests to required regions [9]. The main idea is to send
interest messages of directed diffusion to specific regions instead of whole
network. By reducing the number of messages, it saves energy as compared to
directed diffusion protocol.

We were motivated toward performance analysis of hierarchical routing pro-
tocols because, in general, sensor nodes create a local network hierarchy of one or
more levels under certain criteria that are busy in aggregating and sending data to
the base station. Moreover, hierarchical routing protocols have proved to have
considerable savings in total energy consumption. The less the energy consump-
tion, the more the network lifetime is. It has also been demonstrated from practical
perspectives that hierarchical routing is an appealing routing approach for sensor
networks, and above all, a hierarchical routing infrastructure can be autonomously
bootstrapped and maintained by the nodes. In particular, we have chosen LEACH
and PEGASIS for comparison. The overview of these protocols is given in
Table 1.

2.4 Related Work

From the time WSN are on the floor, researchers are constantly working on routing
issues, routing protocols, their performance, and possible modifications for bet-
terment. Most researchers have focused on performance comparison between
LEACH and PEGASIS protocols only from the category of hierarchical routing
protocols, and some have suggested modifications to the above-stated protocols.
Some of the recent developments and comparisons are listed below.

Sittalatchoumy et al. [10] proposed a modified version of PEGASIS to reduce
the energy consumption in WSN. They modified the standard PEGASIS protocol
and observed that the resulting routing protocol required minimum energy as
compared to normal PEGASIS.

Table 1 Comparison between LEACH and PEGASIS

Network
lifetime

Organization
type

Characteristics

LEACH High Cluster Randomized cluster head rotation, non-uniform
energy drainage across different sensors

PEGASIS Very
high

Chain Global knowledge of the network is required.
Considerable energy savings compared to LEACH
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Pu-Tai Yang and Seokcheon Lee proposed a hierarchical routing algorithm
named spanning tree of residual energy (STORE) for wireless multimedia sensor
networks (WMSNs) [11]. The two key factors that they have considered in
designing routing algorithms for these networks are as follows: the energy cost for
data aggregation and the other being the complex data aggregation behavior that
results in various compression ratios. They considered four different types of data
aggregation models, and the simulation results indicated that their algorithm
achieves a better lifetime in comparison with other traditional routing algorithms
such as PEGASIS, LEACH, and many others.

Madheswaran and Shanmugasundaram [12] performed an extensive review on
enhancements of LEACH algorithm. Each version of LEACH solved a couple of
limitations of its predecessor. Their conclusion states that any future research on
LEACH algorithm will aim to use multi-hop communication pattern.

Shankar et al. [13] carried out a performance evaluation of LEACH protocol
and showed that energy dissipation in LEACH can be reduced by a factor of 8 and
also concluded that LEACH dissipates energy evenly among the sensors.

3 Simulation Setup

A common network scenario has been considered for the evaluation and perfor-
mance comparison of LEACH and PEGASIS protocol. All simulations are per-
formed using MATLAB in an ideal environment where we assume no connectivity
loss, no data loss, no packet loss, etc. These extensive and exhaustive simulations
not only give insight into theoretical properties of protocols but also provide
enough information for predicting the behavior and practical performances of
these protocols.

In our work, we assume a simple model for radio hardware energy dissipation
where the transmitter dissipates energy to run the radio electronics and the power
amplifier, and the receiver dissipates energy to run the radio electronics. For the
experiments described here, both the free space (d2 power loss) and the multi-path
fading (d4 power loss) channel models are used, depending on the distance
between the transmitter and receiver. If the distance is less than the threshold, the
free space (fs) model is used; otherwise, the multi-path (mp) model is used.

In this model, radio dissipates Eelec = 50 nJ/bit to run the transmitter or
receiver circuitry and Eamp = 10 pJ/bit/m2 for the transmit amplifier. From the
analysis of these parameter values, it is found that receiving a message is not a
low-cost operation and hence the protocols should have to minimize not only the
transmit distances but also the number of transmit and receive operations for each
message.

The simulation parameters of our model are shown in Table 2.
Some of the important terminologies are described as under.
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Number of Nodes Alive: It is the total number of sensor nodes having residual
energy greater than 10 % of its initial energy.

Instantaneous Network Energy: It is the total energy of the network at time t.
It can be computed as,

Et ¼
Xn

i¼1

Ei; Where Ei is the residual energy of node i

Thus, the energy consumed at time t (Ec) can be calculated as the difference
between total initial network energy (E) and the instantaneous network energy
(Et).

Ec ¼ E�Et

Round: A composite phase of cluster/chain setup, data aggregation, and data
transmission from sensor nodes to sink node.

Our simulations are performed under two different network scenarios. In sce-
nario 1, the network density is fixed (100 nodes) but the round varies. In this
scenario, we have calculated the number of nodes alive after each round as well as
the network Ec in each round.

In the alternate scenario, the number of rounds is kept fixed (1,000) but the
network density is varied from 100 to 250.

3.1 Result and Analysis

LEACH is one of the fundamental and powerful routing protocols that are
designed for hierarchical networks, but LEACH weak points led to the design of
other protocols such as PEGASIS. In LEACH, data collection is done by forming

Table 2 Simulation
parameters

Network parameters Value

Network size 100 m 9 100 m

Number of sensor nodes 100–250

Initial energy of sensor nodes 0.25 J

Packet size 2,000 bits

Data aggregation energy 5 nJ/bit

Communication range 100 m

Amplification energy(d [ d0) Efs = 10 pJ/bit/m2

Amplification energy(d B d0) Emp = 0.0013 pJ/bit/m2
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clusters. Each cluster member forwards its own-sensed data to the CH. The CH has
to aggregate and forward the resultant data to sink. Forming cluster in each round
consumes major percentage of network energy. PEGASIS increases network
lifetime and decreases overhead on CHs, but it needs to keep the information of
neighbor nodes and it leads to network overhead.

Even though we have carried out simulations for 1,200 rounds, we focus our
attention till 1,000 rounds because it is found that beyond this value, the network is
not performing any useful work. Figure 1 shows the number of nodes that are alive
after each round. From the graph, it is evident that PEGASIS keeps the network alive
for a longer period of time in comparison with LEACH because it eliminates the

Fig. 1 Nodes alive after
each round

Fig. 2 Network energy
consumed after each round.
Radio model
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overhead of dynamic cluster formation by limiting the number of transmissions and
receives among all nodes, and using only one transmission to the BS per round.

Figure 2 shows the energy consumption in each round. PEGASIS has low
energy consumption because only one node, the leader, is responsible to transmit
the aggregated data to the sink. The network overhead is thus less in comparison
with LEACH.

The routing protocols have been simulated with different node densities to
know about their nature and effect of density on network overhead. The network
density is increased by increasing the number of nodes in a fixed area as shown in
above figures. Figure 3 shows the number of nodes alive after 1,000 rounds of
iteration for different network densities. It is seen that the number of nodes alive is
always more in PEGASIS than LEACH irrespective of network density. Figure 4
depicts the network Ec at different network sizes for LEACH and PEGASIS. From
the bar graph, it is concluded that the performance of PEGASIS is better and is
independent of network density. Figure 5 indicates the network overhead of the

Fig. 3 Nodes alive at
different densities

Fig. 4 Energy consumed at
different densities
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simulated protocol. Undoubtedly, PEGASIS outperforms LEACH but from the
graph, it is evident that overhead increases with increase in density.

4 Conclusion

The flexibility, fault tolerance, high sensing fidelity, low cost, and rapid deploy-
ment characteristics of WSN create many new application areas for remote sensing
that would make sensor networks an integral part of our lives in recent future. This
paper investigates and compares routing algorithms in WSN. WSN routing pro-
tocols are divided into flat, hierarchical, and location-based protocols. We have
presented a comparative study of data aggregation algorithms in WSN. All of them
focus on optimizing important performance measures such as network lifetime,
data latency, data accuracy, and energy consumption. Efficient organization,
routing, and data aggregation tree construction are the three main focus areas of
data aggregation algorithms. We have described the main features, advantages,
and disadvantages of each of the data aggregation algorithms.

PEGASIS outperforms LEACH by eliminating the overhead of dynamic cluster
formation, minimizing the distance that non-leader nodes must transmit, limiting
the number of transmissions and receives among all nodes, and using only one
transmission to the BS per round. Nodes take turns to transmit the fused data to the
BS to balance the energy depletion in the network and preserve robustness of the
sensor Web as nodes die at random locations. Distributing the energy load among
the nodes increases the lifetime and quality of the network. Our simulations show

Fig. 5 Network overhead at
different densities
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that PEGASIS performs better than LEACH irrespective of network size. PEG-
ASIS shows an even further improvement as the size of the network increases.
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Performance Analysis of IEEE 802.11
DCF and IEEE 802.11e EDCF Under
Same Type of Traffic

Rameswari Biswal and D. Seth

Abstract Mobile ad hoc network is adaptive computing and self-configuring
network that automatically form their own infrastructure without support of any
base station. The IEEE standard 802.11 protocol is generally used for wireless
LAN. This standard 802.11 specifies DCF mode of Mac protocol that does not
support quality of service (QoS) as all stations have same priority. To develop the
basic performance in real-time application such as video and audio, QOS is
essential. So, the standard 802.11e specifies EDCF mode of Mac protocol that
enhances the DCF to provide prioritized QOS. Most of the performance of this
protocol have evaluated for ideal environment. In this paper, the performance of
Mac protocol is evaluated through simulation by using QUALNET software
without assigning any priority for non-ideal environment by using performance
matrix such as throughput, delay, and jitter.

Keywords MANET � IEEE 802.11 � IEEE 802.11e � MAC protocol � QoS

1 Introduction

In MANET, nodes communicate directly with each other with the help of inter-
mediate nodes through single hop or multi-hop to enable data transfer. So, each
node acts as host and router. Mobile ad hoc networks are widely used in military
and battlefield as they can access anytime in anyplace without fixed infrastructure.
The ad hoc networks are advantageous for router free and conserved energy. The
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issues for designing ad hoc networks are medium access scheme, routing, and
quality of service (QOS) provisioning. Mac protocol plays an important role for
transmission of packets in shared channel. The provision of QOS is used to
determine better network performance and to deliver the information in batter way.
QOS can be quantified by maximum throughput, delay, jitter, and minimum
bandwidth. Routing protocol maintains path from one node to other node [1]. The
IEEE 802.11 wireless local area network is widely used due to simplicity, flexi-
bility, and cost effective.

1.1 IEEE 802.11 Mechanism

This standardized network specifies a fully distributed Mac scheme known as DCF
that operates in carrier-sense multiple access collision avoidance (CSMA/CA).
CSMA/CA determines the status of the channel, whether the channel is busy or
idle. During transmission of frame if the channel is busy, the station defers for an
extra time interval DIFS with a back off counter. The frame is transmitted when
the counter becomes zero [2, 3]. The receiving station sends ACK frame after a
short inter-frame space (SIFS), which is shorter than DIFS indicating successful
transmission (Fig. 1).

1.2 IEEE 802.11e Mechanism

DCF provides equal access probabilities among channels with same priorities,
which is the main drawback for multiservice network. So, EDCF enhances the
DCF to provide different priorities by assigning four access categories (ACs) to
each frame. In EDCF, before transmission, an AC senses the medium whether the
medium is busy or free. It starts back off process if the medium remains idle for an
interval equal to AIFS [AC]. AC freezes back off counter when the channel senses
busy. ACK is received by the sender from receiver indicating successful trans-
mission. An AC with smaller values of contention window has higher priority and
the AC with large AIFS has lower priority [4, 5].

2 Simulation Model and Performance Analysis

The performance of Mac protocol will be measured through throughput, delay, and
jitter by using QUALNET simulator.

92 R. Biswal and D. Seth



2.1 Simulation Model

In this performance comparison, QUALNET 5.2 [6] network simulator with
AODV as routing protocol is used. The performance matrices like throughput,
delay, and jitter are calculated. The network scenario is designed using different
nodes and mobility, set up with terrain size (1,500 9 1,500 m). The node place-
ment strategy used is uniform. The nodes are mobile and are interconnected
through fixed application traffic CBR to compare the performance of MAC pro-
tocol. The experiment is continued for different cases and, in all these cases, the
value of throughput, delay, and jitter is noted (Fig. 2).

Fig. 1 DCF channel access mechanism [3]

Fig. 2 Run time simulator (10 node, 15 CBR)
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2.2 Simulation Parameter

The simulation parameters used to set up scenario are listed in the table above
(Table 1).

2.3 Results

By using QUALNET 5.2 simulator, the system model is simulated. The values of
throughput, delay, and jitter are noted for DCF and EDCF by using different node
densities, traffic densities, mobility, and shadowing and then by using these values
graphs are plotted using Origin 6.1 software. For performance analysis, we ana-
lyzed the throughput, delay, and jitter with respect to number of CBR connection
(Figs. 3, 4, 5, 6, 7, 8, 9 and 10).

Table 1 Simulation parameter

PHY WIRELESS PHY

Mac protocol 802.11, 802.11e

Propagation model Two-ray ground reflection

No. of node 5,6,10,12,20,25

Traffic CBR (15)

Mobility Low, medium, high

Mobility model Random waypoint

Maximum speed 4 m/s

Pause time 3 s

Shadowing model Lognormal with constant
(shadowing mean—4.0,10.0,15.0)

Routing AODV
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3 Conclusion

Based on the objective of this paper, the details of the literature for DCF and
EDCF were investigated. It was found that DCF does not support QOS where as
EDCF support QOS. The performances of both the assured protocol were evalu-
ated by using QUALNET software. The parameters used to evaluate routing
protocols are node density, traffic density, mobility, and shadowing.

In this investigation, it was found that the performance of DCF and EDCF is
found to be almost same when same type of traffic used without assigning any
priority.
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A Distributed Prime Node-ID Connected
Dominating Set for Target Coverage
Using Adjustable Sensing Range

Anita Chandra, Nachiketa Tarasia, Amulya Ratan Swain
and Manish Kumar

Abstract The wireless sensor network (WSN) consisting of a large number of
autonomous sensors with limited battery. It is a challenging aim to design an energy
efficient routing protocol along with original coverage which can save the energy
and thereby extend the lifetime of the network. However, in the context of WSN,
connected dominating set (CDS) principle has emerged as the most popular
approach for energy efficient routing mechanism in WSNs. In this paper, the target
coverage is achieved with adjustable sensing range to the proposed distributed CDS
based on prime node-ID (P-CDS) modeled in unit disk graph (UDG) (Wan et al. in
Distributed construction of CDS in wireless ad hoc networks, 2002) [1]. P-CDS has
time complexity O(n) and message complexity of O(n). Theoretical analysis and
simulation results are also presented to verify efficiency of our approach.

Keywords Connecting dominating set (CDS) � Maximal independent set (MIS) �
Prime node ID � Target coverage � Adjustable sensing range

1 Introduction

Wireless ad hoc network are characterized by dynamic topology, multi-hop
communication and has limited resources. Since there is no fixed infrastructure
or centralized management in wireless sensor networks (WSN) and has very less
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energy a connected dominating set (CDS) has been proposed as virtual backbone
through which efficient routing, transmission, activity scheduling, and connec-
tivity can be maintained in network. Nodes in CDS [2] is called as dominator
and other nodes are called as dominate. The CDS problem usually has been
modeled in unit disk graph (UDG), in which each node has the same trans-
mission range.

In Fig. 1a and b, red nodes represent dominating set (DS) of network and black
node is connector to dominators set, collectively it form a CDS. A set is domi-
nating if every node in the network is either in the set or a neighbor of a node in the
set. When a DS is connected, it is called a CDS. Since the nodes in a CDS may
have heavy load working as the central management agents, minimizing the size of
the CDS can greatly help with reducing transmission interference and the number
of control messages. This characteristic of wireless networks induces us to take
into account another factor of a CDS, the diameter, which is the longest shortest
path between any pair of nodes in the CDS. It is desirable to get a CDS with
diameter and size as small as possible. To reduce the traffic during communication
and prolong network lifetime, it is desirable to construct a minimum CDS
(MCDS).

In this paper, we provide a distributed and multiple initiator algorithm for
finding MCDS in single phase rather than two different phase in UDG having time
complexity of O(n) and message complexity of O(n).

The structure of this paper is organized as follows: Sect. 2 provides related
research works on CDS. Section 3 contains proposed distributed P-CDS algorithm.
Section 4 deals with the performance analysis. Section 5 will conclude the paper
and the future work.

2 Related Work on Connected Dominating Set

In this section, we investigate few algorithmic research works on CDS in WSN.
Constructing a MCDS is NP-complete problem [3]. Following are some existing
algorithms for construction of CDS. Marathe et al., Guha Khuller, Ruan et al.

(a) (b)

Fig. 1 a Dominating set. b Connected dominating set
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proposes centralized algorithm based on graph coloring and spanning tree with
performance ratio as 10, 2(1 + H(D)), 3 + ln(D). Wan et al. [4] proposes a dis-
tributed algorithm based on quasi-global information with approximation ratio of 8
and O(n) as time complexity and O(n log n) as the message complexity, where ‘n’
is the number of nodes. The other type is to find an initial CDS and then prune
some redundant nodes to attain MCDS. Wu et al. [5] proposes a distributed
algorithm with message complexity as O(m) and time complexity of O(D3) and the
approximation ratio at most O(n) where, D and m are the maximum degree in
graph and number of edges, respectively.

3 Proposed Algorithm

3.1 Network Model

In this section, we state our assumption regarding the development of the ad hoc
wireless network model.

1. The nodes do not have any topological information in advance. They do not
even have the knowledge of location of their neighbors.

2. Each node has a unique node ID along with remaining energy and degree.
3. Node exchange packet to identify their single hop neighbors and ascertain their

degree, energy, and node ID.
4. All the nodes are deployed in a 2-D plane, static, uniform, and transmission

range is same as modeled in UDG.

3.2 Proposed Approach

Our distributed P-CDS multiple initiator scheme is based on prime node ID,
energy, and degree are constructed in single phases. Sink flood INFO_MSG to all
nodes to set flag as true if node is prime else false. In this, multiple initiators
initiate to construct CDS. Initiators mark itself as BLACK and add themselves in
DS and prepare neighbors list with their remaining energy and degree. Initiators
broadcast BLACK MSG to its neighbors marking themselves as GRAY node.
Among GRAY nodes, the highest remaining energy nodes selected as connector,
whereas in case of tie, tie-breaker factor be degree of neighbor nodes, set color to
GREEN from GRAY. Now, connector also maintains information about covered
and uncovered neighbor list with their remaining energy. GREEN nodes as
powerful connectors find maximal independent set in prime node ID of network.
There are three different cases while finding MIS in prime nodes-ID of network
discussed in Sect. 3.2.1. This process is repeated until every GRAY node have
empty uncovered list.
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3.2.1 Algorithm: Determination of P-CDS of a Graph

Input: G(V, E)—A connected undirected graph where each node has unique ID,
energy, and degree. Initially all nodes are white.
Output: DS—Set of all BLACK dominator nodes; C—Set of all GREEN con-
nectors; D—Set of all GRAY nodes are dormant nodes.

1. Initialize P-CDS, DS, and C to Ø.
2. Multiple initiators initiate in network G(V, E) marked as BLACK and add

themselves in DS. DS—DS U {u, v,}.
3. /*selecting u, v as dominator */
4. N(u) = {i, j, k [ V | d(u, i), d(u, j), d(u, k) \ r} i.e., r-sensing range, N-neighbor

nodes. Neighbor nodes of initiators mark as GRAY node.
5. GRAY nodes having highest energy (Eh) marked as connectors, mark as

GREEN node. C—C U {i}.
/*selecting i as connectors by dominators */

6. Find MIS as DS of graph in prime nodes-ID by powerful connector nodes.
7. There are three possibilities of choosing MIS or dominators:-

a. If one prime node ID in neighbor of connectors, then add it to DS.
b. If there are more than one prime nodes-ID in its neighbors, neighbor with

the highest remaining energy are marked as BLACK node.
c. If no prime node-ID in neighbors of connectors then select one non-prime

node among all neighbors with the largest remaining energy.

8. Repeat steps 1–6 until Gray node end with empty uncovered neighbors list and
form P-CDS with BLACK nodes, GREEN node, and GRAY nodes.
/*Dominators & Connectors collectively form the P-CDS*/

We know that after forming CDS, many nodes are in sleep mode leaving
sensing holes [6] in network. So, active nodes in CDS implement concept of
adjustable sensing range [7] for discrete target coverage. In which actives nodes of
P-CDS have different sensing ranges ðr1; r2; r3. . .rnÞ. As after forming P-CDS in
network, it will adjust its required sensing range to cover all targets in network and
prevent from coverage hole. Suppose there is redundant energy to any target with
two minimum sensing range of two nodes, turn off of the nodes with minimum
ranges and can cover it with its only one node with required sensing range. Like
this, we can achieve target coverage and connectivity along with extending life-
time in the network.

3.2.2 Diagrammatical Illustration of Algorithm

P-CDS construction is illustrated using graph coloring technique. Initially, all
nodes in graph of network are marked as white. BLACK color for dominators,
GREEN color for connectors, and GRAY color for sleeping nodes (Fig. 2).

102 A. Chandra et al.



4 Performance Analysis

The performance of the P-CDS is evaluated through simulation on Castalia [8].
The IEEE 802.11 protocol is used at MAC layer. The metrics used for performance
evaluation are the total number of connectors in CDS, the lifetime of network after
formulation of MCDS automatically increases (Fig. 3).

As expected there is a reduction in connectors’ node as in P-CDS there is only
one connector selected between pairs of dominators during construction of CDS.
In other algorithm after finding MIS, we find out connectors to it using spanning
tree or Steiner tree. Like many of the other problems that arise in CDS con-
struction, Steiner tree problem is also NP-Hard. In Steiner tree sometimes we have
to select more than one connectors to connect MIS between pairs of dominators.
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Fig. 2 a Node ID 12, 16 are connectors of dominators 1, 11. b Node ID 3, 13 dominators of
connectors 12, 16. c P-CDS constructed

Fig. 3 Shows the number of connectors in backbone structure in P-CDS
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5 Conclusion

In this paper, we presented a distributed CDS formed in single phase modeled in
UDG called P-CDS. P-CDS has time complexity O(n) and message complexity
O(n) and also preserve coverage using adjustable sensing range. The main goal of
our algorithm is to construct a maximal independent set in prime node-ID along
with powerful connectors in same phase. There is no need to use Steiner tree or
spanning tree to interconnect the MIS. Through simulation results, we have seen
that selecting only one connector per pair of dominators help to reduce the size of
CDS. In addition, choosing a node with largest adjusting sensing range as a
dominator can further reduce CDS size. Our future work will be toward CDS
construction with disk graphs with bidirectional links (DGB).
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Token Based Group Local Mutual
Exclusion Algorithm in MANETs

Ashish Khanna, Awadhesh Kumar Singh and Abhishek Swaroop

Abstract In this paper, a generalization of the group mutual exclusion (GME)
problem based upon the concept of neighborhood has been proposed and named as
group local mutual exclusion (GLME). The neighborhood is defined based upon
the location of shared resources, and no synchronization is required between nodes
in two different neighborhoods. A token-based solution of the GLME has also been
proposed. The algorithm satisfies safety, starvation freedom, and concurrent
occupancy properties. To the best of our knowledge, it is the first token-based
algorithm to solve GLME problem in MANETs.

Keywords Ad hoc network � Local mutual exclusion � Neighborhood � Resource
allocation

1 Introduction

The efficient and effective use of resources is a highly desirable property in
MANETs. Due to dynamic topology, limited bandwidth, limited battery power, and
low processing capability, algorithms designed for synchronization in static net-
works cannot be directly applied in MANETs. Therefore, several algorithms for
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various resource allocation problems, e.g., mutual exclusion [1], k-mutual exclusion
[2], and group mutual exclusion (GME) [3] have been proposed in the literature.

The GME problem [4] deals with two fundamentally opposite issues, namely
mutual exclusion and concurrency. In GME, each request is associated with a type
or group. The processes requesting the same group are allowed to be in their CS
simultaneously. However, the processes requesting different groups must execute
their CS in mutually exclusive way. GME problem has been modeled as congenial
talking philosopher (CTP) problem by Joung [5].

Attiya et al. [6] introduced the concept of local mutual exclusion for MANETs.
In local mutual exclusion, no two neighboring nodes can enter CS simultaneously;
however, the nodes which are not neighbors can be in their CS simultaneously. On
the other hand, in classical or global mutual exclusion, no two nodes (how far
apart) can be in CS simultaneously. Kogan [7] claims that in MANETs, the local
mutual exclusion problem has more potential applications in comparison with
global mutual exclusion problem. Khanna et al. [8] proposed k-local mutual
exclusion problem (KLME) in MANETs and solved it using a token-based
approach. Wu et al. [9] defined a new problem named LGME as a variant of GME
problem specially suited for VANETs and proposed a coterie-based solution for
LGME. However, their concept of conflicting nodes is different from the neigh-
borhood concept used in [8].

In KLME, the neighborhood has been defined as the independent smaller unit of
a larger geographical area. The larger area is divided in smaller neighborhoods
based upon the location of shared resources. Each set of shared resources placed at
one location can be accessed in a particular neighborhood only. In this paper, the
group local mutual exclusion (GLME) problem with the concept of neighborhood
(similar to [8]) has been handled using a token-based approach. An interesting
application of the problem may be the situation in which multiple replicas of a read
only data base are available at different locations. At each location, due to limited
amount of buffer, only a subset of database may be in the buffer and the processes
(in the range of the current replica) requesting the same portion of database may be
in CS simultaneously; however, the processes requesting the different portion have
to wait. Moreover, the processes in the range of another replica may be in CS using
a different portion of the data base. The system model and assumptions similar to
used in [8] have been considered.

Following properties must be satisfied for GLME:

Mutual exclusion: No two processes in the same neighborhood requesting
different groups (resources) can be in their CS simultaneously.
Bounded delay: A process attempting to enter CS will eventually succeed.
Concurrent entering: If some processes in the neighborhood are interested in
entering CS using a group and no process in the neighborhood is interested in a
different group, then the processes can concurrently enter CS
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2 Related Works

The dining philosopher’s problem [2] is an interesting variant of mutual exclusion
problem in static networks. Although the solution to dining philosopher’s problem
works as a solution to mutual exclusion problem, it has a special property that the
failure of a node does not affect the entire system. Recently, Sharma et al. [10]
presented a detailed survey of the mutual exclusion in MANETs. The dining
philosopher’s problem has been extended by Attiya et al. [6]. Kogan [7] explained
that unlike conventional mutual exclusion, local mutual exclusion algorithms have
better failure locality. Khanna et al. [8] presented a KLME using token-based
approach in MANETs. In KLME, the concept of neighborhood is based upon the
location of sets of resources scattered in the entire area; all the nodes in the range
of one set of resources comprise one neighborhood. Wu et al. [9] defined a new
problem named LGME as a variant of GME problem specially suited for VANETs
and proposed a coterie-based solution for LGME. However, they took the example
of automatic vehicles and considered the traffic lanes as resources. The vehicles
with crossing paths are considered conflicting. On the other hand, the vehicles with
non-crossing paths are non-conflicting and no synchronization is required among
these. The concept of local versus non-local used in LGME is different from the
concept of neighborhood based upon resource location used in KLME. In the
present paper, a variant of GME problem using the concept of neighborhood [8]
has been proposed and solved using a token-based approach. Recently, also lot of
research is going on mutual exclusion problem and its variants [11–13] in MA-
NETs; however, the problem of local mutual exclusion and its variants are still
unexplored.

3 GLME Algorithm

3.1 Working

In this section, brief working of our algorithm is discussed in MANETs. To the
best of our knowledge, this is the first token-based solution for GLME problem in
MANETs. In this algorithm, n numbers of nodes are considered in local neigh-
borhood. After initialization, node 1 is elected as token holder, and token infor-
mation is broadcasted, so that neighboring nodes may transfer their request to
token holder.

When a node i receives a non-stale token information, if the node i is in waiting
state with the same group of request and if node i is part of token’s follower list, it
enters CS. Otherwise, it will send the request for CS to the sender. In case, node
i is in remainder section and is part of token’s follower list it will send leaving CS
message.
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When any node requests for CS, there are following possibilities. (a) Node is
idle token holder node. It enters CS. (b) Token holder but not in CS and its group
type match the current group. The node enters CS. (c) Token holder, not in CS, and
its group type do not match the current group. The request is added in token queue.
(d) The node does not have token information. It will wait for token information.
(e) The node has token information. It will forward request to token holder.

When the token holder receives a non-stale request, request acknowledgment is
sent to the token holder and further actions are performed on the receiving node.

When node i receives token, if it is in waiting state with matching group of
request, it will enter CS and will send permission to enter CS to all the requesting
processes in token queue with matching group. The node i will take further actions
shown in pseudocode. A node receiving permission to enter CS as follower will
enter CS.

In case a token holder node i exits from CS, if number of followers are zero, and
token queue is empty, its state is changed to holding idle token. Otherwise, if token
queue is not empty, the token is transferred to the node at front of token queue and
other nodes having requests for matching group in token queue are also permitted
to enter CS. However, if followers are still in CS, token holder state is changed
accordingly. In case a non-token holder node comes out of CS, it sends release CS
message to token holder.

When token holder receives a release message from any follower node, fol-
lower node is removed from token follower’s list. In case token holder is not in CS
and it is holding token with some followers, appropriate actions are taken as shown
in pseudocode. In case a non-token holder receives release CS from any follower,
this information is stored in the local data structure of receiving node for future
action.

When a node is about to leave the neighborhood, various actions are performed
depending upon its state. In case leaving node is in CS, its state is changed to
waiting state which does not happen in GME algorithm and is a special feature of
GLME algorithm. Similarly, handling of joining and leaving of any new node is
presented in pseudocode.

3.2 Data Structure

Data structure at node i (1 B i, j B n)
statei: The current state of nodei: REM: remainder, W: waiting, HI: holding idle
token, HF: holding token with followers but not in CS, CF: critical section as
follower, and CT: critical section as a token holder.
n_foll_leavei: stores information of foll_leaves_CS when node is non-token
holder.
token_idi: stores the node id of token holder or Ø at node i.
RNi: request no. of node i which is incremented when nodei request.
g_node_typei: type of group for which node has requested.
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node_req_listi: stores the request number and its corresponding group number
of neighboring nodes.
node_leader_noi: contains the value that how many times new token holder has
been elected as token holder according to nodei

req_acki: Boolean variable indicating request acknowledgment is received.
n: total no. of nodes in neighborhood.
Data Structure at token holder
T_Q: A FIFO queue which stores nodes requests with group and request
number.
gp_t_type: stores the group being accessed by token holder in current session.
no_t_follower: number of nodes currently in CS as follower.
t_foll_list: node ids to which per_grant has been sent.
LN: an array to store the sequence number of latest served request of very node.
token_leader_no: number of times the leader has changed.

3.3 Messages

1. token_infoi (j, t_foll_list, token_leader_no, gp_t_type): Node i broadcasts token
information along with other useful information.

2. req_CSi (i, gi,RNi, Token_idi): Node i sends the request message to the token
holder.

3. token(j, T_Q, gp_t_type, no_t_followers, t_foll_list, LN): Node receiving token
becomes token holder.

4. req_ack(j, LNi): Token holder sends this message to the node from which it has
received request for CS as an acknowledgment of request.

5. per_grant (gx, j): Token holder sends this to j to allow j to enter CS as follower.
6. foll_release_CS(j, RNi): sent by follower to token holder after coming out of

CS.
7. I_am_leaving(i, n_foll_leavei, node_req_listi): broadcasted by leaving node.
8. I_have_join(i): broadcasted by a node entering neighborhood to all nodes.
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3.4 Pseudocode of Algorithm at Node i

a) Initialization 
g_node_typei = Ø; node_leader_no=0; req_ack=false 
for(i=1 to n) statei = REM; token_idi=Ø; RNi=0; Gi=Ø; 
n_foll_leavei= Ø; g_node_typei=Ø; node_leader_noi=0 
for{i=1 to n} 
   for{j= 1 to n} node_req_listi[j] = {0, Ø}
TokenGenerate()
 Let node 1 is initially elected as token Holder  
 token_id = 1; T_Q=Ø; token_leader_no=token_leader_no + 1 
 node_leader_noi = token_leader_no; gp_t_type = Ø              
 no_t_followers = 0; t_foll_list = Ø 
 for(i=1 to n) LN[i] = 0  
token_id1 = 1; Broadcast token_info 
b) Node i receives token information from node j 
  if (token_leader_no > node_leader_noi) 
   token_idi = j; node_leader_noi = token_leader_no 
   if (statei = W && g_node_typei = gp_t_type) 
      if ( i  t_foll_list) enter CS;call exit_CS;rec_ack=true 
      else  send req_CS       // rec_acki = false 
     if (statei = REM && i  t_foll_list)send leave_CS to j 
   else reject the message 
c) Nodei request for CS with group gi 
   statei  = W; req_acki = 0 ; RNi = RNi +1;g_node_type = gi 

add request in node_req_listi 
   if(token_idi = i) 
      if(statei=HI) enter CS; call exit_CS; statei = CT 
      if(statei = HF && gp_t_type=gi) 
        statei = CT; enter CS; Call exit_CS 
   if(token_id = Ø) wait for token info 
   else send req_CS to token_idi .
d) node i receives req_CS from node j 
   if (node_req_listi[i]<RNj ) 
    if(token_idi=i) send req_ack to node j; node_req_list[i]=RNj 
       if(j  t_foll_list) remove i from t_foll_list 
       if(statei=CT) 
         if(gp_t_type = gi) LN[j] = RNj; no_t_followers ++ 
           send per_grant to j 
       if (statei = HF) 
          if(gp_t_type = gi &&  T_Q = Ø ) 
            LN[j] = RNj; send per_grant to j; no_t_followers++ 
       if(statei = HI) token_leader_no +=1; 
        node_leader_no =token_leader_no; token_idi = j 
        Send token to node j; Broadcaste token_info  
      else append the request in T_Q 
    else store the request in node_req_listi
   else reject the message 
e) node i receives token  
   Remove nodes in n_foll_list from t_foll_list; Decrement    
   number of follower correspondingly; update T_Q with    
   node_req_listi; token_idi = i 
   if( i  T_Q ) remove i from T_Q 
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   if (statei = W) 
     if(gp_t_type = gi) statei = CT; enter CS; call exit_CS( ); 
        for(k=1 to n ) 
          if(k  T_Q && gk = gp_t_type) 
            send per_grant to node k; no_t_followers ++ 
            add k in t_foll_list 

else 
            if (no_t_foll = 0) statei = CT; gp_t_type = gi 
             for(k=1 to n ) 
              if(k  T_Q && gk = gp_t_type) 
               Send per_grant to node k; no_t_followers ++ 
               add k in t_foll_list  
     if(statei = CF) statei = CT; no_t_follower --; remove i    
        from t_foll_list                
     if(statei = REM) 
       if(T_Q = Ø) statei = HI 
       else send token to node(X) at front at T_Q 
         token_idi = X; gp_t_type = gx;Broadcast token_info   
         for(k=1 to n ) 
          if(k  T_Q && gk = gp_t_type) 
           Send per_grant to node k; no_t_follower ++ 
f) node i recevives req_ack(j,LNi)
   if(RNi[i] = LNi ) req_acki = true  
g) nodei receives per_grant(gx,j) from node j 
   statei = CF; enter CS; call exit_CS 
h) nodei exit from CS 
   if(token_idi = i) 
    if(t_foll_list = 0) 
      if(T_Q = Ø) statei = HI
      else token_leader_no +=1 
       node_leader_no =token_leader_no; statei =REM 
       if(x   front of T_Q) gp_t_type = gx; remove x from T_Q 
         for(k=1 to n ) 
          if(k  T_Q && gk = gx ) 
            Send per_grant to k; no_t_followers ++; add K to  
            t_foll_list; Send token to x; Broadcast token_info()
     else statei = HF  
  else statei = REM; send foll_release_CS to token_idi 
i) node i receives release of CS message from follower.  
   if(token_idi = i) 
    if(LNi = RNi) remove j from t_foll_list; no_t_followers-- 
     if(statei = CT) do nothing 
     if(statei = HF) 
       if (no_t_followers = 0) 
         if(T_Q = Ø) statei = HI 
         else  let x is node at front of T_Q; gp_t_type = gx
          remove x from T_Q  
          for(k=1 to n) 
           if(k  T_Q && gk = gx) 
             send per_grant to k; no_t_followers ++; add k in  
             t_foll_list; Send token to X; broadcast token_info 
           else do nothing      //no_t_follower  0 
     else reject the message
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  else Store foll_release_CS info n_foll_leave list  
j) node i is about to leave the neighborhood. 
   if(token_idi=i) 
    if(statei = CT or statei=HF) 
       if(statei=CT)    statei = W 
       else    statei = REM 

if(no_t_foll  0 )
        token_leader_no += 1; node_leader_no = token_leader_no 
        token_idi = X (lowest id node of t_foll_list)
        broadcast token_info; Send token to X
       else 

if(T_Q Ø) Send token to node at front of T_Q; store
           similar nodes having similar groups Of request into
           t_foll_list and send per_grant to respective nodes;
           broadcast token_info 
        else send token to lowest id in neighbourhood 
    if(statei = HI) send token to lowest id in neighbourhoo 
     else   
       if(statei = CF) send foll_leave_CS to token_id; statei = W
       if(statei = W )  statei = W 
   else do nothing  
   broadcast I_am_leaving message 
k) node i receives I_am_leaving from j. 
   remove leaving node ( j ) from all lists 
   update n_foll_leavej node_req_listj received  
   if(token_idi = i ) Delete j from token’s data structure 
l) new node i joins neighborhood 
    send I_have_join to all node in neighborhood. 
    wait for token_info; apply initialization to node i 
m) node i receives I_have_join. 
   add entry of node j into local data structure 
   if(token_idi = i)  send token_info to node j

4 Performance Analysis

In the best case, the requesting token holder node can directly enter CS without any
message(s) exchanged in the best case. In average case, where k + 1 processes enter in
CS (K as follower and one as token holder), the number of messages exchanged for these
k + 1 CS executions will be n (broad cast new leader) + (k + 1) (request) + (k + 1)
(request acknowledgement) + k (permission grant) + k (follower_leave_CS). Hence,
no. of messages/CS = {(n) + (k + 1) + (k + 1) + k + k}/(k + 1)}. The worst case
will occur when there is no follower; that is, k = 0, and in this case, the messages/CS will
be n + 2 (O(n)).

The synchronization delay is considered at heavy load where as the waiting
time is considered at light load. The heavy load synchronization delay of our
algorithm is T (where T is the maximum message propagation delay). The light
load waiting time of the algorithm is 2T.
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5 Conclusions and Future Scope

The present paper proposes a token-based GLME algorithm for MANETs. To the
best of our knowledge, the proposed algorithm is the first token-based GLME
algorithm for MANETs. Algorithm satisfies the safety condition, starvation free-
dom, and concurrent occupancy. Due to the lack of space, the proof of correctness
and dynamic analysis could not be presented and will be presented in the full
version of the paper. The algorithm also handles link breakage and related
dynamic changes in MANETs. To develop a fault-tolerant version of the proposed
algorithm can be a possible future research direction.
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A Distributed Secured Localization
Scheme for Wireless Sensor Networks

Lakshmana Phaneendra Maguluri, Shaik Mahaboob Basha,
S. Ramesh and Md Amanatulla

Abstract Nowadays, location-aware security policies play a key role in wireless
sensor networks. In this paper, we propose to develop a distributed secured locali-
zation scheme that validates the reliability of location information associated with
event reports. We make the anchor nodes are deployed such that they form connected
sensor coverage and their routing information to these anchor nodes, thereby avoiding
the sink overload problem. Since this scheme involves distributed anchor nodes
for verification, it has less overhead and delay. By simulation results, we show that
our proposed scheme attains good delivery ratio with reduced delay and overhead.

Keywords Security issues on localization � Anchor nodes � Coverage algorithm

1 Introduction

Minimizing the energy consumption for communication and information processes are
advisable [1]. Academic and industrial areas use wireless sensor networks with great
concern. They give way for several applications such as military, industrial, scientific,
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civilian, and commercial. Few applications which cannot be effective, unpleasing, and
dangerous and which cost much for the human observations and traditional sensors can
be implemented successfully by using wireless sensor networks [2].

Therefore suitable mechanism may be implemented for protecting localization
techniques from the new form of attacks [3]. In addition to location calculation,
tracking, and deployment, the basic problem in sensor networks is the coverage
and connectivity. Coverage and connectivity are two key factors to a successful
WSN. In our previous work, we design a protocol that validates the reliability of
location information associated with event reports. The main drawbacks of this
protocol are sink overload and confidentiality.

To overcome the above drawbacks, in this paper, we express the following in
Sect. 2. Presents Coverage Algorithm for anchor node deployment Sect. 3. Pre-
sents the encryption and decryption mechanisms Sect. 4. Presents the route dis-
covery process Sect. 5. Presents the performance evaluation overhead delays and
network delays Sect. 6. Conclusion.

2 Coverage Algorithm for Anchor Node Deployment

For connecting a sensor cover of near-optimal size, a greedy algorithm is designed.
At each stage, a communication path is selected which connects the existing
sensors with the incompletely covered sensors. At this stage, the path which has
been selected is added to the selected sensors. Consider a sensor network con-
sisting [4] of the set of sensors {S1, S2… Sn}. Each sensor Si has a sensing region
SRi associated with it. Also consider a query Q over a region R in the network.

1. Let S be the set of sensors whose sensing region intersects with R. Let C denote
the set of sensors selected by the algorithm at a given stage. Let RC be the
region covered by C.

C = {Si}, for some Si [ S.

2. While (R X RC)

2.1. Let CS be the set of candidate sensors in Q, i.e., the set of sensors in
S–C whose sensing region intersects with some sensor in C.

Max Gain = 0;

2.2. For each ci [ CS

2.2.1. Find the max gain candidate path CPi for the candidate sensor ci,
i.e., a candidate path CPi with maximum gain such that
CPi = \ Si0, Si1, Si2 … Sil [ for some l, where Sil [ C, Si0 = ci,
and Sij can communicate directly to Si(j-1).

2.2.2. Gain = (No. of valid subset covered by the region ((SRi0 [ SRi1

[ … SRil) - RM))/l;
2.2.3. If (Gain [ Max Gain)
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Max Gain = Gain;
CP = CPi;
End if;
End for;
C = C [ CP;
End while;
RETURN C;

3 Encryption and Decryption

After the anchor node selection, each sensor nodes communicate with these anchor
nodes ai, using a symmetric key Ka, i . The sensor nodes send the encrypted RREQ
packet using this key to the anchor node.

Si �����������!
Ka; i

½E(RREQ)�
ai

Each anchor node decrypts the RREQ packets and finally all the RREQ packets
are encrypted and transmitted to the sink.

ai �����������!
Ka;s

½E(RREQ)�
Sink

4 Route Discovery Process

In the proposed protocol, once a node S want to send a packet to anchor node A, it
initiates the route discovery process by constructing a route request RREQ packet.
It contains the source and anchor node ids and location of source and a MAC
computed over the accumulated path with a key shared by each node.

From the Fig. 1, we can see that there are two paths

R : S! A and
�R : �S! A

for the anchor node A.
When RREQs of both R and �R reaches the anchor node A, it decrypts the

RREQs and from the received MAC values, it calculates

DðNi; �NiÞ ¼
X4

i¼1

Ni � �Nik k2 by ð1Þ
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Then it checks the value of V based on which the trust values are incremented
or decremented for the corresponding nodes.

If V \ th1 then

CCNi = CCNi + d,

Else

CCNi = CCNi - d,

End if.

where th1 is the minimum threshold value for V and d is the scale factor for
increment or decrement. The process is repeated for various time intervals and
finally the value of credit counter is checked.

If CCNi [ th2 then

RREP is sent

Else

The source is considered malicious,
RREQ is discarded

End if.

Where th2 is the minimum threshold value for CCN.

5 Performance Evaluation

We evaluate our distributed secured localization scheme (DSLS) through NS2 [5]
simulation. We use a bounded region of 1,000 9 1,000 m2, in which we place
nodes using a uniform distribution. We assign the power levels of the nodes such
that the transmission range and the sensing range of the nodes are all 250 m [6]. In
our simulation, the channel capacity of mobile hosts is set to the same value:
2 Mbps. We use the distributed coordination function (DCF) of IEEE 802.11 for

N1 N2 N3

3N

D

S 

S 1N 2N

A

Fig. 1 Route request process
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wireless LANs as the MAC layer protocol. The simulated traffic is Constant Bit
Rate (CBR). In order to test the scalability, the number of nodes is varied as 25, 50,
75, and 100.

Figure 2 shows the end-to-end delay occurred for both DSLS and LSTL. As we
can see from the figure, the delay is less for DSLS, when compared to LSTL.

Figure 3 shows the overhead for both DSLS and LSTL. As we can see from the
figure, the overhead is less for DSLS, when compared to LSTL. The number of
attacker nodes is varied as 5, 10, 15, 20, and 25 in a 100 nodes scenario.

Figure 4 shows the end-to-end delay occurred for both DSLS and LSTL. As we
can see from the figure, the delay is less for DSLS, when compared to LSTL.
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Figure 5 shows the overhead for both DSLS and LSTL. As we can see from the
figure, the overhead is less for DSLS, when compared to LSTL.

6 Conclusions

In this paper, we have developed a distributed secured localization scheme that
validates the reliability of location information associated with event reports. We
make the network distributed by including a set of anchor nodes across each route
in the network. Also we have included authentication and encryption mechanisms
to make the network more secured. Since this scheme involves distributed anchor
nodes for verification, it has less overhead and delay.

References

1. Alfaro, J.G., Barbeau, M., Kranakis, E.: Secure localization of nodes in wireless sensor
networks with limited number of truth tellers. In: Proceedings of the Seventh Annual
Communication Networks and Services Research Conference (2009)

2. Chen, H., et al.: A secure localization approach against wormhole attacks using distance
consistency. EURASIP J. Wireless Commun. Networking 2010, 8 (2010)

3. Soosahabi, R., Naraghi-Pour, M., Perkins, D., Bayoumi, M.A.: Optimal probabilistic
encryption for secure detection in wireless sensor networks information forensics and
security. IEEE Transactions on Digital Object Identifier, vol. 9, PP. 375–385 (2014). doi: 10.
1109/TIFS.2014.2298813

4. Shih, K.P., Deng, D.J., Chang, R.S., Chen, H.C.: On connected target coverage for wireless
heterogeneous sensor networks with multiple sensing units. Sensors 2009(9), 5173–5200
(2009). doi:10.3390/s90705173

5. Elbasi, E., Ozdemir, S.: Secure data aggregation in wireless multimedia sensor networks via
watermarking. In: Application of Information and Communication Technologies (AICT), 2012
6th International Conference on Digital Object Identifier, PP. 1–6 (2012). doi: 10.1109/
ICAICT.2012.6398501

6. Ben Othman, S., Alzaid, H., Trad, A., Youssef, H.: An efficient secure data aggregation
scheme for wireless sensor networks. In: Information, Intelligence, Systems and Applications
(IISA), 2013 4th International Conference on Digital Object Identifier, PP. 1–4 (2013). doi: 10.
1109/IISA.2013.6623701

0

1000

2000

3000

4000

5 10 15 20 25

Attackers

O
ve

rh
ea

d
(p

kt
s)

LSTL

DSLS

Fig. 5 Attackers versus
overhead

120 L.P. Maguluri et al.

http://dx.doi.org/10.1109/TIFS.2014.2298813
http://dx.doi.org/10.1109/TIFS.2014.2298813
http://dx.doi.org/10.3390/s90705173
http://dx.doi.org/10.1109/ICAICT.2012.6398501
http://dx.doi.org/10.1109/ICAICT.2012.6398501
http://dx.doi.org/10.1109/IISA.2013.6623701
http://dx.doi.org/10.1109/IISA.2013.6623701


Characteristic Function for Variable-
Bit-Rate Multimedia QoS

Neela Rakesh and Hemanta Kumar Pati

Abstract Multimedia users are numerously increasing with the increase in
Internet users. To be able to provide QoS to such users, it is important to under-
stand how VBR multimedia QoS varies with its bandwidth characteristics. In this
paper, we proposed a generic mathematical model for variable-bit-rate multimedia
QoS which is applicable to various wireless network systems. This paper com-
prises of characteristic function for variable-bit-rate multimedia QoS using
bandwidth terminology, such as minimum bandwidth of the connection and
maximum bandwidth acceptable condition. We have provided numerical results
required for verification and validation of the proposed model. This model is very
useful for understanding how the wireless system behaves in terms of QoS while
allocating bandwidth to variable-bit-rate multimedia traffic.

Keywords Soft real time � Variable-bit-rate traffic � Multimedia � QoS � Geo-
metric distribution

1 Introduction

In recent personal communication systems, there is enormous demand for multi-
media applications. Multimedia is defined as information that combines and
interacts with multiple forms of media data (e.g., text, speech, audio, image, video
graphics, animation, and possibly various formats of documents) [1]. From the
networking perspective, multimedia types can be classified as either real-time
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media type (RT) and non-real-time media type (NRT). Real-time media types
require either hard or soft bounds on end packet delivery/jitter, while NRT media
types such as text and image files do not have any strict constraints, but may have
rigid constraints on error. Further, RT media types are classified as discrete media
(DM) or continuous media (CM), depending on whether the data are transmitted in
discrete quantum as a file or message, or continuously as a stream of messages
with message interdependency. The RT continuous type of media can be further
classified as delay tolerant or delay intolerant. The term ‘delay tolerant’ signifies
that such media type can tolerate higher amounts of delay than their intolerant
counterparts, without significant performance degradation [2]. We have identified
and analyzed the requirements that a distributed multimedia application may
enforce on communication network. Broadly, these requirements are divided into
two categories: traffic requirements and functional requirements. Multimedia
traffic requirements include limits on real-time parameters, such as delay, jitter,
bandwidth, and reliability, and functional requirements include support for mul-
timedia services such as multicasting, security, mobility, and session management.
The traffic requirements can be met only by introducing newer protocols over the
TCP/IP networking stack. The functional requirements are not an absolute
necessity.

Wireless systems (such as mobile cellular networks and satellite communica-
tions) have a tremendous demand for multimedia traffic such as video on demand
and video conferencing. Multimedia traffic puts a heavy bandwidth demand for
these wireless networks. In ensuring the effective dissemination of compressed
multimedia data over personal communication systems, the main challenge occurs
while integrating previous and next-generation systems. Provisioning of QoS to
such system has been difficult due to change in bandwidth allocation, adaptability,
and its mechanisms. Multimedia traffic is used to indicate the transmitted infor-
mation which comes from various source characteristics with different qualities. A
multimedia QoS model for each multimedia application is more valuable to
identify the QoS patterns.

The rest of this paper is organized as follows. In Sect. 2, we present the related
work. In Sect. 3, we present our characteristic function for variable-bit-rate mul-
timedia QoS. Section 4 presents simulation results. Finally, in Sect. 5, we conclude
this paper.

2 Related Works

The most critical components in personal communication systems are data com-
pression, quality of service, communication protocols, and effective digital man-
agement. Among the most critical components, quality of service plays the most
important aspect. Quality of service is defined as well-controllable behavior of a
system according to quantitatively measurable parameters (defined as per ISO) [3].
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In [4, 5], it is found that modeling multimedia traffic and generating desired
results are expensive, and often, it is difficult to generate reasonable results. Sta-
tistical and mathematical traffic models are mostly used to provide a better
understanding for various traffic characteristics. Using such models, different
realizations that represent actual data can be obtained by varying model param-
eters. A good traffic model captures the characteristics of multimedia applications,
which include video streaming, VOIP, and online gaming, which often demand
seamless real-time delivery. Recent efforts to reduce bandwidth requirements
while maintaining the quality of the multimedia services have led to data com-
pression schemes. In these compression schemes, we have found two stream types,
namely constant-bit-rate (CBR) stream and variable-bit-rate (VBR) stream, and
the selection of stream depends on the numerical variable. Autocorrelation func-
tion (ACF) used by different stochastic processes captures the long-range and
short-rage dependencies between frame sizes. VBR exhibits both long-range-
dependent (LRD) and short-range-dependent (SRD) properties.

The work reported in [6] discusses about the mechanism of QoS mapping
between multiuser session and personal communication system. It also discusses
about adaptation control techniques. The work reported in [7] discusses about QoS
mapping between video applications and networks. It also discusses about QoS
mapping control in the network. The work reported in [8] discusses about archi-
tecture components and its functionality from user and system perspectives. In this
paper, we proposed a model to map bandwidth allocation to QoS of variable-bit-
rate multimedia. This mapping can be used to analyze system behavior. In the
following section, we present our proposed model.

3 Proposed Model for Mapping QoS of Variable-Bit-Rate
Multimedia

The model proposed in this paper is for variable-bit-rate multimedia QoS. This
model helps to map system’s QoS according to the amount of bandwidth allocated.
We assume that when a user requests a new connection or roams into a new cell, it
provides the following information such as (1) type of traffic (CBR and VBR); (2)
desired amount of bandwidth of the connection; (3) minimum bandwidth
acceptable condition (only for the VBR); and (4) maximum bandwidth acceptable
condition (only for VBR traffic) [9]. Here, QoS of VBR multimedia traffic is
characterized by geometric distribution, which is based on the above-described
bandwidth values. Analysis of VBR multimedia QoS in personal communication
systems is essential because it facilitates a better understanding of such systems
providing divergent multimedia services. We describe our analysis using charac-
teristic function.
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Characteristic Function: Characteristic function defines completely about its
probability distribution. It serves as an important tool for analyzing the random
variable and its properties.

Generalized Power Series Function Definition [10, 11]: Generalizing formal
power series plays an important role in mathematics. Let us consider coefficients
of real numbers fai : i ¼ 0; 1; 2; 3; . . .g. The generalized power series function can
be expressed in closed form without any expansion as given in the following
expression:

G sð Þ ¼
X1

i¼0

ais
i ð1Þ

The power series variable is s for which the sum converges. There exists a
radius of convergence denoted by R (C 0) such that (i) sum converges absolutely if
|s| \ R and (ii) sum diverges if |s| [ R.

a. Probability Generating Function Definition: Let a random variable X selected
from the sequence. It is written as follows:

pk ¼ P X ¼ kð Þ; k ¼ 0; 1; 2; 3. . . ð2Þ

The probability generating function (PGF) of X can be written as given in the
following expression:

GX sð Þ ¼
X1

k¼0

pksk ¼ EðsXÞ ð3Þ

If PGF, GX (1) = 1, and it indicates that the series converges absolutely for
|s| B 1. Also, GX (0) = p.

b. Geometric Random Variable Definition: If pk = pqk-1, k = 1, 2, 3… and
q = 1 - p, then

GX sð Þ ¼ ps

1� qs
if sj j\q�1 ð4Þ

c. Uniqueness Theorem: If X and Y are random variables having generating
functions GX and GY, respectively, then GX(s) = GY(s) for all s iff
P(X = k) = P(Y = k) for (k = 0, 1,…), i.e., if and only if X and Y have the
same probability distribution.
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Proof Let GX(s) = GY(s) be denoted by (a) and P(X = k) = P(Y = k) for (k = 0,
1,…) be denoted by (b). Here, the condition to prove is (a) implies (b). Let radii of
convergence of GX and GY be C 1, having unique power series expansion:

GX sð Þ ¼
X1

k¼0

skP X ¼ kð Þ ð5Þ

GY sð Þ ¼
X1

k¼0

skP Y ¼ kð Þ ð6Þ

If GX = GY, these two power series have identical coefficients.

d. Proposed Characteristic Function for Bandwidth Allocation: Characteristic
function using geometric distribution is given, based on the bandwidth values
such as minimum bandwidth and average bandwidth values.

Function Definition: Let us consider a random variable Breq (i.e., bandwidth
requested is a discrete random variable taking nonnegative values). Other
parameters to be used in the function definition are described in the following.

p: Value generated from pseudo-random numbers from the system,
q = 1 - p,
Bmin: Minimum bandwidth required for connection,
Bmax: Maximum bandwidth that can contribute to the QoS of the connection,
and
Balloc: Bandwidth allocated by the system

The characteristic function definition is given in the following.

Case 1: If Breq \ Bmin, then Balloc = 0 and GQoS Ballocð Þ ¼ 0
Case 2: If Bmin B Breq B Bmax and if |Breq| \ q-1, then Balloc = Breq and
GQoSðBallocÞ ¼ pBalloc

1�qBalloc

Case 3: If Bmax \ Breq \? and if |Breq| \ q-1, then Balloc = Breq and
GQoSðBallocÞ ¼ pBmax

1�qBmax

4 Numerical Results

Bandwidth allocation is one among the most fundamental and important aspects in
personal communication systems. Multimedia traffic characteristics in personal
communication systems are, however, not known well because (i) the introduction
of multimedia services is rather up to date and (ii) the necessary bandwidth from
the operational network is rarely available. In the presence of such limitations, our
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findings on the bandwidth characteristics for variable-bit-rate multimedia will be
helpful. The parameters and their respective values used in the simulation study
are summarized in Table 1.

a. QoS of VBR Multimedia with offered bandwidth: If we examine the bandwidth
allocation of a wireless network system from Fig. 1. It shows how the accep-
tance rate of bandwidth is observed throughout the system. Further, it describes
the following. Firstly, if the requested bandwidth is less compared to minimum
bandwidth required for the connection, then the connection is not established.
Secondly, if the requested bandwidth is greater compared to the maximum
bandwidth acceptable condition, it shows that allocated bandwidth is higher
compared to the maximum acceptable bandwidth value and is represented by a
uniform constant QoS same as to that of the maximum acceptable bandwidth
condition. Therefore, the system should allocate the maximum bandwidth
accepting value but not higher values, while the connection’s requested
bandwidth is more than the maximum bandwidth acceptable condition. Thirdly,
if the requested bandwidth is between the minimum bandwidth required for the

Table 1 Simulation
parameters

Parameter Values Description

p 0–1 Pseudo-random value generated
by the system

q 0–1
(q = 1 - p)

Pseudo-random value generated
by the system

Bmin 1 Mbps Minimum bandwidth which is
required for the connection

Bmax 4 Mbps Maximum bandwidth that can
contribute to the QoS of the
connection

Fig. 1 QoS for VBR
multimedia traffic versus
offered bandwidth
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connection and maximum acceptable bandwidth value, then the allocation is
following the geometrical increasing rate. Hence, this is the typical behavior of
the wireless system using bandwidth acceptance values.

b. Comparison of various systems offering VBR multimedia for similar type of
bandwidth allocation: QoS for variable-bit-rate multimedia over different
systems allocated with same bandwidth characteristic is examined. These
results are useful while comparing the various system behaviors at a particular
requested bandwidth value. Figure 2 illustrates how the typical mathematical
function is applicable to various wireless network systems to examine QoS for
similar bandwidth allocation.

c. Comparison of VBR multimedia QoS in a single system with different band-
width characteristics: Fig. 3 illustrates that QoS provided by the system is
affected by differing the bandwidth characteristics.

Fig. 2 QoS of different
systems for similar
bandwidth allocation

Fig. 3 QoS of a single
system with different
bandwidth characteristics
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d. Verification and Validation: To verify whether allocated bandwidth is found
confirming the proposed model, we tried to prove it by plotting GQoS(Balloc)
versus frequency of GQoS(Balloc) in Fig. 4. It is observed from Fig. 4 that each
value of the GQoS(Balloc) is unique and its repetition is not allowed. By
uniqueness theorem that is defined in Sect. 3, we can say that GQoS(Balloc) is
strictly following the geometrically increasing function. Hence, the proposed
work is found to be true by verification.

5 Conclusion

Multimedia users are numerously increasing. To be able to provide QoS to such
users, it is important to understand how VBR multimedia QoS varies with its
bandwidth characteristics. To this end, we proposed a model which is found to be
suitable to model QoS of VBR multimedia with its bandwidth characteristics. This
model can be useful for designing protocols for QoS provisioning and call
admission control schemes for serving VBR multimedia applications over any
wireless network such as mobile system and satellite systems.
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A Fully Simulatable Oblivious Transfer
Scheme Using Vector Decomposition

Manoj Kumar and I. Praveen

Abstract Oblivious transfer is one of the most basic and widely used protocol
primitives in cryptography. It can be described as a two-party protocol used for
interaction between a sender and a receiver. A 1-out-of-2 oblivious transfer is the
interaction between a sender and a receiver in which a sender has two strings m0

and m1. At the end of the interaction, receiver learns exactly one of the strings m0

and m1, while the sender learns nothing. Lindell showed how to achieve efficient
and fully simulatable non-adaptive oblivious transfer under decisional Diffie–
Hellman (DDH) problem, Nth residuosity and quadratic residuosity assumptions,
as well as the assumption that homomorphic encryption exists. We propose a
scheme based on this protocol under the assumption namely vector decomposition
problem. Our scheme is non-adaptive and fully simulatable.

Keywords Vector decomposition problem � Oblivious transfer

1 Introduction

Oblivious transfer (OT) was introduced by Rabin [11] and generalized by Even
et al. [3]. It is the two-party protocol where one party, the sender (master
authority), has N-bit message M1,…,MN and the other party, the receiver (user),
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wants to learn some information corresponding to the indices r1,…,rk 2 [1, N]. At
the end of the interaction, receiver obtains Mr1 ; . . .;Mrk without getting the other
messages and the sender will not be able to know the indices [5, 6]. A 1-out-of-2
variant of the OT includes a sender with two bit strings m0 and m1. At the end of
the interaction, receiver learns exactly one of the strings m0 or m1 and the sender
does not learn anything. Efficiency and security of the oblivious transfer protocol
is vital. Security of OT protocol is defined via simulation. Lindell [7] showed how
to achieve efficient and fully simulatable non-adaptive oblivious transfer. Lindell
[7] used decisional Diffie–Hellman (DDH), Nth residuosity and quadratic residu-
osity assumptions, as well as the assumption that homomorphic encryption exists.
We propose a scheme based on this protocol. Security of our protocol is based on
vector decomposition problem (VDP).

Vector decomposition problem (VDP) was introduced as an alternative for
discrete logarithm problem (DLP) or computational Diffie–Hellman problem
(CDHP). VDP was initially proposed by Yoshida [12]. This was further analyzed
by Duursma and Kiyavash [2] and Gal-braith and Verheul [4]. Only super-singular
elliptic curves of genus 1 are appropriate for the applications based on VDP. Due
to the existence of MOV reduction and FR reduction, these curves are vulnerable
to attack. Hence, higher-genus curves are preferred for the use of VDP. Such
curves were given in [4]. Our scheme is also a homomorphic scheme as in Lindell.

The remaining of this paper is organized as follows: Sect. 2 provides basic
definitions and preliminaries; in Sect. 3, we provide our proposed oblivious
transfer scheme; and Sect. 4 concludes the paper.

2 Preliminaries

A bilinear map is a function e:G1 9 G2 ? G3, where G1, G2, and G3 are groups of
large prime order r. The function e(., .) is such that for all u [ G1, v [ G2,
e(ua, vb) = e(u, v)ab, where a and b are integers [9]. Due to the property that they
associate pairs of elements from G1 and G2 with an element in G3, bilinear maps
are termed as pairings.

Definition 2.1 A bilinear pairing on (G, G0) is an efficiently computable map
u:G 9 G: ? G0, which is bilinear and non-degenerate, i.e., for all a, b, c 2 G,

(i) uðaþ b; cÞ ¼ uða; cÞuðb; cÞ
(ii) uða; bþ cÞ ¼ uða; bÞuða; cÞ

(iii) uðP;PÞ 6¼ 1:
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2.1 Vector Decomposition Problem

The VDP is a computationally hard problem for certain curves [1].

Definition 2.2 Vector Decomposition Problem: Let V be a vector space over the
field Fp and {P1, P2} is a basis for V. Let Q 2 V. Compute the element R 2 V such
that R 2 hP1i and Q - R 2 hP2i. For a fixed base {P1, P2}, VDP is defined as
follows: given Q 2 V, find R as above.

m-torsion point on an elliptic curve E is defined as the collection of points of order
m denoted by E[m]. E[m] = {P 2 E/mP = P?}. Here, P? is identity of the group
of all points on the elliptic curve. The collection of m-torsion points on an elliptic
curve E is a vector space under elliptic curve addition and scalar multiplication. If
the CDHP on a one-dimensional subspace is hard, then VDP is also hard.

Theorem [12] The VD Problem on V is at least as hard as CDH Problem on
V0 , V if for any e e V0 there are isomorphism fe, /e: V ? V which satisfy the
following conditions

• For any v e V, /e(v) and fe(v) are effectively defined and can be computed in
polynomial time.

• {e, /e(e)} is an F-basis for V
• There are a1, a2, a3 e F with

fe eð Þ ¼ a1e

fe /e eð Þð Þ ¼ a2e þ a3/e eð Þ;
a1; a2; a3 6¼ 0

• The elements a1, a2, a3 and their inverses can be computed in polynomial time.

All super-singular curves satisfy these conditions. For genus 2 curves it can be
shown that the curves of the form y2 = x6 - ax3 + 1 and y2 = x6 - ax3 - 3
satisfy these conditions [2].

2.2 Trapdoor VDP

To use VDP in cryptography, setting up a trapdoor is required [4, 8].

Definition 2.3 Let G be a group of exponent r and order r2. Let f: G ? G be a
group isomorphism computable in polynomial time. A pair of elements S, T e G is
an eigenvector base with respect to f if

1. G ¼ hS; Ti
2. f(S) = k1S and f(T) = k2T for some distinct nonzero k1, k2 e Z/rZ
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Definition 2.4 An eigenvector base {S, T} is said to be a distortion eigenvector
base if there is group homomorphism /1: hSi ? hTi and /2: hTi ? hSi com-
putable in polynomial time and if an integer d not congruent to 0 (mod r) is given
such that /2(/1(S)) = dS.

Proposition Let {S, T} be a distortion Eigen vector base for V normalized such
that T = /(S). Let u11, u12, u21, u22 e Z/rZ be such that u11u22 - u12u21 6¼ (mod r).
Let P1 = u11S + u21T and P2 = u12S + u22T. Given Q e V, if one knows the uij,
then one can solve VDP of Q to the base {P1, P2} [4, 10].

Trapdoor VDeco(c, hP1i, X, B)
The function trapdoor can be used for vector decomposition. Let E = Fp be a
hyper elliptic curve and F: E ? E be an endomorphism. Let A = {S, T} be a basis
of E[m], the set of m-torsion points on E and S, T ? E/Fp is such that
F(S) = k1S and F(T) = k2T. X = (uij) is a matrix where uij e Fp. P1 and P2 are two
points generated by X such that P1 = u11S + u12T and P2 = u21S + u22T and
u22u11 - u12u21 6¼ 0. Let B = {P1, P2}. Hence, B also forms a basis.

Consider the projection operator Pj cð Þ ¼ F�kið Þ cð Þ
kj�ki

and a distortion map

/ij(bj) = bi where b1 = S, b2 = T forms a distortion eigenvector base along with
the distortion map. Also tij

� �
¼ X�1.

VDeco c; P1h i;X;Bð Þ ¼ t11u11/11 Pr1 cð Þð Þ þ t11u12/21 Pr1 cð Þð Þ
þ t21u11/12 Pr2 cð Þð Þ þ t21u12/22 Pr2 cð Þð Þ:

Theorem Let {S, T} be a distortion Eigen vector base for V normalized such that
T = /1(S). Let u11, u12, u21, u22 e Z/rZ be such that u11u22 - u12u21 6¼ 0(mod r).
Let P1 = u11S + u21T and P2 = u12S + u22T. Let c = mP1 + rP2. Then, VDec-
o(c, P1h i, X, (P1, P2)) = mP1 [4, 8].

3 Proposed Oblivious Transfer Using Vector
Decomposition

Our scheme includes five steps executed by either the sender P1 or the receiver P2.

Step 1 Key Generation: This step is executed by receiver P2.

• P2 runs setup algorithm to generate public key Pk and private key Sk.
Here, Pk = (R1, R2) and Sk = X

• P2 chooses random bit xi 2 {0, 1} and defines kxi ¼ rxi R2 and
k1�xi ¼ R1 þ r1�xi R2.
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Step 2 Initialization: This step is executed by both sender and receiver.

• P1 chooses a random number s 2 Fp and sends Comh(s) to P2.
• P2 chooses a random number r 2 Fp and sends Comb(r) to P1.
• P1 and P2 then send decommitments to Comh(s) and Comb(r),

respectively, set x = rs.

Step 3 Request: This step is executed by the receiver P2. P2 sends (k0, k1) pair
with the random numbers r0 and r1 used in the encryption process. P2 also
sends a bit yj so that

• If r = 0, then yj = xj and
• If r = 1, then yj = 1 - xj

Step 4 Respond: This step is executed by the sender P1. Sender verifies yj and
performs the following.

• If yj = 0, then set k = k0 and k* = k1

• If yj = 1, then set k = k1 and k* = k0

Sender performs the homomorphic encryption as follows

• C0 = uk* + m0R1 + aR2 + xR1

• C1 = vk* + m1R1 + bR2 + xR1, where u, v, a, b are random numbers.

Step 5 Complete: This step is executed by the receiver P2. After getting (C0, C1),
P2 performs VDeco(Cr, R1, X, (R1, R2)) = tr and tr - xR1 = mrR1.
mr ¼ D logR1

ðmrR1Þ.

3.1 Correctness of Our OT Scheme

Case 1: when r = 0

(a) If xj = 0, then yj = 0. Take k = k0 = r0R2 and k* = k1 = R1 + r1R2.
Hence, C0 = ur0R2 + m0R1 + aR2 + xR1 = (m0 + x)R1 + (ur0 + a)R2

C1 ¼ v R1 þ r1R2
� �

þ m1R1 þ bR2 þ xR1 ¼ vþ m1 þ xð ÞR1 þ vr1 þ b
� �

R2VDeco C0;R1;X; R1;R2ð Þð Þ
¼ m0 þ xð ÞR1 ¼ t0ð Þ and VDeco C1;R1;X; R1;R2ð Þð Þ ¼ vþ m1 þ xð ÞR1

Hence, the receiver P2 gets only m0.
(b) If xj = 1, then yj = 1. Take k = k1 = r1R2 and k* = k0 = R1 + r0R2. Hence,

C0 ¼ ur1R2 þ m0R1 þ aR2 þ xR1 ¼ ðm0 þ xÞR1 þ ður1 þ aÞR2

C1 ¼ vðR1 þ r0R2Þ þ m1R1 þ bR2 þ xR1 ¼ ðvþ m1 þ xÞR1 þ ðvr0 þ bÞR2

VDecoðC0;R1;X; ðR1;R2ÞÞ ¼ ðm0 þ xÞR1; VDecoðC1;R1;X; ðR1;R2ÞÞ ¼ ðvþ m1 þ xÞR1

Hence, the receiver P2 gets only m0.
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Case 2: when r = 1

(a) If xi = 0, then yj = 1 - xi = 1. Then, k = k1 = R1 + r1R2 and
k* = k0 = r0R2. Hence,

C0 ¼ uðR1 þ r1R2Þ þ m0R1 þ aR2 þ xR1 ¼ ðuþ m0 þ xÞR1 þ ður1 þ aÞR2

C1 ¼ vr0R2 þ m1R1 þ bR2 þ xR1 ¼ ðm1 þ xÞR1 þ ðvr0 þ bÞR2

VDecoðC0;R1;X; ðR1;R2ÞÞ ¼ ðuþ m0 þ xÞR1;VDecoðC1;R1;X; ðR1;R2ÞÞ ¼ ðm1 þ xÞR1

Here, the receiver gets only m1.
(b) If xj = 1, then yj = 1 - xi = 0. Then, k ¼ k0 ¼ R1 þ r0R2 and

k� ¼ k1 ¼ r1R2 Then,

C0 ¼ uðR1 þ r0R2Þ þ m0R1 þ aR2 þ xR1 ¼ ðuþ m0 þ xÞR1 þ ður1 þ aÞR2

C1 ¼ vr1R2 þ m1R1 þ bR2 þ xR1 ¼ ðm1 þ xÞR1 þ ðvr1 þ bÞR2

VDecoðC0;R1;X; ðR1;R2ÞÞ ¼ ðuþ m0 þ xÞR1; VDecoðC1;R1;X; ðR1;R2ÞÞ ¼ ðm1 þ xÞR1

Here, the receiver gets only m1.

4 Conclusion and Future Work

Oblivious transfer is traditionally described as a two-party protocol between sender
and receiver. Here, maintaining user privacy is the important concern. In this paper,
we provide OT 1-out-of-2 oblivious transfer scheme using vector decomposition,
which insures user privacy. Our scheme can be extended to a K-out-of-N oblivious
transfer. The proposed scheme is a two-party scheme and can be extended further to
multiparty protocol where multiple users use a single database.
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Query by Humming System Through
Multiscale Music Entropy

Trisiladevi C. Nagavi and Nagappa U. Bhajantri

Abstract Query by humming (QBH) is one of the most active areas of research
under music information retrieval (MIR) domain. QBH employs meticulous
approaches for matching hummed query to music excerpts existing within the
music database. This paper proposes QBH system based on the estimation of
multiscale music entropy (MME). The proposed technique exploits the statistical
reliability through the MME for music signals approximation. Further, the Kd tree
is employed for indexing MME feature vectors of music database leading to
reduced search space and retrieval time. Later, MME feature vectors are extracted
from humming query for recognition and retrieval of the corresponding song from
music database. The experimental results demonstrate that the proposed MME and
Kd tree-based QBH system provides higher discrimination capability than the
existing contemporary techniques.

Keywords Entropy � Kd tree � Multiscale music entropy (MME) � QBH

1 Introduction

The contemporary personalized ways of music processing techniques are changing
the nature of music dissemination allowing ardent music lovers to get access to
large music collections widespread over genres and artists. Thus, various
researchers have contributed in distinct ways for the growth of music
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dissemination leading to the invention of MIR systems. The MIR research is
exploring new technique referred as QBH system for music database search using
humming a short music excerpt.

So far, most of the QBH research efforts [1–7] have focused on building sys-
tems based on dynamic programming [7], hierarchical filtering [1], iterative
deepening melody alignment [2, 6], time series alignment [3], dynamic time
warping (DTW) [4], wavelet transforms, and envelope transforms [5] approaches.
Although these techniques exhibit good experimental performance, there is a need
of consistency estimation in understanding the nature of a music signal. Also to
conquer the inadequacy of using big knowledge base, music indexing is being
used.

The growing scientific and commercial interest in audio and music processing
is seen recently in the works of various MIR applications. They are based on pitch
[8, 9], rhythm [10], and note [5] estimation. In this paper, we are proposing new
music melody estimation approach based on multiscale entropy (ME). Also we
present, Kd tree-based music melody database indexing structure for efficient and
reduced space searching.

This paper is organized as follows. In Sect. 2, comprehension of related con-
tributions is presented. The brief view of the proposed QBH system is described in
Sect. 3. The entropy estimation procedure, Kd tree-based indexing, query pro-
cessing, and searching are presented in Sects. 4, 5, and 6, respectively. The results
and discussions are portrayed in Sect. 7. Finally, we draw the conclusions in
Sect. 8.

2 Comprehension of Related Contributions

The music signals often exhibit complex structure of regularity. Through the
regularity estimation, it is possible to perceive the characteristics of the music
signals. In the past, several applications are developed based on regularity esti-
mation through entropy such as heart rate analysis [11], music beat tracking [12],
traffic flow analysis [13], human gait dynamics [14], and measuring predictability
in networks [15].

The effectiveness of these applications motivates us to exploit the potential of
regularity estimation techniques for developing QBH systems. Several methods
[12, 16–19] on entropy estimation have been developed to detect specific pattern in
music signals. The task of beat tracking is popularly used mechanism in music
information retrieval (MIR). Davies and Plumbley [12] have explored a new
method for the evaluation of beat tracking systems.

Another work [16] focuses on music retrieval based on emotion recognition.
The system enhances maximum entropy with Gaussian and Laplace priors to
model features for music emotion recognition. Authors were successful in getting
better results for maximum entropy with priors. An interdisciplinary research [17]
was proposed to explore the concept of entropy in jazz improvisation. In order to
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measure the improvisation, they adapted standard melodic, harmonic, and rhyth-
mic entropy analysis techniques.

Subsequently, the research work [18] addresses matching of music perfor-
mances of the same piece of music, making it suitable for monitoring applications.
The entropy-based audio finger printing was employed to represent music in the
form of symbolic strings. The system was able to correctly identify Pop music with
DTW, edit distance (ED), and longest common subsequence (LCS) distance
measures in less than a second per comparison.

An information-based approach [19] was proposed for meaningful musical
events analysis and recognition. The entropy derived from a predictive model of
music corresponds to important feature of music. Also, neural network model was
employed to estimate instantaneous entropy for music. Even the relationship
between listener’s subjective sense of tension and entropy is considered in the work.

The majority of the music processing systems have focused on developing
holistic single sample entropy-based techniques for capturing regularity in the
music signals. Nevertheless, they cannot capture the long-term structures and large
amount of information present in the music signals. In regard to this disadvantage,
we are proposing MME technique, which uses single sample entropies of a music
signal at multiple scales to uncover several types of structure.

3 Proposed Query by Humming System

In order to illustrate the proposed system of QBH, let us consider distinguished
training and testing phases. Each of these phases perform different operations on
the input signal such as preprocessing, framing, entropy estimation, Kd tree-based
indexing, and searching. Through the simplified block diagram of a general system
as shown in Fig. 1, the proposed QBH system’s steps are discussed.

3.1 Preprocessing

Preprocessing is applied on the MP3 songs database to remove nonessential
information, for down sampling and converting to mono channel [20].

3.2 Framing

In framing, the music signal is split into several frames, such that each frame is
analyzed in short time instead of analyzing the entire signal at once [20]. In our
experiments, the frame length is set to 25 with 10 ms overlap between two
adjacent frames.
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4 Entropy Estimation

The music signal data points often exhibit complex fluctuations containing
information about the underlying regularity or consistency. Hence an important
problem in music processing is determining whether the music signal has a reg-
ularity component. In this section, we discuss the entropy estimation procedure
which can be quite effectively used to quantify the amount of regularity.

4.1 Shannon Entropy

Shannon’s information theory defined a quantitative measure of information asso-
ciated with an event A, which is a set of outcomes of some experiment. If P(A) is the
probability of an event A, then information associated with A is given by

iðAÞ ¼ logb
1

PðAÞ ¼ � logb PðAÞ ð1Þ

So, the amount of information associated with low probability event is more
and vice versa. If we have a set of independent events Ai, which are sets of
outcomes of experiment S, then the average information associated with the
experiment is given by

HðSÞ ¼
XN

i¼1

P Aið Þi Aið Þ ¼ �
XN

i¼1

P Aið Þ logb P Aið Þ ð2Þ

Here, the quantity H(S) is an information entropy or Shannon entropy of S. So
entropy is defined as measure of mean information content or information

Fig. 1 Block diagram of the proposed QBH system
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consistency or information regularity [21]. The choice of the logarithm base in
Eq. (2) determines the unit of information. In this work, we have used the bits
units obtained by the use of logarithm base 2.

4.2 Multiscale Entropy

Conventional single scale entropy measures, purely quantify the regularity of data
samples. Significant structural richness or complexity which assimilates correla-
tions over multiple spatiotemporal scales can be derived through multiscale
analysis [22]. So, ME is adopted as a new method for measuring the complexity of
data samples.

The Fig. 2a describes the pictorial representation of coarse graining baseline
procedure for scale 1, 2, and 3. For a given data set, X ¼ x1; x2; x3; . . .; xNf g;
multiple coarse grained sequences are constructed by averaging the data points
within nonoverlapping windows of increasing length. Each element of the coarse
grained sequences, yd

j ; is generated according to the equation:

yd
j ¼

1
d

Xjd

i¼ðj�1Þdþ1

xi ð3Þ

where d represents scale level 1–l and 1 \= j \ = N/d. The length of the coarse
grained sequence is M = N/d. For scale level d = 1, the coarse grained sequence
is same as the original sequence xi where i = 1–N.

We then render the entropy measurement ed of each coarse grained sequence yd
j

of length M for scale level d = 1–l as defined in the following equation:

(a) (b)

Fig. 2 a Schematic illustration of the coarse graining procedure for scale 1, 2, and 3. b MME
estimation procedure
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ed ¼ �
XM

j¼1

P yd
j

� �
logb P yd

j

� �
ð4Þ

where P yd
j

� �
indicates probability of data point yj at scale level d and b is loga-

rithm base. In this work, we have used the bits units obtained by the use of
logarithm base 10. Now, ME is defined as the feature vector of entropies ed for
scale levels d = 1–l as shown in Eq. (5):

ME(X; dÞ ¼ II
t

d¼1
ed ð5Þ

where X is an original data set.

4.3 Multiscale Music Entropy

In this section, we reproduce the analysis of ME with reference to music signals.
Given a music signal database

D ¼ S1; S2; . . .SRf g ð6Þ

and a query Q, the aim is to find all the music signals in D that contain the
specified query Q as well as feature vector similar to that of Q. One dimensional
music signal S is defined as a sequence of values:

S ¼ s1; s2; . . .sN½ � ð7Þ

where N is the number of samples in S. Primary objective is to represent music
melody in the form of ME.

Each music signal S is split into several frames, as defined in Eq. (8), so that it
is possible to analyze each frame in short time.

S ¼ f1; f2; . . .fk½ � ð8Þ

where f1 ¼ s1; s2; . . .s250½ �; f2 ¼ s251; s252; . . .s500½ �; . . .fk. So, for every frame f,
MEfi, feature vector of entropies ed for scale levels d = 1–l are constructed by
following the procedure discussed in Sect. 4.2. Same is defined in Eq. (9):

MEfi ¼ II
t

d¼1
ed ð9Þ

where i = 1–k.
Finally feature vectors, MEf, of frames, f1 - fk, are concatenated to form the

feature vector of one music signal referred as MME, expressed through equation as:
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MME ¼ II
t

i¼1
MEfi ð10Þ

So, this process is repeated for all music signals and knowledge base of MME is
built during training phase. MME construction system for database D is depicted
in Fig. 2b and steps are shown in Algorithm 1.

5 Kd Tree-Based Indexing

The Kd tree is a binary tree, which iteratively splits the entire input space into
partitions. Each internal node represents splitting condition and leaves of this node
denote subsets of the partition. Thus, the root node represents the entire input space,
while the leaf nodes explicitly record the data points of smallest partitions [23]. The
tree construction process becomes accustomed to the local characteristics of input
space and the sizes of partitions at the same phase are not necessarily equal.

Our implementation employs the multiscale music entropy-balanced (MMEB)
Kd tree for music database indexing. The tree indexing utilizes the MME statistical
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properties of music data for efficient and accurate searches. The MMEB Kd tree is
an extension of statistical Kd tree which optimizes the multidimensional decision
tree based on balancing split decisions. This balancing policy is adopted during
tree building process so that the average and worst case search depth is reduced.

To construct a tree from a MME knowledge base, top down recursive procedure
is employed. The common variation of splitting a subset of partition is the median
point l of the dimension d. This method of splitting guarantees a balanced tree and
leads to reduced search depth. The cost of building a tree from N data points is
O (NlogN). The steps of building MMEB Kd tree are shown in Algorithm 2.

6 Query Processing and Searching

Query processing basically involves query preprocessing, framing, and entropy
estimation as discussed in Sects. 3 and 4. The melody database is a set of MME
feature vectors indexed by MMEB Kd tree. The user hums different proportions of
the query melody which is segmented into frames of 25 ms. Subsequently, each
frame is resolved into query multiscale music entropy (QMME) feature vector.

Query vector QMME is searched in MMEB Kd tree using K-Nearest Neighbor
(K-NN) algorithm to find those music signals whose MME feature vectors are close
to QMME. Tree is recursively searched from the root to leaves. In concurrence with
neighborhood range, search is carried out to locate those branches, which are close to
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the branches where the query resides. The cost of searching MMEB Kd tree with N
data points is O (logN). The steps of K-NN searching are shown in Algorithm 3.

7 Results and Discussions

In order to evaluate the proposed method, several experiments are conducted with
datasets and interesting trends are observed in the performance. The performance
evaluation is done through standard yardsticks such as mean reciprocal rank
(MRR), mean of average (MoA), and Top X Hit Rate.

The training database chosen for the experiments consists of 1,000 Indian
devotional monophonic songs. These are further segmented to 1,350 fragments.
Then a subset of 100, 200, 500, 800, 1,000, and 1,350 fragments are employed
during training phase. The query database consists of total 200 hums from ten
participants. The humming query is searched in the music database and QBH
system’s performance analysis is evaluated with different metrics such as MRR,
MoA, and Top X Hit Rate [6, 7, 24].
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7.1 Performance Analysis

MRR metric estimates any system which generates list of possible responses to a
query. The probability of the target song coming in first position is estimated
through MRR [20]. In the proposed strategy, MRR is obtained in the range
51.50–69.72 % for different scale levels. Also the performance of the system in
terms of MRR goes on increasing with an increase in the scale level as depicted in
Fig. 3. This is an indication that system’s potential ability of discriminating songs
increases with higher scale levels of MME estimation.

Similarly mean of accuracy (MoA) metric estimates the mean or average rank
at which desired song is found for every query. The proposed strategy yields MoA
in the range 59.23–45.32 % with scale levels one to ten. Experimental results
demonstrate that MoA decreases with higher scale levels of MME estimation as
depicted in Fig. 3. This is an indication that mean or average rank of the retrieved
song decreases with increase in scale levels of MME estimation.

The third performance measure the Top X Hit Rate is employed to calculate
approximately the percentage of successful queries. The different scale level of
MME estimation procedure has significant effect on Top X Hit Rate and same is
portrayed in Fig. 3. The Top X Hit Rate varies between 71.91 to 89.90 % for
X value 10 and 1–10 scale levels of MME estimation. More humming queries
return the desired song in the top 10 list when the scale level of MME estimation is
increased from 1 to 10. The proposed QBH system based on MME exhibits sig-
nificant performance in terms of accuracy, MRR and MoA metrics.

8 Conclusions

This paper is an attempt to exploit the advantages of Multiscale Entropy Analysis
technique for estimating regularity and complex structure of music signals. Here,
MME feature vectors are employed to represent music melody for music search

Fig. 3 QBH system’s performance analysis with MRR, MoA, and Top X Hit Rate
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through QBH system. Also, music melody is indexed through MMEB Kd tree to
support fast and accurate search in the database to produce effective music retri-
evals. Proposed approach yields sensible performance by returning the desired
song within the top 10 hits 89.90 % of the time and as the top hit 69.72 % of the
time on a database with 1,000 songs and 1,350 fragments. Exhaustive exploration
of the possibility of combining Multiscale Entropy Analysis techniques is to be
considered in future work.
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An Empirical Analysis of Training
Algorithms of Neural Networks: A Case
Study of EEG Signal Classification Using
Java Framework

Sandeep Kumar Satapathy, Alok Kumar Jagadev
and Satchidananda Dehuri

Abstract With the pace of modern lifestyle, about 40–50 million people in the
world suffer from epilepsy—a disease with neurological disorder. Electroen-
cephalography (EEG) is the process of recording brain signals that generate due to
a small amount of electric discharge in brain. This may occur due to the infor-
mation flow among several neurons. Therefore, in every minute, analysis of EEG
signal can solve much neurological disorders like epilepsy. In this paper, a sys-
tematic procedure for analysis and classification of EEG signal is discussed for
identification of epilepsy in a human brain. The analysis of EEG signal is made
through a series of steps from feature extraction to classification. Feature extrac-
tion from EEG signal is done through discrete wavelet transform (DWT), and the
classification task is carried out by MLPNN based on supervised training algo-
rithms such as backpropagation, resilient propagation (RPROP), and Manhattan
update rule. Experimental study in a Java platform confirms that RPROP trained
MLPNN to classify EEG signal is promising as compared to back-propagation or
Manhattan update rule trained MLPNN.

1 Introduction

Analysis and measurement of EEG signal are used for examination of human brain
state and function [2, 4]. Like positron emission tomography (PET) and magnetic
resonance imaging (MRI), EEG method has still important place due to its

S.K. Satapathy (&) � A.K. Jagadev
Department of Computer Science and Engineering,
Institute of Technical Education and Research, SOA University,
Bhubaneswar, India
e-mail: sandeepkumar04@gmail.com

S. Dehuri
Department of Systems Engineering, Ajou University,
San 5, Woncheon-Dong, Suwon, South Korea
e-mail: satchi.lapa@gmail.com

� Springer India 2015
L.C. Jain et al. (eds.), Intelligent Computing, Communication and Devices,
Advances in Intelligent Systems and Computing 309,
DOI 10.1007/978-81-322-2009-1_18

151



excellent temporal resolution, low price, and availability. Human brain consists of
several neurons [3]. When there will be any flow of information into brain, these
neurons hit each other. During this procedure, electricity is generated, which is
very small in amount and transient in nature. This is also called as a non-stationary
signal, because the frequency of this signal is not fixed for a certain amount of
time. Biologically, it is believed that during the activation of brain cells, the
synaptic currents are produced within the dendrites. As a result of that, these
currents generate a magnetic field measureable by a machine and a secondary
electrical field over the scalp measurable by EEG systems [1].

The structure of this paper is organized as follows: The first part deals with the
introduction to the EEG systems, followed by various EEG recording methodol-
ogies; the second part shows some of the previous findings and related work in this
domain. The third part of the layout introduces the discrete wavelet transform
(DWT) technique for EEG signal decomposition, followed by the fourth segment
that introduces various propagation training algorithms. Lastly, the experimental
study and result analysis show the comparison of various training algorithms used
in MLPNN.

2 Related Work

There are many methods proposed for epileptic seizure detection, and some of
them are discussed below. Guler et al. [5] have found an accuracy of 93.63 % by
applying the MLPNN along with feature extraction techniques such as DWT and
Lyapunov exponents. Naderi et al. [6] have proposed a very efficient classifier
model using recurrent neural network based on Bartlett’s idea of splitting the data
into segments and finding the average of their periodogram. Guler et al. [7] have
used DWT and Lyapunov exponents as feature extraction techniques, and they
have used RNN to design classifier model for which they got an accuracy of
96.79 %. Subasi et al. [8] have also proposed an efficient classification technique
for epileptic seizure detection using SVM.

3 Discrete Wavelet Transform for EEG Signal
Decomposition

EEG signal is non-stationary signal, and it is not easy to get transient and distinct
features from the signal without any proper methodology applied. The wavelet
transform decomposes the signal into different scales with different levels of
resolution by dilating the mother wavelet. It is defined as shown in Eq. (1):
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ua;bðtÞ ¼
1ffiffiffiffiffiffi

aj j
p u

t � b

a

� �
ð1Þ

where a; b2R; a 6¼ 0 measures the degree of compression and the time location of
the wavelet, respectively.

DWT signal is very much similar to sub-band coding and pyramidal coding or
multiresolution analysis that was proposed by Crochiere et al. [9]. The DWT uses
multiresolution filter banks and special wavelet filters for the analysis and
reconstruction of signals. The resolution of the signal (that is a measure of the
amount of detail information in the signal) is determined by the filtering, and the
scale is determined by upsampling and downsampling [10, 11]. It is also called as
the Mallat algorithm or Mallat tree decomposition [11]. This algorithm includes
decomposition of a signal into the approximations and details.

4 Training Algorithms for MLPNN

In this paper, we have discussed three different training algorithms used in mul-
tilayer perceptron neural network. They are backpropagation, resilient propagation
(RPROP), and Manhattan update rule.

4.1 Backpropagation

It is the most widely used propagation training algorithm for feed-forward neural
networks [12]. This algorithm is different from other algorithms in terms of the
weight-updating strategies. In backpropagation, generally weight is updated by the
following Eq. (2).

wijðk þ 1Þ ¼ wijðkÞ þ DwijðkÞ; ð2Þ

where in regular gradient decent,

DwijðkÞ ¼ �g
oE

owij
ðkÞ; ð3Þ

with a momentum term

DwijðkÞ ¼ �g
oE

owij
ðkÞ þ lDwijðk � 1Þ: ð4Þ
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4.2 Manhattan Update Rule

The basic problem with backpropagation training algorithm is to determine the
degree to which weights are changed. Manhattan update rule only uses the sign of
the gradient, and magnitude is discarded. If the magnitude is zero, then no change
is made to the weight or threshold value. If the sign is positive, then the weight or
threshold value is increased by a specific amount defined by a constant. If the sign
is negative, then the weight or threshold value is decreased by a specific amount
defined by a constant. This constant must be provided to training algorithm as a
parameter.

4.3 Resilient Propagation

RPROP, short form for resilient propagation [13], is a supervised training algo-
rithm for feed-forward neural network. Instead of magnitude, it takes into account
only the sign of the partial derivative or gradient decent and acts independently on
each weight. The advantage of RPROP algorithm is that it requires no setting of
parameters before using it. The weight updating is performed according to the
following equations. Equation 1 from above is same for the RPROP for weight
update.

DwijðkÞ ¼
þDijðkÞ; if oE

owij ðkÞ[ 0

�DijðkÞ; if oE
owij ðkÞ\0

0; Otherwise

8
<

: ð5Þ

DijðkÞ ¼
gþ �Dijðk � 1Þ; Sij [ 0
g� �Dijðk � 1Þ; Sij\0
Dijðk � 1Þ;Otherwise

8
<

: ð6Þ

where Sij ¼ oE
owij ðk � 1Þ � oE

owij ðkÞ; gþ ¼ 1:2 and g� ¼ 0:5.

5 Experimental Study, Results, and Analysis

Classification of EEG [14, 15] brain signal is done for the identification of different
epileptic seizures using MLPNN with three training algorithms. The design of
MLPNN model consists of two phases. First is training phase, and second is testing
phase. For our work, the training algorithms such as backpropagation, RPROP, and
Manhattan update rule are used and their performances are compared.
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A detailed step-by-step procedure for EEG signal analysis and classification is
mentioned below:

Phase I. EEG signal decomposition
This is the signal analysis phase where the raw EEG signal is collected
from publicly available database. This dataset generally consists of five
sets (A, B, C, D, and E). Each set is having 100 single channels of EEG
recording. In our work, we have considered two sets A (normal patient)
and E (epileptic patient). These signals are decomposed using DWT
[16, 17] with Daubechies method of order 2 and up to level 4 (Fig. 1).

Phase II. Feature Extraction
After signal decomposition, a set of statistical features are extracted
such as min, max, mean, and standard deviation. Altogether a complete
dataset of dimension 200 9 20 is constructed with 200 samples and 20
features.

Phase III. Java Platform and Parameter Setup
A complete Java framework has been designed to carry out all the
experimental analysis. It is created using basic core Java packages such
as util, io, awt, and swing. Specific package has been created where
each package contains methods that take required arguments for exe-
cution. Backpropagation training takes two parameters to execute such

Fig. 1 Single-channel EEG from normal person with four detailed and one approximation
coefficient after decomposition using DWT
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as learning rate (g = 0.7) and momentum coefficient (l = 0.8). Sim-
ilarly, Manhattan update rule takes only one parameter, which is the
constant term (say a = 0.001). But for RPROP, there are no parame-
ters required (Fig. 2).

Phase IV. Classification
A classifier model is designed using a MLPNN [18, 19]. The network is
trained using three different propagation training algorithms. A detailed
comparison between three training algorithms using different mea-
surement parameters is shown in Table 1 given below.
From the above table of comparison, it is clear that neural network with
RPROP provides the best result as compared to other propagation
training algorithms. Figures 3, 4, and 5 illustrate the mean square error
(MSE) during training of the MLPNN using three different training
algorithms such as backpropagation, Manhattan update rule, and
RPROP.

Fig. 2 Single-channel EEG from epilepsy-affected person with four detailed and one approx-
imation coefficient after decomposition using DWT
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Fig. 3 Mean square error graph for MLPNN with backpropagation using maximum number of
epochs 2000

Fig. 4 Mean square error graph for MLPNN with Manhattan update rule with maximum number
of epochs 2000
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6 Summary and Conclusion

We have clearly presented a comparison of three different training algorithms used
for designing artificial neural network model to analyze the EEG signal effectively
[20]. A Java-based framework has been designed to create a neural network model
trained with three training algorithms. It is proved that for this specific domain,
neural network with RPROP is most efficient as compared to other training
algorithms.
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Relating Perceptual Feature Space
and Context Drift Information in Query
by Humming System

Trisiladevi C. Nagavi and Nagappa U. Bhajantri

Abstract The advancement in the field of music signal processing insists on
effective music information retrieval (MIR) techniques. Query by humming
(QBH) system is one of the active research areas under MIR. In this paper, we
propose a QBH system for automatically retrieving the desired song based on
humming query and human perceptual features. In the proposed system, five
perceptual features corresponding to four perceptual properties are extracted.
Further, the temporal relationship of these features is estimated through the
transfer entropy (TE). The trajectory of TE of the target music database is analyzed
to find the match for humming query. Series of experiments are conducted to
evaluate the effectiveness of the system with 1,200 songs target database and 200
humming queries. The results show that the proposed method is robust in finding
desired song automatically with hummed query as input.

Keywords Context drift � Music information retrieval (MIR) � Perceptual fea-
tures � Query by humming (QBH) � Transfer entropy (TE)

1 Introduction

The music information retrieval (MIR) systems deal with automatic music infor-
mation processing and retrieval for applications like radio or disco jockey playlist
generation, online music access, frame-up of personal and public music
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collections. The query by humming (QBH) is a music retrieval technique based on
hum of a small piece of music under MIR systems. The characteristic features of
music melody are categorized into the following types: statistical, acoustical, and
perceptual. Since the music data contains lot of perceivable information, we feel
perceptual features are the best to discriminate among different music samples.

A great deal of research [9–13] is carried out in the field of QBH, but there is no
significant amount of literature [1–4] toward capturing the perceptual aspects.
Most of the researches based on perceptual features [1–3] extract pitch, loudness,
and intensity features. Recently, spectral and harmonicity [4] features have
become popular because of the rich information content and discrimination
capacity. Therefore, in this paper, we are proposing QBH system based on
enhanced perceptual features such as spectrum centroid (SC), spectrum spread
(SS), pitch class profile (PCP), and harmonicity. Then, in order to capture the
dynamics and context switching of a music signal, transfer entropy (TE) estima-
tion is carried out.

The rest of the paper is organized as follows. Existing work on content-based
music retrieval using perceptual features is elaborated in Sect. 2. The overview of
the proposed framework is described in Sect. 3. Perceptual features used for
representing music melody are discussed in detail in Sect. 4. The TE estimation
based on perceptual features is presented in Sect. 5. Experimental results are
discussed in Sect. 6. Finally, Sect. 7 concludes the paper along with the future
work.

2 Comprehension of Related Contributions

Few studies [1–4] have explored the techniques of music retrieval from perceptual
features. These systems in general presented useful strategies to extract and build
music content analysis systems and also reviewed different perceptual feature-
based methods for the music retrieval.

A Web-based QBH system was built using pitch and rhythmic information
using dynamic programming classifier. The system evaluation yielded 43.44 and
75.63 % accuracy for exact and top 10 matches, respectively [1]. In another work
[2], music segmentation framework based on perceptual features cutting points
detection is presented. Variety of combinations of feature extraction and machine
learning algorithms are employed for classifying music into perceptual categories
by the authors [3]. Results were over the baseline for different combination of
feature set and learning algorithms. Authors feel that combining issues like cul-
tural, usage pattern, and listening habits with audio features may yield enhanced
accuracy. Based on SC, spectral flux, spectral roll-off, and zero crossing rate
multiple feature vectors content-based audio retrieval system is proposed in
another work [4] and obtained 60–70 % accuracy.

Literature review based on music content representation and retrieval shows
lack of perception-based models. After the review of the preexisting work in this
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domain, it is evident that there are some isolated attempts in exploiting perceptual
features for QBH applications. Here, we are presenting a unique approach for
QBH system based on perceptual features and TE to represent different aspects of
music melody.

3 Envisioned Query by Humming System

There exists substantial research [5–7] to provide evidence that the majority of the
people are more acutely sensitive to the perceptual features in preference to
structures of the music. Researchers [5–7] enumerated perceptual features in
psychoacoustics, particularly pitch, loudness, timbre, and beat. The prominence
between many of these characteristics as well as individuals perception of hearing
is also mentioned. Due to this fact, we envisioned a music retrieval system based
on humming and perceptual features. Figure 1 details the overview of the proposed
framework.

The preprocessing exercised on music database removes nonessential infor-
mation such as noise, down-samples music signals to 8 kHz, and converts each
music signal to monochannel [9]. Then, framing splits music signal into several
frames, such that each frame is analyzed in short time instead of analyzing the
entire signal at once [9].

The envisioned QBH system performs music knowledge base generation fol-
lowed by music retrieval and analysis. Each one of these stages of development
accomplishes specific operations on the input signal which include preprocessing,

Fig. 1 Envisioned query by humming (QBH) system
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framing, perceptual analysis, and context drift information analysis. Eventually,
pattern matching is carried out to fetch the preferred song in response to hummed
query.

4 Perceptual Analysis

This section emphasizes the set of prophesy features that manifest the music
perception appropriately either in frequency or time domain. They are SC, SS,
PCP, and harmonicity.

4.1 Spectral Centroid

The SC is referred as the center of gravity of the magnitude spectrum of the short-
time Fourier transform (STFT) and computed for every short-time frame of music
signal. It is a common approximation of brightness and a point where most of the
energy is concentrated which is correlated with dominant frequency of the signal.
The following equation is used for estimating the SC:

SCi ¼
PN=2

k¼1 f ðkÞ XiðkÞj j
PN=2

k¼1 XiðkÞj j
ð1Þ

where N is the total number of the fast Fourier transform (FFT) points, Xi(k) is the
power of the kth FFT point in the ith frame, and f(k) is the corresponding frequency
of the FFT point. Each frame produces singular SC value.

4.2 Spectral Spread

The SS describes the shape property of the spectrum which is obtained through
STFT. This metric helps to distinguish pure tones from noise. Further, it is defined
as the root mean square value of the deviation of the magnitude spectrum with
reference to the SC and computed for every short-time frame of music signal. The
following equation precisely represents SS:

SSi ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PN=2

k¼1 f ðkÞ � SCið Þ2 XiðkÞj j
� �

PN=2
k¼1 XiðkÞj j

vuuut ð2Þ

Like SC, SS also is a singular value generated from each frame.
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4.3 Pitch Class Profile or Chroma

The pitch-related music descriptors which subsume tonal information for music
perception are useful for high semantic description. Perception of pitch has 2
aspects: One is height and another is chroma. Since PCP is one of the best multi-
pitch estimators leading to the tonal description, we are using PCP in this system.
Other 2 estimators are constant Q profile and harmonic PCP. PCP also referred as
chroma represents the energy distribution of the music signal across a predefined 12
pitch classes. As depicted in Fig. 2, each pitch class represents 1 note of the 12 tone
equal temperament. Our system extracts PCP from every frame for music structure
analysis. The general block diagram for extracting PCP is depicted in Fig. 3.

4.3.1 Preprocessing

PCP uses the FFT to convert music signal into frequency domain. Then, frequency
filtering is applied so that we use desired frequency band between 100 and
5,000 Hz. Peak location of local maxima of the spectrum is performed. Then,

Fig. 2 Pitch class profile (PCP) or chroma

Preprocessing

Frequency to Pitch Class 

Mapping

Frequency Mapping

Smoothing

Normalization

PostprocessingMuisc Signal

PCP Vector

• Fast Fourier Transform (FFT)

• Frequency Filtering

• Peak Location

• Reference Frequncy Estimation

Fig. 3 Block diagram of computing pitch class profile (PCP) or chroma vector
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estimation of reference tuning frequency is performed. The 440 Hz is considered
as the standard reference frequency for frequency deviation analysis.

4.3.2 Frequency Mapping

Frequency to pitch class mapping divides the spectrum into regions. Further, the
amplitudes of every region are added and divided by the number of bins inside the
region, which produces a histogram. Then, the histogram is folded, by bringing
tones of similar class to the same chroma bin, producing PCP vector of size 12;
every index signifies the intensity of the one note. The PCP is expressed precisely
as follows:

pðkÞ ¼ 12� log2 k=Nð Þ � fsr=frefð Þð Þ½ �mod12 ð3Þ

where N is the total number of the FFT points or bins, k is a bin in the FFT with the
range 0 B k B N - 1, fref is the reference frequency associated with PCP[0], and
fsr is the sampling rate. Here, each FFT bin is mapped to its adjacent note. Cal-
culation of the values of the PCP elements is performed by summing the mag-
nitude of all frequency bins belonging to a specific pitch class and is formulated in
the below equation:

PCP½p� ¼
X

k:pðkÞ¼p

f ðkÞj j2 ð4Þ

where k is a bin in the FFT with 0 B k B N - 1, f(k) is the frequency bin
belonging to specific pitch class, and p = 0–11. Each frame generates a vector of
12 PCP values.

4.3.3 Postprocessing

After estimating the PCP vectors, smoothing is applied for introducing the
robustness against fast fluctuations and variations. Finally, the estimated features
are normalized framewise by dividing through the highest value to remove
dependency on global loudness. Then, sequences of PCP values are obtained.

4.4 Harmonicity

Harmonicity property establishes distinction among periodic also referred as
harmonic and non-periodic also referred as inharmonic noise like signals. Fre-
quencies at integer multiples of the fundamental frequency are referred as har-
monics. Harmonic structure of a music signal can be described through harmonic
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spectral centroid (HSC) and harmonic spectral spread (HSS). They are based on
fundamental frequency estimation and recognition of harmonic peaks in the
spectrum. These descriptors indicate statistical properties of the harmonic fre-
quencies as well as their amplitudes.

4.4.1 Harmonic Spectral Centroid

The HSC is estimated as the amplitude-weighted average of the harmonic fre-
quencies within a frame, expressed through equation as follows:

HSCi ¼
PM

h¼1 fiðhÞAiðhÞPM
h¼1 AiðhÞ

ð5Þ

where M is the total number of harmonic frequencies, Ai(h) is the amplitude of the
hth harmonic frequency in the ith frame, and fi(h) is the corresponding harmonic
frequency. Each frame produces singular HSC value, which represents the har-
monic peak describing the brightness and sharpness of the spectrum.

4.4.2 Harmonic Spectral Spread

The HSS is the power-weighted root mean square deviation of the harmonic
frequencies from the HSC, more precisely defined through equation as follows:

HSSi ¼
1

HSCi

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPM
h¼1 P2

i
ðhÞ fiðhÞ � HSCi½ �2
PM

h¼1 P2
i
ðhÞ

vuut ð6Þ

where M is the total number of harmonic frequencies, Pi
2 is the power of the hth

harmonic frequency in the ith frame, and fi(h) is the corresponding harmonic
frequency. Every frame generates single HSS value signifying the bandwidth of
the harmonic frequencies also referred as the variation of harmonic frequencies.

5 Context Drift Information Analysis

The music signal often exhibits complex fluctuations containing information about
the underlying consistency and dynamism. Hence, an important problem in music
processing is detecting and locating these complex fluctuations in music signal.
The context drifting is a process of context switching from one situation to
another. Drifts may appear instantaneously or gradually [8]. Music signal also
experiences context drifting while it moves from one position to the other.
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In this section, we discuss the TE estimation procedure which can be quite
effectively used to quantify the amount of music signal complex fluctuations and
context drifting. To begin with, the perceptual features are computed from music
signal as discussed in Sect. 4. Then, complex fluctuations and context drift
information from perceptual space is estimated using TE measure, because it is
reliable, efficient, as well as a better predictor.

5.1 Perceptual Feature Space

The TE estimation in the context of perceptual feature space is applied on frame of
feature instances. We define frame of perceptual feature instances as a sequence
comprising sequentially arranged values. Now, X is defined as the perceptual
feature vector for frames i = 1 to R as shown in equation below:

XR
i¼1
¼ t

j¼1sj

��� ð7Þ

where sj 2 SCið Þ SSið Þj jj j Soneið Þ PCPið Þj jj j HSCið Þ HSSið Þj jj j HSDið Þ HSVið Þkf g
and t is the total number of features per frame. So, this process is iterated for all
music signals and knowledge base of X is developed.

5.2 Transfer Entropy Estimation

In this subsection, we employee TE estimation approach that automatically fine-
tune to complex fluctuations and context drifts based on Shannon’s entropy [8].
The TE captures dynamics and temporal relationship of a music signal and is
based on rates of entropy change. It is used as symmetric measure of temporal
relationship between two frames of perceptual features. The TE is mathematically
represented as

TE ¼
Xt

j¼1

P sjþ1; sj; rj

� �
logb

P sjþ1 sj;rj

��� �

P sjþ1 sj

��� � ð8Þ

where sj is jth feature in current frame, rj is jth feature in the next frame, P denotes
the probability of having the status in the following parentheses, and vertical bar in
the parentheses indicates the conditional probability. We have used logarithms
with base 2, and our units are in bits.
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6 Results and Discussions

In order to match the humming query with the music database, we have employed
a similarity function which independently takes into account signal frequency in
addition to positional information [11]. Given a song S of music database D and
humming query Q, feature vector TEs extracted from song is matched with query
TEQ by means of the similarity measure:

Similarity TEs;TEQð Þ ¼
XR

i¼1
min TEsi ;TEQið Þ �

ffiffiffi
2
p
� d TEsi ;TEQið Þ

� �
ffiffiffi
2
p ð9Þ

where d TEsi ;TEQið Þ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPR

i¼0 TEsi ;TEQið Þ2
q

is a Euclidean distance function and

R is number of frames.
So as to evaluate the proposed system, various experiments are accomplished

with datasets and significant trends are noticed in the performance. The training
database chosen for the investigations encompasses 1,200 Indian devotional
monophonic MP3 songs. However, these are further segmented to 1,495 frag-
ments. Then, a subset of 100, 200, 500, 800, 1,000, 1,300, and 1,495 fragments are
used during training phase. The detail specifications as well as figures used for
establishing training database are shown in Table 1.

The humming query database comprises of total 200 hums from ten individuals.
They were furnished with the lyrics of the fragments and advised to hum various
proportions effectively. The performance evaluation is carried out with the aid of
conventional yardsticks such as mean reciprocal rank (MRR), mean of average
(MoA), and Top X hit rate, and results are tabulated in Table 2.

In the proposed strategy, the potential for the desired song appearing in top one
position is predicted through the MRR. The MRR values were obtained in the
range 52.12–70.80 % for various number of song fragments. The MRR goes on
increasing with decreasing number of song fragments as tabulated in Table 2. This
indicates that the system’s ability of song recognition increases with decreasing
number of song fragments.

Similarly, MoA metric provides the mean or average rank at which target is
located for all queries. The proposed system facilitates MoA in the range
60.21–46.23 % for number of song fragments 1,495–100. To be precise, MoA
decreases with increasing number of song fragments as shown in Table 2. That is,
the mean or average rank of the retrieved song decreases with decreasing size of
the database. Moreover, the likelihood of the target song arriving in initial five
rankings tends to increase.

The third performance measure the Top X hit rate is used to indicate the
percentage of fruitful queries. The number of song fragments employed has con-
siderable effect on Top X hit rate as portrayed in Table 2. The Top X hit rate is in
the range 72.23–90.13 % for number of song fragments 1,495–100. The
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observation is discriminating tendency deteriorates slowly when number of frag-
ments are increased from 100 to 1,495.

Substantially more result analysis is carried out to learn about the likelihood of
the desired song occurring in top 1–10 ranks. The rankings are tabulated in
Table 3. Significantly better rankings are noted for top 1–2 ranks and number of
song fragments 100. The proposed system is proficient at matching the query
precisely when song fragments are less because of the availability of more dis-
criminating information. Besides that, our results ensure that the desired song
appears with in top 5 ranks normally.

7 Conclusions

Conventionally used music content recognition features do not rely upon human
perception model. In this work, we propose to exploit the advantages of enhanced
perceptual features and TE for music search through QBH system. Proposed
perceptual features provide increased music retrieval reliability in comparison with
conventionally used features, because these are derived based on a mathematical

Table 1 Summary of training database

Category Number of
songs

Number of
fragments

Age Singers M F

Database I 1,200 1,495 20–50
years

39
professionals

22 17

Table 2 Performance analysis using number of song fragments

Performance Number of song fragments

1,495 1,300 1,000 800 500 200 100

MRR 52.12 54.20 57.19 60.64 63.24 67.88 70.80

MoA 60.21 58.14 56.98 54.34 51.84 48.22 46.23

Top X hit rate 72.23 76.20 78.23 81.29 85.11 87.10 90.13

Table 3 Percentage of songs precisely retrieved using ranks and number of song fragments

Rank Number of song fragments

1,495 1,300 1,000 800 500 200 100

1–2 58.90 59.20 61.99 64.53 65.94 67.81 70.03

3–4 56.10 57.14 61.98 62.34 64.39 65.48 68.22

5–6 53.77 55.12 58.55 59.11 61.44 62.12 65.32

7–8 51.11 53.00 55.11 57.35 59.91 60.21 62.14

9–10 49.87 51.14 52.99 54.77 56.14 58.40 59.33
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model of the human ear. Further, TE estimation is performed with reference to
perceptual feature space to capture dynamics of the music retrieval system. Our
experiments yield optimized performance by returning the target song within top
ranks 72.23–90.13 % of the time and as the top rank 52.12–70.80 % of the time
with various number of song fragments. In future, the potential of perceptual
analysis technique is to be investigated with expanded melody database.
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First-Fit Semi-partitioned Scheduling
Based on Rate Monotonic Algorithm

Saeed Senobary and Mahmoud Naghibzadeh

Abstract Semi-partitioned scheduling is a new approach for allocating real-time
tasks to processors such that utilization is enhanced. Each semi-partitioned
approach has two phases, partitioning and scheduling. In partitioning phase, tasks
are assigned to the processors. In this phase, some tasks are probably split into
several subtasks and each assigned to a different processor. The second phase is the
policy to determine how to schedule tasks on each processor. The main challenge
of semi-partitioned scheduling algorithms is how to partition and split tasks by
which they are safely scheduled under the identified scheduling policy. This paper
proposes a new semi-partitioned scheduling algorithm called SRM-FF for real-
time periodic tasks over multiprocessor platforms. The scheduling policy used
within each processor is based on rate monotonic algorithm. The partitioning
phase of our proposed approach includes two sub-phases. Task splitting is done
only in the second sub-phase. In the first sub-phase, processors are selected by a
first-fit method. The use of first-fit method makes SRM-FF create lower number of
subtasks in comparison to previous work hence the number of context switches of
subtasks and overhead due to task splitting are reduced. The feasibility of tasks and
subtasks which are partitioned by SRM-FF is formally proved.
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1 Introduction

Multiprocessor real-time scheduling theory has been studied since the late 1960s
and early 1970s [1]. These scheduling algorithms are classified as global sched-
uling and partition scheduling. In global scheduling, there is only one queue for the
entire system and tasks can run on different processors. This class of scheduling
algorithms have high overhead. On the other hand, in partition scheduling, each
processor has a separate queue and each task may only run on one processor. The
problem of partition scheduling is very similar to bin-packing which is known to
be NP-Hard [2]. In recent years, some papers introduce a new class called semi-
partitioned scheduling by which the processor utilization is enhanced [3–9]. A
semi-partitioned scheduling algorithm has two phases, partitioning and scheduling.
In partitioning phase tasks are assigned to the processors. In this phase, some tasks
are probably split into several subtasks and each assigned to a different processor.
The second phase is the policy to determine how to schedule tasks on each pro-
cessor. The main challenge of semi-partitioned scheduling algorithms is how to
partition and split tasks by which they are safely scheduled under the identified
scheduling policy.

In this paper, we present a new semi-partitioned scheduling algorithm called
SRM-FF for periodic tasks on multiprocessor platforms. The scheduling policy
which is used in SRM-FF is based on rate monotonic algorithm. This algorithm is
known to be an optimal algorithm for real-time systems [1]. Since 1973, some
papers have tried to improve the performance of rate monotonic algorithm in some
special cases. Such as the yielding-first rate monotonic scheduling approach which
raises the processor utilization up to 100 % in some special cases [10].

The partitioning phase of our proposed approach includes two sub-phases. In
the first sub-phase, most tasks are entirely assigned to the processors in which
these processors are safely scheduled under rate monotonic algorithm. In the
second sub-phase of partitioning phase of SRM-FF, the remaining tasks are
assigned to the remaining processors. If a task cannot be entirely assigned to a
processor, it is split into two subtasks. The first subtask is assigned to the processor
and the second subtask is put back in front of the queue. Such tasks are called split-
task while other tasks which are entirely assigned to a processor are called non-
split task.

In the first sub-phase of partitioning phase of SRM-FF, processors are chosen
by a first-fit method. This heuristic method has the best result among all allocation
methods [11]. First-fit method makes SRM-FF to create lower number of subtasks
in comparison to previous work and hence the number of context switches and the
overhead due to task splitting are reduced. The feasibility of tasks which are
partitioned by SRM-FF is formally proved.
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The rest of this paper is organized as follows. In Sect. 2, basic concepts are
introduced. Sections 3 and 4 relate to our proposed approach and evaluations.
Finally, conclusion is discussed in Sect. 5.

2 Basic Concepts

Tasks in our proposed system are periodic and their deadline parameters (i.e.
relative deadline) are assumed to be equal to their periods. A request of task si

i = {1, …, n}, is called a job. Every job of task si is modeled by two parameters Ci

and Ti in which Ci is the worst case execution time and Ti is its period. Utilization
of task si is defined by Ui ¼ Ci

Ti
. Every job of task si must be completed before the

next job of the same task arrives. Response time of a job is the time span from job
arriving up to its execution completion. Liu and Layland [1] proved that the worst
response time of task si occurs when it simultaneously requests with all the higher
priority tasks. Task si is feasible if its worst response time, Ri, is lower than or
equal to its period (Ri B Ti). In this system, we want to assign task set U = {(C1,
T1), (C2, T2) … (Cn, Tn)} to m processors, {M1, …, Mm}. The total utilization of
task set U is equal to: U Cð Þ ¼

Pn
i¼1

Ci
Ti
.

The average processor utilization of task set U with m processors is:

Um Cð Þ ¼ U Cð Þ
m . The processor utilization of Ma, a = {1, …, m}, is the total utili-

zation of tasks set U0 which is assigned to Ma. The worst response time of task si

under rate monotonic can be calculated by Formula 1 [12]. Suppose tasks are sorted
in ascending order of their periods. Now, the worst response time of task si is:

Ro
i ¼ Ci

Rkþ1
i ¼ Ci þ

X

j\i

Rk
i

Tj

� �
� Cj

ð1Þ

This iteration is terminated when Rkþ1
i ¼ Rk

i . If Rk
i � Ti, then, task si(Ci, Ti) is

feasible under rate monotonic algorithm. SRM-FF uses response time analysis to
check feasibility of tasks on a specific processor. The remaining processor utili-
zation of a processor is another concept which is defined here. Suppose task set
U0 = {(C1, T1), (C2, T2) … (Cn, Tn0)}, is assigned to processor Ma, the remaining
processor utilization of Ma is defined by:

gðMaÞ ¼ 1� UðC0Þ ð2Þ
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3 SRM-FF Algorithm

In this section, we introduce our proposed approach which is called SRM-FF. In
SRM-FF tasks are sorted in ascending order of their priority, i.e. i \ j sj has higher
priority over si. Therefore, current task which is in front of the queue is the lowest
priority task. The partitioning phase of SRM-FF is demonstrated in Algorithm 1.
As mentioned, this phase includes two separate sub-phases. In the first sub-phase,
processors are chosen by first-fit method. In the first-fit method, it is tried to
accommodate tasks into the first processor as much as possible. In the other words,
If the worst response time of all tasks in the first processor (including the current
task) is lower than or equal to their periods, then, the current task which is in front
of the queue is added to task set of this processor, Line 7 from Algorithm 1.

If an infeasible task exist, then the current task is assigned to the next processor.
Based on the first-fit method, this processor is empty. This process repeats for
other processors as well. It will be stopped until no empty processor exist in the
queue of processors, or no other task exist in the queue of tasks. Therefore, at the
end of the first sub-phase of partitioning phase of SRM-FF, some tasks are entirely
assigned to some processors. As mentioned, such tasks are called non-split tasks. It
is easy to derive following property from the first sub-phase of partitioning phase
of SRM-FF.

Lemma 1 At least one task is entirely assigned to each processor.

Proof Proof follows the assigning approach which is used by SRM-FF. h

Considering Lemma 1, the lowest priority task on each processor is a non-split
task. In the second sub-phase of partitioning phase of SRM-FF, the remaining
tasks are assigned to the processors which are not filled yet. In this sub-phase, the
processor which has the highest remaining processor utilization is chosen for
assigning the current task. In this work, processors are filled parallel.

If the current task, i.e. si, cannot entirely be assigned to a processor, it is split
into two subtasks, si1 (Ci1, Ti) and si2 (Ci - Ci1, Ti). The worst case execution time
of the first subtask is obtained by which all tasks in the host processor, including
the first subtask, will be safely scheduled under rate monotonic algorithm. Binary
search between [0, Ci] can be used for finding the suitable value for the worst case
execution time of subtask si1. The second subtask, si2, is put back in front of the
queue.
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Algorithm 1. Partitioning phase of SRM-FF

Input: task set ={ 1 n} and list of 
processors {M1, …, Mm}. 

// Sort all tasks in ascending order of 
their priority.

// Sub-phase 1
1. Ma = 1
2. For each task 

i
in  do 

3. If Ma is equal to m then
4. Break for.
5. End if
6. If all tasks in Ma including i are feasi-

ble then
7. Assign i to processor Ma.
8. Else
9. Ma = Ma +1.
10. Assign i to processor Ma. 
11. End if
12. End for

// Sub-phase 2

13. For each task i in remaining tasks do 
14. If exist a processor in the queue of pro-

cessors then

15. Pick a processor, i.e. Ma, which 
)( aM is maximum

16. If all tasks in Ma including i are 
feasible then

17. Assign i to processor Ma. 
18. If i is subtask then
19. Remove Ma from the queue of 

processors 
20. End if
21. Else
22. Split i into two subtasks i1 and i2 . 
23. Find the best value for Ci1. 
24. Assign i1 to processor Ma. 
25. Put back i2 into front of the queue.  
26. Remove Ma from queue of processors
27. End if
28. Else // not exist a processor
29. Return “cannot assign task set  to m 

processors”.
30. End if
31. End for
32. Return “task set  is successfully as-

signed to m processors”

After adding the first subtask to a processor it is removed from queue of
processors, Line 26 from Algorithm 1. Based on the sorting method we have the
following lemma.

Lemma 2 The highest priority task on each processor is split.

Proof Proof follows the sorting and splitting methods of SRM-FF. h

Considering the task splitting method of SRM-FF, a task is probably split into
several subtasks. According Lemma 2, each subtask, i.e. sij j = {1, …, q - 1} siq

is the last subtask of task si, is the highest priority task on its own processor and
starts its execution as soon as it requests a job.

The overhead of task splitting is measured in some previous works [5, 7]. It is
necessary to synchronize subtasks of a split-task to rely on their measurement.
Therefore, we define the concept of release time for each subtask of a split-task.

Release time of subtask sij j = {1, …, q} is defined by: lðsijÞ ¼
Pj�1

‘¼1 Ri‘.
Where Ri‘ determines the worst response time of subtask si‘ in its own pro-

cessor. It should be mentioned that, the release time of non-split tasks is assumed
to be zero. Considering Lemma 2, the worst response time of each subtask, except
the last one, is equal to its worst case execution time. The release time of last
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subtask of a split-task, i.e. siq, is equal to
Pq

‘¼1 Ci‘ which is larger than its worst
case execution time, because

Ti�Ci

Ci ¼ Ci1 þ Ci2 þ . . .þ Ciq

Ti � ðCi1 þ Ci2 þ . . .þ Ciq�1Þ�Ciq

Therefore, the last subtask of a split-task has enough time to complete its
execution if starts its execution as soon as its release time is over. To guaranty this
situation, after adding the last subtask of a split-task to a processor, this processor
is removed from the queue of processors hence no other task or subtask is assigned
to the processor, Line 19 from Algorithm 1. Therefore, the following lemmas are
stated to guaranty feasibility of subtasks and non-split tasks.

Lemma 3 If a task, i.e. si, by partitioning phase of SRM-FF is split into several
subtasks, then, all subtasks of split-task si can meet their deadline parameters.

Proof Considering the second sub-phase of partitioning phase of SRM-FF, the
highest priority task on each processor is split. After that, these processors are
removed from the queue of processors hence no other task or subtask is assigned to
them. Therefore, based on Lemma 2 each subtask starts its execution as soon as its
release time is over. Thus, all subtasks of a split-task can safely be scheduled under
rate monotonic algorithm. h

Lemma 4 Non-split tasks which are partitioned using SRM-FF, can meet their
deadline parameters.

Proof Lemma 4 can be proved by noting that whenever a task is assigned to a
processor, the feasibility of the task set on that processor is assured based on the
admission control which is used by SRM-FF. Lines 6 and 16 from Algorithm 1.h

Thus, it is formally proved that any task which are successfully partitioned by
SRM-FF and scheduled under rate monotonic policy can meet its deadline
parameters.

4 Evaluations

In this section, the performance of our proposed approach in comparison to one
previous work is investigated. RM-TS is another approach which uses rate
monotonic policy to propose a semi-partitioned scheduling algorithm for multi-
processor platforms [4]. Worst-fit method is used in partitioning phase of RM-TS
for allocating tasks to the processors. This approach splits the highest priority task
on each processor. Tasks are divided into two groups, light and heavy. First, heavy
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tasks which satisfy a specific condition are pre-assigned. Then, the remaining tasks
are assigned to the processors. Response time analysis is used as admission control
of RM-TS. Therefore, the average processor utilization of SRM-FF is so close to
average processor utilization of RM-TS. But, the number of subtasks which are
created by SRM-FF is lower than that of RM-TS.

Same as other researches, in RM-TS, a subtask can start its execution, if the
prior subtasks are finished. Therefore, this process imposes some overhead to the
system [5, 7]. Considering paper [7] the overall overhead due to task splitting is
almost equal to 65 ls.

Therefore, as the number of subtasks which are created by an approach
becomes low, the overhead due to task splitting can be reduced. To evaluate this
issue, we generate 1,000 task sets while the total utilization of each task set is a
random value between [0.7 9 a, a]. a determines the maximum total utilization of
each task set and its value will be one of the values of the following set.

a 2 4; 8; 32; 64f g ð3Þ

Period of each task is a random value between [5, 1,000] and utilization of each
task is also randomly generated between [0.01, 1]. Distribution of our random
function is uniform. The number of processors are assumed to be variable so that
each approach can successfully partition such task sets. The average processor
utilization of each approach is demonstrated in Table 1. Considering Table 1, the
average processor utilization of SRM-FF is so close to that of RM-TS. The total
number of created subtasks is demonstrated in Fig. 1a. As shown in Fig. 1a, the total
number of subtasks which are created by SRM-FF is lower than that of RM-TS.

Table 1 Average processor utilization of each approach

Maximum utilization of each task set 4 8 16 32 64

SRM-FF 0.81 0.83 0.84 0.841 0.84

RM-TS 0.81 0.83 0.84 0.847 0.846

Fig. 1 Experimental result. a Total number of created subtasks. b Total number of context
switches
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The main motivation which makes SRM-FF has this result is the usage of first-
fit method. After partitioning phase, the execution of each task set is simulated
under rate monotonic policy. The total number of context switches are calculated
during each simulation. These context switches occur when a job of a subtask
completes its execution and the job of next subtask of the same task starts its
execution on another processor. Results of this test are illustrated in Fig. 1b.
Difference of number of context switches in SRM-FF compared with RM-TS is
shown in Table 2. Considering Table 2 and Fig. 1b, the total number of context
switches which are created by SRM-FF is lower than that of RM-TS. For instance,
the total number of context switches in SRM-FF is 49 % lower than that of RM-
TS, when a is equal to 16.

5 Conclusion

In this paper, a new semi-partitioned scheduling algorithm called SRM-FF is
proposed by which the number of created subtasks is reduced in comparison to
previous work. This superiority occurs because SRM-FF uses first-fit method to
allocate tasks over processors. The simulation results demonstrate that the number
of context switches and the overhead due to task splitting can be reduced by
declining the number of created subtasks.

In our future works, to improve the processor utilization, some manners will be
presented to change the partitioning phase of SRM-FF. Improving our evaluations
like measurement the real overhead due to task splitting in a practical system is
one of our other purposes for future works well.
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A Novel Approach for Data Hiding
in Color Images Using LSB Based
Steganography with Improved Capacity
and Resistance to Statistical Attacks

Savita Badhan and Mamta Juneja

Abstract In modern communication, security, privacy, and integrity of the secret
data being transmitted is the most important issue and steganographic techniques
help in accomplishing this task. In this paper, we have proposed a data hiding
scheme using steganography and cryptography in spatial domain. RGB 24 bit
bitmap image carries the secret DES encrypted message that is embedded by
utilizing the different pixel intensities of the cover RGB image. At receiver side,
message is received and message is extracted by applying the reverse of embed-
ding process. The proposed system results in high embedding capacity and also
successfully resists statistical attacks like RS analysis, histogram analysis, and chi-
square analysis.

Keywords Steganography � Cryptography � Variable least significant bit
embedding � Steganalysis

1 Introduction

Steganography [1] helps in achieving secret data communication between two
entities. It is a word with Greek origin meaning ‘‘secret communication.’’ For
many years, it has captured the attraction of researchers. Steganography may be
defined as the technique of hiding confidential data in such a way that no one apart
from the authorized parties is aware of the transmission taking place. Various
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steganography techniques [2, 3] have been developed in both spatial domain and
transform domain. In modern digital world of fast and high-speed communication,
there is high requirement of safe and secure communication that is achieved with
both cryptography [4] and steganography. Now, cryptography alone is not suffi-
cient as a number of techniques have been developed that find the loopholes in the
cryptography system, thereby cracking them. Both techniques have different
security abilities. The main goal of steganography is keeping the message’s
existence hidden. In contrast, the goal of cryptography is scrambling the message
in an open environment in such a way that makes it meaningless and unreadable
until and unless the decryption key is available. So Steganography along with
cryptography is the best solution for information hiding. In steganography, the
security is very much influenced by the choice the cover image used for hiding the
secret message. Large images are the most desirable for steganography because
they have more space to hide the data. In this paper, stress is on image stega-
nography. Digital color images are typically referred to as 24-bit RGB images that
may be in any format maybe bmp, jpeg, png, etc. Generally, main requirements of
any image steganographic system are high capacity, high imperceptibility, and
robustness and temper resistance. High capacity means the ability to hide large
amount of information into the system. Robustness is that the system must remain
intact even if modifications like cropping, compression, filtering, noise addition,
etc., are applied on it. High imperceptibility is maintaining the high quality of the
stego-image. Temper resistance means that it should be difficult to modify and
detect the message with various attacks like statistical and visual attacks once it
has been embedded. In spatial domain, most common methods used to hide
information within image include [2, 3] least significant bit (LSB) insertion,
multiple base notational system (MBNS), and masking and filtering steganogra-
phy. As the technology is advancing every day, so is the advancement in the
techniques that aim to break the stego-systems by using various algorithms that are
particularly designed for this purpose. So a lot of research has been made to aid in
discovering the steganalysis techniques for the perception of hidden data. Steg-
analysis is a relatively new technique that evolved in late 1990s. It is the art of
discovering the hidden files in the carriers of any stego-system. It aims to find the
existence of the message, content, and length of the message and even more details
like detecting the message used for embedding, encryption algorithm used, etc.
Various steganalysis techniques are also available to detect steganography like
histogram analysis [5], chi-square analysis [5], and RS analysis [6].

2 Proposed Work

In this section, we describe our proposed method, which is then compared with the
method proposed by Hussain et al. [7]. In this paper, the work proposed by Hussain
has been further modified for increasing capacity security and temper resistance. In
proposed work, the carrier cover image is a 24-bit RGB bitmap color image. And
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the secret data used is the text message. Also a matrix is maintained for those
pixels that utilize 8, 5, 3, and 2 bits to store data. Before embedding the secret
message file into the cover image, the process of encryption has been used to
encrypt the secret data using data encryption standards (DES) [8] algorithm for
increasing the security of the system rather than just applying the 8-bit XOR
operation on the secret data, thereby making it less vulnerable to attacks. After
this, the encrypted message is embedded into the cover image using the process
embedding algorithm. The embedding algorithm divides the pixel intensities of the
color image into different pixel intensity ranges ranging from high-intensity pixel
values to low-intensity pixel values. Other modification proposed in the work is
that in the entire image wherever the value of any two red, green, or blue values is
zero, the remaining one’s all the pixel value bits, i.e., 8 bits, are utilized for
embedding secret data. After embedding, the stego-image so formed is sent to the
receiver. The original message at receiver side is extracted from the stego-image
using the decryption process. In addition to being more secure, the proposed work
also successfully resists to the statistical attacks like RS analysis, chi-square
analysis, and histogram analysis. Proposed work architecture and the embedding
algorithm are described in Sects. 2.1 and 2.2, respectively.

2.1 Proposed Work Architecture

The proposed work architecture depicts the methodology that is followed in
designing the proposed steganographic system. It gives general idea of the work
methodology and the steps involved (Fig. 1).

Read cover -
image

Input Secret 
Message

Take 
input 

message

Encrypting 
message using 

key

Cipher 
message

Transmission 
Channel

Cipher 
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De-
ciphering 
using key
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Embedding cipher 
message into cover-
image

Sending
Stego-image 

generated

Stego- image

Extracting 
the secret 
message 

Fig. 1 Proposed work architecture
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2.2 Proposed Algorithm

A. Embedding module:

Step 1: Read cover image for embedding secret text message.
Step 2: Input encrypted secret message.
Step 3: Embedding secret message inside cover image using proposed embed-

ding scheme.
Step 4: Sending generated stego-image to the receiving party.

B. Extraction module:

Step 1: Receiving stego-image.
Step 2: Entering the stego-key for deciphering the stego-image.
Step 3: Applying reverse embedding procedure for extraction of original text

message.

2.3 Proposed Embedding Scheme

The proposed embedding scheme is described in Table 1 in which different pixel
intensity ranges have been utilized for hiding data accordingly. In Table 1, pixel
intensity represents the pixel value, data bit to embed represents the number of
message bits to be embedded into the cover image, matrix entry maintains a matrix
which denotes the 5 LSB are embedded and utilize bits represents the total number
of bits embedded into a pixel, and x represents don’t care bits (either 0 or 1).

3 Experimental Results and Comparison Analysis

The experimental results have been evaluated based on two criteria: first on the
basis of imperceptibility and payload capacity and second on the basis of resis-
tance to stastical attacks.

3.1 Evaluation Based on Stego-Image Quality and Payload
Capacity

Imperceptibility is the factor that is used to evaluate the stego-image quality. It
results in high value when the difference between the generated stego-image and
chosen cover image is less. For evaluating stego-images based on this criteria,
peak signal-to-noise ratio (PSNR) and mean square error (MSE) values are cal-
culated. Value for PSNR should be high, and for MSE, it should be low. Second
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thing that is considered is the payload capacity which is defined as the capacity of
the image to hide details within it without any distortion to the original image.
Value for payload should be as high as possible. Four-colored bitmap cover images
lena, baboon, pepper, and mypic are used, each of size 512 9 512 in our exper-
iment. Twenty-four-bit RGB color image is used as cover image. Text message is
Abraham Lincoln’s letter to his son’s teacher that is to be hidden into the cover
image. They were compared to work done by Hussain, and the results obtained are
shown in Table 2.

Table 1 Our proposed work

S.no. bits Pixel intensity Data bit to embed Matrix entry Utilized

1 240–255 0 – 4

2 240–255 1 1 5

3 231–239 0 1 3

4 231–239 1 – 4

5 224–230 x 1 5

6 192–223 0 1 3

7 192–223 1 1 2

8 192–198 x 1 5

9 51–191 0 1 2

10 51–191 1 – 1

11 32–50 x – 1

12 16–31 0 1 3

13 16–31 1 1 2

14 0–15 x – 4

15 R = 255, G = 255, B = 255 x 1 8

16 R = 255, G = 255, B = 255 x 1 8

17 R = 255, G = 255, B = 255 x 1 8

Table 2 Value of MSE, PSNR, percentage of pixels, and changed bytes percentage

Our method using Abraham Lincoln’s letter

Cover
image

Embedded
data bytes

Percentage of used
pixel in image

Percentage of
changed bytes

PSNR MSE

Lena 1785 30.0464 58.3755 0.0038 43.13

Baboon 1785 47.9922 54.6375 0.0041 44.47

Pepper 1785 17.7162 53.1245 0.0093 45.05

Mypic 1785 31.5437 55.4325 0.0155 48.23

Hussain’s method using Abraham Lincoln’s letter

Lena 1785 0.9666 55.5906 65.7180 0.0174

Baboon 1785 1.1237 51.3975 69.6609 0.0070

Pepper 1785 0.8867 59.9455 59.5402 0.0723
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3.2 Evaluation Based on Resistance to Stastical Attacks

Results on ‘‘Mypic’’ for histogram analysis, chi-square analysis, and Rs analysis
have been shown in Figs. 2, 3 and 4, respectively.

A. Histogram Analysis

The results of histogram analysis technique [5] are shown in Fig. 2. As there are
no differences found in histograms of both the original and stego images so the
proposed system could not be attacked.

B. Chi-Square Analysis

The results of chi-square analysis technique proposed in [5] are shown in Fig. 3.
And, the proposed system successfully sustains this attack as the graph obtained
fulfills the required range.

C. RS Analysis

The results of RS analysis technique proposed in [6] are shown in Fig. 4a, b and
Table 5. And, the proposed system successfully sustains this attack. Table 5 shows
the values of RS analysis results for before embedding and after embedding.
Figure 5a shows the graph obtained according to obtained values, and Fig. 5b

Fig. 2 Histogram analysis results for mypic.bmp. a Cover image histogram. b Stego-image
histogram

Fig. 3 Chi-square analysis for mypic.bmp
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shows the results for occupation of each channel for disjoint groups and after
embedding.

The values obtained for Rm–R–m and Sm–S–m show that the difference
between them is less than 10 % that indicates the temper resistance of the pro-
posed system. So these attacks are successfully resisted.

4 Conclusions

The main advantage of our proposed work is that it better utilizes the pixel
intensity ranges by utilizing lower ranges in and also those intensity area pixels of
the colored component where pixel intensity of any of the color component red,
green, or blue is zero. It has resulted in good statistical result for PSNR, MSE, and
for the percentage of pixels utilized. Also it is less vulnerable to statistical attacks
like histogram analysis, chi-square analysis, and RS analysis.
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A Comparative Study of Correlation
Based Stereo Matching Algorithms:
Illumination and Exposure

N.S. Bindu and H.S. Sheshadri

Abstract Stereo matching is one of the most active research areas in computer
vision for an accurate estimation of disparity. Many algorithms for computing
stereo algorithm have been proposed, but there has been very little work on
experimentally evaluating algorithm performance, especially using real-time sce-
nario. Many researchers have been undergone past from many decades to find an
accurate disparity, but still it is not an easy task to choose an appropriate algorithm
for the required real-time application. To overcome from this problem, we pro-
posed an experimental comparison of several different cross-correlation-based
stereo algorithms and also introduce an objective that evaluates a set of six known
correlation-based stereo algorithms. An evaluation of correlation-based stereo
matching algorithm results will be very useful for selecting the appropriate stereo
algorithms for a given application. Here, we make use of two stereo pairs: Aloe
and Cloth from Middlebury stereo datasets. This work mainly focuses on the
evaluation of robustness to change in illumination and exposure.

Keywords Disparity estimation � Stereo matching � Similarity measure �
Illumination � Exposure
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1 Introduction

During the past few years, the estimation of disparity field of an image sequence
has been playing an increasingly important rule in a large number of applications
of a computer vision area. Some examples of such applications can be found in
video coding, 3D reconstruction from stereo image pairs, object recognition, and
motion estimation. Stereo matching has been one of the most active research topics
in computer vision [1]. Stereo matching algorithms aim at extracting 3D structure
of a particular scene by finding the correct correspondence between the images
from a different viewpoints. Finding an accurate correspondence in any of the
stereo algorithms is not an easy and simple task. During the correspondence
matching, there occur a number of difficulties, and some of them are occluded
regions, object boundaries, and textureless regions. A matching cost should be
computed at each and every single pixel for all the disparities under consideration.
Approaches to all the stereo correspondence problems or stereo matching algo-
rithms can be classified into two categories: area based and feature based. In area-
based method, the disparity estimation at a given pixel is based on similarity
measurement performed in a finite window, whereas in feature-based methods,
global cost functions will be defined to solve an optimization problem. As far as
the real-time applications are concerned, area-based stereo matching is the most
powerful tool compared to feature-based stereo matching algorithm. Some of the
feature-based stereo matching algorithms are sum of absolute difference (SAD),
sum of squared difference (SSD), normalized cross-correlation (NCC), ZSAD,
ZSSD, ZNCC, etc. In this work, we are particularly evaluating a set of cross-
correlation-based stereo matching algorithms suitable for real-time application,
which generally have low computational complexity and less storage requirement.
This paper is organized as follows. Section 2 presents the related work.

2 Related Work

As correspondence algorithm is a major aspect in detection and tracking, research
has been done from many decades. All the correspondence algorithms belong to
two main categories as mentioned in Sect. 1. In this work, we are mainly con-
centrating on work done on the correlation-based methods. In the recent years,
area-based approaches have been received a very good attention mainly because of
its attribute-like flexibility and also the computational cost as it is a major role in
stereo correspondence. Scharstein et al. [1] done a detailed study on various
matching algorithms that have been presented. Many different correlation-based
similarity measures and comparisons have been done in [2], but some parameters
that are essential for the efficiency are missing from the list. Hseu et al. [3] has
presented other similarity measures and comparative analysis is given. In [4, 5],
the author has analyzed some of area-based algorithms among various algorithms
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and also the feature-based algorithms. Here, the author has considered some
parameters which are going to affect the performance. The contribution to this
work will make us help in choosing the more efficient algorithm by considering
different aspects of parameters. In [6], the author has proposed a method that
estimates the computation time of a correlation-based algorithm. In [6], the author
has not considered any other parameters. This survey comes to a conclusion by
saying that only a very few and less attempts are made for comparison and also
characterizing the various aspects of correlation-based matching algorithms and its
application. In [7, 8], the author has evaluated the execution time and evaluation of
various correlation-based stereo algorithms.

3 Area-Based Stereo Matching

As we mentioned above, area-based similarity measure is the most powerful, and
also, it is more efficient methods of a correlation-based algorithms. This work
mainly contributes and focuses on cross-correlation-based stereo algorithms.
Various cross-correlation-based stereo algorithms have been proposed, and among
them, we will discuss only a few powerful stereo algorithms as shown in Eqs. (1–6).
We consider two dissimilarity measure functions called SSD and SAD. Also, we
consider the extended versions of SAD and SSD in zero mean and also the least
square. NCC is one of the most commonly used and standard window-based
matching techniques. It matches pixel of interest of two windows. The normali-
zation compensates differences in both gain and bias within the window, and also,
it is the optimal method which compensates Gaussian noise. As NCC is a standard
window-based matching technique, we include this similarity measure function. In
the equation below, I1ði; jÞ represents the coordinates of the reference image and
I2ði; jÞ represents the coordinates of the search image. A proper correlation window
is selected.

SAD ¼
X

ði;jÞ2W

I1 i; jð Þ � I2ðxþ i; yþ iÞj j ð1Þ

SSD ¼
X

ði;jÞ2W

I1 i; jð Þ � I2 xþ i; yþ ið Þð Þ2 ð2Þ

NCC ¼
P
ði;j2WÞðI1 i; jð ÞI2 xþ i; yþ jð ÞÞ

ffiffi
½

p
2�
P
ði;jÞ2W I2

1 i; jð Þ:
P
ði;jÞ2W I2

2ðxþ i; yþ jÞ
ð3Þ

ZNCC ¼
P
ði;jÞ2W I1 i; jð Þ � �I1 i; jð Þð Þ � I2 xþ i; yþ jð Þ � �I2 xþ i; yþ jð Þ

ffiffi
½

p
2�
P
ði;jÞ2W I1 i; jð Þ � �I1 i; jð Þð Þ2�

P
ði;jÞ2W I2 xþ i; yþ jð Þ � �I2 xþ i; yþ jð Þð Þ2

ð4Þ
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ZSAD ¼
X

ði;jÞ2W

I1 i; jð Þ � �I1 i; jð Þ � I2 xþ i; yþ jð Þ þ �I2ðxþ i; yþ jÞj j ð5Þ

ZSSD ¼
X

ði;jÞ2W

I1 i; jð Þ � �I1 i; jð Þ � I2 xþ i; yþ jð Þ þ �I2ðxþ i; yþ jÞð Þ2 ð6Þ

4 Experiment Results

4.1 Method of Evaluation

Here we consider a pair of left and right of Aloe stereo image, Cloth stereo image
and also its ground truth disparity which is taken from one of most often used
datasets called Middlebury stereo datasets. Here, the disparity range is considered
to be from 0 to 70 pixels. The main contribution of this work is to evaluate the
above-said algorithms by considering various parameters; one includes disparity,
robustness to change in illumination, and also robustness to change in exposure.
Figures 1 and 2 show the estimated disparities of various correlation-based
algorithms for an Aloe and Cloth stereo image pair.

4.2 Robustness to Change in Illumination

In almost all the paper, most of the authors make an assumption saying that the
corresponding pixels will have similar color values. But the above-said statement
does not hold for the case of stereo input image that has different corresponding
color values. In this work, we consider a few most popular algorithms to check the
robustness to change in illumination as well as robustness to change in exposure.
As mentioned above, we have already used Aloe and Cloth [9] stereo input images.
In this work, we will set the index value of exposure to be as 1, and also, we will
vary the index value of illumination to be from 1 to 3. Here, we also consider a
fixed window size of 9. Figures 3 and 4 show the output disparity. From the output
disparity, we can clearly observe that a small change in light source seems to be a
very realistic and very challenging task in stereo matching algorithms. As it is
mentioned in literature review, compared to NCC and ZNCC the SAD, SSD are
very sensitive to change in light sources. But NCC and ZNCC are very insensitive
to the changes in light sources. One of the major drawbacks of NCC and ZNCC is
that they create a fattening effect on the object boundaries.
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4.3 Robustness to Change in Exposure

In this work, we consider a few most popular algorithms to check the robustness to
change in illumination as well as robustness to change in exposure. As mentioned
above, we have already used Aloe and Cloth [9] stereo input images. Here also, we
consider a stereo image pair which has a fixed illumination index value to be 1,
and we slowly vary the exposure index value from 0 to 2. The results of these
above-said constraints are shown in Figs. 5 and 6 in terms of output disparity. The
changes made in exposure will seriously affect SAD and SSD stereo matching

Fig. 1 Estimated disparities of various correlation algorithms for an Aloe stereo image pair.
a Left. b Right. c Ground. d SAD. e SSD. f NCC. g ZSAD. h ZSSD. i ZNCC
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algorithm, and as a result, this produces either very dark or light outputs in the
output disparity. By this result, it is slightly very difficult to identify the objects’
edge features in the output disparity. NCC and ZNCC are still having a robustness
to above-said changes, i.e., change in light sources.

Fig. 2 Estimated disparities of various correlation algorithms for an Cloth stereo image pair.
a Left. b Right. c Ground. d SAD. e SSD. f NCC. g ZSAD. h ZSSD. i ZNCC
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Fig. 3 Results of Aloe stereo algorithms with varying illumination. a Left. b Right. c Ground.
d SAD. e SSD. f NCC. g ZSAD. h ZSSD. i ZNCC
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Fig. 4 Results of Cloth stereo algorithms with varying illumination. a Left. b Right. c Ground.
d SAD. e SSD. f NCC. g ZSAD. h ZSSD. i ZNCC
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Fig. 5 Results of stereo algorithms with varying exposure. a Left. b Right. c Ground. d SAD.
e SSD. f NCC. g ZSAD. h ZSSD. i ZNCC
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5 Conclusion

This paper presents a comparative analysis of several area-based similarity mea-
sure functions. As far as real-time applications are considered, the correlation-
based stereo algorithms play an important role as it is one of the most popular and
very efficient and effective algorithms. In this work, we have considered 6 cor-
relation-based stereo algorithms, namely SAD, SSD, NCC, ZSAD, ZSSD, and
ZNCC, and also, analysis has been conducted considering illumination and
exposure. The use of suitable window size of 9 has created a very interesting fact

Fig. 6 Results of stereo algorithms with varying exposure. a Left. b Right. c Ground. d SAD.
e SSD. f NCC. g ZSAD. h ZSSD. i ZNCC
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in finding a robustness to change in illumination and exposure in our algorithm.
We can conclude that selection of suitable window size plays an important role in
deciding the final disparity. SAD-based stereo algorithms are comparably less
expensive compared to all other existing methods. It is observed that NCC with
large window size is most efficient and it can be used in the real-time applications
such as object detection and object tracking systems.
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A Hybrid Motion Based-Object Tracking
Algorithm for VTS

Prasenjit Das and Nirmalya Kar

Abstract This paper presents a hybrid motion path estimation-based object
tracking algorithm for virtual touch screen (VTS) system using a projector, a
camera, and LEDs as cursor indicator. The position of hand in current frame is
estimated based on its position in previous frames. At the estimated hand position,
a square region of interest (ROI) is considered to search for exact location of hand
indicator. We also devised a modified full search (FS) algorithm to apply on entire
frame. Efficiency of the algorithm is evaluated based on hand indicator detection
rate with respect to frame rate and distance between the camera and projection
surface. Performance comparison with other algorithms using FS on entire frame
or fixed size ROI shows that implementation of the proposed algorithm signifi-
cantly improves real-time performance by increasing accuracy and reducing
computational time.

Keywords Direction vector � Full frame search � Motion estimation � Object
tracking � Region of interest � Virtual touch screen

1 Introduction

Object tracking in live video streams has many applications such as surveillance
cameras, vehicle navigation, perceptual user interface, and augmented reality [1].
The idea of virtual touch screen (VTS) is first introduced by Tosas based on the
contour tracking framework proposed by Blake and Isard [2]. Several vision-based
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interactive systems have been proposed in [3, 4]. To detect and track a user’s hand,
a shape and hand-color-based model-based tracking algorithm was discussed in
[5]. Some researchers [6] use mechanical devices that directly measure motions
and spatial positions of a hand. Some of the hand tracking algorithms use artic-
ulated hand model. A good overview of vision-based full DOF hand motion
estimation algorithm is provided in [7]. In Sminchisescu and Triggs [8] proposed
an articulated human motion estimation technique with covariance scaled sam-
pling. Some algorithms use multiple cues to reduce ambiguity or relieve the related
ill-posed problem [9, 10]. Zhao and Dai proposed a hand tracking approach in
[11], which can auto-initialize a hand tracker-based monocular vision, and recover
the pose of an articulated hand model. We developed a motion path estimation-
based tracking algorithm for VTS to achieve maximum real-time response.

2 The VTS and Its Challenges

A VTS has three components: (1) a camera and (2) a projector connected to a
computing device. Using signals generated in the computing device, the projector
creates a graphical user interface on any ordinary surface which can be manipu-
lated by a set of LEDs attached to a user’s fingers.

The biggest challenge for achieving real-time performance is dependency on
efficient processing of most of the frames captured by the camera, which in turn
depends on 3 independent factors—distance between the camera and projection
surface (d), frame rate (frate), and hand movement speed (s).

3 Motion-Based Object Tracking Scheme

The fingertip LED detection process has two parts—(1) LED detection and (2)
tracking. The system analyzes each frame and tries to detect a pixel blob with size
greater than a predefined threshold size (TBlob) and each pixel in this blob has
luminance value greater than TFinal [12]. In the subsequent frames, LED blob is
searched in a reduced estimated ROI. The entire process is shown in the form of a
flowchart in Fig. 1.

The forementioned tracking algorithm uses following sub-algorithms.
Full Frame Search (FFS). FFS is applied on the entire frame if the LED

location is not known beforehand. The traditional full search (FS) applies row-wise
scan from top to bottom. But instead, we apply a spiral scan method which scans
the boundary pixels first and continues toward center of the frame until an illu-
minant blob is found or all the pixels are scanned (whichever first).

Region of Interest (ROI) Estimation. The algorithm steps are as follows.
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• Let pc(xc, yc) and pc-1(xc-1, yc-1) be the location of LED in current frame and
previous frame. We calculate the average speed by the following.

a ¼ 1
p

Xp�1

k¼0

dk

& ’
ð1Þ

where,

dk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxc�k� xc�ðkþ1ÞÞ2þðyc�k � yc�ðkþ1ÞÞ2

q
ð2Þ

• We consider an error margin of 20 pixels. So (a + 20) is half of ROI side.

Fig. 1 Flowchart of finger motion detection and tracking
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• The motion path estimation-based search algorithm requires the ROI to be
divided into 3 9 3 block matrix. So we add a rounding value (r) to a so that,
(2 9 (a + 20) + r) mod 3 = 0. So the final ROI side length is,

l ¼ 2� aþ 20ð Þ þ r; where r ¼ 0; 1; 2f g ð3Þ

• The calculated ROI is centered at the last known location of the cursor.
• If the LED is not detected in the initial ROI, then its side length is incremented

by 2 9 (l/3) pixels (see Fig. 2b).
• The ROI can increase up to two times, if it does not cross frame boundary i.e.,

widthROI \ widthframe and heightROI \ heightframe

• When LED is found, we calculate its distance (d0) from its location in previous
fame. We store this distance for average speed calculation in next frame.

Motion Path Estimation. This algorithm makes search inside ROI less
exhaustive yet more accurate by predicting the blocks with highest probability of
having the LED. The steps are explained below.

• We take two locations p1(x1, y1) and p2(x2, y2) of LED from two consecutive
frames and calculate the angle (H1) between them.

• Similarly, we calculate H2 between p2(x2, y2) and p3(x3, y3) in next frame.
• Now we calculate the deviation of angle and note the sign.

dev ang1 ¼ jH1 �H2j ð4Þ

• We calculate the angle deviation for p frames and calculate their average.

Avgang ¼
1

p� 2

Xp�2

k¼1

dev angk ð5Þ

• This average angle is added to the angle (Hc) between the locations of LED in
current frame (center of ROI) and previous frame denoted by pc(xc, yc) and
pc-1(xc-1, yc-1), respectively.

AngF ¼ Hc þ Avgang � sgn; for sgn ¼ �1; 1f g ð6Þ

• We get a direction vector (dv) at point pc which makes AngF angle with
positive horizontal vector (x axis) as shown in Fig. 3a.

• We apply a FS on the central block and the blocks pointed by the direction
vector and within ±45� range. The ±45� range is the error margin. The same
pattern is applied on the incremented ROI (see Fig. 3b).
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4 Simulation Results

We applied the proposed motion detection algorithm on the existing VTS system.
The simulation results are compared with two more algorithms—one using search
in entire frame (i.e., ROI = frame size) and the other uses dynamically calculated
fixed size ROI. Figure 4 shows motion detection rate by all the three. Fixed ROI-
based algorithm has higher, but less stable detection rate than FS algorithm. The
proposed algorithm has highest yet stable detection rate.

Fig. 2 ROI estimation. a Estimated new ROI. b Incremented ROI

Fig. 3 Motion path estimation. a dv estimation. b Primary search region in initial ROI and
incremented ROI

Fig. 4 Comparison of motion detection rate
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Table 1 gives a comparative accuracy analysis from five tests each of 10 s
duration. The proposed algorithm has the highest detection rate with 81.58 % on
average.

Next we compare the accuracy by varying the distance (d) between the camera
and the projection surface. Results in Table 2 show that, with an average 73.97 %
accuracy, the proposed algorithm outperforms the other algorithms.

5 Conclusion and Future Work

In this paper, we have presented a motion-based object tracking algorithm for
virtual touch screen system (VTSS). This tracking algorithm is specifically opti-
mized for all the HCI applications using LEDs or any bright color blob as hand
indicator. Although this algorithm is efficient for tracking the indicator for cursor
movement, but it is not optimized for detecting gestures using other fingers. This
will be the focus of our future work.
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Side Lobe Level and Null Control Design
of Linear Antenna Array Using Taguchi’s
Method

Rakesh Kumar, Saumendra Ku. Mohanty and B.B. Mangaraj

Abstract This paper presents a global electromagnetic optimization technique
using Taguchi’s method (TM) for synthesis of linear antenna array (LAA). TM
was developed on the basis of orthogonal array (OA) concept. In this paper,
Taguchi method yields better lower side lobe levels (SLL) and desired null control
pattern which is achieved with less number of iterations compared to traditional
optimization techniques such as particle swarm optimization (PSO) and Cuckoo
search (CS).

Keywords LAA � OA � Array factor � Excitation magnitude � SLL � Null control

1 Introduction

Linear antenna array (LAA) [1] optimizations have received high attention in the
field of electromagnetic for many applications. Two of the examples are mini-
mization of side lobe levels (SLLs) [2] and null placement control [3]. They are
usually accomplished by Schelkunoff and Chebyshev methods [4–7]. In this paper,
we have used a fast optimization technique, Taguchi’s method (TM) [8–11], to
find the optimized excitation magnitudes of 20 elements symmetrical LAA. As
particle swarm optimization (PSO) [4, 6] depends on number of particles in the
search space, which forms that much number of sets of optimizing parameters, so
iterations required to converge the fitness function and number of times fitness
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function evaluated is much more than TM. Again, as Cuckoo search (CS) [12]
depends on number of nests and discovery rate of alien eggs, the number of
iterations required is less than PSO but still much more than TM. So by using
orthogonal array (OA) [9], Taguchi method reduces the number of iterations and
converges to the optimal solution quickly.

2 Taguchi’s Optimization Method

To initialize the problem, TM depends on number of input parameter. According
to our problem, by relating to Fig. 1, ten excitation magnitudes should be opti-
mized. So OA should have ten columns to present those ten parameters or ele-
ments. Each parameter has three levels such as 1, 2, and 3 to define the nonlinear
effect. By OA approach, only 27 numbers of experiments are required [10]. To
represent OA, a simple notation is used as OA (N, k, s, t) where N represents
number of experiments or number of rows, k represents number of parameter to be
optimized, s represents number of levels which are selected from set S = {1, 2, 3},
and t represents strength or tuple (0� t� k).

The array factor in azimuth plane is [6]

AFðhÞ ¼ 2
X10

n¼1

aðnÞcos bd nð Þ cos hð Þ½ � ð1Þ

where b is the wave number, h is the azimuth angle, aðnÞ is the excitation mag-
nitude of element, and dðnÞ is the position of elements. Here, we have assumed
uniform phase excitation, i.e., un ¼ 0.

Our optimization aim is to minimize the fitness value which is a function of
SLL and controlling of nulls by providing non-uniform excitation magnitude to
individual element of LAA, which is done by varying aðnÞ. So fitness function is
given by [6],

fitness ¼
X

i

1
Dhi

Zhui

hli

AFðhÞj j2dhþ
X

k

AFðhkÞj j2 ð2Þ

where hui and hli represent the spatial regions in which SLL minimizes, hk is the
direction of nulls, and Dhi ¼ hui � hli. First term of the above equation solves for
minimization of SLL, and second term solves for controlling of nulls.

Fig. 1 Geometry of 20 elements uniformly spaced symmetrical LAA
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2.1 Designing of Input Parameter Using OA

After assigning the numerical values to the three levels (1, 2, and 3 of OA) for each
input parameter, experiments are conducted. Here, the excitation magnitude will
be optimized in the range of [0, 1]. For the first iteration, value of level 2 repre-

sented as notation aðnÞ21, assumed as the center of computational range [10].

i:e: aðnÞ21 ¼
minþmax

2
¼ 0þ 1

2
¼ 0:5 ð3Þ

where max and min represent upper and lower bound of optimization range,
respectively, and aðnÞ represents nth input excitation magnitude. Value of level 1

represented as notationaðnÞ11 ¼ aðnÞ21 � LD1. Value of level 3 represented as

notationaðnÞ31 ¼ aðnÞ21 þ LD1. The level difference is calculated as

LD1 ¼
max�min

number of levelsþ 1
¼ 1� 0

3þ 1
¼ 1

4
¼ 0:25 ð4Þ

2.2 Building of Response Table

Each experiment or row will provide 10 non-uniform level values which will act as
excitation magnitude to calculate fitness values, and from these values, we can
calculate signal to noise ratio (S/N) by the formula [10, 11]

g ¼ �20 log ðfitnessÞdB ð5Þ

Fitness and corresponding S/N ratio are used to build a response table by
averaging the (S/N) ratio of the same level m for each parameter n and level m by
formula [7]

~g m; nð Þ ¼ s

N

X

i;OA i;nð Þ¼m

ðgiÞ ð6Þ

2.3 Optimal Level Values Identification and Confirmation
Experiment

Each column of response table [10] provides the largest (S/N) ratio which indicates
the corresponding optimal level, and its value is called as optimal value. Hence, for
ten parameters, we will have ten optimal levels and their corresponding values. By
combining these optimal level values, a confirmation test is conducted to produce a
fitness value which is acted as the fitness value of the current iteration.
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2.4 Reducing the Optimization Range

If the termination criteria are failed according to current iteration, the process is
repeated for next iteration by using following equation:

aðnÞ2iþ1 ¼ aðnÞopt
i ð7Þ

The optimal level values of current iteration regarded as central values (i.e.
level 2) for the next iteration. For next iteration, LDiþ1 ¼ RR� LDi. Where the
value of RR is set between 0.5 to 1 and high value of RR provides slower con-
vergence. Here we have considered the RR value as 0.9.

2.5 Checking of Level Values and Termination Criteria

If the level values are higher from maximum range, then it will be set to maximum
and if the level values are lower to the minimum range, then it will be set to
minimum.

By increasing number of iteration, the LD of each element is decreased. So fitness
value of current and next iteration is close to each other due to the closeness between
the level values. Below equation is used to terminate the optimization procedure.

LDi

LD1
\converged value ð8Þ

The converged value can be between 0.001 and 0.01. If optimization goal is
achieved or Eq. (8) is satisfied, the optimization process will terminate.

3 Experimental Results

MATLAB Simulation Parameters:
Number of Elements: 20 (non-uniformly excited amplitude), Inter elemental spa

ing: 0.5 k, Frequency: 300 MHz, Azimuth Angle: [0�, 180�]. After the termination
of optimization process, we found ten optimized excitation magnitudes such as
[0.9968 0.9523 0.7795 0.6469 0.8221 0.7836 1.000 0.7844 0.5450 0.2828]. The first
SLL of conventional array pattern has been lowered from -13.26 to -22.1 dB of
about 8.84 dB, and nulls are achieved around -42 dB at the desired directions. We
have split the MATLAB figure into two distinct figures column-wise (radiation
pattern and fitness curve) for better analysis (Fig. 2). The simulation results of
sidelobe suppression and desired null control using Taguchi’s method compared
with conventional Dolph-Tschebyscheff array is presented in Fig. 2.
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4 Conclusion

The TM is applied in this paper to optimize the excitation magnitudes for sup-
pressing the SLL and placement of nulls in the desired direction with dramatically
reduced number of iterations nearly 36 iterations for SLL suppression and 46
iterations for null control pattern. TM is compared with the conventional LAA
pattern, where elements are excited with uniform amplitude. Easy implementation
and quick convergence to desired goal are the important characteristics of TM.
Compared to PSO, CS, and other evolutionary algorithms, Taguchi method is
easier to implement and requires minimum iterations to achieve the desired goal.
So TM will most likely be an increasingly attractive option, in the field of antennas
and electromagnetics.
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Fig. 2 The regions of suppressed SLL are [1�, 84�] and [96�, 180�] and desired nulls at [50�,
60�] and at [120�, 130�] of 20 elements symmetrical LAA with their fitness convergence curve
column-wise represented
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A Novel Approach for Jamming
and Tracking of Mobile Objects

Aradhana Misra, Nirmal Kumar Rout and Kaustav Dash

Abstract An adaptive algorithm called the least mean square (LMS) is employed
to study jamming and tracking of mobile objects. The concepts of antenna array,
adaptive antenna array and smart antenna have been employed in the proposed
method. The focus is on the adaptive jamming technique. The LMS adaptive
algorithm is used to reject a particular direction signal. The proposed approach is
also used to track the moving object by projecting the main beam towards the
target, then estimate its next position and track the object for a known value of
Azimuthal and elevation angular position. While estimating the new position of
the target by comparing the previous and present value of echo signal, main signal
get interference from noise signal. Here, the main objective is to make an algo-
rithm that can track the target, estimate its new position and increase signal to
noise ratio of the system. Detailed simulation has been carried out to validate the
proposed method using the MATLAB.

Keywords Jamming � Tracking � LMS � Adaptive algorithm � Adaptive filters

1 Introduction

In recent years, a growing field of research in adaptive signal processing has
resulted in a variety of adaptive automation whose characteristics in few ways
resemble certain characteristics of living being and biological adaptive process. In
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our proposed work, we have considered adaptive algorithm (least mean square,
LMS) to jam signals coming from particular direction and train the system so that
the main lobe is in the direction of desired signal. We also use the LMS concept to
track a moving object by steering the main lobe in its direction. We generate the
radiation pattern for the same and plot the learning/error curve. We carry out the
simulations to find that for fast convergence with large number of iteration, LMS is
a suitable algorithm [1].

2 Smart Antenna

We have considered the concept of smart antennas in our analysis of the system.
The basic principle of smart antennas is illustrated in Fig. 1. They are most often
realized with either switched beam or fully adaptive array antennas. An array of
antenna consists of two or more antennas spatially arranged and electrically
interconnected to produce a directional radiation pattern. A smart antenna system
consists of an antenna array, an associated RF hardware and a computer controller
that changes the array pattern in response to the radio frequency environment, in
order to improve the performance of a communication or radar system [2, 3].

3 Algorithm Applied in the System

Least mean square algorithm is a very popular adaptive signal-processing algo-
rithm. The LMS is popular mainly because of its simplicity and easy computation.
It is used in variety of practical application [4]. It provides stable and robust
performance against different signal, and it has MSE behaviour.

Fig. 1 Block diagram of smart antenna
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The LMS is the most used algorithm in adaptive filtering. It is a gradient
descent algorithm; it adjusts the adaptive filter taps modifying them by an amount
proportional to the instantaneous estimate of the gradient of the error surface [5].
The block diagram used in our adaptive filter is shown in Fig. 2.

In case of general, the LMS algorithm and the weight vector coefficient for the
finite impulse response (FIR) filter are updated as in following equation:

wðnþ 1Þ ¼ wðnÞ þ leðnÞyðnÞ ð1Þ

where wðnÞ is the weight vector coefficient, which can be expressed as following
equation:

wðnÞ ¼ ½w0ðnw1ðnÞ. . .wmðnÞ� ð2Þ

where the filter length is (m + 1). l is known as step factor (which is convergence
parameter of the LMS algorithm). eðnÞ is the output error, which is represented as
follows:

eðnÞ ¼ dðnÞ � yðnÞ ð3Þ

yðnÞ being the filter output and dðnÞ is the reference signal [1, 6].

Fig. 2 Block diagram of adaptive filter
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4 Simulation Results

The adaptive filter with MATLAB is simulated, and the results prove its perfor-
mance is better than the use of a fixed filter designed by conventional methods.

Figure 3 shows that it is possible to block signals coming from directions of
about 10, 80� and get the desired signal coming from 50�. For jamming, four
signals with direction of arrival 50, 80, 120, and 10� angle have been considered.
Number of antenna array elements is taken as 9 with frequency of operation of
0.5 MHz. Total iteration for LMS adaptive algorithm is 1,000. Then, steering
vector matrix is generated and also, the signals s1, s2, s3, and s4 are generated
(considering value as random integral). To get the complex envelope of the above
signals, their PSK modulation is taken, and then, complex Gaussian noise is
generated and added at the time of reception. X is the input vector which is equal to
the received signal S convolved with steering matrix A along with the additive
noise; X = A*S + noise. Initial weight vector is taken to be zero. It is found out
that the main lobe is formed at 50� for s1 and null are at undesired position (80,
120, 10). So it is concluded that using adaptive LMS algorithm, a constructive
interference occurs to generate the desired signal and destructive interference
occurs at undesired directions.

Figure 4 shows the tracking of the moving object. Number of antenna array
elements is taken to be 9 with frequency of operation of 0.5 MHz. Number of
iterations taken is 10,000. The step factor (l) is considered to be 0.00000001. The
LMS filter coefficients are initialized to zero. Then, steering vector matrix is
generated and also, the signals s1, s2, s3, and s4 are generated (considering value
as random integral). To get the complex envelope of the above signals, their PSK
modulation is taken, and then, complex Gaussian noise is generated and added at
the time of reception. X is the input vector which is found out. Filter coefficients
are found out by using the LMS algorithm.

Fig. 3 Simulation result for jamming (main lobe occurs in the direction of 50�)
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Figure 5 shows the different radiation patterns. It gives an idea how the main
beam follows the moving object. The initial position of the main lobe is 0�. Then,
it traverses in the direction of the moving object. Finally, it is at 60� position.

Fig. 4 Simulation result for tracking (main lobe occurs in the direction of about 30, 40, and 50�)

Fig. 5 Radiation patterns while tracking the moving object
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Figure 6 shows how the system is adapting itself and learns by training itself.
We also find that there is a gradual decrease in the mean square error, and it is
converging in nature. The number of iterations taken is 30.

5 Conclusion

This paper has investigated adaptive LMS algorithm and has successfully imple-
mented it in jamming and tracking. It is found that adaptive array technique used
here is better than the mechanical steering of antenna. In case of jamming, the null
is steered towards the undesired signal. In order to track a moving object, the main
lobe is steered in the direction of the target and its information is collected on
timely basis. The approach taken to track a moving object was to project our main
beam towards the target, then estimate its future position and track the object.

Considering the objective of studying the feasibility of implementing adaptive
arrays in MATLAB, this effort met with success. MATLAB provides the necessary
tools and functions to implement most adaptive arrays. The amount of effort
needed to perform the simulations is greatly reduced during this study.
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Performance Analysis of Low-Complexity
Multiuser STBC MC-CDMA System

Sadananda Behera and Sarat Kumar Patra

Abstract In this paper, a low complexity and efficient multiuser space time block
code multicarrier code division multiple access (STBC MC-CDMA) for downlink
wireless communication system is proposed. STBC MC-CDMA provides diversity
gain to improve transmission efficiency of mobile wireless systems where both
STBC encoder and decoder are in time domain thus reducing the complexity at the
receiver side. Proposed STBC MC-CDMA scheme achieves a diversity order of 2
without channel state information (CSI) at the transmitter under flat fading con-
ditions without bandwidth expansion. In this paper, the STBC MC-CDMA is
compared with the STBC OFDM scheme under Rayleigh fading channel and
AWGN channel using zero forcing (ZF) linear detection scheme and as anticipated
the proposed STBC MC-CDMA outperforms STBC OFDM. Simulation results
verify this.

Keywords STBC � MC-CDMA � CSI � Linear detection schemes � Rayleigh
fading channel

1 Introduction

Multicarrier code division multiple access (MC-CDMA) also known as OFDM-
CDMA is a promising technology for 4G wireless communication systems [1, 2].
MC-CDMA spreads the data in frequency direction, thus increasing the frequency
diversity gain [1]. Since the symbol rate is lower than the original rate, the effect of
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ISI is eliminated [3], thus making the complex equalizer design much easier. So
MC-CDMA provides a flexible system design, since the spreading factor (SF) is
not necessarily to be taken equal to the number of subcarriers [1, 2].

Space–time block code (STBC) is a special form of MIMO and originally
employed for 2 transmit and 1 receive antenna by Alamouti [4]. Since STBCs are
originally proposed only for flat fading channels, application of this scheme to
frequency selective channel is challenging. Hence, integration with multicarrier
techniques such as OFDM and MC-CDMA is essential which convert frequency
selective channel to several flat fading channels eliminating ISI. In Ref. [5], STBC
OFDM is explained in which both STBC encoders and decoders are in time
domain. In this proposed STBC MC-CDMA, the equalization is carried out in time
domain. Time domain equalization is preferred over frequency domain equaliza-
tion because it is simple to implement and less complex.

This paper is organized as follows. Following this section, mathematical model
of STBC MC-CDMA is explained. The communication system model is discussed
in Sect. 3. Section 4 contains the simulation results, and Sect. 5 presents the
concluding remarks.

Notation: ð�ÞT ; ð�Þ�; ð�ÞH represent transpose, complex conjugate, and Hermitian
operation, respectively.

2 Mathematical Model

In this section, a brief description about the STBC encoding scheme for two
transmitting antennas and one receive antenna is given.

2.1 STBC Encoding Scheme

In the first time instant, antenna 1 transmits X1 and antenna 2 transmits X2

simultaneously, while in second time instant, antenna 1 transmits �X�2 and antenna
2 transmits X�1 [4]. The coding rate of this STBC is one since in two symbol
periods only two signals are transmitted. Since the STBC codes are orthogonal, the
symbols from different antennas can be distinguished at the receiver by simple
zero forcing (ZF) equalization [1]. At the receiver, we can mathematically model
the received signals as follows:

Received signal at 1st time slot:

y 1ð Þ ¼ h1 h2½ � X1

X2

� �
þ n 1ð Þ ð1Þ
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Received signal at 2nd time slot:

y 2ð Þ ¼ h1 h2½ � �X�2
X�1

� �
þ n 2ð Þ ð2Þ

where h1 and h2 are flat fading channel coefficients and n(1) and n(2) are noise
components which is generally additive white Gaussian noise (AWGN). In this
paper, we have assumed that the channel is assumed to be constant over the two
time slots.

3 Communication System Model

The baseband processing at the transmitter is presented at Fig. 1. The information
bits of different users are digitally modulated and then spread using orthogonal
Walsh–Hadamard (W–H) codes. All the spread signals are summed up to produce
the CDMA signal and then passed through STBC encoder. Each of these STBC
encoded outputs is passed through individual OFDM modulators. After IFFT
operation, the cyclic prefixes (CP) are added and then transmitted through channel.

3.1 STBC Decoding Scheme

At the receiver, first the CP is removed and then the channel equalization is carried
out in time domain as shown in Fig. 2. In the conventional STBC MC-CDMA
[6, 7], equalization is implemented in frequency domain which increases the

Fig. 1 Transmitter block diagram of STBC MC-CDMA system
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complexity by processing the channel coefficients which are already present in
time domain into frequency domain. For detection of signal, simple ZF equalizer
can be used. Now, the received signal vectors from (1) and (2) as

yð1Þ
yð2Þ

� �
¼ h1 h2

�h�2 �h�1

� �
X1

X2

� �
þ nð1Þ

nð2Þ�
� �

ð3Þ

For detection of signals X1 and X2, zero forcing receiver is employed as under

Let, H ¼ h1 h2

h�2 �h�1

� �
and �Y ¼ yð1Þ

yð2Þ�
� �

, then we can define W ¼ HHHð Þ�1
HH

To estimate the transmitted symbols, we can employ

~X ¼ X1

X2

� �
¼ W �Y ¼ HHH

� ��1
HH yð1Þ

yð2Þ�
� �

ð4Þ

After the channel effects are nullified according to above equations, the data are
sent to the FFT block and the signals are despread by using the same W–H code
assigned to the specified user followed by the detection of the signals to retrieve all
the user information bits.

4 Results and Discussion

Figures 3 and 4 present that the STBC MC-CDMA performs better than STBC
OFDM under AWGN and Rayleigh channel. For BER of 10-3, STBC MC-CDMA
achieves a SNR gain of around 6 dB in AWGN and Rayleigh fading channel. In
Fig. 5, it is observed that as the number of users increase, the BER performance
degrades.

Fig. 2 Receiver block diagram of STBC MC-CDMA system
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Fig. 3 BER performance of STBC OFDM and STBC MC-CDMA under AWGN channel for
single user

Fig. 4 BER performance of STBC OFDM and STBC MC-CDMA under Rayleigh fading
channel for single user
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5 Conclusions

In this paper, a low-complexity multiuser STBC MC-CDMA scheme is proposed.
The proposed scheme is compared with STBC OFDM. Also the simulation results
for different users for STBC MC-CDMA are presented. Multiuser BER perfor-
mances are also given which ensures that BER performance degrades as the
number of users increase. It is observed that STBC MC-CDMA performs better
than STBC OFDM under AWGN and Rayleigh fading channel.
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On the Design an Enhanced Bandwidth
of Elliptical Shape CPW-Fed Fractal
Monopole Antenna for UWB Application

Satyabrata Maiti, Naikatmana Pani, Thiyam Romila Devi
and Amlan Datta

Abstract This paper presents a design of compact elliptical-shaped CPW-fed
planer UWB fractal antenna. A novel planer UWB antenna using a fifth iteration
elliptical fractal shape is presented in this paper. The frequency characteristics of
antenna consist of UWB properties in the range 2.0–16 GHz that corresponds to
the impedance bandwidth of 140 %. The antenna has nearly good omnidirectional
radiation pattern and peak gain of 4.9 dBi. The group delay profile of the proposed
antenna lies within 1 ns. The areas of applications are medical imaging, wireless
communication, and vehicular radar.

Keywords Fractal geometry � Ultrawide band � Coplanar waveguide �
Impedance bandwidth

1 Introduction

In February 2002, the frequency band between 3.1 and 10.6 GHz was assigned as
the ultrawide band (UWB) usable frequency by the Federal Communication
Commission (FCC) [1], USA, since it provides high data rate at a very high speed
[2, 3]. This has increased the demand for smaller size antenna having broadband
features. One of the many technological challenges of an ultra wide band system
lies in the high level of integration that UWB products require at low cost and low

S. Maiti (&) � N. Pani � T.R. Devi � A. Datta
School of Electronics Engineering, KIIT University, Bhubaneswar, India
e-mail: Satyabratamaiti12@gmail.com

N. Pani
e-mail: naikatman@gmail.com

T.R. Devi
e-mail: romilath@gmail.com

A. Datta
e-mail: amlandatta01@gmail.com

� Springer India 2015
L.C. Jain et al. (eds.), Intelligent Computing, Communication and Devices,
Advances in Intelligent Systems and Computing 309,
DOI 10.1007/978-81-322-2009-1_27

229



power consumption. However, antenna design is a challenging task in UWB
systems due to a 140 % impedance bandwidth. Various designs of UWB antenna
have been accounted for, where subwavelength structures as SRR and electro-
magnetic bandgap structures are used to create notch bands. The printed monopole
antennas have been developed in current years catering ultrawide band range
[4–6]. Various matching techniques are reported to increase the bandwidth and
thereby depletion of size. Optimization of feed gap, beveling of ground planes [7],
feed gap etc. are used to increase the bandwidth and hence to obtain UWB [8, 9].
Currently, the self-recursive nature of the fractal geometries has been utilized to
design electrically smaller ultrawide band antennas. A novel approach to obtain a
multiband miniaturized antenna was to include fractal geometry.

2 Antenna Design and Parametric Study

The geometry of the proposed antenna structure is designed on a substrate of
er ¼ 4:3, thickness 1.53 mm with a dimension of 45 9 48 mm2 (Wsub 9 Lsub),
and loss tangent waveguide coplanar wave guide feed. The impendence bandwidth
of the designed antenna covers the range from 2.0 GHz to 16 GHz unlike a simple
elliptical Co planar waveguide feed monopole of same size whose operating
bandwidth ranges from 3.1 GHz to 14 GHz.

The initial height dg of the two ground planes is taken to be 14.5 mm Fig. 1a
and then beveled to the height as depicted in Fig. 1b. At first, the planar antenna
was designed such that it covers the entire UWB range. The proposed antenna
structure is shown in Fig. 2. The effect of various parameters of the feed gap and
the radiating patch gap between ground planes is studied. It can be that there is a
shift to lower frequency, for S11 dB better than 10 dB, as iteration increases.

Fig. 1 a Initial elliptical monopole. b Construction of beveled ground
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Introduction of the fractal shape enhances the effective electrical path of the
surface current which in turn increases the effective impedance bandwidth
[10–12]. This fine-tunes the desired impedance bandwidth frequency range of
UWB antenna.

The gap between the patch and the ground plane, wp, and the gap between the
feed line and the ground plane, g, are the two most important parameters which
determine the UWB characteristics of the antenna as shown in Fig. 3a, b. By
varying these two parameters, the antenna is made to cover the entire UWB range
from 3.1 to 10.6 GHz. It is observed that the bandwidth of the antenna increases as
the gap g decreases. So the optimized value of the gap, g, is fixed at 0.5 mm. Then,
elliptical patch contains fifth iterative structure. In the first iteration, a horizontal
ellipse having its major axis = 15 mm and minor axis = 10.5 mm is intersected
with the vertical ellipse having same dimension. Then, horizontal ellipse and
vertical ellipse having major axis = 9.5 mm and minor axis = 8 mm, respec-
tively, are subtracted from it. The same process is repeated for each iteration using
the scaling down of 1.0 on both axes.

Fig. 2 Proposed elliptical fractal antenna
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3 Results and Discussion

3.1 Return Loss

The proposed antenna is evaluated by the finite integration method by using time
domain solver of CST microwave studio. The designed antenna has a compact size
of 45 9 48 mm2. The simulated characteristic of the designed antenna is shown in
Fig. 4, and it is noticeable that the impedance bandwidth ranges from 2 to 16 GHz.

3.2 Current Distribution

The current distribution at four frequencies, 3.0, 5.5, 7.5, and 10 GHz, is shown in
Fig. 5. Antenna behaves as a radiating slot which can be formed between the
ground plane and radiating patch. The current distribution at 5.5 GHz is shown in
Fig. 5 that shows that it results in standing wave due to the concentration of
current near the slot.

Fig. 3 a Simulated result of
proposed antenna gap
variation between feed and
ground and b simulated result
of proposed antenna gap
variation between patch and
ground
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Fig. 5 Simulated current distribution of proposed antenna at a 3.0 GHz, b 5.5 GHz, c 7.5 GHz,
and d 10.0 GHz

Fig. 4 Comparison of s11 with and without beveling the ground and with fractal slots cut in
the patch
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3.3 Radiation Pattern

The radiation patterns of this proposed antenna are simulated at selective
frequencies 2.0 to 16 GHz in E-plane and H-plane. H-plane radiation patterns are
depicted in Fig. 6 which shows that it is nearly good omnidirection and E-plane is
bidirectional. The simulated radiation patterns at 3.0, 5.0, and 10 GHz plotted are
shown below.

3.4 Peak Gain and Group Delay

The peak gain of the proposed antenna is simulated 4.9 dBi as shown in Fig. 7.
The peak gain increase as the frequency increases. Beyond a certain higher fre-
quency, it almost constant. Figure 8 shows group delay of the proposed antenna
which is within 1 ns, confirming the proposed antenna to be non-dispersive. The
proposed antenna shows a nearly flat feedback in 3.1–10.6 GHz ultrawide band,
where the group delays make large outing.

This ensures that this antenna is distortion free and exhibits satisfactory time
domain characteristics throughout its operating band. The correlation coefficient is
defined by

q ¼ max s

R
s1ðtÞs2ðt � sÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

s2
1ðtÞdt

ffiffiffiffiffiffiffiffiffiffiffiffiffi
s2

2ðtÞdt
pq

2
64

3
75

Fig. 6 Simulated radiation patterns in H-plane and E-plane at a 3.0 GHz, b 5.0 GHz, and
c 10 GHz
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s is the delay which is changed to make the numerator in the equation maximum.
It obtains the correlation between the electric field signals s1 (t) and s2 (t). The
input signal is fifth derivative Gaussian pulse and its fifth derivative. The excited
pulses are chosen as the signal s1 (t), while the received pulse as signal s2 (t).
Indeed, it reflects the similarity between the source pulse and the received pulse.
When the two signal waveforms are identical, this means that the antenna system
does not distort the input signal at all. The correlation coefficient found from the
slotted fractal antenna is 0.83 and from the unslotted fractal antenna is 0.89.

Fig. 8 Simulated group
delay

Fig. 7 Simulated peak gain
of this proposed antenna
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4 Conclusion

A novel CPW-fed elliptical fractal antenna is proposed. The monopole antenna with
elliptical fractal slots in the radiating patch having UWB characteristics. The sim-
ulated radiation pattern of this antenna is very close to bidirectional in E-plane and
omnidirectional in H-plane. The gain of the antenna varies from 2 to 4.9 dBi. The
impedance bandwidth of the antenna ranges from 2 GHz to 16 GHz which corre-
sponds to 140 % impedance bandwidth. The simulated group delay exhibits within
1 ns over the desired frequency. The total antenna dimension is 48 9 45 mm. This
specifies the proposed antenna potential for use in military application. The antenna
is simple to design, size of the antenna is compact and easy to fabricate, and it is
suitable for MIC/MMIC circuits.
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Design of Microstrip Branch Line Coupler
Phase Shifter in L-Band

Thiyam Romila Devi, Satyabrata Maiti, Abhishek Jena
and Amlan Datta

Abstract The goal of this paper is to analyze, simulate, and design a microstrip
quadrature hybrid coupler phase shifter operating at resonant frequency of
1.5 GHz with input impedance of 50 X. This works as a phase shifter to provide
reflections which cancel at the input port and sum to a phase shifted version of the
input on the fourth port. The microstrip line dimensions such as length, width,
substrate dielectric constant, effective dielectric constant, and parameters like
return loss, insertion loss, isolation and its desired phase shift are calculated using
HFSS (version 13.0). The perfect 3 dB power division is observed at output port 2
and port 3 of around -3.6 and -3.4 dB at 1.6 GHz. The return loss and isolation
are observed at port 1 and port 4 of around -36 and -22 dB at operating
frequency of 1.6 GHz.

Keywords Branch-line coupler � Microstrip line � Insertion loss � Isolation �
Return loss � HFSS

1 Introduction

Generally, quadrature hybrid coupler is four port devices that split the incident
input power signal port (port 1) into two output ports named as transmitted port
(port 2) and coupled port (port 3). The two output signals are attenuated by three
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decibels (3-dB) directional couplers and have a 900 phase difference between
them. Three decibel attenuation means that 50 % of the incident input power is lost
[1]. The fourth port on the device is isolated from the first port. This hybrid is
created often in microstrip form and additionally called as a branch-line hybrid
coupler. As the name implies that the power is equally divided between the outputs
ports and therefore, the structure is electrically and mechanically symmetrical. The
analysis of this hybrid is done using a technique of even-odd mode decomposition.
The device exhibits reciprocal behavior and as a result any port can act as an input
and operate in the same manner [2]. The coupler is made of 4 sections of quarter-
wavelength transmission line. Two sections have a characteristic impedance of Z0

and other two have an impedance of Z0=
ffiffiffi
2
p

. Each port is fed with a transmission
line of impedance Z0 [2]. The characteristic impedance Z0 was decided to be set to
50X because this value is the most commonly used in industry. The 3-dB branch-
line coupler was optimized to have frequency band of 1–2 GHz in L-band. The
path of coupled arm (port 3) is � of wavelength long in order to provide a phase
shift of 90� between incident input signal at port 1 and isolated port 4 and also in
between output transmitted signal at port 2 and output coupled signal at port 3.
Primary application of hybrid couplers is in phase shifters. Other applications are
in microwave systems or subsystems as attenuators, balanced amplifiers, balanced
mixers, modulators, and discriminators [3].

2 Methodology

The designing of the microstrip hybrid coupler and its corresponding character-
istics are simulated by using HFSS (version 13.0). The Fig. 1 shows the 3-dB
hybrid coupler geometry in microstrip form. Table 1 shows the definitions of four
ports of branch-line coupler.

3 Parameters of Hybrid Coupler

A coupler can be categorized by following main parameters:

1. Bandwidth: The frequency range where the device provides a phase shift
within ±100 of the desired phase shift.

2. Insertion loss: The additional loss within the device above the splitting loss.
This is due to reflection of signals, dielectric losses, and conductor losses.

3. Coupling ratio: The ratio of the lower of the two output powers i.e., at port 2
and port 3 to the input power at port 1.

4. Isolation: The ratio between the input power and the leakage power at the
isolated port [4]. Over bandwidth of 13:1 maximum, the couplers will typically
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exhibit about 3 dB of insertion loss, a coupling ratio of 3 dB and isolation of
20 dB [4].

Isolation dBð Þ ¼ 10 � log
PisolatedportðWÞ
PinputportðWÞ

� �

5. Coupling Factor: The power which is transferred to the output coupled port 3
with respect to input port 1.

Coupling Factor dBð Þ ¼ 10 � log
PcoupledportðWÞ
PinputportðWÞ

� �

6. Coupling Loss: The amount of power lost from the input port 1 to the output
coupled port 3 and the power lost from input power port 1 to the isolated port 4.
Therefore, coupling loss is given as,

Port 2 
(Output
Transmitted)

Port 3
(Output 
coupled)

Port 1 
(Input)

Port 4 
(Isolated)

Fig. 1 3 dB hybrid coupler geometry [2]

Table 1 Definitions of four ports of hybrid coupler

Name Description

Input port 1 (incident port) Main system input signal, PInputPort

Output port 2 (transmitted port) Main system output signal, POutputPort

Output port 3(forward coupled port) Power sampled from input port 1, PCoupledPort

Isolated port 4(reverse coupled port) Power sampled from output port 2, PIsolatedPort
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Coupling Loss dBð Þ ¼ 10 � log
PinputportðWÞ � PcoupledportðWÞ � PisolatedportðWÞ

PinputportðWÞ

� �
:

4 Design Specification of Hybrid Coupler

The 3 dB hybrid coupler phase shifter is classified by many parameters like phase
response over bandwidth, insertion loss, isolation and its desired phase shift [5]. A
phase shifters specification inclined to have about 2–3 dB of insertion loss, 900 or
1800 of phase shift. The basic hybrid coupler phase shifter structure comprises of
ground plane, dielectric substrate, and microstrip line. Generally, the length of the
branch-line coupler and series stub microstrip line of the coupler is taken as
one-fourth of the design wavelength by considering the dimensions of the hybrid
coupler [6].

L ¼ vp

f
¼ c

f
ffiffiffiffi
er
p ð1Þ

4.1 Microstrip Line

The most popular types of planar transmission lines is microstrip line as it can
easily be integrated with passive or active microwave devices and can also be
fabricated by photolithographic processes. The effective dielectric constant of a
microstrip line is given by [2]

ee ¼
er þ 1

2
þ er � 1

2
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ 12d
W

q ð2Þ

Which satisfies the relation 1\ee\er and is dependent on the substrate thick-
ness, d and conductor width, W.

4.2 Given er and Z0

Given the dimensions of the microstrip line, the characteristic impedance can be
found out by using the formula below:
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Z0 ¼
60
ffiffiffiffi
er
p ln ð8d

W
þ W

4d
Þ for

w

d
� 1

¼ 120p
ffiffiffiffi
er
p ½Wd þ 1:393þ 0:667 ln W

d þ 1:444
� �

�
for

w

d
� 1

ð3Þ

The W/d ratio can be found as,

W

d
¼ 8eA

e2A � 2
for

w

d
\2

¼ 2
p

B� 1� ln 2B� 1ð Þ þ er � 1
2er

ln B� 1ð Þ þ 0:39� 0:61
er

� �	 

for [ 2

ð4Þ

where A = z0
60

ffiffiffiffiffiffiffi
erþ1

2

q
þ er�1

erþ2 0:23þ 0:11
er

� �
and B = 377p

2Z0
ffiffiffi
er
p .

A conductor loss is much more important than dielectric loss for most of the
microstrip substrates, exceptions may occur with semiconductor substrates [7]

; ¼ 90� ¼ bl ¼ ffiffiffiffi
ee
p

k0l ð5Þ

where, b ¼ ffiffiffiffi
ee
p

k0.s the propagation constant; k0 ¼ 2pf
c , where f is the frequency

(GHz).
The length ‘‘l’’ of the microstrip line is given as

l ¼
90ð p

180Þffiffiffiffi
ee
p

k0
ð6Þ

5 Simulation of Hybrid Coupler

The hybrid coupler for this design will be matched to ports with 50X impedance
and thus the quarter-wavelength sections of the device have 50X and 35.35X
impedances. The coupler is built out of microstrip on a substrate of FR4 Epoxy
(Tables 2, 3, and 4).

The following design in Fig. 2 is the layout of quadrature hybrid phase shifter
which is built by using the parameters shown above.

6 Simulated Results

The results have been evaluated for return loss, isolation, and phase difference for
the design through HFSS (version 13.0).

Design of Microstrip Branch Line Coupler Phase Shifter in L-Band 241



6.1 Return Loss, Insertion, Isolation in dB of all Four Ports
with Respect to Port 1

The result shown in Fig. 3 is focus reasonable value of S-Parameters of four ports
with respect to input port. The perfect 3 dB power division is obtained in port 2 and
port 3; Perfect return loss and isolation are obtained in port 1 and port 4. The Return
loss (S1, 1) and isolation (S4, 1) are found at 1.6 GHz of about -36 and -22 dB. The
insertion loss (S2, 1) is found of -3.61 dB.

Table 2 Parameters and
values of hybrid coupler

Parameter Dimensions

Dielectric constant (er) 4.4 (FR4 Epoxy)

Length of the substrate (L) 42.045 mm

Width of the substrate (W) 72.33 mm

Height of the dielectric substrate (d) 1.6 mm

Table 3 Parameters of Z0 ¼
50 ohm of input impedance of
microstrip line

Parameters Dimensions

Length (l) 24.11 mm

Width (W) 3.1 mm

Effective dielectric constant (ee) 4.3946

Table 4 Parameters of
Z0=

ffiffiffi
2
p
¼ 35:35 ohm of input

impedance of microstrip line

Parameters Dimensions

Length (l) 23.845 mm

Width (W) 5.2224 mm

Effective dielectric constant (ee) 4.3968

4
λ

Port 4
(Isolated)

Port 1 
(input)

Port 3 
(Coupled)

Port 2
(Transmitted)

Fig. 2 Layout of Quadrature (3-dB) hybrid coupler
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6.2 Phase Difference of Output Ports i.e. Transmitted Port 2
and Coupled Port 3 Relative to Input Port 1

The result shown in Fig. 4 is phase difference between the two output ports 2 and 3
with respect to input port 1where there is a phase difference of about 910 which is
very close to 900 at frequency 1.6 GHz.

6.3 Coupling Ratio of Two Output Ports with Respect
to Input Port

Figure 5 shows the coupling ratio between the outputs ports 2 and port 3 relative to
input port 1 where the output coupled port 3 with respect to input port 1 is lower
than output transmitted port 2 with respect to input port 1. The lower coupling loss
is found of about -3.42 dB at frequency 1.6 GHz.
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6.4 Coupling Factor in Forward and Reverse Direction
of Four Ports

Figure 6 shows the coupling factor in forward and reverse direction of all four ports
where all the coupling loss is obtained at frequency 1.6 GHz of about -3.4 dB.

7 Conclusion

The proposed branch-line hybrid coupler implemented as a phase shifter is
designed by using HFSS (version 13.0). The investigation confirmed that the
hybrid coupler described here may be used in filters, phase shifters, and resonators
which are operating in the 1.5 GHz (L-band). It has a significant effect on the
bandwidth, return loss, insertion loss, isolation, and coupling loss. It is made in
order to provide the phase shift of 900. However, the simulation result for the
proposed hybrid coupler phase shifter gives 910 which are very close to 900. The
main goal of this research work is to reduce insertion loss and to increase isolation.
The simulated result of insertion loss and isolation at 1.6 GHz is -3.61 dB which
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is below 3 and -22 dB which is nearer to 20 dB. It was assumed that a currently
used hybrid coupler can also be used as reflection type phase shifter by adding two
reflective loads at the two output ports of hybrid coupler. The studies are currently
being carried out in the KIIT University, Bhubaneswar, India.
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Capturing Node Resource Status
and Classifying Workload for Map
Reduce Resource Aware Scheduler

Ravi G. Mude, Annappa Betta and Akashdeep Debbarma

Abstract There has been an enormous growth in the amount of digital data, and
numerous software frameworks have been made to process the same. Hadoop
MapReduce is one such popular software framework which processes large data
on commodity hardware. Job scheduler is a key component of Hadoop for
assigning tasks to node. Existing MapReduce scheduler assigns tasks to node
without considering node heterogeneity, workload type, and the amount of
available resources. This leads to overburdening of node by one type of job and
reduces the overall throughput. In this paper, we propose a new scheduler which
capture the node resource status after every heartbeat, classifies jobs into two
types, CPU bound and IO bound, and assigns task to the node which is having less
CPU/IO utilization. The experimental result shows an improvement of 15–20 %
on heterogeneous and around 10 % of homogeneous cluster with respect to
Hadoop native scheduler.

Keywords MapReduce � Homogeneous cluster � Heteregeneous cluster �
Hadoop � Scheduler

1 Introduction

In the recent years, internet growth due to social networking sites and other means
of uses has produced an enormous amount of data. As the amount of data
increases, time to process the data and the amount of resources required to process
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also increases. Google came up with an approach called as MapReduce [1], which
is designed for building large cluster made up of commodity hardware. A popular
open source implementation of MapReduce and distributed file system [2] is
Apache Hadoop [3], which is used for processing petabytes of data with the use of
thousands of machines in a reliable and fault-tolerant manner. Cloud providers
such as Amazon offer a Hadoop platform as an on demand service termed as
Elastic MapReduce [4]. Users have to pay for this service, so they need to use
resources optimally.

The scheduler is one of the key parts of Hadoop, which is used for assigning
tasks to node. Each job running on the Hadoop system can be categorized into the
CPU bound and I/O bound which will help in scheduling the tasks to node. Hadoop
native scheduler does not consider heterogeneity in workload and cluster.

But nowadays, due to a system failure or requirement of the larger cluster than
previous, we need to add systems to the available cluster set up which makes it
heterogeneous.

In this paper, we are proposing a scheduler for Hadoop that takes into account
node resource status and the type of workload. Our scheduler learns node status
and job type online which will classify node into two types: CPU, I/O busy and job
to CPU, I/O intensive. After classifying the job and capturing node resource status,
scheduler will perform the task assignment to proper node. In this work, we
concentrate on hardware utilization for different kinds of job run on the cluster.

The rest of the paper was organized as follows. Section 2 describes different
types of proposed and available scheduler for Hadoop. Section 3 describes the
structure of our scheduler in details. Section 4 gives an evaluation of our proto-
type. Finally, we conclude and discuss future work in Sect. 5.

2 Related Work

Currently, the focus of research in the field of Hadoop scheduler has moved from
homogeneous to heterogeneous cluster [3, 15]. Speculative [5] execution a feature
of Hadoop leads to performance degradation on heterogeneous clusters because
the task that takes longer than normal to complete the job gets re-executed pre-
emptively on a second node, assuming the first may fail. This concept works for
homogeneous cluster but in the case of heterogeneous cluster a node with low
resources will consume more time to execute.

The Hadoop default FIFO scheduler [1] uses whole cluster for each job by
which all other jobs wait for their turn in FIFO order. Yahoo and Facebook also
designed Hadoop scheduler called as Fair scheduler [6] and the Capacity scheduler
[7], respectively. These schedulers use multiple queues to allocate the resources
and are mostly used for fair allocation of resources. They are not considering
heterogeneous workload and heterogeneous clusters.

The LATE [5] and SAMR [8] scheduler tries to improve Hadoop performance
in a heterogeneous environment. LATE scheduler attempts to find real slow tasks
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by computing remaining time of all tasks without taking into account data locality
for launching speculative map tasks. SAMR scheduler calculates progress of task
dynamically and finds out which tasks need backup.

The context aware scheduler for Hadoop (CASH) [9] learns resource capabil-
ities, resource requirements, and schedule the job on node that are more efficient to
satisfy the requirements. However, learning approach used by CASH is offline,
whereas our scheduler offers online learning resource requirements and node
status.

A classification and optimization-based scheduler (COSHH) [10] assigns the
job to nodes by considering heterogeneity at both application and cluster levels. It
uses K-means clustering approach for classifying jobs. It makes different classes of
the job, according to their execution times. COSHH uses prediction mechanism/
approach to estimate mean time execution time of the incoming job on all
resources.

In [11], author proposed workload characteristic-oriented scheduler. It char-
acterizes workload by estimator with the help of static task selection strategies.
Dynamic MapReduce scheduler [12] and Multiple-job optimization [13] assume
homogeneous cluster, learn job resource profile on the fly, and schedule job by
dividing the workload into two types I/O, CPU intensive/bound.

The aforementioned scheduler proposed by us is similar with CASH and
dynamic MapReduce scheduler. However, our scheduler learns the node status, job
resource requirements on the fly, classifies the workload into two types, and then
schedules job without overloading the node.

3 Proposed Algorithm

In our proposed approach, we capture node resource status and find job resource
requirements by running sample map/reduce task of a job. JobTracker after
receiving every heartbeat from the TaskTracker notes down node resource status
(including CPU and I/O utilization). After knowing job resource requirements and
node resource status, the scheduler running in JobTracker assigns tasks to node in
such a way that, the node will not be overloaded by one type of job (i.e., CPU
and I/O).

3.1 Capturing Node Resource Status

Communication in master and slave node of Hadoop happen using heartbeat
protocol. TaskTracker (slave) sends a heartbeat message to master (JobTracker)
after some particular time indicating that the node is alive. We have added some
metrics to capture the CPU usage and IO usage of TaskTracker. JobTracker
obtains resource utilization information of that node after receiving a heartbeat
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message from TaskTracker. Formula 1 gives the information about the percentage
of CPU usage in TaskTracker, while formula 2 gives IO rate of TaskTracker.

CPU Usage ¼ ðCumulative CPU Time� Last Cumulative CPU TimeÞ
Sample Time� Last Sample Timeð Þ � Num of processors

ð1Þ

Cumulative CPU Time Actual CPU cycles used to execute the program
Sample Time Current CPU Time
Last Sample Time Old CPU Time/Last Heartbeat CPU Time

I=O Rate ¼

Cumulative Reads� Last Cumulative Readsð Þ
þðCumulative Writes� Last Cumulative WritesÞ

ðSample Time� Last Sample TimeÞ ð2Þ

3.2 Capturing Job Type and Requirement

Every job in Hadoop is divided into several maps and reduces tasks. If we get to
know the resource usage of some map/reduce task, then we can anticipate the
resource usage of the rest. The same rule applies to the reduce task. On arrival of
new job, our scheduler will allow execution of some of the map and reduce tasks
called as sample task. After execution of sample map/reduce task, JobTracker [14]
will get the resource required to execute that task, as JobTracker knows the node
resource status before and after execution of task.

After execution of sample task, JobTracker will check the job summary logs. It
contains all the information about task like remaining time required to execute the
task and many others. JobTracker chooses Mrtm, Rrtm, Dmap, and Dreduce from the
available information which will help in calculating the IO rate of map/reduce
task.
Mrtm run time for map task
Rrtm run time for reduce task
Dmap data read/written for map task
Dreduce data read/written for reduce task

Map IO rate; MI/O rate ¼ Dmap

Mrtm

ð3Þ

Reduce IO rate; RI/O rate ¼ Dreduce

Rrtm

ð4Þ

The ratio of the amount of input and output data generated by map/reduce task
depends on the type of workload. If the workload is CPU bound then it will
generate less data, while IO bound task generate more data than the disk band-
width. So to find the task CPU/IO bound, we need to compare MI/O rate and RI/O
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rate with Disk IO rate. We use formula 5 to calculate map IO rate and compare
with a Disk IO rate. If the Map IO rate is smaller than Disk IO rate the map task is
CPU bound otherwise the task is IO bound.

MI/O Rate ¼ Dmap

Mrtm

\Disk IO Rate ð5Þ

Formula 6 is used for finding the reduce task as CPU or IO bound. As we
discuss before, JobTracker first calculate reduce IO rate and compares it with the
Disk IO rate. If reduce IO rate is greater than the Disk IO rate then the task is IO
bound, otherwise the task is CPU bound.

RI/O Rate ¼ Dreduce

Rrtm

\Disk IO Rate ð6Þ

3.3 Capturing Resource Aware Scheduler

Figure 1 shows that after every heartbeat from the TaskTracker, JobTracker will get
the node resource usage information. Whenever new jobs are submitted by the user
to the JobTracker, it will be added to the queue and the sample of that job will be
executed on the TaskTracker. JobTracker will get resource requirement of job by
execution of sample map/reduce task on TaskTracker. Now master is having all
node resource status, job type/requirement which includes CPU and I/O require-
ment. So scheduler classifies the node into two types: CPU- and I/O busy node.
Then it starts placing the nodes to CPU-busy queue and I/O busy queue according to
their percentage of uses. The CPU-busy node queue contains the node in increasing
order of percentage of their CPU usage, while I/O busy node queue contains the
node in increasing order of their I/O rate. Therefore, scheduler is having two
separate queues of nodes and type of job i.e., CPU or I/O bound. Now scheduler will
assign tasks to TaskTracker according to node resource to job matching.

Algorithm 1 is used for matching job with node having valuable amount of
resources. Most important priority for scheduler is locality and requirement match.
After knowing that map task is CPU/IO bound, the scheduler will select the node
from the CPU/IO bound queue having less CPU/IO utilization to assign the task.
Before assigning the task, first it will check for local map slot and node having less
CPU/IO utilization. Secondly, if the slot is not local then it will be allocated to the
node having rack local map slot with less CPU/IO utilization. Finally, it will select
node containing nonrack local map slot having less CPU/IO utilization. The
scheduler will apply the same algorithm to reduce task for assigning task
to TaskTracker. In algorithm MT-CB represents the map task CPU bound while
RT-CB is reduce task CPU bound (Fig. 1).
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Algorithm 1: Task Placement Algorithm

1. For every heartbeat received from node n
2. Sort TaskTracker, TT in order of CPU, IO utilization
3. for Job in J do
4. run sample map, reduce of Job for IO,CPU requirement
5. if a slot is free then
6. ------------Place Mappers---------
7. if MT-CB
8. then
9. //place task on node from CPU node queue with less CPU utilization 
10. if(free slot in local node)
11. then 
12. run task t on n;
13. else if(free slot in Rack-local node)
14. then
15. run t on n;
16. else
17. run t on n(non rack local)
18. else
19. //place task on node from IO node queue with less IO rate
20. if(free slot in local node)
21. then 
22. run task t on n;
23. else if(free slot in Rack-local node)
24. then
25. run t on n;
26. else
27. run t on n(non rack local)
28. -----------Place Reducers-----------
29. if RT-CB
30. then
31. //place task on node from CPU node queue with less CPU Utilization
32. if(free slot in local node)
33. then 
34. run task t on n;
35. else if(free slot in Rack-local node)
36. then
37. run t on n;
38. else
39. run t on n(non rack local)
40. else
41. //place task on node from IO node queue with less IO rate
42. if(free slot in local node)
43. then 
44. run task t on n;
45. else if(free slot in Rack-local node)
46. then
47. run t on n;
48.
49.

else
run t on n(non rack local)

252 R.G. Mude et al.



4 Evaluation and Results

In this section, we test the performance of our scheduler and compare the result
with Hadoop native FIFO and Fair scheduler. We used two different scenarios to
test the performance of our scheduler. First scenario will check the performance
with heterogeneous cluster while in second case it considers homogeneous cluster.
We have used Hadoop 0.20.203 version for implementation of our capturing
resource aware scheduler. The workload used for testing the performance is
described first then the executions of the benchmarks on heterogeneous and
homogeneous cluster are shown.

Fig. 1 Capturing resource status for resource aware scheduler
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4.1 Description of Workload

Apache Hadoop contains inbuilt benchmarking and testing tools which are
used for testing the performance of Hadoop. From that we have chosen Teragen,
Terasort, wordcount, Grep, and Pi benchmark to test the performance. Terasort is
used for sorting the large collection of data while wordcount count the number of
words present in the file. Grep search the keyword in huge file and Pi benchmark
calculate the value of Pi for some random points.

We have two types of workload CPU and I/O bound. Terasort and Grep are I/O
bound while wordcount and Pi are CPU bound workload. First, we will execute
single job and evaluate the performance. Then we will mix the CPU and I/O bound
jobs and compare the performance with respect to heterogeneous and homoge-
neous cluster. Table 1 shows the combination of job that was executed on the
homogeneous and heterogeneous cluster.

4.2 Performance on Heterogeneous Cluster

First we test the performance of our scheduler with heterogeneous cluster for that
we have configured 7 node cluster. Table 2 gives the details about nodes in the
cluster.

Job Completion Time. The time required to execute job implies job com-
pletion time. First, we will execute single job and compare the performance of our
resource aware scheduler with FIFO, a Fair scheduler in overall job completion
time. We used two different benchmarks Teragen and random-writer for data
generation. Teragen is used to generate the numeric data which will be used for
performing Terasort while random-writer generates random text data which will be
used for performing wordcount and Grep benchmark. A second technique checks
the performance of our scheduler by running the mix of CPU, IO bound job on

Table 1 Combination of job Comb1 Wordcount (10 GB) + Pi (1,500) samples

Comb2 Terasort (10 GB) + Pi (1,500) samples

Comb3 Pi (1,500) samples + Grep (10 GB)

Comb4 Terasort(10 GB) + Grep (10 GB)

Table 2 Cluster node details No. of
system

Role CPU Ram
(GB)

Disk
(GB)

1 Master Core i7 4 250

4 Slave Core i7 8 250

1 Slave Core 2
duo

2 100

1 Slave Core i3 4 150
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heterogeneous cluster. And it compares their job completion time with respect to
other scheduler. Table 1 gives the details about combination of job that we ran on
different cluster.

Table 3 shows the result obtained after execution of single job having CPU or
IO bound nature. The result shows that our resource aware scheduler improves the
overall job completion time. Fair scheduler took more time to execute for Terasort.
On execution of Terasort benchmark, Fair scheduler assigns the reduce task to the
node which is having the less amount of resources. The results we have considered
here are the average execution time taken by the scheduler to execute the job. The
improvement increases with the size of data because time for classifying workload
for the small and large job is almost same. As scheduler needs to run the same
number of sample tasks for both jobs. Figure 2 shows the result obtained after
execution of combo of jobs. From the result, we can say that our scheduler
improves the performance with respect to FIFO and Fair Scheduler. For combo 2,
Fair scheduler takes more time than FIFO scheduler. As we have discussed, it is
due to execution of reduce tasks on the node which is having the less amount of
resources. The result shows that the average improvement of our scheduler with
respect to FIFO and the Fair is around 15–20 %.

4.3 Performance on Homogeneous Cluster

The second scenario checks the performance of our resource aware scheduler with
respect to homogeneous cluster for that we have constructed a cluster containing 5
nodes, each having a configuration of core i7 processor, 8 GB of Ram, and
250 GB disk space. Among the 5 nodes, one system acts as the master and other 4
nodes are slaves. Similar to heterogeneous cluster, we have validated the perfor-
mance of our scheduler in overall job completion time with single and combina-
tion of Job. Table 1 gives the details of combination of job.

Results from the Table 4 shows that our scheduler improves the performance
over other native scheduler while the enhancement is minimal as compared to
heterogeneous clusters. Figure 3 shows the improvement with respect to FIFO and
Fair scheduler. X axis represents combo of a job and the Y axis shows, job
completion time (in second). The improvement for our scheduler with respect to
homogeneous cluster is around 10 %.

Table 3 Average execution time for single job

Job Size (GB) FIFO FAIR RAWare

Terasort 1 2 min 45 s 3 min 14 s 2 min 15 s

10 28 min 20 s 34 min 0 s 25 min 19 s

Wordcount 5 24 min 10 s 23 min 15 s 21 min 20 s

10 44 min 47 s 42 min 3 s 41 min 18 s
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5 Conclusion and Future Work

In this paper, we have proposed a resource aware scheduler which takes into
account node resource status (CPU, IO), finds job requirement type, and then
allocates task to the TaskTracker. It classifies the job into two types: CPU and IO
bound and allocate jobs to the node having less CPU/IO utilization, respectively.
We have designed job placement algorithm which assigns tasks to local node first
and if the local node is busy then it will go for nonlocal node. The proposed
algorithm has been implemented on Hadoop 0.20.203 version and tested with a
benchmark on heterogeneous and homogeneous cluster. It is compared with FIFO,
Fair Scheduler and the results show that our scheduler improves in overall

Fig. 2 Job completion time in second (y axis) with respect to combination of job (x axis)

Table 4 Average execution time for single job

Job Size (GB) FIFO FAIR RAWare

Terasort 1 1 min 57 s 1 min 57 s 1 min 53 s

10 27 min 32 s 28 min 8 s 24 min 1 s

Wordcount 5 19 min 45 s 20 min 28 s 19 min 32 s

10 37 min 30 s 36 min 56 s 36 min 20 s

Fig. 3 Job completion time in second (y axis) with respect to combination of job
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execution time of MapReduce job. Also, it enhances Hadoop performance by
15–20 % with respect to heterogeneous cluster while around 10 % in homoge-
neous cluster.

We intend to enhance our work to consider the abstract requirement that will be
needed for the job which will help us to assign tasks to the node having a valuable
amount of resources. Moreover, we aim to take into account resources such as
usage of network bandwidth and the amount of power present in the nodes.
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Grid Computing-Based Performance
Analysis of Power System: A Graph
Theoretic Approach

Himansu Das, A.K. Jena, P.K. Rath, B. Muduli and S.R. Das

Abstract Electrical power grid is a complex network infrastructure. It is necessary
to design one infrastructure which can communicate and control the different grid
stations. Topological analysis provides the static properties of power grid, which
does not meet the real-time requirement of power grid. It is focused on only
physical significance of the power grid. By taking resistance as electrical
parameters to generate, one weighted graph which provides the different param-
eters of power grid. This paper compares the topological and electrical charac-
teristics of power grid. Topological analysis focuses on geographic distance rather
than electrical distance. It may mislead that topological analysis provides the
solution to the electrical power grid.

Keywords Grid computing � Power grid � Complex network � Topological
analysis � Electrical analysis
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1 Introduction

High-performance computing (HPC) is used to solve computational problems
which are not flexible to solve by using conventional computers owing to the huge
amount of processing power, network, and memory space requirements. Most of
the complex problems [1] such as World Wide Web, Internet, social interacting
species, neural network, chemical systems, and coupled biological systems are
solved by using topological analysis of graph. Though power system is a complex
network [2], it is necessary to go for topological analysis of power grid. Topo-
logical analysis is performed based on the physical significance like geographical
distance of the network structure of the graph. But it will ignore the electrical
properties of power grid such as resistance and impedance of the network. To
study the electrical connectivity of power grid, it is necessary to use electrical
distances rather than geographical distances. In topological analysis, the power
network is treated as the undirected graphs [3], where each node represents a bus
and connection between the different buses are represented by a dedicated con-
nection called edges of the grid network. It is important to note that in the physical
grid, these buses can have different electrical properties, like nodes are assumed to
be homogeneous. Physical length and electrical impedance are ignored in case of
topological analysis of the undirected graph representation. But in electrical
analysis, power grid network is treated as weighted graph. The weighs of the
corresponding edge represents the equivalent resistance of the connecting paths
between the different buses. This weighed graph is again converted to its equiv-
alent un-weighted graph by using reduced distance matrix principle. The goal of
this paper is to characterize the topological and electrical structure of the power
grid and evaluate the performance of electricity infrastructures.

In this paper, a framework for electric power systems has been presented that
employs the topological and electrical structure of power grid. A middleware
called GridGain [4] which is java-based has been employed in this paper. The rest
part of this paper is planned as follows, Sect. 2 reflects the graph theoretic model
of power grid. Section 3 provides the topological features of power network.
Section 4 provides the electrical analysis of power grid. Section 5 provides the
different parameters of topological and electrical analysis result of IEEE 14 bus
system. It also provides the comparative study between topological analysis and
electrical analysis of power grid. Section 6 concludes the paper.

2 Power System Model

We can represent power grid as a complex network, we build an un-weighted and
undirected graph [3] composed of nodes and edges. The number of node of the
graph is specified by N, the number of edges is m, the average nodal degree is hki,
the average shortest path length in hops is hli, Pearson degree correlation
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coefficient is p, the fraction of nodal degrees which is larger than the average nodal
degree seen at the end of the randomly selected link is r{ki [ k}. The incidence
matrix A having dimension m 9 N of the graph [3] contains N nodes and m links
that can be represented as

A ¼
1 If there is a direct path between i to j
�1 if there is a path between j to i
0 Otherwise

8
<

: ð1Þ

The Laplacian matrix L can be obtained as L = AT A with

Lði; jÞ ¼
�1; if there exists link i to j; for i 6¼ j
k; with k ¼ �

P
j 6¼i

L i; jð Þ; for j ¼ i

0; otherwise,

8
><

>:
ð2Þ

with i, j = 1, 2, …, N.

3 Topological Properties of Power Grid

To represent the power grid as a complex network, we build an un-weighted and
undirected graph [3] composed of nodes and edges. Using metrics from graph
theory and modern complex networks analysis, the results provide insight into the
properties of power grids, considering the topological and electrical information.
The goal is to characterize the topological structure of the power grids and
highlight implications for the performance of electricity infrastructures [5–7].

3.1 Complex Network Model to Analyze the Topology
of Power Grid

To study the power grids as a complex network, some simplifications are neces-
sary. There are numerous useful numerical measures [8] for graphs. These mea-
sures provide a useful set of statistics for comparing power grids with other graph
structures. The total number of links of any graph is m ¼ 1

2

P
i Lði; iÞ. The average

nodal degree can be represented as the average number of edges is connected to a
node. The average nodal degree is kh i ¼ 1

N

P
i Lði; iÞ. The degree of a node [8]

specifies the number of nodes adjacent to that node. The nodal degree vector is
determined by K = {k1, k2, k3, …, kN} = diagonal (L). The average node degree
can found at the end of a randomly selected edge is:
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�k ¼ ð2mÞ�1
X

ði;jÞ
ki þ kj

� �
¼ ð2mÞ�1

X

ðiÞ
k2

i

� �
¼

k2
� �

kh i ð3Þ

Then, the ratio r fk [�kg can be obtained as

r fk [ �kg ¼
fki; ki [ �kg
�� ��

1
N

ð4Þ

3.2 Degree Distribution

The degree of a node indicates the number of nodes adjacent to that node.
In degree distribution [3, 9], we can represent the global connectivity of the
network. Degree distribution describes the diversity of connectedness in a graph.
These networks tend to have extremely connected hubs, which can make the
network vulnerable to directed attack. The degree of node i in a graph with
adjacency matrix A is:

ki ¼
XN

j¼1

aij ð5Þ

3.3 Clustering Coefficient

The clustering coefficient [10], C, is a common metric that provides information
about the transitivity of a network; i.e., if two pairs of nodes, {x, y} and {y, z}, are
clustered, then there also exists an edge between nodes x and z. In that case, they
would form a cluster. C is defined as follows in terms of the coefficient Ci or the
individual clustering coefficient for each node.

CðGÞ ¼ 1
N

XN

i¼1

Ci ð6Þ

where the clustering of node i (Ci) is Ci ¼ kGðiÞ
sGðiÞ, kG ið Þ is the number of edges

between the neighbors of node i, sGðiÞ the total number of edges that could
possibly exist among the neighbors of node. For undirected graphs, sGðiÞ ¼
kiðki � 1Þ=2 is the node degree. The clustering coefficient for a random graph
network theoretically equals the probability of randomly selecting links from all

possible links is represented as C Rð Þ ¼ 2m
NðN�1Þ ¼

kh i
N�1.
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4 Electrical Properties of Power Grid

The topology of electrical power grids is similar to the complex networks.
However, the topological analysis ignores the electrical properties of power grids
and we need to represent metrics that capture the electrical structure of the power
grid. Here, we measure electrical properties of power grid in order to understand
the structure of power grids.

4.1 Resistance Distance Matrix

The connections between different components of the power grid depend on the
physical properties that govern current and voltage. The ‘Resistance Distance’
matrix provides an additional method for computing electrical distance [11] of the
power grid. Resistance distance provides the effective resistance between different
points in a network. The distance metric represents the active power transfers and
nodal phase angle. One way to analyze connectivity between components in an
electrical system is to look at the properties of sensitivity matrices. A power grid
network can be transformed into its corresponding impedance matrix. This matrix
forms the basis of power flow or load flow analysis and short circuit analysis. Here,
we will focus on the formulation of bus admittance matrix known as Ybus matrix
and bus impedance matrix called as Zbus matrix. The relationship between these
two matrices is Zbus = Ybus

-1.

4.2 Formation of Bus Admittance Matrix

By using Norton’s theorem in any electrical circuit, which can be formulated by a
current source IS with an equivalent admittance of YS. The relations between the
original system and the Norton equivalent system are represented as IS = VS/ZS

and YS = 1/ZS. Norton’s theorem is used for the formulation of the Ybus matrix.
The Ybus matrix is a sum of each elements of the kth column is Ykk. The electrical
resistance distance matrix [13] E is a simple way of measuring the electrical
connectedness of nodes within a power system. The matrix E can be defined as the
absolute value of the inverse of the system admittance matrix, i.e. E = |Y-1. To
obtain a node degree, equivalent measure of each node can be obtained by Ea. This
represents the sensitivity between voltage and current changes for any node with
respect to every other node in the network.

Ea ¼
Xn

b¼1
b 6¼a

Eab

n� 1
ð7Þ
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4.3 Un-weighted Reduced Resistance Distance Matrix

The resistance distance matrix E describes the amount of connectivity between all
pair of nodes in the system. Kirchhoff’s and Ohm’s laws provides the connectivity
among all nodes in the system, the graph is fully connected and weighted. The
reduced resistance distance matrix [12] R is a way of adapting E in such a way that
the resulting graph is equivalent in size to its un-weighted topological structure
representation. The m edges are replaced with the m smallest entries in the upper
(or lower) triangle of E. The result of graph G (n, m) and edges represents the
strong electrical connections rather than direct physical connections. The adja-
cency matrix of new graph (R) can be obtained as

R ¼ Rab ¼ 1 8Eab\t
Rab ¼ 0 8Eab� t

�
ð8Þ

where t is a threshold adjusted to produce exactly m links in the network.

5 Case Study and Results

This section presents the detailed methodology involved to present the topological
and electrical properties of IEEE 14 bus system and how a grid service is deployed
subsequently. The service efficacy has been demonstrated by means of a case study

Fig. 1 IEEE 14 bus system
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that considers the IEEE 14 power system as a test case. The IEEE 14 bus test case
[13] represents a portion of the American Electric Power System. The IEEE 14 bus
system is shown in Fig. 1. Table 1 shows the topological and electrical properties
of IEEE 14 bus system power grid as well as compares the each properties of
power grid. IEEE 14 power grid follows the exponential degree distribution.

6 Conclusion

In this paper, we have presented a number of results that characterize the topo-
logical and electrical structure of the power grid. Topological analysis focuses on
physical significance of the power grid-like geographical distance rather than
electrical distance. But in electrical analysis, different parameters such as resis-
tance and impedance are considered to analyze the different properties of power
grid network. Though different electrical parameters are considered in electrical
analysis, it will provide the better result than topological analysis of power grid.

References

1. Boccaletti, S., Latora, V., Moreno, Y., Chavez, M., Hwang, D-U.: Complex networks:
structure and dynamics. Phys. Rep. 424(4), 175–308 (2006)

2. Pagani, G.A., Aiello, M.: The power grid as a complex network: a survey. arXiv preprint
arXiv:1105.3338 (2011)

3. Wang, Z., Scaglione, A., Thomas, R.J.: Generating statistically correct random topologies for
testing smart grid communication and control networks. IEEE Trans. Smart Grid 1(1), 28–39
(2010)

4. GridGain: www.gridgain.com last accessed on 21 Feb 2014
5. Das, H., Roy, D.S.: A grid computing service for power system monitoring. Int. J. Comp.

Appl. 62 (2013)
6. Das, H., Panda, G.S., Muduli, B., Rath, P.K.: The complex network analysis of power grid: a

case study of the West Bengal power network. In: Intelligent Computing, Networking, and
Informatics, pp. 17–29. Springer India (2014)

Table 1 Comparison of topological and electrical structure of power grid

Comparison of topological and electrical parameters of IEEE 14 power grid

Parameters of power network Topological properties Electrical properties

Nodes (N) 14 14

Edges (m) 18 18

Average nodal degree hKi 2.5714 2.5714

Average shortest path hli 3.030612 1.367347

Diameter (D) 7 3

r{k [ k bar} 0.42857 0.1428

C (G) 0.35714 0.16224

C (R) 0.1978 0.1978

Grid Computing-Based Performance Analysis of Power System… 265

http://www.gridgain.com


7. Das, H., Mishra, S.K., Roy, D.S.: The topological structure of the Odisha power grid: a
complex network analysis. IJMCA 1(1), 012–016 (2013)

8. Wang, Z., Scaglione, A., Thomas, R.J.: On modeling random topology power grids for testing
decentralized network control strategies. In: 1st IFAC Workshop Estimation and Control
Network System (NecSys’ 09), Venice, Italy (2009)

9. Whitney, D.E., Alderson, D.: Are technological and social networks really different? In:
Unifying Themes in Complex Systems, pp. 74–81. Springer, Berlin (2008)

10. Wang, Z., Robert J. T., Scaglione, A.: Generating random topology power grids. In Hawaii
International Conference on System Sciences, Proceedings of the 41st Annual, pp. 183–183.
IEEE, 2008
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Investigation on Power Saving Mechanism
for IEEE 802.16m Networks in Mobile
Internet Traffic

A. Rajesh and R. Nakkeeran

Abstract In IEEE 802.16m networks, the existing power saving models (PSMs)
had been developed by assuming traffic as Poisson arrival with exponential
interarrival time or generalized traffic process. However, the mobile Internet traffic
presumes Pareto/Weibull arrival with Pareto interarrival time. The existing PSM
with this traffic causes frequent battery drain out at the mobile stations (MSs) with
inappropriateness of the sleep parameters. Hence, in this paper, a PSM is derived
for MS with mobile Internet traffic by considering the traffic parameters, namely
scaling, shaping and location or threshold. A combined power saving class (PSC)
is also suggested to improve the system performance with the developed PSM. The
effectiveness of the developed model is validated by means of numerical results.

Keywords Power saving class � IEEE 802.16m � Power saving model

1 Introduction

Power saving mechanisms by means of power saving classes (PSC) play a vital
role in the field of wireless communication. Although many power saving models
(PSMs) have been suggested for IEEE 802.16m networks [1], they suffer from
precise modeling of unique traffic pattern [2]. Besides, the traffic patterns vary for
real-time and non-real-time services. In particular, the power saving model using
Poisson arrival process is no longer compelling when the mobile Internet traffic
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patterns divulge long tail or heavy tail in their probability distributions [3]. In this
paper, an attempt is made to model the power saving mechanism for mobile
stations (MSs) with mobile Internet traffic. The need for such model is due to
frequent battery drain out by MSs with high-speed Internet connectivity.

With sleep-mode mechanism, the IEEE 82.16m defines three PSCs, namely
PSC-I for best effort and non-real-time services, PSC-II for real-time and unso-
licited grant services, and PSC-III for management-related services. The impor-
tance of determining the suitable values of sleep parameters such as minimum
sleep interval, Tmin and maximum sleep interval, Tmax, in PSC-I has been studied
in [4, 5] for Poisson-distributed traffic. Improper values of Tmin and Tmax will
reduce the performance of the system in terms of energy consumption and/or
medium access control (MAC) response delay. For a chosen set of Tmin and Tmax,
to optimize the sleep cycle of PSC-I, many techniques on combined PSC have
been proposed in the literature [6].

The main drawback of the existing combined PSC is that the number of listen
intervals is fixed (in terms of duration and position) between the sleep intervals.
Recently, modeling of inactivity timer with variable listen interval has been pro-
posed in [7] to determine the state transition conditions. Although many works
have been attempted with IEEE 802.16m power management, the data traffic
analysis over a decade reveals that the self-similar traffic with long-tailed patterns
are different from Poisson-distributed traffic. Therefore, the conventional power
saving mechanism with Poisson arrival and exponential interarrival has to be
revisited [4–8, 12, 13].

Although optimal power saving policies amid various non-Poisson distributions
such as lognormal distribution, gamma distribution, half-normal distribution,
generalized Pareto distribution, and Weibull distribution have been detailed in [9],
it does not suggest a power saving model for mobile Internet traffic. The rest of the
paper is organized as follows: The development of the proposed power saving
scheme is presented in Sect. 2. Results are discussed in Sect. 3, and concluding
remarks are given in Sect. 4.

2 Proposed Power Management for Mobile Internet
Traffic

2.1 Model Description

The power saving model is derived by formulating interarrival time of the mobile
Internet traffic model. The traffic flow interarrival time is defined as the difference
between two consecutive traffic arrivals. In case of mobile Internet traffic [10], if
the traffic arrival is assumed to trail Pareto or Weibull distribution, then the mean
interarrival time (kT) follows Pareto distribution and is obtained as follows:
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kT ¼
ab

a� 1
for a [ 1 ð1Þ

kT ¼
b

a� 1
for a [ c ð2Þ

where a is the shaping parameter, b is the scaling parameter, and c is the location
or threshold parameter. The location parameter can be given as the ratio of scaling
parameter to the shaping parameter. From [10], the probability density function
(pdf) for mobile Internet traffic is represented by

f t ¼ TONð Þ ¼ a1b1tb1�1e�a1 tb1 a1 [ 0
b1� 0

ð3Þ

f t ¼ TOFFð Þ ¼ a2b
a2
2

b2 þ tð Þa2þ1 ð4Þ

where a1 and a2 denote the shaping parameter during the ON period and OFF
period, respectively. Also, b1 and b2 refer to the scaling parameter during the ON
period and OFF period, respectively. The cumulative distribution function (CDF),
over a given interarrival time (tia), can be defined in terms of pdf, denoted by
FtiaðtÞ ¼ Pr tia� t½ �, which corresponds to

R t
0 ftiaðtÞ dt. The expected value of the

number of sleep cycles or energy consumption or response delay over the inter-
arrival time is given by

Pþ1
t¼�1 t Pr tia ¼ t½ �. Consequently, FtiaðtÞ is derived as

FtiaðtÞ ¼
1� 1þ b�c a�1ð Þ

a�1

� �
=b

� �n o�a
a [ c

0 otherwise

(
ð5Þ

Let NS denote the number of sleep intervals before the MS enters into the wake
mode, i represent the monitor period, Ti correspond to the duration of the ith sleep
interval, L denote the duration of the listen interval, and Ti + L stand for the
duration of the sleep cycle. Then, the length of the sleep interval given in [5] can
also be represented as follows:

Ti ¼ min 2i�1Tmin; Tmaxð Þ; if 2i�1Tmin\Tmax

Tmax; if 2i�1Tmin� Tmax

�
ð6Þ

The awakening from sleep mode can be initiated either by MS or by BS and
therefore known as mobile station initiation of awakening (MIA) and base station
initiation of awakening (BIA). The probability that there is only one BIA can be
calculated as follows:
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Pr BIA ¼ Trueð Þ ¼ Pr 0\
NS

Ti þ L
� 1

� �

¼ Pr 0\ NS� Ti þ L½ �
¼ 1� 1þ Ti þ Lð Þ � cð Þ=bð Þf g�a

ð7Þ

Therefore, the probability that there is at least one initiation of awakening in the ith
sleep cycle can be obtained through

Pr NS ¼ ið Þ ¼ Pr i� 1ð Þ\ NS

Ti þ L
� i

� �

¼ Pr i� 1ð Þ Ti þ Lð Þ\NS� i Ti þ Lð Þ½ �

¼ 1þ
Xi�1

j¼1

Tj þ L
� �

� c
� �

=b

 ! !�a

1� 1þ Ti þ Lð Þ � cð Þ=bð Þf g�að Þ

ð8Þ

where the probability of arrival follows type II Pareto distribution and the prob-
ability that there is no BIA is described as follows:

P BIA ¼ falseð Þ ¼ 1þ Ti þ Lð Þ � cð Þ=bð Þf g�a ð9Þ

The mean or expected number of sleep cycles (E[NS]) can be given as the product
of number of monitor intervals and the initiation of awakening. From Eqs. (6) and
(8), the E[NS] for mobile Internet traffic model would be

E NS½ � ¼
X1

i¼1

iPrðNS ¼ iÞ

¼ Pr ðNS ¼ 1Þ þ
X1

i¼2

iPrðNS ¼ iÞ

¼ 1� 1þ Ti þ Lð Þ � cð Þ=bð Þf g�að Þ þ
X1

i¼2

i 1þ
Xi�1

j¼1

Tj þ L
� �

� c
� �

=b

 ! !�a

1� 1þ Ti þ Lð Þ � cð Þ=bð Þf g�að Þ
ð10Þ

Since the power management with downlink traffic is alone considered in this
paper, only BIA exists and there is no MIA from sleep mode to wake mode.
Hence, the mean energy consumption with BIA can be derived as follows:
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E c½ � ¼
X1

i¼1

Xi

m¼1

TmES þ LELð Þ
 !

1þ
Xi�1

j¼1

Tj þ L
� �

� c
� �

=b

 ! !�a

1� 1þ Ti þ Lð Þ � cð Þ=bð Þf g�að Þ
ð11Þ

where ES and EL denote the energy consumption in sleep interval and energy
consumption in listen interval, respectively. The mean response delay (E[r]) with
BIA can be estimated as follows:

E r½ � ¼
X1

i¼1

Ti þ Lð Þ=2ð Þ

1þ
Xi�1

j¼1

Tj þ L
� �

� c
� �

=b

 ! !�a

1� 1þ Ti þ Lð Þ � cð Þ=bð Þf g�að Þ

ð12Þ

By comparing the developed E[NS], E[c], and E[r] with reference to that in [5], one
could infer that the duration of the sleep cycle is not an integer multiple of arrival
rate. Nevertheless, it is inversely proportional to the scale parameter (b) and to the
power of the shape parameter (a).

2.2 Combined PSC

The motivation toward a heuristic combined PSC is to apply the amendments of
IEEE 802.16m standard which specifies that the duration of the listen interval of
PSC-I may be varied and extended as long as the BS has packets buffered for any
of its MS. However, assigning the minimum and maximum duration of the listen
intervals over a given sleep cycle remains critical as the power saving specification
updates from the BS may not impart the current energy state and traffic condition
of individual MS. Hence, in order to reduce the response delay with low energy
consumption, a heuristic power saving mechanism is suggested by combining the
sleep cycles of PSC-I and PSC-II [11].

In addition, the combined PSC can be updated by the MS at any point of time
without terminating the normal sleep-mode operation. The duration of sleep
interval is made cyclic after reaching 512 ms (1,024 ms) with binary exponential
increment. This process ensures the occurrence of more number of listen intervals
and thus reduces the response delay than the sleep cycle of existing PSC algorithm.
However, the illustration shown in Fig. 1a repeats after 8 ms due to space con-
straints. To reduce the energy consumption with reduced response delay, the
integration of PSC-I and PSC-II is attempted. The duration of sleep interval in
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PSC-II is chosen as 4 ms (shown in Fig. 1b) for illustration. Amalgamation of
PSC-I and PSC-II is accomplished by retaining the listen intervals of both PSCs
and maintaining the sleep interval of PSC-I. After merging, it is observed that the
number of listen intervals increases with the resultant PSC as illustrated in Fig. 1c.

Algorithm 1: Pseudo-code of the combined PSC scheme
Initialize: Tmin, Tmax, L, T2
Sleep_Mode (Tmin, Tmax, L, T2) {

TPSC-II = generate_fixed (T2, L);
TPSC-I = cyclic_binary_exp (Tmin, Tmax, L);
Tapp = append (TPSC-I, TPSC-II);
Tsca = scale_listen (Tapp);
TPSC-CB = position_listen (Tsca);}

Update: Tcurrent = TPSC-CB;

Fig. 1 Illustration of the proposed combined PSC (S timeslot—represents the duration of sleep
interval, L timeslot—represents the duration of listen interval, and T2 timeslot—represents the
duration of sleep interval in PSC-II). a PSC I using cyclic binary exponential (CBE) with
Tmin = 1 ms, Tmax = 8 ms and L = 1 ms.b PSC II with T2 = 4 ms and L = 1 ms. c Conventional
combined PSC I. d Proposed power saving mechanism
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Therefore, the proposed PSC system is derived by summing the number of
listen intervals, which is then downscaled by a factor of 2. The number of listen
intervals between PSC-I and PSC-II is summed by referring the listen interval of
PSC-I which in turn depends on the listen interval position of PSC-II. Once the
final value of sleep interval is derived, the next challenging task is to position the
listen interval. The listen interval is positioned by referring the listen interval of
PSC-II (refer Fig. 1d). The pseudo-code for the combined PSC is shown in
Algorithm 1. The Tapp is the resultant sleep cycle of PSC-I and PSC-II. The sleep
cycle after scaling is denoted as Tsca, and the absolute combined sleep cycle is
represented as TPSC-CB. Since the position of listen interval in the proposed PSC is
placed with reference to PSC-II, it is robust to delay sensitive traffic with increased
interarrival time.

3 Performance Evaluation

To evaluate the performance of the IEEE 802.16m system with proposed power
saving mechanism, numerical studies are conducted using MATLAB 2010a sim-
ulator. The results are obtained by averaging over 15 runs, and each run is repeated
for 105 iterations. The MAC parameters are configured in accordance with the
standard discussed in [1]. Figure 2 illustrates the average number of sleep intervals
at the MS for different values of Tmin and Tmax. The performance is compared
between using existing PSC-I algorithm and proposed combined PSC algorithm.
The number of sleep intervals of the developed PSM with existing PSC algorithm

Fig. 2 Average sleep intervals as a function of interarrival time with PSC using existing PSC-I
(dotted lines) and proposed combined PSC (solid lines)
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keeps on decreasing until an interarrival time of 16 ms and then starts to increase.
It is observed that the number of sleep intervals with the combined PSC increases
with the increase in the interarrival time.

However, this response is reduced beyond interarrival time of 64 ms for Tmin

and Tmax of 8 and 512 ms, respectively. Considering the reduced number of sleep
intervals observed for the chosen Tmin and Tmax in both algorithms, it is noted that
the combined PSC shows an improvement of 80.85 % compared to the existing
PSC algorithm. This reduction in the number of sleep intervals with combined
PSC would have resulted because of appropriate scaling and positioning of listen
intervals between the sleep intervals. Although a heuristic means of scaling the
sleep and listening intervals is attempted, the combined PSC is effective only if it
guarantees the response delay with reduced energy consumption. Figure 3 reveals
the response delay for various values of Tmin and Tmax. It is observed that the
response delay with existing PSC-I algorithm decreases as the duration of inter-
arrival time increases from 1 to 8 ms. However, the response delay drastically
increases beyond 8 ms.

Despite the response delay increases linearly with combined PSC, the mean
response delay is less compared to existing PSC-I algorithm. From the grid, it is
understood that the existing PSC with the set of value of Tmin and Tmax (1 and
64 ms) exhibits a mean delay of 3.8829 ms. On the other hand, the combined PSC
shows a response delay of 0.8006 ms for Tmin = 8 ms and Tmax = 512 ms. Thus,
the combined PSC exhibits an improvement of 79.38 % than the existing PSC-I
algorithm. The energy consumption of the MS is shown in Fig. 4 for different
values of Tmin and Tmax. It is observed that the trend of energy consumption
follows the profile of response delay.

A mean energy consumption of 4.3832 mW is noticed in existing PSC-I
algorithm for Tmin = 1 ms and Tmax = 64 ms. On the other hand, in the case of

Fig. 3 Average frame response time (delay) as a function of interarrival time

274 A. Rajesh and R. Nakkeeran



combined PSC for Tmin = 8 ms and Tmax = 512 ms, the mean energy consump-
tion is reduced to 1.1718 mW. This leads to an improvement of 73.26 % compared
to the system with existing PSC-I algorithm. Though the minimum and maximum
sleep intervals with proposed combined PSC are higher than existing PSC-I, the
former performs better than the latter due to heuristic scaling of listen intervals that
limit frequent retransmission attempt by the MS.

4 Conclusion

In this paper, a power saving model is developed for mobile Internet traffic that
exhibits varied interarrival time. The model is evaluated with existing PSC-I and
combined PSC algorithm. The proposed model along with the combined PSC
allows the MS to conserve a considerable amount of energy with reduced delay
due to appropriate scaling of listen and sleep intervals.
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Hybrid Edge Detection-Based Image
Steganography Technique for Color
Images

Deepali Singla and Mamta Juneja

Abstract Steganography, Greek meaning covered writing, is a branch of infor-
mation security which hides the existence of important information in order to
prevent any unauthorized access. The number of image steganography techniques
has been proposed so far to achieve the goals of steganography, i.e., high payload,
less imperceptibility, and more robustness. In this paper, we are proposing a new
steganography technique for colored image (i.e., RGB images). The proposed
scheme has taken into consideration the property that more information can be
hidden into the contrast areas rather than in the bright areas. This scheme makes
the use of hybrid edge detector, i.e., combination of fuzzy and canny edge detector.
After detecting edges, embedding is done accordingly. The proposed scheme
achieves all the three goals of steganography appropriately.

Keywords Adaptive LSB � AES � Fuzzy edge detector � Stego image

1 Introduction

Steganography, Greek meaning covered writing, is a branch of information
security which hides the existence of important information in order to prevent any
unauthorized access [1]. There are number of innocent media used by the stega-
nography, e.g., text, signals, videos, and images [1]. Basic mechanism of image
steganography is as shown in Fig. 1.
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This paper is organized as follows: Sect. 2 describes the newly proposed image
steganography technique. Section 3 describes the results and discussion of the
newly proposed technique. Section 4 presents the conclusion and future scope.

2 The Proposed Method

The literature survey conducted from [2–12] we have concluded that more data
can be hidden in the edge areas rather than in the smooth areas. In the proposed
method, we are using a hybrid edge detector which is a combination of canny edge
detector [12] and the fuzzy edge detector [13]. Now, for edge pixels, 4 bits of
green channel and 8 bits of blue channel are replaced with secret message bits. For
smooth area pixels, adaptive LSB-based technique is used which is based on Kekre
2009 [14] algorithm. Embedding is done on the basis of Table 1.

2.1 Steganography Algorithm at Sender End

At sender end, cover image is given as the input and stego image is taken as
output. The stego image will be obtained by following below given steps (Fig. 2).

2.2 Extraction at Receiver End

At receiver end, stego image is received and it is considered that cover image is
present at both ends. For extracting the message at receiver end, reverse procedure
is followed to obtain the secret message.

Adaptive LSB technique used in embedding is as given below:

Embedding 
Algorithm

Extraction 
AlgorithmMessage

Cover
Stego Message

Fig. 1 Basic mechanism of steganography [1]

Table 1 Adaptive embedding in smooth areas

Pi_red Pi_blue Pi_green Utilized bits

255–240 255–240 255–240 Green 4 bits blue 8 bits

239–224 239–224 239–224 Green 3 bits blue 7 bits

223–192 223–192 223–192 Green 2 bits blue 6 bits

191–0 191–0 191–0 Green 1 bits blue 5 bits
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3 Experimental Results

The above-proposed technique based on hybrid edge detector is analyzed in this
section. The following table shows the results of applying different edge detectors
used in these techniques. For analyzing the performance of the different stega-
nography techniques, we use two parameters, i.e., peak signal-to-noise ratio
(PSNR) and mean square error (MSE). On the basis of these parameters, we are
comparing our method with the hybrid-edged approach explained in [8] and with
the performance of other basic edge detector-based steganography using 6 bits of
edge pixel and 2 bits of smooth pixel. The following table shows the performance
of these different techniques and our proposed method (Tables 2 and 3).

Is Edge 

Pixel? 

Use 1-4-8-
LSB embedding

Use Adaptive 
LSB embedding 

Cover Image (I) Hybrid 
Edge Detector

AES Encryption Embedding 
in Edge image

Message (M) M’ 

Edge Image

Stego Image (I’)

YesNo

Fig. 2 General mechanism of embedding at sender end

Table 3 Comparison of the different methods with proposed technique for temple image

Methods
parameter

Sobel Prewitt Robert Gaussian Canny Hybrid Proposed
method

MSE 14.726 14.658 10.252 22.061 25.601 45.365 11.344

PSNR 36.44 36.47 38.02 34.69 34.04 31.56 48.24

Table 2 Comparison of the different methods with proposed technique for Lena image

Methods
parameter

Sobel Prewitt Robert Gaussian Canny Hybrid Proposed
method

MSE 9.855 9.279 8.514 14.659 17.999 32.751 12.455

PSNR 38.19 38.45 38.82 36.46 35.57 32.97 46.68
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4 Conclusion

The proposed method is a hybrid approach using hybrid edge detector, 1–4–8 LSB
technique, and adaptive LSB technique. The proposed method is working on the
principal that more number of bits can be embedded in contrast area than in
brighter areas. The proposed method has achieved desirable quality with high
capacity. The proposed method is prone to many attacks as it has achieved a high-
quality stego image.
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Haze Removal: An Approach Based
on Saturation Component

Khitish Kumar Gadnayak, Pankajini Panda and Niranjan Panda

Abstract Outdoor images those are taken under bad weather conditions are
basically degraded by the various atmospheric particles such as smoke, fog,
and haze. Due to the atmospheric absorption and scattering phenomena while
capturing the images, the irradiance received by the camera from the scene point is
attenuated along the line of sight. The incoming light flux is attenuated with the
light from all other directions called the airlight. Due to this reason, there is a
resultant decay in the color and the contrast of the captured image. Haze removal
from an input image or dehazing of an image is highly required so as to increase
the visibility of the input image. Removing the haze layer from the input hazy
image can significantly increase the visibility of the scene. The haze-free image is
basically visually pleasing in nature. The paper focuses on the haze removal
process by considering the HSI color model of an image instead of RGB color
space. In the HSI color model, the saturation component describes the contrast of
an image. From the saturation component, it is possible to estimate the trans-
mission coefficient or the alpha map, and from this, a haze-free image can be
recovered which has the better visibility than that of the captured hazy image.

Keywords Scattering � Airlight � Attenuation � Haze � Saturation � Image
modeling � Transmission coefficient
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1 Introduction

Images of outdoor scenes are basically degraded due to the presence of atmo-
spheric particles. Due to the atmospheric absorption and scattering of these par-
ticles, irradiance received by the camera from the scene point is attenuated along
the line of sight. The incoming light flux is blended with the light from all other
directions called the airlight [1]. The degradation of the image is variant in nature,
and due to this degradation, there is a resultant decay in the color and the contrast
of the captured image. Haze removal is one of the challenging tasks because the
haze is dependent on the unknown depth, and this problem is under constrained if
the input is a single image. Therefore, many algorithms have been demonstrated
using multiple images or some additional information. Polarization-related
methods [1] remove the haze effect by considering two or more images with
different degree of polarization. In Narasimhan and Nayar [2–4], more constraints
are obtained from multiple images of the same scene or image under different
weather conditions (Fig. 1).

In a computer vision, the widely used model for the formation of hazy images is
given as:

I xð Þ ¼ t xð Þ � J xð Þ þ 1� t xð Þð Þ � A ð1Þ

where x indicates the position of the pixel, I is the observed hazy image, J is the
scene radiance which is the haze-free image that is to be restored, A is the global
atmospheric light, and t is the medium of transmission describing the portion of the
light that is not scattered and reaches the camera. The transmission has a scalar
value ranges from 0 to 1 for each pixel, and the value indicates the depth of the
information of the scene objects directly.

Fig. 1 Haze formation model
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2 Literature Survey

Schechner et al. [1] paper describes the image formation process considering the
polarization effect of atmospheric scattering and inverting the process is required
to get a haze-free image. The input image is basically composed of two unknown
components; one is the scene radiance in the absence of the haze and the airlight.

Tan [5] proposed single image dehazing method which is based on the optical
model and is given as

I xð Þ ¼ L1q xð Þe�bd xð Þ þ L1ð1� e�bd xð ÞÞ ð2Þ

This proposed approach is based on the assumption that the clear day images
have high contrast as compared to the images those are affected by the bad
weather. Relying upon this assumption, Tan removed the haze by maximizing the
local contrast of the restored image.

Fattal’s [6] single image dehazing approach based on refined image formation
model that relates to the surface shading and the transmission function. Fattal
grouped the pixel belonging to the same surface having the same reflectance and
the same constant surface albedo, and he proposed independent component anal-
ysis method to determine the surface shading and the transmission.

He et al. [7] dark channel prior is a single image dehazing approach which is
based on the statistic approach of the outdoor haze-free image. This approach
describes most local regions that do not cover the sky in a haze-free image; some
of the pixels have very low intensity in at least one color (RGB) channel and such
pixels are known as dark pixels. In the captured hazy images, these dark pixels are
used to estimate the haze transmission. After estimating the transmission map for
each pixel, and then by combining the haze imaging model and soft matting
technique it is possible to recover a high quality haze-free image.

Ancuti et al. [8] describes the dehazing approach which is based on the fusion
strategy that is derived from the original hazy image inputs by applying a white
balance and contrast-enhancing procedure. The fusion enhancement technique
estimates perceptual-based qualities known as the weight maps for each pixel in
the image. These weight maps control the contribution of each input to the final
obtained result.

Chu et al. [9] paper is based on the concept that the degradation level affected
by the atmospheric haze is basically dependent on the depth of the scene. Pixel in
each of the part of the image tends to have the similar depth. Based on these
assumptions, the given is segmented into different regions. After segmentation, the
transmission map is estimated for each region and the transmission map is refined
using soft matting [10].

Xie et al. [11] paper describes the implementation of multiscale retinex algo-
rithm on the luminance component in YCbCr space of input image to get the
pseudo-transmission map. The input hazy image has been transformed from RGB
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color space to YCbCr space, and then, by using the multiscale retinex algorithm,
better haze-free image is recovered.

In our survey work, we have gone through various haze removal algorithms
[12] which focus on the information regarding to get a haze-free image which
improves the performance of the scene visibility in the hazy images.

3 Haze Removal Approach

Both the RGB and HSI color models are widely used in image processing appli-
cations. The HSI color model describes the hue, saturation, and intensity com-
ponents where the hue describes the pure color, saturation component gives the
measure of white light added to the pure color, and the intensity describes the
brightness of the pixels in an image. The equivalent relationship between the HSI
color model and the RGB color model is described as follows:

H ¼ cos�1
R�Gð Þþ R�Bð Þ½ �

2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R�Gð Þ2þ R�Bð Þ G�Bð Þ

p
� �

S ¼ 1� 3
ðRþGþBÞ ½min R;G;Bð Þ�
I ¼ ðRþGþBÞ

3

8
>>><

>>>:
ð3Þ

According to the equivalent relationship of HSI and RGB model and from the
equation of haze formation model, it can be stated as follows:

HIðxÞ ¼ HJðxÞ
SIðxÞ ¼ t xð Þ IJðxÞ

IIðxÞ SJðxÞ
II xð Þ ¼ t xð ÞIJ xð Þ þ 1� t xð Þð ÞA

8
<

: ð4Þ

In this, HI, SI, and II are the hue, saturation, and the intensity components of the
observed hazy image and HJ, SJ, and IJ are the hue, saturation, and the intensity
components of the haze-free image. The hue component of the original haze-free
image is not affected by the haze and remains unchanged. But the saturation
component is affected according to this above equation. The haze degrades the
saturation component of the image, and the intensity component is also affected by
the haze as defined in the Eq. (4). For the saturation layer,

t xð ÞIJ

II
¼ tðxÞIJ

t xð ÞIJ þ 1� t xð Þð ÞA � 1 ð5Þ

From this, it can be observed that SI � SJ . Hence for a real scenario, the haze
does not affect the hue of the image, but it degrades the saturation and the intensity
channel of the original image.
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4 Proposed Formulation

Markov random field theory is a probabilistic theory and is used in labeling to
establish probabilistic distribution of interacting labels. Let F ¼ fF1;F2; . . .;Fmg
be a family of random variables defined on the set S in which each random variable
Fi takes a value fi in label set L. The family F is called a random field.

The optimization algorithms are used to either maximize or minimize the given
objective function. The two optimization algorithms iterated conditional mode
(ICM) and simulated annealing (SA) are basically used for image restoration as a
basic objective functions. The basic objective function to be minimized is given as:

E fð Þ ¼
X

i;j

Yi;j � bYi;j

� �2
þ k

X

i;j

X

i0;j02Ni;j

fi;j � fi0;j0
� �2 ð6Þ

where Y is the observed RGB image and bY is the RGB image formed as:

bY ¼ a � X þ 1� að Þ � A ð7Þ

where X = HSI_to_RGB ðHinitSinitIinitÞ and A is airlight vector.
Approaching Method 1: (Estimation of saturation by assuming original inten-

sity to be known) For this formulated approach, as there is one unknown, i.e.,
saturation of the original image is to be estimated, local minimization algorithm
ICM is used for one unknown.

The basic objective function to be minimized is:

E fð Þ ¼
X

i;j

Yi;j � bYi;j

� �2
þ k

X

i;j

X

i0;j02Ni;j

fi;j � fi0;j0
� �2 ð8Þ

Approaching Method 2: (Estimation of both saturation and intensity) For this
formulated approach, as there are two unknowns are to be estimated, global
minimization algorithm SA is used for two unknowns (i.e., double simulated
annealing).

The basic objective function to be minimized is:

E fð Þ ¼
X

i;j

Yi;j � bYi;j

� �2
þ k1

X

i;j

X

i0;j02Ni;j

fi;j � fi0;j0
� �2

þ k2

X

i;j

X

i0;j02Ni;j

fi;j � fi0;j0
� �2

ð9Þ
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5 Experimental Result

Single SA is basically used for single unknown problem. In the experimental work
from the original Lena color image, synthetic hazy image has been obtained. By
assuming the intensity of the original image, the saturation has been estimated, and
from this, a haze-free image has constructed (Figs. 2, and 3).

Double SA is basically used for two unknown problems. In this, from the input
mandrill image, synthetically a hazy image has been formed. Using double SA,
both the saturation and intensity components have been estimated, and after cor-
rect estimation of both saturation and intensity, the original image has been
reconstructed.

6 Discussion

In this paper work, we have proposed an approach for a single haze removal
process. We have observed that for a real case scenario, the hazy image captured
under a bad weather condition has less contrast as compared to the haze-free
image. Therefore, in this paper, we have considered the RGB color space as well

Fig. 2 Haze removal. a Input Lena image. b Hazy image. c Reconstructed images using ICM.
d Using single SA

Fig. 3 Haze removal. a Input mandrill image. b Hazy mandrill image. c Reconstructed image
using double simulated annealing
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as the HSI color space in which the saturation component gives the measure of
contrast and intensity component gives the color description. In order to estimate
the transmission coefficient, it is necessary to estimate the correct saturation and
the intensity values. After estimating the correct alpha map, we have able to
reconstruct the recovered haze-free image from a synthetic hazy image where we
have assumed that the airlight is to be known.
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Biomedical Image Registration Using
Genetic Algorithm

Suraj Panda, Shubhendu Kumar Sarangi and Archana Sarangi

Abstract This paper focuses on the state-of-the-art technology which is useful for
medical diagnosis and proper treatment planning. Using this scheme, different data
formats such as MRI (magnetic resonance image), CT (computed tomography),
PET (positron emission tomography), and SPECT (specialized positron emission
tomography) of the same patient can be registered. These medical images provide
complementary information which is conflicting occasionally due to nonalignment
problem. However, the registered image provides more information for medical
personals. In the registration process, images are aligned with each other and the
size of the object is made equal. So in this process, the nonaligned image is
transformed with respect to the reference image. Here, we have registered the
biomedical images by maximizing the mutual information. Genetic algorithm
(GA) is used to optimize rotation, scaling and translation parameters. Results
presented reveal the suitability of the proposed method for biomedical image
registration.

Keywords Biomedical image registration � Mutual information � Genetic
algorithm
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1 Introduction

Medical images are captured from different sensors at different time and at dif-
ferent view point. Nonalignment of images are seen due to various reasons like
calibration and setup errors of different scanning machines, respiratory, and car-
diac motion of the patient. Different scanners have different scan geometry such as
slice position, orientation, magnification, and thickness. Thus, images taken from
different scanners are different and needs registration. By image registration [1, 2],
one dataset is mapped onto another which involves establishment of a coordinate
transformation relating the native coordinate system of the two datasets. One
image is taken as the reference image, and the other image is transformed with
respect to the reference image.

Registration can be achieved by maximizing the mutual information. Ana-
tomical regions may appear with different relative intensities in different modal-
ities, but these intensities are highly co-related. When images are correctly
registered, its joint entropy is highly peaked and when misregistered, it spreads
out. Peaked vs. spread out nature is expressed formally in terms of entropy of the
distribution. Mutual information is defined in terms of entropy, and expresses the
degree to which one image’s intensities can be predicted given knowledge of the
other, similar to correlation but more informative [3, 4]. Recently, mutual infor-
mation-based approaches for biomedical image registration are gaining popularity
among its clan [5, 6]. This has motivated us to investigate an efficient method for
biomedical image registration using GA [7].

Genetic Algorithms are search algorithms which are inspired by evolution.
They combine survival of the fittest among string structures with a structured yet
randomized information exchange. GA is a computational model which optimizes
functions. GA works with coded variables which discretizes the search space even
if the function is continuous [7]. As GA uses randomized operators, it improves the
search space in an adaptive manner. The programmer provides the function to be
evaluated and the individual score determines how efficiently the task is performed
by them. Based on their fitness values, the individuals are selected. Higher is the
fitness value, greater is the chances of being selected. GAs are different from
traditional methods in the sense that (i) GA works with a coding parameter set, not
the parameter themselves; (ii) GA search from a population of points, not a single
point; (iii) GA uses objective function information to maximize or minimize; and
(iv) GA uses probabilistic transition rules, not deterministic rules.

In this paper, GA is used to optimize all three parameters rotation, scaling, and
translation required for registration. The presented idea is simple yet interesting.
Biomedical image registration results are produced to reveal the suitability of this
proposed algorithm.
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2 Methodology

2.1 Mutual Information

It carries the statistical dependence, which is the information that one image
carries about the other [4, 6]. Let A and B are two images, then the mutual
information I(A, B) is defined as:

I A;Bð Þ ¼
X

a;b

pAB a; bð Þ log
pAB a; bð Þ

pA að ÞpB bð Þ

I A;Bð Þ ¼ H Að Þ þ H Bð Þ � H A;Bð Þ

where PA(a) and PB(b) are the marginal probability distribution, and PAB(a, b) is
the joint probability distribution.

H(A) and H(B) are individual entropies, and H(A, B) is Joint entropy.
The joint probability distribution can be calculated as pAB a; bð Þ ¼ h a;bð ÞP

a;b
h a;bð Þ pA að Þ

¼
P

b pAB a; bð Þ and pB bð Þ ¼
P
a

pAB a; bð Þ where h(a, b) is the joint histogram.

Joint histogram is calculated by using following steps:

• Calculate the h = individual histogram ha and hb

• Initialize the joint histogram to zero that is h(i, j) = 0
• Calculate the intensity partition numbers a and b to A and B, increment h(a,

b) Then calculate
P

i;j h i; jð Þ

During registration procedure, it is needed to coincide the grid points of the
nonaligned image with the reference image. Thus, maximization of mutual
information or minimization of the mutual entropy is carried out in this work.

2.2 Optimization Using GA

Here we present the proposed method for optimization of different parameters
using GA.

In Fig. 1, the structure of a chromosome is represented. The chromosome contains
28 bits out of which 8-bits are reserved for rotation ‘R,’ 8-bits for scaling ‘S,’ 12-bits
for translation ‘T.’ Again, out of 12-bits for translation, 6-bits are reserved for
translation along x-axis ‘Tx’ and other 6-bits for translation along y-axis ‘Ty’ (Fig. 2).

R S T

Tx Ty 

 8-bits 8-bits 6-bits 6-bits

Fig. 1 Chromosome structure
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Fig. 2 Flow chart for biomedical image registration using genetic algorithm
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Parameter setting:

• Population size = 100
• Maximum generations = 30
• Length of chromosome = 28 bits (Binary encoded)
• Crossover = 80 %
• Mutation = 2 %

Different parameters used for implementing GA are shown below.

3 Results and Discussions

The new algorithm is implemented in MATLAB. MRI images are considered for
this experiment [8–12]. Note that size of the aligned and nonaligned images is
same.

As shown in Figs. 3, 4, 5, 6, and 7, the nonaligned and reference images of
same size are taken and registered using genetic algorithm. Actual values of ‘R,’
‘S,’ and ‘T’ are displayed in Table 1. The optimum values of ‘R,’ ‘S,’ and ‘T’
obtained after 30 runs are displayed in Table 2. Note that ‘+’ sign refers to an
anticlockwise rotation while ‘-’ sign refers to a clockwise rotation.

The use of GA for biomedical image registration is quite justified from the
experimental results. This method may be well suited for clinical applications.
Proper diagnosis and treatment planning may be possible for head CT, MRI, and
PET images [11, 12].

Fig. 3 a MRI brain images (Reference images), b PET brain images (Nonaligned images h =
-15�), and c registered images
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Fig. 4 a MRI brain images (Reference images), b PET brain images (Nonaligned images
h = 22�), and c registered images

Fig. 5 a MRI brain images (Reference images), b PET brain images (Nonaligned images
h = 18�), and c registered images

Fig. 6 a MRI brain images (Reference images), b PET brain images (Nonaligned images
h = -33�), and c registered images
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4 Conclusion

We have proposed an effective evolutionary algorithm for biomedical image
registration. Here, mutual information is maximized effectively using GA. In this
work, we also handle low-texture information very wisely. The initial parameters
have been chosen efficiently to get the accurate result. The reference image and the
registered image are now ready for fusion. One can extract more information from
the fused images, which will be investigated in the future work. The optimization
of parameters using other evolutionary computation techniques such as bacteria
foraging optimization and Cuckoo search algorithm may be investigated in the
future work.

Fig. 7 a CT brain image (Reference image), b MRI brain image (Nonaligned image h = 40�),
and c registered image

Table 1 Actual values of
‘R,’ ‘S,’ and ‘T’

R S Tx Ty

-15.00 1.10 3.00 1.00

22.00 1.20 2.00 0.00

18.00 1.10 3.00 2.00

-33.00 1.25 2.00 1.00

40.00 1.30 1.00 0.00

Table 2 Optimum values of
‘R,’ ‘S,’ and ‘T’

R S Tx Ty

-15.15 1.11 3.02 1.02

22.14 1.23 2.01 0.10

18.11 1.12 3.04 2.30

-33.05 1.23 2.03 1.01

40.12 1.31 1.01 0.30
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Bi-dimensional Statistical Empirical Mode
Decomposition-Based Video Analysis
for Detecting Colon Polyps Using
Composite Similarity Measure

Mainak Biswas and Debangshu Dey

Abstract The third leading cause of all deaths from cancer is colorectal cancer
(10 % of the total for men and 9.2 % of the total in case of women) (Globocan in
Cancer Incidence and Morality Worldwide (2008) [1]. The only prevention is to
detect and remove the cancerous adenomatous polyps during optical colonoscopy
(OC). This paper proposes bi-dimensional statistical empirical mode decomposi-
tion (BSEMD)-based colon polyp detection strategy, wherein a composite simi-
larity measure (CSM) has been used. In this work, separate sets of training and
testing samples are opted. Only few samples are randomly chosen for training
database, remaining samples make the testing database. The proposed method is
implemented on sequences of sample images from an OC video database (Park
et al in IEEE Trans. Biomed. Eng 59:1408–1418) [2] provided by American
College of Gastroenterology (American College of Gastroenterology, http://gi.org/)
[3]. PCA-based feature extraction is used in this work, as it reduces the dimensions
efficiently from the main object. The obtained results demonstrate the achieved
improvement in the recognition rates, in comparison with other detection
procedures.

Keywords Bi-dimensional statistical empirical mode decomposition (BSEMD) �
Composite similarity measure (CSM) � Colon polyps (CP) � Optical colonoscopy
(OC)
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1 Introduction

The fourth most common type of cancer is Colon Cancer, which produce almost a
million cases per annum. These cancerous tissues are called colon polyps (CP).
Generally, there are two types of polyps i.e., Hyperplastic polyps and Adenoma-
tous polyps. It is not necessary to remove hyperplastic polyps, because they are not
premalignant tumor. But adenomatous polyps confer high clinical risk because
they are cancerous. The dangerous CP can only be prevented by early detection
and removal of cancerous adenomatous polyps during optical colonoscopy (OC)
[4]. An OC is a technique by which an endoscopist examines the entire colon with
the help of colonoscope, which is very thin, long and at the end of the colonoscope
there is a light along with a tiny fiber optic video camera [5]. This widely accepted
procedure has some drawbacks, such as high cost, risky to some extent, bad
patient-endoscopist ratio, and visualization problem.

Extensive use of bi-dimensional empirical mode decomposition (BEMD) has
been found in recent research works in a wide spectrum of state-of-the art
applications, especially in the field of image fusion, image compression [6], image
de noising [7], and texture analysis [8]. A massive success has been achieved when
MR images and CT images are fused using BEMD and dual channel PCNN [9].
BEMD-based fault detection for rotating machines using relevance vector machine
(RVM) along with generalized discriminant analysis (GDA) feature extraction,
resulting in a 100 % recognition rate [10]. Iris detection can be done using this
novel process [11].

In this work, two colonoscopy videos are taken, one is from normal colon video
sets and another is the colon polyp video. Each video is divided into number of
image samples.

In this work, an adaptive image processing algorithm for detecting colon polyp
called bi-dimensional statistical empirical mode decomposition (BSEMD) which
is the extension of BEMD, for computing bi-dimensional intrinsic mode functions
(IMFs) [12]. While constructing the upper and lower envelopes, BSEMD replaces
the 2-D interpolation and follows 2-D smoothing technique.

It is so time consuming to check all the pixel values of an image with another, it
needs a feature extraction, by which a new dataset is obtained containing maxi-
mum information about that data but in dimensionally reduced form. In this work,
PCA-based feature extraction is employed on these processed images.

During video observation, it is found that whenever the probe light falls on the
wall of colon, it creates a bright inner circle and a darker outer circle [13]. So, it
can be stated that the video frames are captured under varying light intensity [14].
To overcome this problem, Euclidean-Based Similarity Measure is not the optimal
one. Therefore, to address this difficulty, a composite similarity measure (CSM) is
employed.

Some approaches for detecting colon polyp have been proposed earlier. In the
year of 2003, Maroulis et al. [15] proposed this detection using wavelet transform-
based artificial neural network (ANN) classifier whose detection rate is 95 %.
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Using color wavelet covariance texture analysis along with support vector machine
(SVM) as the classifier and linear discriminant analysis (LDA) results 97 %
specificity and 90 % sensitivity [16].

Ninety-four per cent detection accuracy is achieved when Iakovidis et al. [17]
propose gray level with color texture features using SVM classification. By using
this proposed method, the best recognition rate of detecting CP from OC image
sample is 100 % and the mean (average) is 97.72 %.

The paper is organized as follows: Sect. 2 presents the analysis of empirical
mode decomposition (EMD), BEMD, and BSEMD. The mathematical expression
of composite similarity analysis and entire proposed method are stated in Sect. 3.
Section 4 provides the detection result. Finally, Sect. 5 concludes the paper.

2 Proposed Image Decomposition Algorithm

In this section, at first the conventional 1 dimensional EMD, BEMD algorithm is
described and then BSEMD algorithm is used not only for fast decomposition but
also for constructing the 2-D smooth upper and lower envelops.

2.1 Empirical Mode Decomposition

The main part of Hilbert–Huang Transform (HHT) is EMD [18]. A nonstationary
and nonlinear signal can be decomposed into a number of frequency components
adaptively by EMD [6, 18]. These frequency components are called IMFs. Each
IMF satisfies these two properties [19]:

(1) The difference between number of extrema and zero-crossings should be zero
or one.

(2) At each point, the value of mean created by the upper and lower envelopes
defined by the local extrema is zero.

Applying EMD on a given signal yðtÞ can be decomposed

yðtÞ ¼
Xn

k¼1

IMFkðtÞ þ RESkðtÞ

where, IMFkðtÞ is kth IMF and RESkðtÞ is the kth residue (RESs) of that given
signal yðtÞ [20]. RESs are the low frequency trend of the given signal. From these
IMFs and RESs, the main signal can be reconstructed again. Here are the basic
steps for computing the adaptive signal processing process (1-D EMD) for a given
signal yðtÞ is given in Table 1.
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2.2 Bi-dimensional Empirical Mode Decomposition

BEMD is nothing but the 2-D form of EMD. BEMD decomposes an input image
into two parts. First is bi-dimensional Intrinsic Mode Functions (BIMFs) and the
second one is RESs [19]. For constructing the envelopes, BEMD follows 2-D
interpolation scheme [6]. The name of the procedure is shifting process by which
BIMFs are obtained. The steps of that shifting process for a given image Iðx; yÞ,
x ¼ 1; . . .;M; y ¼ 1; . . .;N; are given in Table 2.

Table 1 EMD

EMD algorithm

1. Identify all the local extrema (maxima, minima) of the given signal yðtÞ
2. Connect all the maxima and create the upper envelope eupðtÞ
3. Connect all the maxima and create the upper envelope elowðtÞ
4. Calculate the mean envelopeemeanðtÞ ¼ ðeupðtÞ þ elowðtÞÞ=2

5. Discard the mean from the main signal to obtain the detail signal, dðtÞ ¼ yðtÞ � emeanðtÞ
6. Set yðtÞ ¼ dðtÞ and repeat the iterative processes from Step 1 until the resulting detail signal
dðtÞobeys the stopping criterion

7. Stopping criterion =
PT

t¼0
d1ðk�1ÞðtÞ�d1kðtÞ

d2
1ðk�1ÞðtÞ

����

����
2

�����

����� 2 0:2; 0:3½ �

Table 2 BEMD

BEMD algorithm

1. Initialize the residue image for k = 1, RESðk�1Þðx; yÞ ¼ RES0ðx; yÞ ¼ Iðx; yÞ
2. For j = 1, hj�1ðx; yÞ ¼ h0ðx; yÞ ¼ RESk�1ðx; yÞ
3. Identify all the minima and maxima (extrema) of hj�1ðx; yÞ
4. Compute the 2-D upper and lower envelopes, Zupðx; yÞ and Zlowðx; yÞ using 2-D interpolation
respectively

5. Evaluate the mean Zmeanðx; yÞ ¼ ðZupðx; yÞ þ Zlowðx; yÞÞ=2Þ
6. Discard the mean Zmeanðx; yÞ from residue hk�1ðx; yÞ to obtain the detail image
hjðx; yÞ ¼ hj�1ðx; yÞ � Zmeanðx; yÞ
7. Compute stopping criterion

8. Update j = j + 1, repeat steps 3–step 7 until stopping criterion \2, 2 0:2; 0:3½ �
9. Update RESk ¼ RESk�1 � IMFk, where, IMFk is the kth IMF

10. Repeat steps 2–step 9 with k ¼ k þ 1

11. Stopping criterion =
PT

t¼0
d1ðj�1ÞðtÞ�d1jðtÞ

d2
1ðj�1ÞðtÞ

����

����
2

�����

�����
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2.3 Bi-dimensional Statistical Mode Decomposition [12]

BSEMD is the extended version of BEMD. While constructing the upper and
lower envelopes, BEMD adopts 2-D interpolation. In case of BSEMD, it obeys
2-D smoothing while constructing the upper and lower envelopes instead of 2-D
interpolation [12]. The proposed algorithm is as follows: (Table 3).

The performance of smoothing shifting depends on the right selection of
smoothing parameterðkÞ. For the low value such as k ¼ 0, these two envelopes are
created by interpolation. Choosing k ¼ 1 the result becomes a straight plane
which is not desirable for representing an image. So need for an optimal choice of
k (Fig. 1).

3 Proposed Colon Polyp Detection Scheme

This section presents the full overview of the entire detection procedure. The
overall scheme is given below in the Fig. 2.

3.1 Dataset

The two sets of database contain total 453 images of colon polyp (data01) and 168
normal colon images (data02), provided by American College of Gastroenterology
[3]. Separate training and testing samples are created. Only few ‘training samples’

Table 3 BSEMD [12]

BSEMD Algorithm

1. Initialize the residue image for k = 1, RESðk�1Þðx; yÞ ¼ RES0ðx; yÞ ¼ Iðx; yÞ
2. For j = 1, hj�1ðx; yÞ ¼ h0ðx; yÞ ¼ RESk�1ðx; yÞ
3. Identify all the minima and maxima (extrema) of hj�1ðx; yÞ
4. For a given smoothing parameter k, compute the 2-D upper and lower envelopes, ZkðupÞðx; yÞ
and ZkðlowÞðx; yÞ using 2-D interpolation, respectively

5. Evaluate the mean ZkðmeanÞðx; yÞ ¼ ðZkðupÞðx; yÞ þ ZkðlowÞðx; yÞÞ=2Þ
6. Discard the mean ZkðmeanÞðx; yÞ from residue hk�1ðx; yÞ to obtain the detail image
hjðx; yÞ ¼ hj�1ðx; yÞ � ZkðmeanÞðx; yÞ
7. Check for the stopping criterion

8. Update j = j + 1, repeat steps 3–step 7 until stopping criterion \2. 2 0:2; 0:3½ �.
9. Update RESk ¼ RESk�1 � IMFk, where, IMFk is the kth IMF

10. Repeat steps 2–step 9 withk ¼ k þ 1

11. Stopping criterion =
PT

t¼0
d1ðj�1ÞðtÞ�d1jðtÞ

d2
1ðj�1ÞðtÞ

����

����
2

�����

�����
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Fig. 1 Decomposition
technique a source image,
b computed 1st–3rd IMFs and
1st–3rd Residues using
BEMD algorithm,
c computed 3-IMFs and
3-RESs using BSEMD
algorithm [19]
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are randomly selected from data01 as well as from data02. And remaining images
are considered as ‘testing samples.’ The size of each image is 32 9 32. Figure 3
shows the normal and cancerous polyp colon.

3.2 IMF Selection

The selection of IMF is a challenging task. Figure 4 shows the result of detection
rate at various IMFs. Hence, first IMF is chosen for feature extraction.

3.3 Feature Extraction

Feature selection means when an input data is too long to be expressed, it needs for
a sub data instead of main object which contain enough information about that
object. Extract a subset from an object for constructing model, which will be used
further instead of that object is called feature extraction. PCA is performed by
solving Eigenvalue problem; here PCA is used for extracting the feature from the
first IMF of image samples. This orthogonal linear transform, transforms data to

BSEMD-IMFS 
EXTRACTIONOC VIDEO SAMPLE IMAGE

FRAMES
IMF

SELECTION

PCA BASED 
FEATURE 

EXTRACTION
CLASSIFICATION

COLON 
CANCER 

DETECTION

Fig. 2 Proposed colon polyp detection scheme

Fig. 3 a Normal colon, b cancerous polyp in colon
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another new coordinate system. In the first coordinate, the greatest variance of
object lies and the second greatest variance lies in the second coordinate. First
coordinate is called first principal component and so on. Covariance matrix (C) of
data (Dk) is diagonalizable and is defined as [21]

C ¼ 1
m

Xm

i¼1

DiD
T
i

where, Dk2 <n, k ¼ 1; 2; . . .. . .;m½ � and
Pm

i¼1 Dk ¼ 0

3.4 Composite Similarity Measure

During video observation, it is found that whenever the probe light falls on the
wall of colon it creates a bright inner circle and a darker outer circle [13]. So, it can
be stated that the video frames are captured under varying light intensity [14]. To
overcome this problem, Euclidean-Based Similarity Measure is not the optimal
one. Therefore, to address this difficulty, a CSM is employed. The proposed
algorithm is as follows:

CSM ¼
log

Pn

i¼1
pi � qij j

� �

Pn

i¼1
ðpi�pÞðqi�qÞ

Pn

i¼1
ðpi�pÞ2f g1=2

Pn

i¼1
ðqi�qÞ2f g1=2

Intensities of two images are P = pi : i ¼ 1; . . .; nf g and Q ¼ qi : i ¼ 1; . . .; nf g
where, p ¼ 1

n

Pn
i¼1 pi and q ¼ 1

n

Pn
i¼1 qi

Fig. 4 Recognition rate at various IMFs
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For best possible similarity measure, Pearson [22] modified the denominator
part of CSM.

CSM ¼
log

Pn

i¼1
pi � qij j

� �

1
n

Pn

i¼1
ðpi�pÞðqi�qÞ

1
n

Pn

i¼1
ðpi�pÞ2f g1=2 1

n

Pn

i¼1
ðqi�qÞ2f g1=2

¼
log

Pn

i¼1
pi � qij j

� �

1
n

Pn

i¼1

pi�p
rp

� �
qi�q
rq

� �

where, pi � pð Þ2
n o1

2¼ pi�pð Þ
rp

� �
and qi � qð Þ2

n o1
2¼ qi�qð Þ

rq

� �

So, CSM can simply be written as:

CSM ¼
log

Pn

i¼1
pi � qij j

� �

1
n PtQ

4 Experimental Results

This proposed method is implemented in Matlab (version R2013a) using (Core 2
Duo CPU, 2.66 GHz, 3 GB RAM). To make the experiment harder, the chance of
presence of training samples in the testing dataset is fully eliminated. For this
datasets, the BSEMD–CSM algorithm is run 20 times, and the mean detection rate
along with standard deviation is recorded.

4.1 Time Taken by BSEMD and BEMD

Table 4 illustrates the time taken by BEMD and BSEMD when a source image of
size 128 9 128 is decomposed in 3 IMFs and 3 RESs.

It is clear from Table 4 that time taken for decomposing an image using
BSEMD is less compared with BEMD.

Table 4 Time taken by
BEMD and BSEMD

Methods Smoothing parameter (k) Time taken (in sec)

BSEMD 20 3.99

BEMD 1 7.38
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4.2 Recognition Rate at Various Feature Extraction Methods

In this paper, PCA-based feature extraction is employed among lot of benchmark
process. Here is a comparative study of that features with PCA is shown in
Table 5. PCA-based feature extraction gives the best result among some well-
known feature extraction processes.

4.3 Classification Result for Common Type of Classifiers

CSM achieved a massive success in this work. Table 6 illustrates the comparative
study between CSM and some benchmark classifiers. In this work, this classifier
gives the best recognition rate among others.

4.4 Performance Comparison Based on Best Recognition
Rate

Eventually, a comparative study of recognition rates of BSEMD–CSM with
respect of other benchmark and well-known methods is given in the Table 7,
which shows that the proposed BSEMD–CSM algorithm is a clear winner.

Table 5 PCA-based feature
extraction is employed
among lot of benchmark
process

Methods % Recognition rate

PCA 97.72 % ± 0.90

Table 6 Comparative study
between CSM and some
benchmark classifiers

Classifiers % Recognition rate

CSM 97.72 % ± 0.90

Manhattan norm 88.89 ± 1.60

Euclidean distance 72.22 ± 6.07

Correlation norm 74.26 ± 8.48

Mahalanobis distance 71.00 ± 6.25

Table 7 Comparative study
of recognition rates of
BSEMD_CSM

Method % Recognition rate

BSEMD-CSM (453 polyps) 97.72

Method in [15] 95

Method in [17] 94
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5 Conclusion

In this proposed work, a new similarity measure for computing IMFs and RESs in
a quick succession for colon polyp detection using BSEMD. The proposed method
is implemented on sequences of sample images from an OC video database [2]
provided by American College of Gastroenterology. PCA-based feature extraction
is used in this work, as it reduces the dimensions efficiently from the main object.
Detail experimental results show the improvement achieved by using BSEMD–
CSM. However, automatic selections of video frames have not been implemented
yet, which is well within the scope of future work.
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A Wavelet-Based Text-Hiding Method
Using Novel Mapping Technique

Tanusree Podder, Abhishek Majumdar, Lalita Kumari
and Arpita Biswas

Abstract Steganography is a technique of invisible communication through
multimedia objects. This paper provides a technique to hide secret messages using
a unique mapping technique in discrete wavelet domain (DWT) of an image. In the
proposed method, red, green, and blue channels of cover image are taken to apply
DWT method. Secret message are hidden only in the vertical and diagonal coef-
ficients of cover channel because these coefficients are less sensitive to human
eyes. The reason of using frequency domain technique is to provide higher level of
security. Visual difference is null between the cover and stego images. Experi-
mental result shows that the proposed method gives good peak signal-to-noise
ratio (PSNR) and low MSE.

Keywords Steganography � Spatial domain � Frequency domain � Discrete
wavelet transform � PSNR � MSE

1 Introduction

Secure data transfer become essential with the advancement of internet technology.
To provide security, cryptography and steganography [1, 2] are the most widely used
techniques. Cryptographic technique concerns with transforming data from one
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form to another, known as encryption whereas the decryption can be done only by
intended receiver. On the other hand, steganography is the art of convert
communication, means it makes the existence of the data invisible. It uses
multimedia object like audios, videos, or image for transferring the secret data. The
multimedia object is known as cover object. In the proposed method, we will use
image as cover object for secretly sending confidential information. Spatial and
frequency domain methods are two categories where steganographic techniques can
be applied. Least significant bit technique is the first steganographic method which
was in spatial domain. We directly deal with pixel values in spatial domain which
increases the chances of attack.

Performance of various steganographic methods can be rated by three param-
eters: capacity, security, and imperceptibility. So, to offer more security, we are
proposing a frequency domain technique, which helps to spread the secret data in
the entire image and makes steganalysis more difficult.

2 Literature Review

LSB is one of the widely popular spatial domain [3, 4] steganographic technique.
In LSB steganography, the least significant bits of the cover media’s digital data
are used to conceal the message. The simplest of the LSB techniques is LSB
replacement. LSB replacement steganography flips the last bit of each of the data
values to reflect the message that needs to be hidden. To embed message in
frequency domain, many methods have been proposed based on JPEG, which
works on discrete cosine transform such as Jsteg and OutGuess. Present study is
going on discrete wavelet transform. Lai and Chang [5] proposed an adaptive data-
hiding technique to hide data in horizontal, vertical, and diagonal details based on
the coefficient value, but the method needs the original cover image to extract the
secret message. Tolba et al. [6] proposed a method which hides data in the LSB’s
of all coefficient after applying IWT on the cover image. Ghasemi et al. [9]
proposed a DWT-Based approach to hide the secret message in 4 9 4 sub-block of
the cover image.

3 Integer-to-Integer Wavelet Transform

Discrete wavelet transform is widely used for steganographic work in frequency
domain. One-dimensional Discrete wavelet (DWT) is nothing but a processed
work of high- and low-pass filtering on an object, which helps to produce a
smoother version of the object by convolution. In 2D-DWT, first 1D-DWT is
applied on rows followed by columns, results four level of details as approxi-
mation, horizontal, vertical, and diagonal details.
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Normally, image contains Integer value but after applying DWT, the resulting
output is a floating point value, which makes reconstruction difficult. So, for our
proposed algorithm, we are using integer-to-integer wavelet transform (IWT)
[7, 8]. Let the original image I is of size M 9 N, and red, green, and blue channels
of I are IR, IG, and IB, respectively. Now, IWT on IR gives us

IRAi;j ¼ floor IR2i;2j þ IR2iþ1;2j=2

� �

IRHi;j ¼ IR2iþ1;2j � IR2i;2j

IRVi;j ¼ IR2i;2jþ1 � IR2i;2j

IRDi;j ¼ IR2iþ1;2jþ1 � IR2i;2j

where IRA, IRH, IRV, and IRD are nothing but the approximation, horizontal,
vertical and diagonal sub-image of the red plane of cover image as shown in
Fig. 1.

4 Proposed Method

In the proposed algorithm, sender needs to input secret message and a cover image.
A new mapping technique is applied on secret message. Mapped secret message
gets embedded into the IWT coefficient of cover image with the help of embedding
algorithm. For extraction of the secret message, user needs to input the stego
image. Figure 2 shows the embedding and extraction process of proposed
algorithm.

We are converting each character of secret message into 8-bit binary and
constructing a binary message array of secret message. Let the secret message
which need to be embedded is of k-bit as b0, b1, …,bk-2, bk-1. Now, we will take 4

Fig. 1 Integer-to-integer wavelet transform
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bits from the binary array (e.g., b0, b1, b2, and b3) and map it into a predefined
ASCII value. In this way, there can be 16 combinations of mapping possible from
0000 to 1111. We will map each 4 bit of secret message into an ASCII value
means we will map each 4 bit into 8 bit value. After mapping select coefficients
from vertical and diagonal sub-image of red (IRV, IRD), green (IGV, IGD), blue
(IBV, IBD) hide 1 bit at a time in the 2nd LSB of all coefficient. If the first bit of
the message is matching with the 2nd-lsb of the coefficient, then we will not
change the coefficient value else, and if the message bit is 0, then we will make
2nd lsb as 0 and 1st as 1. If the message bit is 1, then we will make 2nd lsb as 1 and
1st as 0 (Table 1).

To find the data close to the original, minimum-error replacement method is
used. In our proposed algorithm, replacing 1-bit data in the ith LSB will create
maximum error of ±2i - 1 and minimum 0.

4.1 Embedding Process

1. Let the secret message is ‘‘I will come to meet you on 21st dec, time and place
will be same as previous.’’

2. Converting a short part of secret message ‘‘I will’’ in binary, we will get
‘‘01001001 0010000001110111011010010110110001101100.’’

3. Take the first 4-bit b0, b1, b2, b3, and map it according to the predefined table.
Repeat the same process until whole secret message is mapped (Fig. 3).

Table 1 Predefined mapping
table

4-bit secret
message

Mapped ASCII
value

8-bit binary
value

0000 35 00100011

0001 38 00100110

0010 64 01000000

0011 87 01010111

0100 125 01111101

0101 91 01011011

0110 184 10111000

0111 198 11000110

1000 224 11100000

1001 181 10110101

1010 223 11011111

1011 246 11110110

1100 174 10101110

1101 190 10111110

1110 200 11001000
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4. After mapping, we will get the mapped secret message as ‘‘0111110110110
101010000000010001111000110110001101011100010110101101110001010
11101011100010101110.’’

5. Now, apply IWT on red channel of cover image to get RA, RH, RV, RD sub-
image. Similarly, apply IWT on green and blue channel. Take a coefficient P
from the sub-image RV and select the value at 2nd LSB if it matches with the
1st bit m0 of the mapped secret message then keep the coefficient value same.
The secret message is hidden based on different cases described below.

Case 1: while m0 = 0 and coefficient P1 = 01010100, 2nd LSB is 0, and it is
matching with m0. So, we would not change the coefficient value
(Fig. 4).

Fig. 2 Block diagram of embedding and extraction process

Fig. 3 Mapping technique of
secret message
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Case 2: while m0 = 0 and coefficient P1 = 10010010, 2nd LSB is 1 and it is
not matching with m0. So, we will change the 2nd LSB as 0, and if the
1st LSB is 0 then make it 1 (Fig. 5).

Case 3: while m0 = 0 and coefficient P1 = 10010011, 2nd LSB is 1 and it is
not matching with m0. So, we will change the 2nd LSB as 0, and if the
1st LSB is 1 then no change (Fig. 6).

Case 4: while m0 = 1 and coefficient P1 = 10010001, 2nd LSB is 1 and it is
not matching with m0. So, we will change the 2nd LSB as 0, and if the
1st LSB is 0, then make it 1 (Fig. 7).

Case 5: while m0 = 1 and coefficient P1 = 10010000, 2nd LSB is 0 and it is
not matching with m0. So, we will change the 2nd LSB as 1, and if the
1st LSB is 0, then make no change (Fig. 8).

6. Repeat step-5 until all mapped secret message m0, m1,…,m2l-1 are embedded
in RV, RD, GV, GD, BV, BD sub-images of red, green and blue channel of
cover image.

7. The above process gives stego image as output.

Extraction process is reverse of embedding process.

Fig. 4 Case 1 of proposed
method

Fig. 5 Case 2 of proposed
method
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5 Result and Analysis

For analysis of the proposed algorithm, we took ‘‘peppers.png’’ as cover image and
1, 2, 3 KB data as secret message. After applying the proposed algorithm, we got
good-quality image. Mean square error (MSE) and peak signal-to-noise ratio

Fig. 6 Case 3 of proposed
method

Fig. 7 Case 4 of proposed
method

Fig. 8 Case 5 of proposed
method
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(PSNR) is used to measure the image quality after embedding the secret message.
Histogram of the Cover image is shown in Fig. 9 and stego image is in Fig. 9 after
hiding 3 KB as secret data.

5.1 Mean Square Error

Higher poor-quality stego image is produced after embedding the secret message if
MSE gives higher value (Table 2).

5.2 Peak Signal-to-Noise Ratio

Higher PSNR value indicates the proposed algorithm produced good-quality stego
image (Table 3).

Fig. 9 Histogram of cover and stego images

Table 2 Result of MSE after
applying on cover and stego
images

Size of secret
message (KB)

MSE (red
channel)

MSE (green
channel)

MSE (blue
channel)

1 0.0087 0.0089 0.0087

2 0.0175 0.0176 0.0175

3 0.0267 0.0261 0.0261
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5.3 Histogram Analysis

It is clear from Fig. 9 that there is no visual difference between cover and stego
images.

6 Conclusion

Frequency domain is mainly used to give better security. With the help of integer
wavelet transform, we are spreading the secret data over the entire image. Pro-
posed method does not directly store the secret message still the result shows it
gives better PSNR ratio implies low error rate. The error rate is minimized by
changing 8th LSB according to the secret message and cover image value which
gives maximum of ±2i - 1 and minimum of 0 as error. Histogram of both cover
and stego images is identical. So, we can say histogram analysis also gives better
result.
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Unsupervised Segmentation of Satellite
Images Based on Neural Network
and Genetic Algorithm

P. Ganesan, V. Rajini, B.S. Sathish and V. Kalist

Abstract Segmentation is one of the important processes in image analysis to
extract the necessary but hidden information in the image. The success of the
image analysis is based on the outcome of the segmentation process. There are
number of methods proposed for the segmentation of satellite images. Soft com-
puting approaches such as fuzzy logic, neural networks, and genetic algorithm are
most widely used for the segmentation of satellite images. But, every method has
its own advantages and disadvantages. In this paper, a new approach based on the
combination of genetic algorithm and feed forward neural network is proposed for
the segmentation of satellite images. In this process, the genetic algorithm selects
and feeds the fittest individual to the neural network. This feed forward network
performs the segmentation. The computational cost is drastically reduced due to
this cooperative and parallel approach. Experimental result illustrates the effi-
ciency of the proposed approach.

Keywords Segmentation � Clustering � Image enhancement � Genetic algorithm �
Neural network
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1 Introduction

Image segmentation is the process in which an image is split into number of sub-
images, called clusters, based on any one of the image characteristics. This low
level but important process plays important role in the success of the image
analysis [1, 2]. Satellite images find applications in monitoring resources, military,
and commercial applications. The images collected from satellite are useful and
have enormous amount of data. It is very difficult to segregate the necessary
information from the image [3]. In this paper, the segmentation of satellite images
based on the combination of genetic algorithm and neural network is proposed.
Both GA and NN have been individually applied for the image segmentation but
none of them are successful [4]. Even though, GA is the best suited for optimi-
zation problems, this algorithm takes more time for convergence, i.e., suffers from
slowness [5]. Similarly, the selection of best individual is very difficult for neural
network. The genetic algorithm works on a population (for example, image) using
various operators (crossover, mutation, etc.) that applied to the population [6]. In
GA, population is a collection or set of points (pixels in image) in the search space.
The GA solver generates the initial population by default. Based on the fitness of
the individuals in the current generation, the next generation population is com-
puted. The selection of fittest individuals for the next generation is based on the
outcome from the genetic operations: crossover and mutation. The best individuals
after some generation (iteration) is given to the feed forward two-layer neural
network that is trained by Levenberg–Marquardt algorithm. The segmented image
as output produced by the network is reasonable, if the following conditions are
satisfied: (i) a smaller value of mean square error (MSE), (ii) the validation and test
set error have the similar characteristics, and (iii) the best validation performance.
The remainder of the paper is organized as follows. The genetic algorithm and feed
forward network are explained in the Sect. 2. The Sect. 2 explained the method-
ology used for the segmentation and detection of water resources in satellite
images. The experimental results are discussed in detail in Sect. 3. The Sect. 4
concluded the paper.

2 Methodology

The genetic algorithm (GA) is an approach based on Darwin’s theory of natural
selection that is applied for solving optimization problems [5, 7]. GA searches for
a minimum of a function, i.e., minimize the fitness function [8, 9]. The GA solver
generates the initial population by default. Based on the fitness of the individuals
in the current generation, the next generation population is computed. The initial
population is generated by using the population size and the range of the initial
population. In GA solver, the default population size is 20, but this is not sufficient
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for real-life problems with very large number of variables. For a smaller problems
(less number of variables), a smaller population size of 8 or 10 is enough. The
default initial population is created using a uniform random number generator in a
default range of [0, 1].

Feed forward neural network can be used for multi-dimensional mapping
problems such as input–output fitting problems [4, 10]. In this work, the network is
trained by the default Levenberg–Marquardt algorithm. For a small problem with
few hundred weights, this algorithm will have fastest convergence as compared to
other training algorithms. The accurate training and obtaining lower MSE than other
training algorithms are the significant advantages of this Levenberg–Marquardt

Fig. 1 Proposed approach
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algorithm. In this feed forward network, the hidden layer has tan-sigmoid transfer
function and the output layer is with linear transfer function.

Figure 1 shows the proposed approach for the segmentation of satellite images.
The images received from satellite are stored in a database after initial processing.
The test image is enhanced by two image enhancement process: sharpening and
smoothening. The test image is sharpened using unsharp masking in spatial
domain. For this sharpening process, the lower limit is kept as 10 and the upper
limit is 100. Then, the sharpened image is smoothened by mean filter of mask size
3. The intensity image is applied to genetic algorithm (GA) solver to find the best
fittest point (pixels in image). The selection of fittest individuals for the next
generation is based on the outcome from the genetic operations: crossover and

Fig. 2 Segmentation using proposed approach a input image, b input image after sharpening,
c input image after smoothening, d intensity image, and e segmented image
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mutation. The best individuals after some generation (iteration) are given to the
feed forward two-layer neural network, which is trained by Levenberg–Marquardt
algorithm. After some iteration, the segmented image as output produced by the
network is reasonable, if the following conditions are satisfied: (i) a smaller value
of MSE, (ii) the validation and test set error have the similar characteristics, and
(iii) the best validation performance.

3 Experimental Result and Discussion

The image, Salmon River reservoir, shown in Fig. 2 is collected from the NASA’s
landsat imagery and taken by ETM + multispectral sensor on July 21, 1985. This
image is taken in bands 1, 2, 5, 7 with spectral range of 0.450–2.35 lm and pixel
resolution of 30 m. In 1914, the Salmon River reservoir was created in New York.
This multipurpose reservoir is a major source for electrical power generation, flood
control, and recreation. Landsat satellite continuously monitors this reservoir since
1985 and sends the data. Figure 3 shows the GA and neural network processes for
the selection and training of fittest individuals.

GA stops after 50 generations, and the best fittest pixels computed from the GA
solver are given to neural network. The best training performance is achieved at
epoch (iteration) 49. If the validation error enhanced for six iterations, the network
will be stopped. The output produced by the network is reasonable, if the following
conditions are satisfied: (i) a smaller value of MSE, (ii) the validation and test set
error have the similar characteristics, and (iii) the best validation performance (no
significant over fitting). The performance curve of training and training state is
depicted in Fig. 4.

In experiment 2, Lake Ayakkum, which is located in central china, is seg-
mented using proposed method as shown in Fig. 5.

Fig. 3 a Genetic algorithm for the selection, and b neural network training
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Fig. 4 a Performance curve of training, and b training state

Fig. 5 Segmentation using proposed approach a input image, b input image after sharpening,
c input image after smoothening, d intensity image, and e segmented image
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4 Conclusion

The segmentation of satellite images based on the combination of genetic algo-
rithm and feed forward neural network is proposed. In this approach, the genetic
algorithm finds the fittest individuals and presents to the neural network. This feed
forward neural network performs the segmentation. The computational cost is
drastically reduced due to this cooperative approach. The experimental result
clearly shows the efficiency of the proposed approach. Table 1 shows that MSE is
minimum in both experiments. The smaller value of MSE results in good seg-
mentation. From Table 2, we can easily conclude that the computational cost
(execution time) for the proposed method is very less as compared to the feed
forward neural network or genetic algorithm. The performance of the network can
be improved by any one of the following approaches: (i) either increasing number
of training vectors or hidden neurons, (ii) reinitialize the network with new values
of weights and biases, (iii) increasing the number of input values, and (iv) use
different training algorithms.
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Thresholding
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Abstract The entropy image thresholding technique is much in demand today for
image segmentation. Furthermore, population algorithm aided thresholding tech-
niques have been proven previously to be extremely effective in producing better
results. In this work, we have concentrated on the minimum cross-entropy criterion
for image segmentation. The objective of this work is to demonstrate the capability
of Cuckoo Search Optimization-based Minimum Cross-Entropy Technique. The
algorithm has been compared against old algorithms GA and PSO. Results have
been assimilated in this work. The results have clearly demonstrated the compe-
tence of Cuckoo Search Optimization algorithm in assisting Cross Entropy-based
thresholding procedure.
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1 Introduction

In image processing, image is treated as a two-dimensional signal, f(x, y) [1]. The
pixels are smallest indivisible part of the image. Every pair of x and y, the function
points a particular pixel, and returns the intensity value of image at that point. The
aim of image processing techniques is to draw information from the pixel and/or
its surrounding pixels, and then generate a new value for the given pixel. Image
segmentation is one of the basic image processing techniques. The process divides
pixels into groups as per threshold values assigned for segmentation and then
assigns every group a fixed intensity value irrespective of the previous intensity
held in the pixels. There are various methods of determining the level/quality of
segmented image. One of the widely accepted methods is minimum cross-entropy
technique (MCET) [2–4]. In this method, the entropy between original image and
the segmented image (cross entropy) is calculated. Lower the entropy value, better
segmentation has been performed.

Metaheuristic computing is used to solve nonlinear problems containing mul-
tiple constraints, where a linear approach would be either extremely difficult or
impossible to implement. Metaheuristic algorithm aided image segmentation has
found to be a very efficient. Algorithms like PSO have been used previously with
segmentation process to make it more proficient [5]. In this work, we have
demonstrated the ability of one such algorithm, the CSO in optimizing the seg-
mentation process. Its performance standards have been compared against old
algorithms GA and PSO. The capability of CSO is clearly presented by the
obtained results.

2 Minimum Cross-Entropy Technique

Cross Entropy was proposed by Kullback [2] and is defined by

D F;Gð Þ ¼
XN

i¼1

fi log
fi

gi
ð1Þ

where, F ¼ ff1; f2; . . .; fNg and G ¼ fg1; g2; . . .; gNg are two probability distribu-
tions on the same set. What the MCET algorithm does is that it selects those
thresholds for which the cross entropy between the original image and the resulting
image is minimum. Let I be the original image and h ið Þ; i ¼ 1; 2; . . .; L be the
corresponding histogram with L being the number of gray levels. Thus

It x; yð Þ ¼ l 1; tð Þ I x; yð Þ\t
l t; Lþ 1ð Þ I x; yð Þ� t

�
ð2Þ
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where, It is the image obtained after thresholding the original image using t as the
threshold value.

l a; bð Þ ¼
Xb�1

i¼0

ihðiÞ=
Xb�1

i¼a

hðiÞ ð3Þ

The calculation of the cross entropy is then done by

D tð Þ ¼
XL

i¼1

ih Ið ÞlogðiÞ �
Xt�1

i¼1

ih ið Þ log l 1; tð Þ½ � �
XL

i¼t

ih ið Þlog½lðt; Lþ 1Þ�� ð4Þ

The selection of optimal threshold t� is done, by the MCET, in such a way that
the cross entropy by Eq. (4) is minimum.

t� ¼ argmint D tð Þf g ð5Þ

Given the first term is constant, the objective function thus becomes,

g tð Þ ¼ �
Xt�1

i¼1

ih ið Þ log l 1; tð Þ½ � �
XL

i¼1

ih ið Þ log l t; Lþ 1ð Þ½ �

¼ �
Xt�1

i¼1

ih ið Þ log

Pt�1
i¼1 ih ið Þ

Pt�1
i¼1 h ið Þ

 !" #
�

XL

i¼t

ih ið Þ log

PL
i¼t ih ið Þ

PL
i¼t h ið Þ

 !" #

¼ �m1ð1; tÞ log
m1 1; tð Þ

0m0 1; tð Þ

� �
� m1ðt; Lþ 1Þ log

m1 t; Lþ 1ð Þ
m0 t; Lþ 1ð Þ

� �

ð6Þ

where, m0 a; bð Þ ¼
Pb�1

i¼a h ið Þ and m1 a; bð Þ ¼
Pb�1

i¼a ihðiÞ are the zero-moment and
first-moment on partial range of the image histogram, respectively.

To ensure that the computational time is as less as possible the two dummy
thresholds t0 ¼ 1; tcþ1 ¼ Lþ 1 are used, and an assumption of n thresholds,
denoted by t1; t2; t3; . . .; tc, is made. As a result, the objective function then
becomes

g t1; t2; . . .; tnð Þ ¼ �
Xcþ1

i¼
m1 t1; t2; . . .; tið Þ log

m1ðti�1; tiÞ
m0ðti�1; tiÞ

� �
ð7Þ

Using our proposed algorithm, we have tried to obtain this optimum
c-dimensional vector ½t1; t2; t3; . . .; tc� for which Eq. (7) will be minimum [2–4].
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3 Applied Algorithms

3.1 Genetic Algorithm

Simple Genetic Algorithm procedure:

• An initial population of strings is chosen to begin with.
• An evaluation for quality level of every single element is initiated.
• A certain quality-level achievement or a limiting time period is imposed as a

termination condition for this evaluation.
• New elements are formed by crossover or mutation operations as offspring.
• Again an evaluation for quality check for the newly bred elements is initiated.

Elements with least quality level are then replaced by better newly bred elements.

3.2 Particle Swarm Optimization

The particle swarm optimization procedure

• A population of particles is created whose position, velocity, and quality levels
are constantly monitored.

• Each particles’ position are determined according to the objective function.
• A particles position is updated if its current position is better than its previously

determined position.
• Determine the best particle according to the particle’s previous best positions.
• Particles’ velocity is updated according to:
• velocityex = velocity0 + u� pbest

� pos0
� �

þ ; � gbest � pos0
� �

• where, velocity0 = current velocity, pbest = current best position, pos0 = cur-
rent position, gbest = global best position, u, ; = random values in range: [0, 1].
Move particles to their new positions according to: pos = pos0 + velocityex

• Loop to step 2 still stopping criteria are reached.

3.3 Cuckoo Search Optimization

The Cuckoo Search Algorithm draws its inspirations from the unique breeding
pattern of cuckoos. In the algorithm, the eggs laid by cuckoos represent the
solutions at particular iteration. With every advancing loop, the number of solu-
tions (eggs) keeps on decreasing [6–8]. The new number of solutions with every
passing iteration is determined by the Levy flight distribution, which is based and
inspired from random flight pattern of birds. When the required threshold is
reached, the algorithms return the values of the then available solutions which
represent the optimized value of function parameters. The pseudo code of CSO:
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• Objective function f(x) = (x1,…,)T;
• Initial a population of n host nests xi (i = 1, 2, … n);
• While (t \ MaxGeneration) or (stop criterion);
• Get a cuckoo (say i) randomly by Levy flights; evaluate its quality/fitness Fi;
• Choose a nest among n (say j) randomly;
• If (Fi [ Fj), replace j by the new solution; end;
• Abandon a fraction (pa) of worse nests (And build new ones at new locations

via Levy flights);
• Keep the best solutions (or nests with quality solutions)
• Rank the solutions and find the current best;
• End while [6–8].

4 Methodology and Results

All the three algorithms GA, PSO, and CSO start the segmentation process by
selecting a threshold value at random, based on which first segmentation is per-
formed. The entropy is then calculated between original and segmented image and
the value is fed back to the algorithm. Depending upon the entropy value, the
algorithm either chooses a new threshold value or stops the iterations to generate
the best possible segmented image. The generated images for comparative analysis
have been presented as follows. Benchmark parameters have been tabulated after
the images.

4.1 Original Images

See Figs. 1 and 2.

4.2 Bi-Level Thresholding

See Figs. 3, 4, 5, 6, 7 and 8.

4.3 Tri-Level Thresholding

See Figs. 9, 10, 11, 12, 13 and 14.
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4.4 Four Level Thresholding

See Figs. 15, 16, 17, 18, 19 and 20.

4.5 Five Level Thresholding

See Figs. 21, 22, 23, 24, 25, 26 and Table 1.

4.6 Tabulation of the Parametric Values of Generated Image
Results

Fig. 1 Cameraman

Fig. 2 Kids
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Fig. 3 GA aided MCET

Fig. 4 PSO aided MCET

Fig. 5 CSO aided MCET
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Fig. 6 GA aided MCET

Fig. 7 PSO aided MCET

Fig. 8 CSO aided MCET
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Fig. 9 GA aided MCET

Fig. 10 PSO aided MCET

Fig. 11 CSO aided MCET

Comparative Analysis of Cuckoo Search Optimization… 335



Fig. 12 GA aided MCET

Fig. 13 PSO aided MCET

Fig. 14 CSO aided MCET
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Fig. 15 GA aided MCET

Fig. 16 PSO aided MCET

Fig. 17 CSO aided MCET
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Fig. 18 GA aided MCET

Fig. 19 PSO aided MCET

Fig. 20 CSO aided MCET
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Fig. 21 GA aided MCET

Fig. 22 PSO aided MCET

Fig. 23 CSO aided MCET
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Fig. 24 GA aided MCET

Fig. 25 PSO aided MCET

Fig. 26 CSO aided MCET
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5 Conclusion

CSO aided segmentation produces better segmented images than GA or PSO aided
segmentation. The quality of the image can be judged from their PSNR values.
The CSO algorithm is also very fast compared to GA and PSO thus saving on
computational time while also producing more efficient images. This relatively
more efficient method can be applied in various spheres of medical imaging [9],
machine vision, fault detection, feature detection, etc. With growing industrial
standards an algorithm which is both faster and efficient in producing results is in
huge demand. CSO aided segmentation can be applied in the aforementioned
disciplines and even more now that it has been demonstrated that it is better than
any of the previous applied algorithm for optimized image segmentation.

The work from this point may progress in two ways. The capability of CSO can
be tested with other spheres of image processing [5, 10, 11] or with the devel-
opment/creation of a better optimization technique, the new algorithm can be
applied with MCET, and it may generate better results than CSO.
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An Intelligent Method for Moving Object
Detection

Mihir Narayan Mohanty and Subhashree Rout

Abstract Detection of activities of moving objects is a challenging problem for
its promising applications. Emerging research topic on computer vision includes
with detection on many applications to reduce the computation cost, simple and
faster the object. In this paper, we present a motion control method for mobile
robots in indoor environments based on color object detection. Probing over a
digitized image of robots taken at top view to uniquely identify them is not quite
an easy task. The recognition process involves scanning a digitized image and
characterizing it, which is made difficult by varying illumination, position, and
rotation. Furthermore, the vision system is plagued with inherent difficulties that
cannot be completely controlled. Effects such as lighting and shadows, lens focus,
and even quantum electrical effects in the sensor chip combine to make it
essentially impossible to guarantee that the color being tracked down would
remain constant as the robot traverses the exploration field. Among the different
recognition cues, like shape, size, position, and motion, this paper focuses on color
as the primary discriminating feature. After identification, the robots are operated
wirelessly by interfacing with wireless module and motor driver.
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1 Introduction

In the vision-based system, the moving object has the functions like velocity,
control, position control, obstacle avoidance, and so on. Here, moving objects are
considered as the movable robots in the indoor environment. Along with the
detection, the control is taken care, keeping the vision toward the vehicles in
traffic. This control operation may be implemented to those vehicles for particular
applications. The host computer processes vision data and calculates next
behaviors of robots according to strategies commands to the robots using a RF
modem. The robots make their moves according to these commands keeping away
from obstacles autonomously. The robots have sensors for position control
(encoders) and obstacle avoidance (IR sensors). The calculation load of the host
computer is much less compared with the former system.

The next step in the video analysis is tracking, which can be simply defined as
the creation of temporal correspondence among detected objects from frame to
frame. This procedure can provide temporal identification of the segmented
regions and generates cohesive information about the objects in the monitored area
such as trajectory, speed, and direction.

The algorithms are implemented and tested on different robot platforms
(detecting motion of external objects from a moving robot is the subject of active
research). There are two independent motions involved: (i) the motion of the robot
and (ii) the motions of moving objects in the environment.

To extract the maximum benefit from this recorded digital data, detection of
any moving object from the scene is needed without engaging any human eye to
monitor things all the time. Real-time segmentation of moving regions in image
sequences is a fundamental step in many vision systems.

The paper is organized as follows. Section 2 describes the related literature, and
Sect. 3 explains the method of detection. Section 4 exhibits the result; simulta-
neously, Sect. 5 concludes the piece of work.

2 Related Literature

Object recognition, detection, and tracking in video has found a wide area of
application in the field of transport, retail, physical security, environmental
monitoring, smart space, and ambient intelligence. Wide range of algorithms using
various types of data sets are being used by many researchers. A number of
methods have been used for detection and recognition by authors [1–8].

In [1], authors used an approach for video detection and tracking. Their algo-
rithm was based on indexing to search a tracked vehicle. A comprehensive
quantitative analysis was performed using real surveillance data. Wu et al. in [2]
used an adaptive method for detecting and tracking vehicles in environments like
sunny, shadowing, and in dark during night. The method was based on dynamic
segmentation. Shan et al. [3] has taken the support of probabilistic method.
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Moving target’s fundamental frequency (MTFF) method has been developed
for the application of motion parameters estimation and is useful for the pitch
extraction of moving targets. Zhu et al. in [5] used visual tracking method for
measuring the speed of a moving vehicle within a structured environment using
stationary stereo cameras. It was integrated within the framework of particle fil-
tering for tracking processes. Adaptive method was proposed to track congested
vehicles. On most of the work, the algorithm is based on TMD method [6].

Hidetomo Sakaino et al. [7] used an extended Markov Chain Monte Carlo
(MCMC) method for tracking and an extended hidden Markov model (HMM)
method for learning/recognizing multiple moving objects in videos.

3 Methodology

It proposes a way to devise an algorithm deciding whether coordinated motions
exist for the mobile robots along their paths so that each robot can reach its own
goal without colliding with the other ones. The model uses an n-dimensional
coordination space exploiting the cylindrical structure of the diagram obstacles. It
can help determine the robot groups that can cause a deadlock (avoiding any
movement in that path).

To detect the surrounding objects, it includes range or position of the objects,
and sometimes, it considers the movement of the object. This can be said to be
passive detection as it is not required to fit the equipment to the objects being
detected. The major advantage of this method is all objects are visible and can be
detected potentially.

In the overall architecture, the overhead camera sends the image to the com-
puter via USB connection. The image signal is traced by the program and pro-
cessed, and the information is extracted on the basis of which the control signals
are given to the transceiver circuit via serial port connection .The transceiver
circuit then sends the signals (byte) serially to the receiver present on the robot
wirelessly to the microcontroller. The microcontroller present on the robot has
been programmed to interpret the signal and activate the particular pin’s triggering
movement which may be of forward/backward, left/right, etc. After successful
execution of a particular instruction, the position of the robot has now changed on
the arena, so the entire coordinates have to be revisited; hence, the above process
continues till the robot reaches its destination.

3.1 Image Thresholding

Due to many factors like effect of lightning, the values of the components on the
whole surface of a particular colored object are not same; therefore, ranges are
defined to identify one color in the image from other color [10, 11].
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A video can be imagined as a continuous flow of images, i.e., many frames of
images played one after another with a high speed. In preprocessing stage, image
filtering to remove the noise from the video for a better analysis and image
enhancement for resizing and many others to serve to respective problems have
been performed.

Thresholding result of the image follows the procedure of image enhancement
by the help of zero padding technique. In this case, the surface of a particular color
is given a constant value of three components, i.e., after finding range for a color,
the range is replaced by a single color with constant values of RGB. In zero
padding, it leaves the colored pixels of our concern, i.e., obstacle, destination,
robot circles, and all other pixels that are padded with zero. So all other pixels are
converted to perfect black and so other small noisy light effects and other colors of
background are eliminated.

3.2 Detection of Geometrical Center

For tracking of the machine (robot) and other objects like destination and obsta-
cles, it is required to find the geometrical center of colored figures that identify
them. In dealing with moving robots, it is necessary to find the center dynamically;
that is, the center is found out continuously at run time. The flowchart for trans-
mission and reception is shown in Fig. 1.

For navigation purpose, it is connected through the UART communication. The
robots in this experiment have predefined destination and obstacles but do not have
any predefined or fixed path for reaching to them or avoiding the obstacles. For
navigation, basic coordinate geometry concepts are used. In this case, the two
robots, its front and back obstacles, and arena consist of different colors.

Fig. 1 Flowchart for transmission and reception
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The movement of robot is described as follows.

i. Move straight: both wheels moving forward (in front direction)
ii. Move left: right wheel moving forward, whereas left wheel is either stopped

or moving backward.
iii. Move right: left wheel moving forward, whereas right wheel is either stopped

or moving backward.
iv. Move back: both wheels moving backward (in back direction).

The navigation algorithm consists of two parts

i. Destination following algorithm.
ii. Obstacle avoidance (repelling) algorithm.

Both these algorithms are combined and are run dynamically, i.e., continuously
to determine the final path of the robots. It follows the rule-based system.
Algorithm:
For one-robot system

Step 1: First centers of the front and back are found out.
Step 2: line of orientation of robot was found out by joining the centers.
Step 3: center of destination and obstacle is found out.
Step 4: position of destination is checked with respect to line of orientation of

robot.
Step 5: robot is made to move toward the destination.
Step 6: continuously, centers of robot, destination, and obstacle are determined

along with the line of orientation of robot.
Step 7: distances of robot to destination and obstacle are continuously

measured.
Step 8: if robot gets near to the obstacle (distance from obstacle decreases

below a certain distance), robot is moved backward and moved away
from obstacle.

Step 9: after robot reaches the destination, the robot is stopped.

3.3 For Two-Robot System

The algorithm for two-robot system is same as that of the one-robot system except
here there are two different destinations one for each robot. And here, one robot is
an obstacle for the other robot. The algorithm continues till both the robots reach
their respective destinations. The method is fuzzy rule-based system and is
explained as follows [12]. The elements in membership function have a varying
degree of membership in a set. The membership values are obtained by mapping
the values obtained for a particular parameter onto a membership function. The
membership functions are listed in Table 1. Here, triangular membership function
is used. It is defined by
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b� a
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c� x

c� b

� �
; 0

� �
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The fuzzified data will be passed to the inference engine and is matched against
a set of fuzzy rules using fuzzy techniques to produce output fuzzy sets. By using
the fuzzy sets of the inputs, the IF-THEN rules are implemented. In the next step,
the output fuzzy sets are passed to the defuzzifier for computation of output.
Centroid method of defuzzification returns the center of area under the curve. If
you think of the area as a plate of equal density, the centroid is the point along the
x-axis about which this shape would balance.

The fuzzy rules provide knowledge base to the system and results for accurate
detection (Fig. 2).

4 Result and Discussion

The decision of robot movement is determined according to the following con-
ditions. For destination, the following algorithm is used (Fig. 3).

If dist1\30: stop
Else if dist3+dist1-dist2\0.70: move straight
Else

Yc1  < Yc2

d1 > 0
d > 0 Turn Right

Yc1  > Yc2

d1 > 0
d > 0 Turn Left

d < 0 Turn Left d < 0 Turn Right

d1 < 0
d > 0 Turn Left

d1 < 0
d > 0 Turn Right

d < 0 Turn Right d < 0 Turn Left

Yc1  == Yc2
Xc1 > Xc2

d > 0 Turn Left
d < 0 Turn Right

Xc1 < Xc2
d > 0 Turn Right
d < 0 Turn Left

Table 1 Membership values
of membership function

Linguistic variable Fuzzy set

Direction {Left, Right, Front}

Distance {low, medium, high}

Handoff decision {no change, Detected}

Fig. 2 Fuzzy inference
system
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To avoid the obstacle, the following algorithm is developed.

Step 1: If distb - dista \ 45 and dista \ 45 then move backward, pause for
.5 sec and move left, pause for .5 sec
Step 2: check for destination
Center of robot:

Xc1= x-coordinate of center of 1st circular patch, i.e., head of robot
Xc2= x-coordinate of center of 2nd circular patch, i.e., tail of robot
Yc1= y-coordinate of center of 1st circular patch, i.e., head of robot
Yc2= y-coordinate of center of 2nd circular patch, i.e., tail of robot

Center of destination:

Xg1= x-coordinate of center of destination
Yg1= y-coordinate of center of destination
Center of obstacle
Xo1= x-coordinate of center of obstacle
Yo1= y-coordinate of center of obstacle

Slopes and distances

m1= ((Yc1-Yc2)/(Xc1-Xc2)): slope of orientation line of robot
m2= ((Yc1-Yg1)/(Xc1-Xg1)): slope of line from head of robot to
destination

d=Yg1-m1*Xg1-Yc1 + m1*Xc1.
dist2=((Xg1-Xc1)^2 + (Yg1-Yc1)^2)^.5;
dist1=((Xg1-Xc2)^2 + (Yg1-Yc2)^2)^.5;

Fig. 3 Detected output based on color

An Intelligent Method for Moving Object Detection 349



dist3=((Xc2-Xc1)^2 + (Yc2-Yc1)^2)^.5;
dista=((Xo1-Xc1)^2 + (Yo1-Yc1)^2)^.5;
distb=((Xo1-Xc2)^2 + (Yo1-Yc2)^2)^.5;

5 Conclusion

In this paper, a multiple detection approach is presented. Initial phase of the work
is hardware design for the robots as vehicles. The movement of the robots is
controlled and detected using the proposed method. It has been successfully
implemented and verified. This proposed method for solving the problem can be
applied for vehicle detection in traffic jam for further applications. As the number
of vehicles grow day by day, the method may be helpful for detection of specific
vehicle; simultaneously, the social problem may be solved by this alternative
method. Still, there is the future work for equal color condition, and the object
must be detected.
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Prediction of Monthly Rainfall
in Tamilnadu Using MSARIMA Models

S. Meenakshi Sundaram and M. Lakshmi

Abstract One of the most important problems in the hydrological cycle is the
prediction of rainfall. Many researchers are working hardly into it, but are still
unable to get a perfect model because of its unsure and unexpected variation.
Understanding the variability is very much needed because of its vast applications
in real-life scenario. The prediction of seasonality is very much essential with
respect to the nature of the data. In this paper, we have framed a Seasonal
Autoregressive Integrated Moving-Average model with the help of a data set of
sea surface temperature for a period of 59 years with a total of 708 readings.

Keywords Seasonality � Sea surface temperature � Prediction

1 Introduction

Time series analysis is an important tool in modeling and forecasting. Even though
there are a lot of models, Box and Jenkins ARIMA models are very popular and
very effective in the environmental analysis. The association between the south-
west and northeast monsoon rainfall (NEMR) over Tamilnadu has been examined
for a 100-year period from 1877 to 1976 through a correlation analysis by Dhar
and Rakhecha [1]. The average rainfall series of Tamilnadu for the northeast
monsoon months of October to December and the season as a whole were analyzed
for trends, periodicities, and variability using standard statistical methods by Dhar
et al. [2]. Balachandran et al. [3] examined the local and teleconnective association
between NEMR over Tamilnadu and global surface temperature anomalies (STA)
using the monthly gridded STA data for the period 1901–2004. The trends, peri-
odicities, and variability in the seasonal and annual rainfall series of Tamilnadu
were analyzed by Dhar et al. [4].

S. Meenakshi Sundaram (&) � M. Lakshmi
Faculty of Computing, Sathyabama University, Chennai, India
e-mail: sundarambhu@rediffmail.com

� Springer India 2015
L.C. Jain et al. (eds.), Intelligent Computing, Communication and Devices,
Advances in Intelligent Systems and Computing 309,
DOI 10.1007/978-81-322-2009-1_40

353



2 Study Area and Materials

Tamilnadu stretches between 8o50 and 13o350 N by latitude and between 78� 180 and
80o200 E by longitude (Fig. 1). Tamilnadu receives rainfall in both the southwest and
northeast monsoon. Agriculture is more dependent on the northeast monsoon. The
rainfall during October to December plays an important role in deciding the fate of
the agricultural economy of the state. Another important agroclimatic zone is the
Cauvery river delta zone, which depends on the southwest monsoon. Tamilnadu
should normally receive 979 mm of rainfall every year. Approximately 33 % is from
the southwest monsoon, and 48 % is from the northeast monsoon (Fig. 1).

A dataset containing a total of 59-year (1950–2008) monthly rainfall totals of
Tamilnadu was obtained from Indian Institute of Tropical Meteorology (IITM),
Pune, India. The monthly sea surface temperature of Nino 3.4 indices was obtained
from National Oceanic and Atmospheric Administration, United States, for a
period of 59 years (1950–2008) with 708 observations.

3 Methodology

3.1 Box–Jenkins Multivariate Seasonal ARIMA Model

ARIMA models are powerful tools in predicting a time series and are widely used
in hydrology cycles, mainly surface water processes and stream flow events. It is a
useful technique in rainfall prediction due to ease of development and

Fig. 1 Geographical
location of area of study,
Tamilnadu
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implementation. The ARIMA models are a combination of autoregressive models
and moving-average models [5]. The autoregressive models AR(p) base their
predictions of the values of a variable xt on a number p of past values of the same
variable with number of autoregressive delays xt-1, xt-2, …, xt-p and include a
random disturbance etc. The moving-average models MA(q) generate predictions
of a variable xt based on a number q of past disturbances of the same variable
prediction errors of past values et-1, et-2, …, et-q. The combination of the
autoregressive and moving-average models AR(p) and MA(q) generates more
flexible models called ARMA (p, q) models. The stationarity of the time series is
required for the implementation of all these models. In 1976, Box and Jenkins
proposed the mathematical transformation of the non-stationary time series into
stationary time series by a difference process defined by an order of integration
parameter d. This transforms ARMA (p, q) models for non-stationary-transformed
time series into the ARIMA (p, d, q) models. The ARIMA models are built with
strategies estimation, diagnosis, and prediction. The model is valid through the
graphs ACF and PACF. The estimated parameters are always tested using
statistics.

Next in the diagnosis process, the autocorrelation of the residuals from the
estimated model should be sufficiently small and should resemble white noise. Once
the model is identified, it is used to predict the monthly rainfall series. To understand
the meteorological information and integrate it into planning and decision-making
process, it is important to study the temporal characteristic and predict lead times of
the rainfall of a region. The seasonal ARIMA (p, d, q)(P, D, Q)s model is defined as

/pðBÞUPðBsÞrdrD
s yt ¼ HQðBsÞhqðBÞet ð1Þ

where

/pðBÞ ¼ 1� /1B� � � � � /pBp; hqðBÞ ¼ 1� h1B� � � � � hqBq

UPðBsÞ ¼ 1� U1Bs � � � � � UPBsP;HQðBsÞ ¼ 1�H1Bs � � � � �HQBsQ
ð2Þ

et denotes the error term, /’s and U’s are the non-seasonal and seasonal
autoregressive parameters, and h’s and H’s are the non-seasonal and seasonal
moving-average parameters.

4 Results and Discussions

A time series is said to be stationary if its underlying generating process is based
on constant mean and constant variance with its autocorrelation function (ACF)
essentially constant through time. The ACF is a measure of the correlation
between two variables composing the stochastic process, which are k temporal lags
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far away, and the partial autocorrelation function (PACF) measures the net cor-
relation between two variables, which are k temporal lags far away.

The simple time series plot of monthly rainfall in Tamilnadu is given in Fig. 2.
The stationarity of the rainfall data is visualized in the above Fig. 2. If the ACF

is zero within two lags, we say that the time series is stationary. From Fig. 3, it is
clear that the monthly rainfall is stationary with seasonality.

Seasonality is defined as a pattern that repeats itself over fixed intervals of
times. For a stationary data, seasonality can be found by identifying those auto-
correlation coefficients of more than two or three time lags that are significantly
different from zero. Since the monthly rainfall series consists seasonality of order
s = 12, the model considered here is a seasonal multivariate ARIMA model
(Table 1).

The ACF and PACF correlograms (Fig. 3) and the coefficients are analyzed
carefully, and the tentative multivariate ARIMA model chosen is ARIMA
(1, 0, 1)(1, 1, 1)12. The parameter’s estimates are tabulated in Table 2.

After fitting the appropriate ARIMA model, the goodness of fit can be examined
by plotting the ACF of residuals of the fitted model. If most of the autocorrelation
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Fig. 2 Time series plot of monthly rainfall in Tamilnadu (1950–2008)

Fig. 3 ACF and PACF correlograms
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Table 1 ACF and PACF
coefficients for the first five
lags

Lag ACF coefficient PACF coefficient

1 0.457 0.457

2 0.123 -0.108

3 -0.155 -0.215

4 -0.268 -0.127

5 -0.250 -0.069

Table 2 Parameter’s
estimates of ARIMA
(1, 0, 1)(1, 1, 1)12 model

Model Parameters Parameter’s estimates

ARIMA (1, 0, 1)
(1, 1, 1)12

AR 0.475

MA 0.392

AR, seasonal 0.072

MA, seasonal 0.965

Fig. 4 Residual plots of ACF and PACF of ARIMA (1, 0, 1)(1, 1, 1)12 model
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coefficients of the residuals are within the confidence intervals, then the model is a
good fit (Fig. 4).

The ACF and PACF coefficients in residual plots are within the limits, and
hence, we say that the fit is a good one and the error measures are given in Table 3.

The graph showing the observed versus fitted values is shown in Fig. 5.

5 Conclusion

In recent days, due to the ever-increasing demand for rainfall, the related pre-
dictions are vital. Effective prediction models are useful to obtain initial and earlier
ideas for the management of rainfall. The seasonal autoregressive model is a very
effective tool with a predictor sea surface temperature as evidenced from the least
error measures.

Table 3 Error measures
obtained for the model
ARIMA (1, 0, 1)(1, 1, 1)12

Error measures Value

RMSE 1.082

MAPE 16.081

R squared 0.547

Fig. 5 Graph showing the observed and the fitted values obtained in ARIMA (1, 0, 1)(1, 1, 1)12

model
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An Ontology-Based Approach for Test
Case Reuse

Satish Dalal, Sandeep Kumar and Niyati Baliyan

Abstract Building software test cases is a costly and time-consuming process;
hence, good-quality test cases are stored in libraries, for possible reuse. Existing
methods for search and retrieval of reusable test cases are not flexible enough,
since they do not consider semantics. We propose a test case reuse approach based
on the semantic Web technique—ontology, which improves flexibility and reus-
ability during test case generation. Moreover, the addition of semantics to test
cases handles users’ queries better.

Keywords Ontology � Software testing � Test cases � Reuse

1 Introduction

Test cases are stored as reusable components in libraries, after software testing is
performed successfully. We can reduce testing cost and time and also improve the
quality of software through component reuse [1].

Currently used methods of retrieval of prebuilt components are based on
attribute–value pair, keyword, and predefined rules among others. None of these
considers semantics of components while retrieving them. Although some tech-
niques such as mapping and dictionary search provide some semantics, yet they do
not provide enough flexibility to handle users’ complex queries and reasoning.
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The notion of ontology is successfully leveraged in the testing phase of soft-
ware development life cycle (SDLC). Ontology can be thought of as a vocabulary
which is used to describe a specific domain and relationships that exist among the
concepts of that domain [2]. We propose a test case reuse approach based on
ontology, which is more flexible and handles user queries better.

2 The Proposed Approach

In our approach, ontology is used to search and retrieve the required concepts with
the help of semantics existing between these concepts. Here, we will search for
concepts, subconcepts, and data type properties. In addition, we will check for
possible reuse of test cases. Our approach consists of four steps—build ontology,
find concepts, find data properties, and check range of data properties. The output
obtained from each step serves as an input to the next step. Each of these steps is
described briefly, below.

2.1 Build Ontology

Our problem definition starts with identification of the software artifact for which
test cases are to be built and reused. Next, we search for a possible conceptual
matching in existing ontologies; in case of failure, we build our own ontology for
the same. Building ontology is a simple process if we know about the software
components. This step can also be automated by using software requirements [3].

In order to describe further steps, we will use ontology as shown in Fig. 1, i.e.,
‘test’ ontology and ‘sample’ ontology. ‘Email,’ ‘username,’ and ‘password’ are the
data type properties for ‘login’ concept. We will apply our approach to check for
reusable test cases for ‘authentication’ concept.

2.2 Find Concepts

In this step, we will search for the concept for which we have to build test cases in
other ontologies. A concept may contain subconcepts; therefore, we will search in
the entire inheritance relationship. In the above example, we have the following
concepts in the ‘test’ ontology set.

Tcon ¼ Authentication; Loginf g
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We will search for these concepts in ‘sample’ ontology set by finding the
concepts of ‘sample’ ontology and taking intersection with concepts in the ‘test’
ontology set.

Scon ¼ Loginf g
Tcon \ Scon ¼ Loginf g

If no ontology concept or subconcept is found to be matching, then we will
search some other ontology for a possible match. On the other hand, if a match is
found, then we will move to the third phase of finding properties.

In Fig. 1, ‘login’ is common in both sets. Therefore, in the next phase, we will
find the data type properties for ‘login’ concept in both ontologies.

2.3 Find Properties

After successfully finding a concept match in the previous step, we will search for
data type properties match in the matching concepts. Since the matching concepts
may further be divided into subconcepts, we will look for data type properties of
matching concepts as well as of their subconcepts.

As shown in Fig. 1, after this step, the ‘login’ concept is common in both
ontologies. We will search for the data type properties and extract common
properties.

Fig. 1 Ontology for authentication concept

An Ontology-Based Approach for Test Case Reuse 363



Tprop ¼ username; passwordf g
Sprop ¼ email; username; passwordf g

Tprop \ Sprop ¼ username; passwordf g

If the properties match, one of the three cases may occur: full match, partial
match, or no match. In case of ‘full match’ and ‘partial match,’ we will continue to
the next phase, whereas in case of ‘no match,’ we will stop our algorithm and
move to the previous step.

2.4 Check Range

The range of a property decides which set of values that property can take. For two
identical data type properties, one having integer range while the other having
character range, one may get wrong results. In this step, we will check the range of
data type properties which are common to both matching concepts. If range of
properties matches, then we will go to the next step; otherwise, we will search
again.

It is possible that some of the properties have the same range, while others do
not. Hence, in this step, we will find those properties which have the same range.
In our ontology of Fig. 1, the properties having same range are ‘username’ and
‘password’.

3 Implementation

We have implemented our approach in Java using Jena API [4] that handles
ontology. Firstly, ontology is created in Protégé ontology editor [5]. Next, Jena
library is used to handle RDF/XML data in Java.

The inputs to our system are the ontology created using Protégé, and the
concept for which we have to search for test case reuse. Ontology may be any file
with .rdf or .owl extension. Here, we design one ‘test’ ontology and five different
‘example’ ontologies. The aim is to report all possibilities of test case reuse in the
‘authentication’ concept present in ‘test’ ontology against the five ‘example’
ontologies.

The output produced by our system is the data type properties for which we can
reuse test cases, as shown in Fig. 2.
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4 Evaluation

A summary of few techniques that use ontology in testing is given in Table 1.
An agent is assigned for each activity in the testing process. Software testing

ontology is developed for use in communication and is also used by test case
generation agent to remove redundant test cases and select consistent test cases [6].

Operations of Web service are transformed into Petri-Net ontology, using
which a Petri-Net model is created to generate test cases and to test the Web
service [7].

An ontology-based test case framework is presented. Firstly, test objectives are
generated by reasoning performed on software artifact ontology. Next, redundant
test objectives are removed and abstract test case is created for non-redundant test
objectives. Finally, executable test cases are generated using software ontology
[8].

Fig. 2 Output screen containing test case reuse information

Table 1 Comparison of ontology-based approaches used in testing

Approach Goal Methodology Features

Multi-agent system
[6]

Automation of
testing process

Semantic
search

Use of agents

Reusability of test cases not
leveraged

Petri-Net model [7] Test cases for
web service

Semantic
search

Reuse of test cases for Web service
could have been explored

Ontology-based
framework [8]

Test case
generation

Semantic
search

Reuse of test cases could have
been explored

Test case reuse
based on ontology
[9]

Reuse of test
cases

Semantic
distance

Searches for exact concept match

Range of data type properties is
not considered

Our approach Reuse of test
cases

Semantic
search

Searches for exact concept match
as well as subconcept match

Range of data type properties is
considered
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The semantic distance between concepts is calculated by using four different
sets, i.e., superclass difference set, subclass difference set, intension different set,
and extension difference set. If the value is greater than some threshold value, one
can say that reuse of test cases for one concept is possible for other concepts [9].

The aforementioned techniques mainly focus on assisting the testing process,
except one that focuses on reuse of test cases [9]. Our approach also promotes
software test case reuse; moreover, it handles user queries better and is more
flexible.

5 Conclusion

Software testing involves building and execution of test cases and consumes
almost half of the SDLC time and cost. Test cases are reused in an effort to
improve testing efficiency over traditional methods which are inflexible because
they do not consider the semantics. Ontology is widely used for information
sharing and reuse. This paper discusses an ontology-based approach for search and
retrieval of test cases, semantically, which provides benefit of reuse, among others.
In future, automatic archiving of reusable test cases searched by our approach
could be implemented.
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A Decision-Driven Computer Forensic
Classification Using ID3 Algorithm

Suneeta Satpathy, Sateesh K. Pradhan and B.N.B. Ray

Abstract Rapid evolution of information technology has caused devices to be
used in criminal activities. Criminals have been using the Internet to distribute a
wide range of illegal materials globally, making tracing difficult for the purpose of
initiating digital investigation process. Forensic digital analysis is unique and
inherently mathematical and generally comprises more data from an investigation
than is present in other types of forensic investigations. To provide appropriate and
sufficient security measures has become a difficult job due to large volume of data
and complexity of the devices making the investigation of digital crimes even
harder. Data mining and data fusion techniques have been used as useful tools for
detecting digital crimes. In this study, we have introduced a forensic classification
problem and applied ID3 decision tree learning algorithm for supervised explo-
ration of the forensic data which will also enable visualization and will reduce the
complexity involved in digital investigation process.

Keywords Digital crime � Digital investigation � Computer forensics � Data
fusion � Data mining � ID3 � Visualization

1 Introduction

High-performance computing power with fast and ultrafast broadband connec-
tively is becoming more and more accessible and available for use. Such com-
puting powers and networks have become an indispensable tool for smooth
operation of businesses, government, and even our personal lives. Log data and
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other data files extracted from personal, network, and cloud computing platforms
can provide a lot of information about an individual’s interests, patterns of
behavior, and even their whereabouts at a specific space and time. As computers,
laptops, tablets, and other smart devices become more widely used and prevalent,
the chances of such devices and networks being involved in criminal activity will
also naturally increase [1]. These activities have spawned the concept of cyber
crime, which refers to illegal computer-mediated activities that can be conducted
through global electronic networks, [2, 3]. A variety of cybercrime-related
activities can include but not necessarily limited to is the distribution of pirate
software and child pornography, etc. It is due to this increase in crimes and
incidents, the field of computer forensics [2–4] has rapidly emerged, and research
is being conducted into ways of improving the quality and efficiency of digital
forensic investigations. However, such investigations can vary drastically in
degrees of complexity. Increasingly, disclosure and discovery are two legal pro-
cedures and involve data generated by computers, stored on computers, and can
only be deciphered by computers [1, 2]. Electronic disclosure process is the review
and production of evidentiary materials retrieved in different digital formats. Many
of the documents created today exist only in digital form. This has made paper
disclosure process almost archaic. Nevertheless, the disclosure and discovery of
computer evidence in civil proceedings does present some unique challenges that
paper evidence would not. Among the most common challenges are but not limited
to:

• Locating, identifying, and classifying volume of data
• Preserving data subject to discovery
• Retrieving documents that have been deleted from the computers
• Retrieving embedded files
• Conducting on-site inspections
• Contracting expert assistance

Addressing these challenges require a variety of tools and application of tech-
niques to detect and defend against crimes. Data Fusion along with data mining
techniques can help address these challenges. A fusion-based digital investigation
tool [5] was developed using JDL data fusion model [6–10] to assist digital
forensic investigators [11]. We have also demonstrated the use of the investigation
tool in misuse of internet investigation justified by statistical hypothesis testing
[12]. This paper is an extension of our previous work to accurately classify the files
in seized hard drives with the help of data mining decision tree ID3 algorithm.

2 Challenges in Forensic Digital Investigation

Forensic digital investigation is a process to examine digital evidence that
develops and tests theories, which can be entered into a court of law, to answer
questions about events that occur [2, 3]. The purpose of such a type of
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investigation is to find evidence related to the events and present them to the
investigator. Some of the challenges of such type of investigations are [13]:

• Storage media are steadily growing in size, so forensic investigations [2, 3, 14]
are becoming more time consuming and complex as the volumes of data
requiring analysis continue to grow.

• Forensic investigators are finding it increasingly difficult to use current tools to
locate vital evidence within the massive volumes of data [14, 15]. The data
offered by computer forensic tools can often be misleading due to the
dimensionality, complexity, and amount of the data presented. These tools
focus on digital evidence recovery, i.e., on recovering residual data from a
piece of media. So they are not ideal for

– Reduction of duplicate data
– Identification of correlations among data
– Discovery and sorting of data into groups based on similarities of what?
– and visual presentation of data as groups of facts previously unknown or left

unnoticed
– Discovery or identification of patterns in data that may lead to reasonable

predictions.

• Log files are often large in size and multidimensional, which makes the
forensic investigation and search for supporting evidence more complex.

3 Exploring the Forensic Data with Fusion-Based
Investigation Tool and ID3 Decision Tree Algorithm

Forensic analysis of a single machine is becoming increasingly cumbersome
because of increase in size and sophistication of information storage. It has posed
major challenges to the investigating agencies to detect criminal activities and
identify the criminal [1]. A digital investigation tool based on data fusion has been
developed by grouping and merging the digital investigation activities that provide
the same output into an appropriate phase [5]. The grouping processes balance the
investigation process and the output of the investigation process is also mapped
into the domain of data fusion [5]. The data fusion application [6, 7] along with
decision mining rules formed to deal with misuse of Internet in the workplace case
study has also enabled graphical representation in computer forensics [11]. The
present study demonstrates the application of decision tree ID3 algorithm [9] to
classify same forensic data in seized hard drives to provide more accurate result.
Fusion-based digital investigation tool phases [5] can be summarized into three
steps as shown in Fig. 1.

1. File Selection Process (Data collection and preprocessing). Data preprocessing
involves data cleaning and reduction. The objective of data reduction is to
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reduce the volume of the representation of the data set. The hard drives of
computers from an organization are studied for forensic classification. As the
first principle of digital investigation is never to work on the original, Forensic
toolkit (FTK) [16] was used to create an image of the seized hard drives. Once
the image was created, files were extracted from the hard disk and analyzed.
Since the case was to deal with accessing, storing, and distributing illegal files
(e.g., photos and videos), our main focus was to extract all the image files and
video files. FTK toolkit was used to collect all the image files and audio and
video files even if the file extension was found to be altered. The following
attributes in Table 1 were considered for forensic classification.

Step-1 

Step-2 

Step-3 

File Selection Process:

In this process user selects 
data from different sources.

Compilation Process:

In this step all collected 
data are stored into the 
database and analyzed as 

Reporting Process:
In this step analysis result is 
obtained in the form of tree 
structure (enabling 
visualization) making digital 
investigation easy.

Fig. 1 Steps of fusion-based investigation tool

Table 1 Symbolic attributes used for case investigation

Attribute Possible values

File type Image (bmp, jpeg, gif, tiff, png),MP3 files, Other Files

File creation date Older files (with earlier creation date), New files

File creation time Early hours of morning (12 a.m.–6 a.m.)

Day time (6 a.m.–7 p.m.)

Night (7 p.m.–6 a.m.)

File creation day Beginning of the week (Monday, Tuesday)

Middle of the week (Wednesday, Thursday)

End of week (Friday, Saturday, Sunday)
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The structure of the data file in Fig. 2 (screenshot of data file was taken after it
was loaded in the investigation tool) was analyzed by the fusion-based investi-
gation tool [5].

The first line in the data file should contain the column headings and each data
record in the data file must appear on a new line. A data record can be referred to
as an input pattern.

2. Compilation Process (Data transformation). The following compilation on file
creation day and file creation time was completed in low-level fusion step [5]
of the investigation tool.

• A 24 h cycle was classified into three sections:

– Early Morning (12–6 a.m.)
– Late night (7 p.m.–12 a.m.)
– Working hour (6 a.m.–7 p.m.)

• One week cycle was classified into three sections:

– Monday and Tuesday—early week
– Wednesday and Thursday—middle week.
– Friday, Saturday, and Sunday—late week.

3. Reporting Process—Result analysis and evidence report generation was
completed in high level and decision level processing [5] step of the investi-
gation tool. Generally, this step involves training and testing of the tool as well
as validation and analysis. It draws upon methods and algorithms developed
from various fields (such as data mining, machine learning, and pattern rec-
ognition) [9] to detect interesting patterns. It develops a background description
of relations between entities. It effectively extends and enhances the com-
pleteness, consistency, and level of abstraction of the situation description
produced by refinement.

In the present case study, we used ID3 decision tree algorithm to classify
forensic data in digital investigation and in evidence reporting since decision tree

Fig. 2 Data file structure
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learning algorithm [9] has been successfully used in expert systems in capturing
knowledge. We performed specified tasks by using inductive methods to the given
values of attributes of an unknown object to determine appropriate classification
according to decision tree rules. A cost sensitive decision tree learning algorithm
[17–19] was also used for forensic classification problem. This is commonly used
for gaining information for the purpose of decision making.

4 Decision Tree ID3 Algorithm

ID3 is a simple decision tree learning algorithm developed by Ross Quinlan in the
year 1983 [9, 20]. With the help of ID3 algorithm (Table 2), one can construct the
decision tree by employing a top-down, greedy search through the given data sets
to test each attribute at every tree node. To find an optimal way to classify a
learning set, the information gain metric function Gain (S, A) is used to find the
most balanced splitting.

Entropy is a measure in the information theory, which characterizes the
impurities of an arbitrary collection of examples. If the target attribute takes on
c different values, then the entropy S relative to this c-wise classification is defined
as in Eq. 1.

Entropy sð Þ ¼
Xi¼n

i¼1

�Pi log2 Pi ð1Þ

Table 2 ID3 decision tree algorithm

The ID3 algorithm [2], [11] used for classification problem is as follows.
ID3 (Learning Sets S, Attributes Sets A, Attribute Values V)
Return Decision Tree.

Begin
Load learning set first, create decision tree root node 'r_Node', add learning set
S into root node as its subset.

For r_Node, we compute
Entropy (r_ Node .subset) first

If Entropy (r_ Node. subset) == 0, then
r_ Node subset consists of records all with the same value for the categorical attribute, 

return a leaf node with decision attribute : attribute value;

If Entropy (r_ Node .subset)! =0, then
compute information gain for each attribute left(have not been used in splitting), find 

attribute A with Maximum(Gain(S,A)). Create child nodes of this r_
Node and add to r_Node in the decision tree.

For each child of the r_Node, apply ID3(S,A,V) recursively until we reach node that has 
entropy = 0 or reach leaf node.

End ID3.
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where Pi is the proportion/probability of S belonging to class i. Logarithm is
base 2 because entropy is a measure of the expected encoding length measured
in bits. Information gain measures the expected reduction in entropy by par-
titioning the examples according to this attribute. The information gain Gain
(S, A) of an attribute A, relative to the collection of examples S, is defined as
in Eq. 2.

Gain S; Að Þ ¼ Entropy Sð Þ �
X

v2ValuesðAÞ

Svj j
Sj j Entropy Svð Þ ð2Þ

where Values(A) is the set of all possible values for attribute A, and Sv is the subset
of S for which the attribute A has value v. This can be used to measure rank
attributes and build the decision tree where each node is located, and the attribute
with the highest information gain among the attributes not yet considered in the
path from the root.

The learning set for Forensic classification problem was prepared according to
the data file structure shown in Fig. 2 from which columns, file type, file creation
time, file creation day, and decision columns were taken for learning. In the
learning sample, the attribute column ‘‘decision’’ had two values as ‘‘positive’’ and
‘‘negative.’’

The learning sample was divided into two sets

1. Set S1 corresponded to ‘‘positive’’ as decision values and
2. Set S2 corresponded to ‘‘negative’’ as decision values.

There were 25 samples in S1 and 16 samples in S2. To compute the information
gain of each attribute, the expected information of the sample class was computed
in Eq. 3 by using Eq. 1.

I S1; S2ð Þ ¼ I 25; 16ð Þ ¼ � 25=41ð Þ � log 25=41ð Þ � 16=41ð Þ � log 16=41ð Þ
¼ 0:15367 ð3Þ

Then information gain for each attribute was computed in Eqs. 4, 5 and 6 as.

1. File_Type—All image files were categorized as image files category and rest
of the mp3, audio, and video files as other files category. The expected
information gain in connection with each distribution was computed in Eq. 4
by using Eq. 2.

File Type ¼ ‘‘imagefiles’’; S11 ¼ 20; S21 ¼ 9; and

File Type ¼ ‘‘other files’’; S12 ¼ 0; S22 ¼ 12 then

Gain File Typeð Þ is calculated as ¼ 0:039454 ð4Þ
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2. File_Creation_Day- Weekdays are divided into three sections: early week,
middle week, and late week and information gain value was calculated in Eq. 5
by using Eq. 2.

File Creation Day ¼ ‘‘earlyweek i:e. mon; tue’’; S11 ¼ 2; S21 ¼ 3

File Creation Day ¼ ‘‘middle week i:e. wed; thurs’’; S12 ¼ 4; S22 ¼ 5

File Creation Day ¼ ‘‘late week i:e: fri; sat; sun’’; S13 ¼ 20; S23 ¼ 7

Then Gain File Creation Dayð Þ was calculated as ¼ 0:0091195 ð5Þ

3. File_Creation_Time—File creation time is divided into three parts: early
morning, working hour, late night, for which information gain is calculated as
in Eq. 6 using Eq. 2.

File Creation Time ¼ Early morning ¼ ‘‘12 a.m.�6 a.m.’’; S11 ¼ 10; S21 ¼ 5

File Creation Time ¼Working hour ¼ ‘‘6 a.m.�7 p.m.’’; S12 ¼ 4; S22 ¼ 0

File Creation Time ¼ Latenight ¼ ‘‘7 p.m.�12 a.m.’’; S13 ¼ 18; S23 ¼ 4

Then Gain File Creation Timeð Þwas calculated as ¼ �0:00458 ð6Þ

From the above calculation (Eqs. 4, 5 and 6), Gain (File_Type) had the largest
value which could help the investigator to conclude the followings:

1. The attribute File_Type could perform an important function in composing
data to subclasses as shown in tree structure in Fig. 3.

2. From (Fig. 3), one rule could be created in each route from root to leaf. The
unique behavior of one user hard drive is shown by positive and negative files
classification to detect the illegal use.

Finally, conclusion could be drawn as when the File_Type was other than image
files, and then chances of criminal level of that hard drive could be negative. But
when the File_Type were image files and files were created or accessed during
weekends (Friday, Saturday, and Sunday during 6 a.m.–7 p.m. and during Mon-
day, Tuesday Wednesday, and Thursday during late in the night (7 p.m.–12 a.m.)
or during (12 a.m.–6 a.m.)) then chances of criminal level of that hard drive is
positive. The seven decision mining rules (Table 3) already assumed and
hypothesized in our paper [11, 12] for classifying the files into positive and
negative were justified from the tree structure (Fig. 3).

The conclusion drawn from above digital investigation decision tree structure
justified that ID3 decision tree algorithm could work fairly well on classifying the
complex and large voluminous forensic data into a simpler analysis report. It will
also help the investigators to easily draw the conclusion from simple and easy to
visualize decision tree structure and prepare the evidence report to present it in the
court of law to justify the evidence against crime.
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5 Conclusion

With the rapid proliferation of Internet technologies and applications, cyber crime
has become a major concern for the law enforcement community. Cyber criminals
have been distributing messages, illegal materials on the internet and engage in
illegal activities. The extensive growth of internet and the lack of truly secure

Fig. 3 Decision tree

Table 3 Decision mining rules

1. If an image file was created/modified/accessed early in the week (mon, tue) during 12–6 a.m.
and 7 p.m.–12 a.m. (early morning, late night) then it was classified as suspicious

2. If it an image file was created/modified/accessed early in the week (mon, tue) during 6 a.m.–
7 p.m. (working hr) then it was classified as not suspicious

3. If an image file was created/modified/accessed middle in the week (wed, thurs) during
12–6 a.m. and 7 pm–6 a.m. (early morning, late night) then it was classified as suspicious

4. If an image file was created/modified/accessed middle in the week (wed, thurs) during 6 a.m.–
7 p.m. (working hr) then it was not classified as suspicious

5. If an image file was created/modified/accessed late in the week (fri, sat, sun) during 12–6 a.m.
and 7 p.m.–12 a.m. (early morning, late night) then it was classified as suspicious

6. If an image file was created/modified/accessed late in the week (fri, sat, sun) during 6 a.m.–
7 pm (day time working hour) then it was classified as suspicious

7. If the logical file size was detected to be large and if it was downloaded during working hours
on any day of the week, it would need further investigation. Same rule was applicable for mp3
files downloaded at any time of the day of the week
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systems make it an important field of research in computer forensics. Data fusion
and data mining has proven itself in the area of information security. So in the
context of digital information sea in the current digital information technology,
decision tree ID3 application in computer forensic could help to pick out the right
behavioral information that reflected the intent of the criminal, the crime type, and
security requirement in a timely, comprehensive, and accurate manner.
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Non-ideal Iris Segmentation Using
Wavelet-Based Anisotropic Diffusion

Chinmay Singh, Madhusmita Sahoo and Bibhu Prasad Mohanty

Abstract In current scenario, biometric identification is becoming more popular.
The performance of iris recognition depends on iris segmentation. Iris segmen-
tation plays a very vital role for iris recognition. In this work, different scheme for
non-ideal iris image segmentation is investigated. In non-ideal iris image eyelash
and eyelid occlusion, reflection exists which is absent in the ideal iris image. So
non-ideal iris segmentation is challenging. The use of anisotropic diffusion to the
iris image also removes the eyelash and eyelid occlusions. This piece of work has
been subdivided into two different areas: first to finding iris center and inner
boundary and secondly to find exterior boundary.

Keywords Anisotropic diffusion � Image segmentation � Thresholding � Closing �
Binarization

1 Introduction

In image segmentation, a digital image can be subdivided into multiple segments.
Based on two basic properties, that is, discontinuities and similarity, segmentation
can be carried out. The main objective is to extract meaningful regions which will be
useful for analysis. For public security or personal identification, iris recognition is
often preferred than any other biometric techniques. The texture patterns of human
eye are stable and different from one person to another. So iris provides better
security. Segmentation of non-ideal iris is more challenging, because during image
acquisition, some undesirable disturbances are created. The main cause behind
disturbances are body motion, reflection of spectacles, improper illumination, and
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eyelash and eyelid occlusion, off-angled iris, pupil center deviation due to eye
movement, etc. So it becomes difficult to segment iris region properly in a non-ideal
iris image [1–3].

Iris image can be segmented using many methodologies such as using Hough
transform and level set method. In this piece of work, we have proposed to detect
the centroid of the iris image by using thresholding and morphological operation.
At the same time, we apply polar transformation for interior boundary detection.
Exterior boundary is detected using following steps, such as region selection,
applying polar transform on selected region, and finally region-based
segmentation.

The paper is organized as follows. In Sect. 2, level set method and Hough
transform for image segmentation are discussed. Section 3 includes proposed
methodology. Section 4 includes results and analysis. We have concluded the
paper in Sect. 5 with a brief summary of work in future direction.

2 Level Set and Hough Transform Method

The level set technique [4, 5] is based on active contours model and evolution. The
contours model works on split and merge concept and useful for simulta-
neous detection of several objects and both interior and exterior boundaries. The
boundary representation is done by level-set method [4], and depending upon the
threshold value selected adaptively, the boundary either merges with the previous
one or splits further at each evolution. During every evolution, the level set
function is periodically reinitialized to a signed distance function using reinitial-
ization technique.

The Hough transform is a standard algorithm [6] which is useful for shape
detection. Here, using edge detection algorithms, edge map is generated and using
Hough transform, disjoint edge points are connected. For every pixel, P is cal-
culated and Hough space is generated. Then, local maxima in the parameter space
are found and maximum point in the Hough space interprets the radius and center
coordinates of circle. It determines center coordinates and the radius r.

If pixel is an edge pixel, then for all values of r, (xc, yc) and P are calculated
using following equation.

xc ¼ x� rcosh; yc ¼ y� rcosh
P xc; yc; rð Þ ¼ P xc; yc; rð Þ þ 1

ð1Þ

For every edge point, the corresponding accumulator element is incremented in
the accumulator array. At the end of this process, accumulator (P) is checked and
the local maxima in the accumulator (parameter space) give corresponding (xc, yc)
and r which are the center coordinate and radius of the detected circle [6].

The above schemes for iris segmentation are excellent and accurate in their
respective domain but fail for non-ideal iris images.
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3 Proposed Method

3.1 Wavelet Decomposition

Using DWT [7], an image can be decomposed into different levels. In this work,
the detailed and approximate coefficients are determined taking ‘‘db’’ wavelet and
dwt function. The 1st step that we use in our approach is wavelet decomposition,
which is a simple approach to reduce the iris data due to its coarser level. Here, we
use wavelet decomposition to reduce computational complexity of iris data.

3.2 Anisotropic Diffusion

Perona and Malik proposed a numerical method for selectively smoothing digital
images. In anisotropic diffusion, flow is not only proportional to the gradient, but is
also controlled by a function g(|ru|). Regions with low |ru| are plains. By
choosing a high diffusion coefficient, the noise can be reduced. Regions with high
|ru| can be found near edges. In order for those edges to be preserved, a low
diffusion coefficient is chosen accordingly. This leads to the function [0,
?] ? [0,1], g(0) = 1, lim s ? ? g(s) = 0, which is monotonically decreasing.

u 0; xð Þ ¼ u0ðxÞ ð2Þ

where t is the time parameter, u(x, y, 0) is the original image, and ru(x, y, t) is the
gradient version of image at time ‘‘t’’.

g ruj jð Þ ¼ 1

1þ ruj j2=k2
ð3Þ

k is always greater than 0.
In the above equation, g is smooth non-increasing function with g(0) = 1,

g(x) C 0, and g(x) tending to zero at infinity. The idea is that the smoothing
process obtained by the equation is ‘‘conditional’’; that is, if ruðxÞ is large, then
diffusion will be low, and therefore, the exact localization of the ‘‘edges’’ will be
kept. If ruðxÞ is small, then the diffusion will tend to smooth still more around x.

Thus, the choice of g corresponds to a sort of thresholding which has to be
compared to the thresholding of |ru| used in the final step of classical theory.

Perona and Malik discretized their anisotropic diffusion equation as

utþ1 sð Þ ¼ ut sð Þ þ k
gsj j
X

p�gs

gkð rus;p

�� ��Þrus;p ð4Þ

S denotes the pixel position in the discrete 2D grid, t denotes the iteration step, g is the
conduction function, and k is the gradient threshold parameter that determines the
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rate of diffusion. k is a scalar quantity which determines the stability, and it is usually
less than 0.25. g denotes the spatial neighborhood of pixel (x, y). gs = [N S E W],
where N, S, E, and W are the north, south, east, and west neighbors of pixel S. g is
equal to 4 (except for the image borders). The symbolru is now representing a scalar
defined as the difference between neighboring pixels to each direction.

Gradient ru in four different directions can be calculated as follows

ruN x; yð Þ ¼ u x; y� 1; tð Þ � u x; y; tð Þ
rus x; yð Þ ¼ u x; yþ 1; tð Þ � uðx; y; tÞ
ruE x; yð Þ ¼ u xþ 1; y; tð Þ � uðx; y; tÞ
ruW x; yð Þ ¼ u x� 1; y; tð Þ � uðx; y; tÞ

ð5Þ

If any eyelash occlusion, off-axis gaze, and reflection are present in an iris
image, then anisotropic diffusion is employed which will smoothen those occlu-
sions and simultaneously preserve the edges. So here, we applied this approach
and select the proper iteration time for removal of occlusion and so as to preserve
pupil boundary. The diffusion is controlled by evolution parameter, which is
inversely proportional to iteration time.

3.3 Thresholding, Morphological Operas, and Mapping

After diffusion, except the pupil part, the contrast of iris data is very distinctive.
Dark part of pupil has very low values of intensity, so if histogram is plotted, a
valley will be formed and from the histogram, a threshold value can be chosen
which differentiates pupil from the iris image. Thus, applying appropriate
threshold value, pupil is detected. Threshold value is different for different images.
So by selecting the threshold value adaptively, a particular algorithm is capable of
detecting various iris images. After detecting the pupil region, the next step is to
remove the reflection. For this purpose, morphological operation is used. The
opening and hole-filling by darkness operation is employed to remove the
reflection. The pupil image is mapped to its original level, and this can be achieved
using nearest interpolation method, and then, that image is added to wavelet
decomposed image. Idwt is applied to get original image.

3.4 Centroid Calculation and Interior Boundary Detection

In Fig. 1, we have presented the block schematic of our proposed method of wavelet-
based interior boundary detection. We have followed the steps as suggested by
H.L. Wan et al., [8] by modifying the procedure suitable for wavelet domain.

The image resulted from idwt is taken, and x1 = 0, x2 = 0, y1 = 0, are y2 = 0
is initialized. Then, the summation of black pixels in each row is determined. The
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first row that has the maximum summation is stored in x1, and the last row that has
the maximum summation is stored in x2. Then, the summation of black pixels in
each column is obtained. The first column that has the maximum summation is put
in y1, and the last column that has the maximum summation is put in y2. Then, xc

and yc are evaluated using Eq. (6)

xc ¼ x1þ x2=2ð Þ; yc ¼ y1þ y2=2ð Þ ð6Þ

First image is converted into its polar transform form. Then, Sobel operator is
used which determines maximum of each column in polar-transformed image and
those points are treated as candidate points. Then, all distances from each candi-
date point to the pupil center (xc, yc) are calculated, and then, histogram is
obtained. The distance that has maximum probability is the radius. In this manner,
the internal boundary is detected.

3.5 Exterior Boundary Detection

For exterior boundary detection, the iris image undergoes wavelet decomposition,
anisotropic diffusion and morphological operation as described in Sects. 3.1, 3.2
and 3.3 respectively. After that, a region is selected within an angular range,

Fig. 1 System overview for interior boundary detection
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located in the top or bottom of iris region. It should be ensured that eyelid
occlusions is absent in that region. Then, polar transform of that region is taken.
After that, region-based segmentation is carried out. A line is initialized as exterior
boundary near to interior boundary of iris. The line is working on active contour
mechanism. The line separates the image into two regions; then, mean values of
the two regions are computed. Then, the line is pushed far away from interior
boundary and both new mean values are obtained. If the difference of the previous
mean values is smaller than that of the new ones, the line continues to move. Else,
the previous line is specified as exterior boundary [8].

4 Results and Conclusion

It is implemented using MATLAB7 software. CASIA database is used for iris
images.

As shown in Fig. 2 using Hough transform, it is difficult to segment exterior
boundary of non-ideal iris, but it is efficiently detected using proposed scheme.

Fig. 2 Exterior boundary detection (a, c) using Hough transform and (b, d) proposed scheme

Fig. 3 Exterior boundary detection using proposed scheme
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Figure 2 shows comparisons of exterior boundary detection of iris image using
Hough Transform and the proposed scheme. From the result it is visually clear that
our approach efficiently detect the exterior boundary satisfactorily. The exterior
boundary is detected using simple active contour mechanism.

In Fig. 3, we have presented the interior and exterior boundary segmentation
simultaneously using the proposed wavelet-based scheme. The coordinates for
boundaries for Fig. 3b are x_in = 246.3143, y_in = 239.0476, r_in = 54.6576,
x_out = 251, y_out = 240, r_out = 158. This research proposes a new effective
and fast algorithm to segment the non-ideal iris images captured under uncon-
strained imaging conditions. Experimental results on CASIA iris database indicate
high accuracy compared with previous existing algorithms.
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Detection of Video Objects in Dynamic
Scene Using Local Binary Pattern
Subtraction Method

Prashant Kumar, Deepak K. Rout, Abhishek Kumar, Mohit Verma
and Deepak Kumar

Abstract In this paper, the problem of video object detection in dynamic scene
has been addressed. The dynamism is referred to the changes in the scene of
interest, due to swaying of tree branches, leaves, fluctuation of surface in case of
water bodies, variation of scene illumination, etc. The problem is formulated in a
fixed camera scenario and with unavailability of reference frame (background
model). The local binary pattern (LBP) is a very strong element used in object
detection algorithms. In the literature, many methods exist, where the LBP his-
tograms of current frame and previous frames are combined and used for back-
ground subtraction, to get the foreground detected. This histogram computation
and construction of a final histogram for the background subtraction method is a
very time-consuming and complex process. The complexity can be reduced to a
large extent by using our proposed window-based LBP subtraction (WBLBPS)
method. Moreover, the efficacy of the proposed method in terms of correct clas-
sification is quite satisfactory as compared to the other LBP-based methods.

Keywords Local binary pattern � Object detection � Background subtraction �
WBLBPS method � Dynamic scene

1 Introduction

Moving object detection is a fundamental task in computer vision and vision-based
system design. Starting from the field of automation and robotics to virtual reality,
computer vision has been a tangible area of focus for many researchers. Video
moving target tracking is an important part of artificial intelligence techniques and
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is the key to solve many computational vision problems. It is very difficult to
detect the object when scene is dynamic. This is because there are many uncer-
tainties in the actual scene, such as branches shaking, surface fluctuations, or the
illumination changes in the scene. Throughout this paper, the camera is assumed to
be fixed and thus, the dynamism in the background is not due to the movement of
the camera. The availability of reference frame is assumed to be not present.
Background is supposed to have less change as compared to the object. Thus, the
problem addressed is to detect the moving object in such a dynamic scene, in the
absence of reference frame and absence of any prior knowledge of the object of
interest. Many researchers [1–11] have developed many useful algorithms and
techniques for the detection of object under such circumstances. In Xue et al. [1],
experiments on challenging sequences indicated that their method can produce
comparably better results while using less computation time, compared to the
existing LBP-based method. Hence, in this paper, we have taken this method as
reference method for the comparative analysis.

In this paper, an algorithm has been devised to detect moving objects in a video
sequence under dynamic scene. The problem is addressed when the reference
frame is not available. A window-based local binary pattern (LBP) subtraction
method has been proposed, which takes care of all type of cases irrespective of the
availability of reference frame and irrespective of the a priori knowledge of the
moving object. This method takes the spatial LBP (SLBP) plane of the frame
under consideration and computes the spatio-temporal LBP by taking the previous
frame into account. It could be observed that the dynamism present due to illu-
mination variation, swaying of the leaves, branches, etc. can be handled efficiently
using our proposed method.

The rest of the paper is organized as follows:
Section 2 describes the proposed WBLBPS method. Section 3 illustrates the

experimental results. The paper ends with a conclusion in Sect. 4.

2 Proposed Window-Based LBP Subtraction Method

The efficacy of the algorithm largely depends on the accurate measurement of the
LBPs. The region taken for computation of the LBP plays a vital role in the
efficiency of the method. The LBP can be computed in the spatial domain as well
as in temporal domain. A spatio-temporal framework is developed to detect the
LBP, which is shown in Fig. 1. The WBLBPS algorithm is as follows:

1. Convert the colour frame to greyscale.
2. Calculate the SLBP of tth frame by comparing the pixel of consideration with

all the other pixels present in the same region.
3. Calculate the STLBP of tth frame by comparing the pixel of consideration with

all the other pixels present in the same region, as well as the pixels present in
the corresponding region of the previous frame, i.e., (t - 1)th frame.
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4. Subtract the result of step 2 from step 1 using the window-based method.
5. If the difference is less than a threshold, then consider the pixel to be a

background pixel, whereas if the difference is higher than the threshold, then
the pixel is classified as foreground.

The conversion of RGB to greyscale image is carried out by the following
formulation.

f x; yð Þ ¼ 0:299f x; y; zð ÞRþ 0:587f x; y; zð ÞGþ 0:144f x; y; zð ÞB ð1Þ

where f(x, y, z)R, f(x, y, z)G, and f(x, y, z)B are the red, green, and blue planes of the
colour video sequence, respectively. This conversion is carried out for the sake of
reducing the computational complexity on the system. The net processing time
also reduced drastically.

LBP is a greyscale invariant texture description. The operator labels the pixels
of an image by thresholding the eight neighbourhood of each pixel with the centre
value and considering the result as an eight-bit binary number (LBP code), which
is obtained as

SLBPðxC; yCÞ ¼
Xl

p¼0

sðft;p � ft;cÞ2p ð2Þ

where fC corresponds to the grey value of the central pixel (xc, yc) and fp to the grey
values of the eight neighbouring pixels. The function s(x) is defined as follows:

sðxÞ ¼ 1 x� 0
0 x\0

�
ð3Þ

LBP features are robust to monotonic greyscale changes and very fast to compute
which are very important for background subtraction in real-time application.

Fig. 1 The spatio-temporal
framework for
computation of LBP
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The grey cell in ft(x, y) shows the pixel of consideration, whose LBP has to be
evaluated, and yellow cells represent the region within which the LBP has to be
computed in spatial framework. The grey cells in ft-1(x, y) show the cells with
respect to which the temporal LBPs are computed for the pixel in ft(x, y). The
black colour lines from ft(x, y) to ft-1(x, y) show the temporal link between the
pixel of consideration in the current frame, and the red lines show the spatial link
between the pixel whose LBP has to be computed and the pixels present in the
region of consideration. The joint computation of the LBP in spatial as well as
temporal direction is considered as the spatio-temporal framework for LBP
computation. The spatio-temporal framework considered can be seen as below. In
Fig. 1, ftp(x, y) represents ft-1(x, y) and ft(x, y) represents ft(x, y).

The STLBP is obtained as

STLBPðxC; yCÞ ¼
1
2

Xl

p¼0

s ft;p � ft;c
� �

2p þ
Xl

p¼0

s ft�1;p � ft;c

� �
2p

 !
ð4Þ

where fC corresponds to the grey value of the central pixel (xc, yc) and fp to the grey
values of the eight neighbouring pixels of the previous frame. The function s(x) is
defined in Eq. (3).

The SLBP, at time t, and the spatio-temporal LBP (STLBP) are calculated.
Then, a window of mxm is taken for both LBPs. The difference between the two
LBPs is calculated on window basis. This is carried out by taking a window of
desired dimension and then computing the average LBP value for the specific
window. The average LBP value of the STLBP is then subtracted from the average
LBP value of SLBP. The window is then moved to the next pixel. This process has
to be continued unless until all the pixels get classified.

DLBPðxc; ycÞ ¼ SLBPðxc; ycÞ � STLBPðxc; ycÞ ð5Þ

fSðx; yÞ ¼
Object if DLBPðx; yÞ� Th

Background otherwise

�
ð6Þ

The difference of these two average values is then compared with a threshold
(manually chosen) to classify the object and background pixels. If the difference is
greater than a threshold, then it is detected as object otherwise background.

3 Experimental Results

The efficacy of the proposed algorithm has been tested in different situations.
Although the window size depends upon the object shape and extent of dynamism,
in our experiments and simulations, we have taken the window size to be 7 9 7, as
it gives very good result, in accordance with the time complexity and accuracy.
The thresholds used in all the video sequences are chosen manually by hit and trial
basis.
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The dynamism in Fig. 2 is due to the movement of clouds in the sky region,
which is handled very well by our method. The dynamism considered in the
campus video, which is shown in Fig. 3, is the swaying of leaves and branches of
the tree. Our proposed algorithm yields quite satisfactory results as compared to

Fig. 2 Comparison results of car sequence. The top row is the original 5753rd, 5766th and
5772nd frames. The second row is the result obtained by our proposed method, and the third row
shows the results obtained using Xue’s method

Fig. 3 Comparison results on campus sequence. The top row is the original 1534th, 1600th, and
1618th frames. The second row is the result obtained using WBLBPS method. The third row is
the result obtained using Xue et al. [1] method

Detection of Video Objects in Dynamic Scene… 389



the Xue’s method. Figure 4 shows the helicopter video sequence. Our results
completely outperform the Xue’s method.

4 Conclusion

In this paper, the problem of moving object detection in dynamic scene without the
availability of reference frame and prior knowledge of object has been addressed.
To deal with this problem, first, a spatial LBP feature map is constructed from the
current frame and then, a spatio-temporal framework-based LBP feature map is
constructed. Then, the two LBPs are compared. In case both the LBPs are similar,
then the pixel at that position is considered as the background pixel, else it is
classified as foreground pixel. It is very fast to compute. The proposed dynamic
background modelling and subtraction method based on the above formulation is
very robust to dynamic movement in natural scenes such as swaying vegetation,
waving trees and rippling water. It achieves detection of moving objects with high
accuracy and suppresses most of the false detections by traditional methods. The
proposed method can be used in real-time visual surveillance applications.

Fig. 4 Comparison of results on helicopter sequence. The top row is the original 51269th,
51276th and 51316th frames. The second row is the results obtained by our proposed method, and
the results obtained by Xue et al. [1] method is shown in the third row
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Automatic Lane Detection in NH5
of Odisha

P. Kanungo, S.K. Mishra, S. Mahapatra, U.R. Sahoo, U.S.Kr. Sah
and V. Taunk

Abstract The efficacy of any intelligent transportation systems depends on
efficiency of the lane detection system. This paper addressed the lane detection
problem during the daytime in the NH5 of Odisha, India. In NH5, the contrast
between road and lane is very low because of dust and mud layers from the side of
the road and at many places, the lane markings are not visible due to natural or
unnatural processes of erosion. Therefore, most of the proposed lane detection
algorithms that are for the foreign roads failed to correctly detect the lanes. In this
paper, we proposed a lane detection model and a new thresholding approach for
correct detection of lanes in the NH5 between Khandagiri and Khurdha, Odisha,
India.

Keywords Road scene � Lane detection � Driver assistance system � Inverse
perspective mapping � Gray conversion � Segmentation � Thresholding � Peak–
valley detection
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1 Introduction

Vision-based automated guided vehicle (AGV) needs to solve two important task:
lane detection and lane tracking. Lane detection is the first and most important task
than the lane tracking [1]. The main problems that must be faced in the detection
of road boundaries or lane markings are: (1) the presence of shadows, producing
gray level or color variation on the road surface, and thus altering its texture (2) the
presence of other vehicles on the path, partly occluding the visibility of the road.

Alberto Broggi [2] used the edge curvature and direction features to improve
the performance of a lane detection algorithm. Assidiq et al. [3] used edge as a
feature and used a pair of hyperbolas that are fitting to the edges are extracted by
Hough transform. Most of the literature used the inverse perspective mapping to
create a bird’s-eye view of the road scene [4, 5]. Borkar et al. [6] proposed a
solution to address the problem of scattered shadows, illumination changes,
pressure of neighboring vehicles, etc., during a lane detection. Borkar et al. [7]
developed another method based on filter to detect lane marking features and then
using the polar randomized Hough transform to detect the orientation of each line
to detect the lanes in a road scene. Recently, Tran et al. [8] and Wang et al. [9]
performed different methods for lane detection. Whereas, Tran et al. proposed the
method for night scene by considering the region of interest in a scene.

Almost all these methods applied on the foreign road scenes, where the contrast
between the road and lanes is very high and the roads are quite neat and clean.
Because of that, most of the literature considered the above two problems during
the lane detection phase. Whereas in most of the road scenes in the Odisha in
India, particularly the road scenes considered in this project between Khandagiri,
Bhubaneswar and Khurdha bypass, it has been observed that the contrast between
the road and lane is very poor due to the dust and mud surface covered on the road
and most of the lanes are eroded due to natural or unnatural process. Therefore, for
lane detection in these conditions, we added two new problems including the
existing two problems that are: (1) the contrast between lane marking and road is
very low due to dust surface on the road and (2) missing of lane marks due to the
natural or unnatural tampering.

In this paper, we developed a model where we considered the segmentation
processes first before the inverse perspective map (IPM) to decrease the mis-
classification process in the subsequent processes and to avoid other post pro-
cessing approaches. Therefore, we proposed a global thresholding approach to
increase the efficiency of the binarization processes by minimizing the mis-
classification error.

394 P. Kanungo et al.



2 Inverse Perspective Mapping

The road can be analyzed from the car view image or from a bird-eye view after a
perspective transformation assuming that the road is flat. But the problem asso-
ciated with analyzing from the car view is that the width of the lane markings
changes according to the distance from the camera due to the perspective effect
introduced by the acquisition conditions. But after the removal of perspective
effect or inverse perspective mapping [4, 5, 10], each pixel represents the same
portion of road, allowing homogeneous distribution of information among all the
pixels. To remove the perspective effect, it is necessary to know the specific
acquisition conditions and the scene represented in the image. This constitutes the
a priori knowledge. The inverse perspective mapping [11] is done as follows:

x ¼ h � cot h� bþ u
2b

m� 1

� �� �
� cos c� aþ v

2a
n� 1

� �� �
þ l

y ¼ h � cot h� bþ u
2b

m� 1

� �� �
� sin c� aþ v

2a
n� 1

� �� �
þ d

z ¼ 0

ð1Þ

where, u and v represent the image coordinate system, and x, y, and z be the world
coordinate system where (x, y, and 0) indicates the road surface. l, d, and h are the
coordinates of the camera in the world coordinate system, while h and c are the
camera’s tilt and pan angles, respectively. a and b are the horizontal and vertical
aperture angles, and m and n indicate the height and width of an image.

3 Proposed Automatic Lane Detection Method

The process flow of the proposed automatic lane detection method is illustrated in
Fig. 1. First, the video is captured using a Canon HDCAM HFM31 (25fps)
camera, which was located inside a vehicle.

Fig. 1 Process flow of the proposed system
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The extracted frames are resized and converted into a grayscale based on the
proposed model, which is not the same as the conventional color to gray con-
version process, as of (2)

I ¼ w1 � Rþ w2 � Gþ w3 � B ð2Þ

where, I is intensity value of grayscale image, and w1, w2, w3 are the weights given
to the R, G, B components of the image, respectively. In this work, w1 = w2 = 0.1
and w3 = 0.8 because in test road scene videos, the variation in the red and green
components to the left and right of the road markings in the image is quite high
whereas the variation in the blue component is very low.

This gray image (frame) is subjected to a segmentation and filtering process.
The gray-level image is segmented using the proposed weighted peak–valley
thresholding method to give the appropriate result for the lane detection purpose.
The proposed thresholding method is discussed in Sect. 4. The brightness value of
a generic pixel (x, y) of the segmented image is compared to its horizontal left and
right neighbors at a distance C. The application of this filtering further reduces the
white portions of the image, which may be due to sky or barricades or other noise.
The filtering process is carried out using following expression:

gðx; yÞ ¼ f x; yð Þ; ifðDþc x; yð Þ[ 0 and D�c x; yð Þ[ 0Þ
0; otherwise

�
ð3Þ

where, Dþc x; yð Þ ¼ f x; yð Þ � f x; yþ cð Þ, D x; yð Þ ¼ f x; yð Þ � f x; y� cð Þ, and
gðx; yÞ is the filtered binary image and f ðx; yÞ is the segmented image. The original
image, the processed thresholded image, and the corresponding proposed filtered
image are shown in Fig. 2a, b, and c, respectively.

The IPM operation is performed according to the process described in Sect. 2.
The result is shown in Fig. 3a.

The dual mapping or reverse IPM is performed on the IPM output image. The
result of dual mapping is shown in Fig. 3b. The dual mapping [10] can be per-
formed using the equations:

Fig. 2 a Gray image, b binarized image, c filtered image
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u x; y; 0ð Þ ¼
arctg hsin

c x;y;0ð Þ
y�d

h i
� h� að Þ

2a
n�1

� � ; v x; y; 0ð Þ

¼ arctg ðy� dÞ=ðx� lÞ½ � � c� að Þ
2a

n�1

� � ð4Þ

The image obtained after dual mapping is dilated using a 3 9 3 kernel to give
improved lane detection result. The result of dilation is shown in Fig. 3d.

The portions of dilated image having white pixel values correspond to the lane
marking. Thus, if a pixel in dilated image is white, we make the corresponding
pixel on the original frame red (or any suitable color). After processing all pixels,
lane markings on the original frame become red.

4 Weighted Peak–Valley Thresholding (WPVT) Method

In this proposed method, the maxima points (peaks) and minima points (valley) of
the corresponding histograms are evaluated and the threshold is evaluated. The
algorithm is developed as follows:

1. Evaluate the featured histogram h(x) by smoothing the original histogram.
2. Consider a gray-level value x. If hðxþ 1Þ\hðxÞ[ hðx� 1Þ and frequency of

the gray value x is more than a threshold (in this work, the threshold is
0.001 9M 9 N. Where, M and N are height and width of the image, respec-
tively), then x is a valid peak.

3. There must be some minimum distance between peaks. We have taken this
distance to be 20 gray-value distance. If more than one maxima is present in the
distance of 20 intensity values, largest of them will be taken as valid peak and
rest of the peaks are discarded.

Fig. 3 a IPM image of Fig. 2c, b Dual-mapping result of (a), c kernel used for dilation, and
d dilation result of (b)
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4. Consider a gray-level value x in between last two peaks. If hðxþ 1Þ[
hðxÞ\hðx� 1Þ, then at gray value x, there is a minima. Due to the above
restricting conditions, number of minima between two peaks may be more.
Then, the threshold value is evaluated by

T ¼ k1 �minþ k2 � avg ð5Þ

where ‘‘min’’ is the minima having lowest gray-level value and ‘‘avg’’ is the
average intensity of all minimas. k1 and k2 are the weights applied to them,
respectively k1 + k2� 1. We have taken k1= 0.55 and k2 = 0.38 for calculating
the threshold.

Table 1 shows the comparison of various thresholding methods on various road
scenes and corresponding threshold values. From the table, it has been observed
that the threshold values obtained using proposed method are much closer to that
of manual thresholding method in comparison with OTSU’s and mean-sigma
thresholding method [9].

5 Simulation and Results

In this section, different Indian lane images are taken into consideration to perform
lane detection using the proposed method and Bertozzi et al.’s method [10]. The
results of both these methods are compared in the end. All the experiments were
performed on a COMPAQ 620 notebook: 964, Intel(R) Core (TM) 2Duo CPU,
3GB RAM, 2MB L2 Cache. The algorithm is implemented using Open CV
libraries. The acquisition parameters for camera are as follows: a = 24.09�,
b = 53.72, h = 13.26, c = 0, D = 70 cm.

The proposed lane detection approach is tested with three different scenes as
shown in Fig. 4: row (a). The figures in the first and second column of row (a)
represent a straight road with different left, right, and horizon. The road scene in

Table 1 Thresholding values for different thresholding methods

Test
images

Otsu’s
method

Mean-sigma global
thresholding

Weighted Peak–valley global
thresholding

Manual

Image 1 162 203 212 201

Image 2 104 133 145 138

Image 3 133 141 149 154

Image 4 167 182 167 176

Image 5 154 177 182 194

Image 6 175 193 157 177
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Fig. 4 a Original gray-level images, b corresponding segmented images using WPVT method,
c corresponding filtered binary images, d dilated DIPM outputs, e lane detection output using
proposed method, and f lane detection output using GOLD method

Automatic Lane Detection in NH5 of Odisha 399



column 3 of Fig: 4 row (a) shows a curved lane. The corresponding binary images
using our proposed WPVT method are shown in row (b). These binary images are
passed through a filtering process. After the filtering, IPM and DIPM are evalu-
ated, followed by dilation. The filtered image and dilated DIPM results are shown
in Fig. 4 row (c) and (d), respectively. The proposed lane detection, shown in red
color, is shown in Fig. 4 row (e). We compared our approach with the Bertozzi
et al.’s approach [10], whose lane detection results are shown in Fig. 4 row (f). It is
clearly observed that our proposed method is better than Bertozzi et al.’s approach
for lane detection in NH5 road scene of Odisha, India.

6 Conclusion

The problem of NH5 in Odisha has been studied. A new method is proposed to
address this problem. To improve the efficiency, a new thresholding algorithm and
filtering method are proposed. It has been found that the proposed method is
simple and reduced most of the post processing methods, basically used by many
literatures. This algorithm’s efficiency is less in case of curve road scenes, which
we intend to improve in our future work.
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Mammogram Image Segmentation Using
Hybridization of Fuzzy Clustering
and Optimization Algorithms

Guru Kalyan Kanungo, Nalini Singh, Judhisthir Dash
and Annapurna Mishra

Abstract Mammogram images have the ability to assist physicians in detecting
breast cancer caused by cells abnormal growth. But due to visual interpretation,
false results can be obtained. In this paper, to reduce false results, image seg-
mentation is carried out to find breast cancer mass. Image segmentation using
Fuzzy clustering: K means, FCM, and FPCM shows result better than other
existing methods but initialization problem and sensitivity to noise do not make
them to achieve better accuracy. Various extension of the FCM for segmentation is
developed. But most of them modify the objective function which changes the
basic FCM algorithm. Hence efforts have been made to develop FCM algorithm
without modifying objective function for better segmentation. We have proposed a
technique GA-ACO-FCM, which is the hybridization of optimization tools:
genetic algorithm and ant colony optimization with fuzzy C means .GA-ACO-
FCM is suitable to overcome initialization problem of FCM and shows better
results with achieving high accuracy.
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1 Introduction

1.1 Imaging System Used for Breast Cancer Detection

Breast image analysis can be performed using X-rays, magnetic resonance, nuclear
medicine, or ultrasound [1].

(a) X-Ray Mammography

X-Ray Mammography is commonly used in clinical practice for diagnostic and
screening purposes [2]. Mammography provides high sensitivity on fatty breast
and excellent demonstration of micro-calcifications; it is highly indicative of an
early malignancy [3, 4].

(b) MRI of the Breast

Magnetic Resonance Imaging is the most attractive alternative to Mammog-
raphy for detecting some cancers which could be missed by mammography. In
addition, MRI can help radiologists and other specialists determine how to treat
breast cancer patients by identifying the stage of the disease [5].

1.2 Research Goal

Since screening mammography is currently the main test for early detection of
breast cancer, a huge number of mammograms need to be examined by a limited
number of radiologists, resulting misdiagnoses due to human errors by visual
fatigue. In the previous work, we were not able find out the total cancer affected
area. It was only able to find out the masses of the tumor. Currently, there are
several image processing methods proposed for the detection of tumors in mam-
mograms. In this paper, we have proposed a new technique for cancer mass
detection of the mammogram image.

2 Literature Review

1. Nalini Singh, Ambarish G Mohapatra, Gurukalyan Kanungo from Silicon
Institute of Technology, Bhubaneswar, India in their paper ‘‘Breast Cancer
Mass Detection in Mammograms using K-means and Fuzzy C-means Clus-
tering’’ described a computational method that modeled a type of breast cancer.
In this method mainly two algorithms are used which are K-means Clustering
and Fuzzy C-means Clustering to find the cancer infected cells in the processed
image [6].

2. S. Saheb Basha, Dr. K. Satya Prasad in their paper ‘‘Automatic Detection of
Breast Cancer Mass in Mammograms Using Morphological Operators And
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Fuzzy C–Means Clustering’’ described a process of automatic determination of
the breast cancer mass in mammograms using morphological operators and
fuzzy c–means clustering [7].

3. Poulami Das, Debnath Bhattacharyya, Samir K. Bandyopadhay, and Tai-hoon
Kim in their paper ‘‘Analysis and Diagnosis of Breast Cancer’’ described a
graphical process to determine the cell is infected or not and suggest for further
pathological test or no need of the test. In this process, they took 18 invasive
breast cancer tissues from different 18 patients and 8 noncancerous falsely
detected breast tissues from 8 different normal females. Each of the 24-bit BMP
image was converted to 256-color gray scale image which were again con-
verted to bi-color (using Pixel Clustering on Threshold Value, T) and then the
cells were represented in a spatial domain. From it, a graph was drawn which
was compared with other graphs to suggest whether further pathological test
was required or not [8].

3 Methods for Breast Cancer Detection

3.1 K-Mean Clustering Algorithm

In statistics and machine learning, k-means clustering is a method of cluster
analysis which aims to partition ‘‘n’’ observations into ‘‘k’’ clusters in which each
observation belongs to the cluster with the nearest mean [9]. For a given set of
observation ðx1; x2; . . . . . . . . . xnÞ, where each observation is a d-dimensional real
vector, then k-means clustering aims to partition the ‘‘n’’ observations in to ‘‘k’’
sets ðk\nÞ. k is positive integer number. The grouping is done by minimizing the
sum of squares of distances between data and the corresponding cluster centroid.
Thus, the purpose of K-mean clustering is to classify the data.

(a) k initial ‘‘means’’ (in this case k = 3) are randomly selected from the dataset.
(b) k clusters are created by associating every observation with the nearest mean.

The partitions here represent the Voronoi diagram generated by the means.
(c) The centroid becomes the new means.
(d) Steps (b) and (c) are repeated until convergence has been reached.

Problems of K means:
Data points that is almost equally distant from two or more clusters. Such

special data points can represent hybrid-type or mixture objects, which are (more
or less) equally similar to two or more types. A crisp partition arbitrarily forces the
full assignment of such data points to one of the clusters, although they should
(almost) equally belong to all of them.
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3.2 Fuzzy C-Mean Algorithm

The Fuzzy C-means algorithm, also known as fuzzy ISODATA, is one of the most
frequently used methods in pattern recognition. Fuzzy C-means (FCM) is a method
of clustering which allows one piece of data to belong to two or more clusters [9].
It is based on the minimization of objective function to achieve a good classifi-
cation. ‘‘J’’ is a squared error clustering criterion, and solutions of minimization
are least squared error stationary point of ‘‘J’’ in Eq. (1).

jm ¼
Xk

i¼1

Xc

j¼1

uij xi � cj

�� ��
2

ð1Þ

where, 1�m�1
Where ‘‘m’’ is any real number greater than 1, and is the degree of membership

of in the cluster ‘‘j’’, and is the dimensional measured data, and is the dimension
center of the cluster, and is any norm expressing the similarity between any
measured data and the center. Fuzzy partitioning is carried out through an iterative
optimization of the objective function shown above, with the update of mem-
bership uij in Eq. (2) and the cluster centers cj by Eq. (3)

uij ¼
1

Pc
k¼1

xi�cjk k
xi�ckk k

� � 2
m�1

ð2Þ

cj ¼
Pk

i¼1 uij:xiPk
i¼1 uij

ð3Þ

The iteration will stop when

max
ij
¼ ukþ1

ij � uk
ij

���
���

n o
\ 2 ð4Þ

where 2 is the termination criterion between 0 and 1, whereas k is the iteration
step. This procedure converges to a local minimum or a saddle point of Jm.

The fuzzy c means algorithm composed of following steps.

1. Initialize U ¼ Uij

� �
matrix, U 0ð Þ

2. At k-step calculate the center vectors C kð Þ ¼ Cj

� �
with U kð Þ.

3. Update U kð Þ, U kþ1ð Þ

uij ¼
1

Pc
k¼1

xi�cjk k
xi�ckk k

� � 2
m�1

4. If ukþ1
ij � uk

ij

���
���\ 2 then STOP, otherwise return to step 2.
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Working of FCM: FCM, starts with an initial guess for the cluster centers,
which are intended to mark the mean location of each cluster. The initial guess for
these cluster centers is most likely incorrect. Next, FCM assigns every data point a
membership grade for each cluster. By iteratively updating the cluster centers and
the membership grades for each data point, FCM iteratively moves the cluster
centers to the right location within an image.

Disadvantage of FCM: Although often desirable, the ‘‘relative’’ character of the
probabilistic membership degrees can be misleading. Fairly high values for
the membership of datum in more than one cluster can lead to the impression that
the data point is typical for the clusters, but this is not always the case. Consider, for
example, the simple case of two clusters shown in Figs. 1 and 2. Datum x1 has the
same distance to both clusters and thus it is assigned a membership degree of about
0.5. This is plausible. However, the same degrees of membership are assigned to
datum x2 even though this datum is further away from both clusters and should be
considered less typical. Because of the normalization, however, the sum of the
memberships has to be 1. Consequently, x2 receives fairly high membership degrees
to both clusters. For a correct interpretation of these memberships, one has to keep
in mind that they are rather degrees of sharing than of typicality, since the constant
weight of 1 given to a datum must be distributed over the clusters. A better reading
of the memberships, avoiding misinterpretations, would be ‘‘If the datum xi has to
be assigned to a cluster, then with the probability uij to the cluster i.’’ The

Fig. 1 A symmetric dataset with two clusters

Fig. 2 Situation in which the probabilistic assignment of membership degrees is counterintuitive
for datum x2
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normalization of memberships can further lead to undesired effects in the presence
of noise and outliers. The fixed data point weight may result in high membership of
these points to clusters, even though they are a large distance from the bulk of data.
Their membership values consequently affect the clustering results, since data point
weight attracts cluster prototypes. By dropping the normalization constraint in the
following definition, one tries to achieve a more intuitive assignment of degrees of
membership and to avoid undesirable normalization effects.

3.3 Fuzzy Possibility C Means Algorithm

To overcome difficulties of the PCM i.e., very sensitive to good initialization and
coincident clusters may result, because the columns and rows of the typicality
matrix are independent of each others. So due to coincident of clusters lead to
undesirable detection of cancer. Pal defines a clustering technique that integrates
the features of both Fuzzy a possibilistic c-means called Fuzzy possibilistic
c-Means (FPCM). Membership and typicality’s are very significant for the accu-
rate characteristic of data substructure in clustering difficulty. FPCM generates
memberships and possibilities at the same time, together with the usual point
prototypes or cluster center for each cluster. An objective function in the FPCM
depending on both membership and typicality’s are represented as:

Jm
FPCM U; T ;A;Xð Þ ¼

Xc

i¼1

Xn

i¼1

lm
ij þ tgij

� 	
xj � ci

�� ��2 ð5Þ

Constraints:

membership :
Xc

i¼1

lij ¼ 1;8 j ¼ 1; 2; . . .; n

typicality
Xn

j¼1

tij ¼ 1;8 i ¼ 1; 2; . . .; c

3.4 Proposed Segmentation Method

GA-ACO-FCM
In many occasions, the mammogram images are affected with noise. Fuzzy c

means clustering-based segmentation does not give good segmentation result
under such condition and initialization is another problem of FCM. Various
extension of the FCM for segmentation is developed in recent years. But most of
them modify the objective function hence changing the basic FCM algorithm
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present in MATLAB toolboxes. Hence efforts have been made to develop FCM
algorithm without modifying its objective function for better segmentation.

To denoise mammogram image, in preprocessing phase median filter is used.
The median filter is a nonlinear digital filtering technique used to remove noise.
Such noise reduction is a typical preprocessing step to improve the results of later
processing. It preserves edges while removing noise.

GA-ACO: ACO is used to find the shortest path with help of distance value, the
output of the ACO is given as a input to the GA. The set of paths are obtained
during the ACO process are inputs to the GA. The genetic algorithm undergoes the
selection, crossover, and mutation process and it gives the result. The result
contains only one path which is optimal among the shortest path.

The pseudo code for the hybrid is start with the current node, it whether the
current node is the destination node, if it is a destination then save the path,
otherwise check for other neighboring node with the distance value and find
fitness. Here note one thing that every node have a certain value, this values are
refer as a distance in ACO at a same time it is used as a cost in GA. For finding a
path, we used a ACO and to find the fitness, optimal path among these can found
by GA. The ACO is used not only to find the path but also it is used to maintain the
routing table as very simple and it is easy to understand [10].

The reasons for using genetic algorithms are:
They are parallel in nature. They explore solution space in multiple directions at

once. GA is well suited for solving problems, where the solution space is huge and
time taken to search exhaustively is very high. They perform well in problems with
complex fitness. If the function is discontinuous, noisy, changes over time or has
many local optima, then GA gives better results. Genetic algorithm has ability to
solve problems with no previous knowledge (blind). For this reason, we hybrid the
ACO with GA to find the best initial value [9].

Steps:
Initialization

(a) Set initial parameters: variable states, function, input
(b) Set initial pheromone trails value
(c) Each ant is individually placed on initial state with empty memory.

While (not termination)

(a) Construct Ant Solution:
(b) Calculate attractiveness of next move
(c) Apply Local Search GA (Avoid local minima)
(d) If there is an improvement-. Update Trails
(e) Calculate evaporation through genetic operators
(f) Select the population with a probability based on fitness.

End While

Then the optimized initial value is used for initialization of FCM. Then repeat
all the steps of standard FCM as above in Sect. 3.2.
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4 Results and Discussions

The various experiment carried out on the above said imagery in MATLAB v7.12.
In this work, there are two classes: one is benign (noncancerous) and the other is
malignant (cancerous) images were taken. In mammogram images, the back-
ground and the gray level of the normal breast tissue are very low. Thus having
one cluster center of value ‘‘zero’’ i.e., minimum pixel values of image would
cluster those regions into one cluster. Considering the abnormal or cancerous
image a cluster center value ‘‘255’’ i.e., maximum pixel values of image would
cluster those into one region. The cancerous region is separated from the fatty
breast regions using clustering techniques. For the normal tissue, there is no
evidence of the separation in three clusters i.e., distance of pixel value of normal
mammogram image to any cluster is same. The complete process and the standard
results are summarized in subsequent Fig. 3, 4, and 5.

Segmentation Evaluation:
The accuracy of a measurement system is the degree of closeness of mea-

surements of a quantity to that quantity’s actual (true) value.

Accuracy ¼ TPþ TNð Þ
TPþ TN þ FPþ FNð Þ ð6Þ

Fig. 3 Flow chart of
segmentation algorithm
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True positive (TP) = correctly identified False positive (FP) = incorrectly
identified

True negative (TN) = correctly rejected False negative (FN) = incorrectly
rejected

A false positive is when the outcome is incorrectly classified as ‘‘yes’’ (or
‘‘positive’’), when it is in fact ‘‘no’’ (or ‘‘negative’’). A false negative is when the
outcome is incorrectly classified as negative when it is in fact positive. True
positives and true negatives are obviously correct classifications. Mammogram
images are taken from DDSM and mini MIAS, UK database. From Fig. 5b K
means shows presence of cancer in normal image which is false report. From a
mixture 322 images from MIAS database and 65 images from DDSM database, the
accuracy of K means only 63 %, FCM has 73 % where as proposed GA-ACO-
FCM shows good accuracy i.e., 92.52 %. The percentage of accuracy of different
fuzzy clustering methods performed on 387 images are given in the (Table 1).

Fig. 4 a The original cancer image results from three clusters with b k-means algorithm. c FCM
d FPCM e GA-ACO-FCM

Fig. 5 a The original cancer image results from three clusters with b k-means algorithm. c FCM
d FPCM e Proposed GA-ACO-FCM

Table 1 Comparison of
accuracy of different methods

Method Accuracy in percentage

K Means 63.00

FCM 73.00

FPCM 87.67

GA-ACO-FCM 92.52
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5 Conclusion

Breast cancer is one of the major causes of death among women. So early diag-
nosis through regular screening and timely treatment has been shown to prevent
cancer. As per report raw mammogram images, which are visually interpreted by
radiologist having accuracy only 63 %, which in result mislead the treatment of
patient. In this paper, we have presented a novel approach to identify the presence
of breast cancer mass and calcification in mammograms using Fuzzy Clusterings:
K-means, Fuzzy C-Means, FPCM, and proposed GA-ACO-FCM clustering for
clear identification of mass. Combining these we have successfully detected the
breast cancer area in raw mammograms images with accuracy 92.52 %. The
results indicate that this system can facilitate the radiologist to detect the breast
cancer in the early stage of diagnosis as well as classify the total cancer affected
area. This will help doctor to take or analyze in which stage of cancer the patient
have and according to which he/she can take necessary and appropriate treatment
steps. This proposed method is low cost as it can be implemented in general
computer. A real-time system can be implemented using suitable data acquisition
software and hardware interface with digital mammography systems.

Acknowledgment The authors thank to Prof. A.K. Tripathy, Dr. B.B. Mishra, and Dept. of
Electronics and Telecommunication for their valuable tips and suggestion on this topic and
programming.
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A New ICA-Based Algorithm
for Diagnosis of Coronary Artery Disease

Zahra Mahmoodabadi and Saeed Shaerbaf Tabrizi

Abstract Large amount of data in recent years have pushed experts to use data
mining techniques in all fields. Data mining is a process in which useful infor-
mation from raw data is obtained; it can also be used in classification problems.
Lately, in some systems, especially in medical systems, experts have tried to
combine data mining techniques and evolutionary algorithms to get accurate
results. One of the most critical diseases, which has a considerable mortality rate in
the world, is coronary artery disease. To improve the diagnosis of this dangerous
disease in the early stages, we proposed a system which uses data mining tech-
niques and an evolutionary algorithm called Imperialist Competitive algorithm
(ICA). The proposed system used an algorithm based on the decision tree to reduce
the data dimension and to produce valid rules. Then, a fuzzy system is created.
Tuning fuzzy membership functions were done using ICA and Improved ICA to
optimize the results. Since the convergence speed is one of the important factors in
an evolutionary algorithm, a change was made in this algorithm so that the con-
vergence occurs more quickly. The results show that ICA and Improved ICA
produce the same results in classification accuracy, but the convergence time is
different. The proposed system gets an accuracy of 94.92 %, which is high in
comparison with similar works.
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1 Introduction

The modern world and lifestyle have effects on the health of many people. Today,
the incidence of some diseases has increased due to lifestyle changes, dietary habit
changes, and some behavior changes in general. Cardiovascular diseases are a
group of diseases that occur due to the mentioned issues, and a great number of
people have suffered from this disease. Coronary artery disease is the most
common disease in the group which leads to considerable mortality rate every
year. Each year, over 60,000 deaths from this disease occur in Europe alone. This
disease is the largest killer disease in America so that one out of six deaths in the
United States in the year 2006 has been due to CAD [1].

In the coronary artery disease, the coronary arteries become narrower and are
deprived of adequate blood and oxygen from reaching the heart muscle. Factors
such as high cholesterol, diabetes, blood pressure, and smoking over time lead to
narrowing of the coronary arteries. Coronary artery disease is without any apparent
signs and symptoms such as pain, shortness of breath, but it is not the reason for
the health of the person [2].

In order to make diagnose heart disease, there are methods like echocardiog-
raphy and myocardial scintigraphy [3], which are expensive and not always usable.
Exercise testing is commonly used, and it is inexpensive, but it has low sensitivity
and not very specific. It also may not be able to detect the disease in early stages.
Currently, the most useful and reliable method for the detection of coronary
occlusion is angiography [4]. This method, in addition to being time-consuming
and costly, is an invasive procedure and may bear some unwanted risks for the
patients. Therefore, a noninvasive or minimally invasive diagnostic method can be
very important and beneficial.

In recent years, using a combination of intelligent algorithms and data mining
techniques has been very common to improve detection of any disease. These
methods, in addition to being noninvasive, help physicians to use large volumes of
data much easier.

Data mining techniques involve gathering, preprocessing, and analysis of data.
Intelligent algorithms often refer to algorithms which are inspired by natural
phenomena to solve optimization problems. Included in such algorithms is the
PSO algorithm which is inspired by the natural behavior of animals such as bees,
birds, fish, etc. Algorithms like genetic algorithms and neural networks contribute
to solving optimization problems by simulation of the behavior of genes and
neurons, respectively. Unlike the above algorithms, the ICA1 is the algorithm
which is inspired by a social–political behavior called imperialist. This algorithm
is invented based on the imperialists’ behaviors and their competition to take over
more countries. The number of countries of an empire represents its power.

We use a decision tree and a fuzzy expert system to create a rule-based system.
Then, using ICA, we tune the membership functions of the fuzzy system and

1 Imperialist Competitive Algorithm.
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calculate the classification accuracy. Since convergence is one of the important
factors of optimization problems, in this article, we propose an approach to
improve ICA convergence speed. To estimate the performance of the proposed
system, we use CAD dataset from UCI Repository.

This paper is organized as follows: Sect. 2 briefly reviews the related works in
CAD diagnosis. In Sect. 3, the proposed method is explained. Section 4 presents the
experimental results. Section 5 comes to a conclusion regarding the proposed system.

2 Related Works

In cardiovascular disease group, CAD is the most common disease, which leads to
death. CAD is a chronic disease in which the coronary arteries progressively
become hard and narrow. This disease is the most common heart disease in the
United States and is the main cause of heart attacks [5]. Due to the dangerous
nature of the disease, about one-third of all deaths in the world occur because of
this complication [1].

Early detection and prevention of the disease is important, and it is the most
significant area of medical research. For CAD, there are many approaches which
have tried to improve the diagnosis of the disease. We just review some of them in
this article.

CAD diagnosis using a decision support system was done in 2007. The system
used fuzzy weighted rules and AIRS. The reported classification accuracy was
92.59 % [6]. Diagnosis of CAD had been done using ensemble neural networks by
Das [7]. The system reported an accuracy of 89.01 %. In 2010, Babaoglu used
exercise test data and designed a classification system using support vector
machine. The accuracy reported was 79.17 % [8].

In 2011, Anooj used weighted fuzzy rules to predict the risk of heart disease [9].
The system was evaluated by classification accuracy, which was 57.85 % and
sensitivity of 45.22 % and specificity of 68.75 %. Using an ensemble-based PSO
and fuzzy expert system was the approach, proposed by Ghadiri and Saniee [4].
This approach leads to get the accuracy of 92.59 %, adjusting the membership
functions using the PSO algorithm proposed by Muthukaruppan [10]. The unique
property of the system was using PSO for tuning the membership functions which
had an accuracy of 93.27 %.

3 Proposed System

3.1 Decision Tree Algorithm

The system rules are extracted from an algorithm based on decision tree. Decision
trees are one of the most common tools in data mining techniques. The usage of
this tool is the classification of data. The advantage of a decision tree is its
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interpretability which is determined by rules it produces. The structure of decision
tree contains some nodes and branches. Each leaf node represents a class label. By
scrolling down, a path to a leaf of a decision tree will have a classification rule.

In the proposed system to have a set of valid rules, the decision tree algorithm
was performed on the dataset. Although decision tree is a useful tool, it may lead
to complexity due to anomalies in data. To control this anomaly, we need to
simplify the tree. Pruning decision trees can cause the tree to be simple. Decision
tree pruning is a method that simplifies the tree by removing one or more parts of
the tree (subtrees) and replacing them with a leaf. The leaf is labeled with the most
frequent class among the replaced subtree [11].

3.2 Fuzzy Inference System

After creation of the decision tree and extraction of rules, the rules must be
converted to fuzzy rules under a fuzzy system.

To create a fuzzy system, input variables and output variable must be deter-
mined. The variables selected by decision tree are considered as main variables,
which have more effects on the result than others. For each variable, we define
membership functions. Membership functions are defined based on the boundary
values on the branches of the decision tree.

3.3 Membership Functions Optimizations

In the fuzzy system, triangular membership functions were used for the shape of
membership functions. Each triangular membership function has three parameters:
left (L), center (C), and right (R). Figure 1 shows the membership function’s
parameters. L’, C’, and R’ refer to left, center and right of the membership
functions, respectively.

The following equations are defined to adjust membership functions:

C0 ¼ ðC þ kiÞ ð1Þ

L0 ¼ ðL þ kiÞ � wi ð2Þ

R0 ¼ ðR þ kiÞ � wi ð3Þ

where ki and wi are adjustment coefficients; ki makes each membership function
move to left or right with no distortion in the form. The membership function
shrinks or expands through the parameter wi. These parameters take any integer
either positive or negative value. Imperialist competitive algorithm (ICA) will be
used to find the optimum values for ki and wi for the membership functions.

Figure 2 displays a flowchart of the proposed system.
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3.4 Improved ICA Versus ICA

ICA, like other evolutionary optimization algorithms, starts with an initial popu-
lation. In this algorithm, each element of the population is called the country.
Countries are divided into two categories: colonies and colonizers. The colonizer,
depending on its power, dominates a number of colonies and controls them.
Assimilation and competing colonial policy constitutes the core of this algorithm.

According to the assimilation policy, imperialist countries using methods, such
as the construction of schools in their own language, attempt to colonize the
countries, by influencing the language of the country and its culture and customs.
In the algorithm, this policy is done by moving a colony of an empire, using a
special relationship. Figure 3 shows this movement.

According to this figure, the imperialist assimilates the colony in line with the
culture and language. As shown in this figure, the colony has moved to a new
position and is closer to the imperialist.

In this figure, the distance between the imperialist and the colony is shown by
d. And x is the random number with uniform distribution (or any other distribu-
tion). Thus, for x we have

x�Uð0; b� dÞ ð4Þ

where b is a number greater than one and close to 2. Considering b = 2 could be a
good choice. The existence of b coefficient makes the colony to move to the
imperialist, from different directions.

The problem with the normal ICA is that the assimilation process is done based
on a random relation in Eq. (4); that is, the movement and assimilation process do
not depend on the strength of the colony and imperialist. However, the angle and
the size of assimilation should be proportional to the strength of both sides.
Improved ICA proposes a relation which covers this problem.

To change the assimilation relation such that it depends on the strength of the
colony and imperialist, we define two variables off* and f+ which stand for strength of
imperialist 1 and imperialist 2, respectively. Figure 4 displays the imperialists based

Fig. 1 Membership function
parameters [10]
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on their strength. Imperialist 1 is the biggest one, and imperialist 2 is the second
biggest one.

The proposed relation based on f* and f+ is as follows:

xi ¼
f � � fi
f � � fþ

ð5Þ

Where fi specifies the strength of the colony ith.
In Eq. (5), for imperialist 2, xi coefficient equals to 1; that is, for this colony, the

movement does not change. However, for other colonies proportional to the

Fig. 3 Movement of the colony in its imperialist (assimilation policy) [12]

Fig. 4 Initial imperialists and their colonies [12]
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distance they have to the imperialist, the strength of assimilation increased such
that weaker colonies will be assimilated faster to the imperialist.

The idea is taken from the actual conditions in assimilation of the colonies
where weaker colonies approximate their feature vector to the imperialist feature
vector in a shorter time period.

With the same reasoning, it can be concluded that the weaker a colony is, the
smaller will be the angle of movement to the imperialist. In other words, the
possibility of keeping out from the imperialist features vector and withdrawal of
assimilation is less for weak colonies. This concept is expressed by the following
equation:

hi ¼
1
xi

ð6Þ

The proposed relations in the assimilation process lead to speeding up the
convergence in ICA. The results show that the speed of convergence in improved
ICA (IICA) is better than ICA.

4 Experimental Results

4.1 Dataset

The dataset used for the proposed system is CAD datasets which are taken from
the UCI repository. This dataset has 13 input features and 1 output feature which
specifies the class of disease. Table 1 shows the features and their types in CAD
dataset.

4.1.1 Data Preprocessing

Data preprocessing in data mining is a significant step because it has a direct
impact on classification accuracy. This step often involves dealing with missing
values and outliers and normalizes data.

The real databases frequently include missing data, for many reasons like
having the tests not to be performed entirely or having the unavailable data.
Handling them is a very significant step because they could decline the accuracy of
the classification. There are different methods for this purpose.

Some methods to deal with missing values are removing the attributes con-
taining missing data and data imputation, which is defined as the process in which
the missing data are estimated by appropriately computed values. We employed
the second method, data imputation, to fill in missing values in this research. We
replace the categorical values with the mode and numerical values with mean [13].
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In addition to filling in missing values, two other preprocessing steps, removing
outliers and normalizing data, were performed. Distance-based outlier methods are
used to detect the outlines using the K-nearest neighbor and Euclidean distance.
With normalization step, the interval of all data was changed to between [0, 1].
Data were normalized with the Eq. (7).

Normalize (xÞ ¼ x� X min

X min� X max
ð7Þ

Reduction of data dimension is done using decision tree. For CAD dataset,
decision tree selected 7 features from 13. The selected features are the following:
trestbps, cp, thal, ca, chol, oldpeak, and thalach.

4.2 Evaluation of the Proposed System

The fuzzy inference system is designed using MATLAB software version 7.12.
The average number of rules for the CAD dataset is about 11 rules with an average
length of 4.

The 10-fold cross-validation approach was used to divide data into test and
training sets. For evaluating the system, three measures were calculated using

Table 1 Coronary artery disease dataset features

No. Attribute
name

Description

1 Age Age in year

2 Sex 1 = male; 0 = female

3 CP Chest pain type (1 = typical angina; 2 = atypical angina; 3 = non-
angina pain; 4 = asymptomatic)

4 Trestbps Resting blood pressure (in mm Hg on admission to the hospital)

5 Chol Serum cholesterol in mg/dl

6 Fbs (fasting blood sugar greater than 120 mg/dl) (1 = true; 0 = false)

7 Restecg Resting electrocardiographic results (0 = normal; 1 = having ST-T
wave abnormality; 2 = showing probable or de_ne left ventricular
hypertrophy by Esres_criteria)

8 Thalach Maximum heart rate achieved

9 Exang Exercise induced angina (1 = yes; 0 = no)

10 Oldpeak ST depression induced by exercise relative to rest

11 Slope Slope of peak exercise ST segment (1 = upsloping; 2 = _at;
3 = downsloping)

12 Ca Number of major vessels (0–3) colored by _ourosopy

13 Thal (3 = normal; 6 = _xed defect; 7 = reversible defect)

14 Num Diagnosis classes (0 = healthy; 1 = patient who is subject to possible
heart disease)
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confusion matrix (CM), accuracy, sensitivity, and specificity. The general form of
the matrix is as follows:

C.M. =
TP FP
FN TN

� �
ð8Þ

where True Positive (TP) is the number of instances in which classifier detects
them positive and the detection is true. True Negative (TN) is the number of
instances, which is detected negative and the instances are negative. False Neg-
ative (FN) is the number of instances in which classifier does not detect them as
positive, but they are positive. False Positive (FP) stands for the number of
instances that are detected positive, but they are not positive.

The following equations show the formula of accuracy, sensitivity (recall), and
specificity.

Accuracy ¼ TPþ TN
TPþ TNþ FNþ FP

ð9Þ

Sensetivity/Recall ¼ TP
TPþ FN

ð10Þ

Specificity ¼ TN
TNþ FP

ð11Þ

The sample membership functions for cholesterol feature of CAD dataset is
shown in Fig. 5. The shape of membership functions was determined before and
after the optimizations.

Fig. 5 The membership functions of Chol. feature before and after optimization
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Figure 6 shows the classification error using ICA and Improved ICA. Although
the speed of convergence in Improved ICA is better than ICA, the classification
error in both algorithms is the same.

The classification error obtained for CAD dataset was 94.92 %, which is an
acceptable rate in comparison with similar methods. As it can be seen, the con-
vergence in Improved ICA occurred in the 29th decade, while in ICA, the con-
vergence occurred in the 43th decade. This proves that the assimilation process
and the relation defined for it in the proposed system influence the convergence
time, directly.

Table 2 compares the proposed method with similar methods.

Fig. 6 Classification error by ICA and Improved ICA; classification accuracy = 94.92 %

Table 2 Comparison of the proposed method with similar works

Method Accuracy
(%)

Sensitivity
(%)

Specificity
(%)

Weighted fuzzy rules [9] 57.85 45.22 68.75

Decision tree [14] 78.9 72.01 84.48

Support vector machine [8] 79.17 – –

K-NN [15] 81.5 – –

Decision support system [16] – 80 65

Ensemble Neural Network [7] 89.01 80.95 95.91

Fuzzy weighted rules
and AIRS [6]

95.59 – –

Ensemble-based PSO
and fuzzy [4]

92.59 90.51 94.37

PSO and fuzzy [10] 93.27 93.2 93.3

ICA and fuzzy-Improved ICA and fuzzy
(proposed)

94.92 94.11 92.30
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5 Conclusion

In this study, a fuzzy expert system based on ICA and Improved ICA was
developed in order to classify heart disease data. With this proposed approach,
94.92 % correct classification on the test set could be achieved. To determine the
important attributes and obtain valid rules, decision tree tool was used. Fuzzy
expert system was used to classify heart disease data. Membership function
optimization was done using both ICA and Improved ICA.

ICA is an evolutionary algorithm proposed in 2007. This algorithm has
acceptable results in optimization problems and is comparable with similar evo-
lutionary algorithms like PSO. One of the most important factors in optimization
algorithms is speed of convergence. The proposed approach suggested a new
relation to improve this factor. The results show that the classification error in both
algorithms is the same, but the speed of convergence in Improved ICA is better
than in ICA.
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Static Hand Gesture Recognition Based
on Fusion of Moments

Subhamoy Chatterjee, Dipak Kumar Ghosh and Samit Ari

Abstract A vision-based static hand gesture recognition algorithm which consists
of three stages: pre-processing, feature extraction and classification are presented
in this work. The pre-processing stage comprises of following three sub-stages:
segmentation, which segments hand region from its background using YCbCr skin
colour-based segmentation process; rotation, that rotates segmented gesture to
make the algorithm, rotation invariant; Morphological filtering, that removes
background and object noise. Non-orthogonal moments like geometric moments
and orthogonal moments like Tchebichef and Krawtchouk moments are used here
as features. To improve the performance of classification, two feature fusion
strategies are proposed in this work: serial feature fusion and parallel feature
fusion. A feed-forward multi-layer perceptron (MLP)-based artificial neural net-
work classifier is proposed. A user-independent experiment is conducted on 1,500
gestures of 10 classes for 10 different users.
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1 Introduction

Static hand gesture recognition algorithms have been divided mostly into vision-
based techniques [1, 2] and glove-based techniques [3, 4]. However, vision-based
techniques are preferred to glove-based techniques because vision-based tech-
niques are less complex compared to glove-based techniques. The vision-based
gesture recognition systems are of two types: contour-based and shape-based. In a
recent work [2], authors reported a robust static hand gesture recognition system
using various non-orthogonal and orthogonal moment feature sets and minimum
distance classifier. In real time system, hand gesture recognition algorithm should
be user-independent. For user-independent case, none of the moments exhibits
significant classification accuracy rate. Therefore, if different users are used for
testing and training sets, the methodology adopted in [2] may not be suitable for
static hand gesture recognition system. This work evaluates the non-orthogonal
moment such as geometric moment and two popular orthogonal moments in user-
independent gesture classification. The orthogonal moments considered are the: (1)
Tchebichef and (2) Krawtchouk moments. To improve the performance of clas-
sification in user-independent situation, two feature fusion strategies [5]: parallel
and serial feature fusion have been proposed. It shows an significant improvement
in performance of classification for all the moments. The classification is done
using the artificial neural network classifier. Rest of the paper is organized as
follows: Sect. 2 presents the details of the proposed gesture recognition algorithm.
Experimental results are discussed in Sects. 3 and 4 concludes the paper.

2 Methodology

The proposed static hand gesture recognition algorithm consists of following three
stages: pre-processing, feature extraction and classification.

2.1 Pre-processing

Pre-processing of input gestures consists of 3 sub-stages: segmentation, rotation
and morphological filtering. This phase detects and segments the skin colour
region of hand from the captured image by YCbCr skin colour segmentation to
detect hand regions [6]. The background is restricted such that the hand region is
the largest object with respect to the skin colour. The threshold values of Cb, Cr
and Y are proposed for skin colour segmentation as
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85\Cb\128; 129\Cr\185 and Th\Y\255 ð1Þ

where Th is the one third of the mean value of Y component.
The segmented hand gesture is rotated to make it rotation invariant [7]. A

morphological filtering approach has been developed to obtain a smooth, closed
and complete contour of a gesture by using a sequence of dilation and erosion
operations [7] (Fig. 1).

2.2 Feature Extraction

Here we have used orthogonal and non-orthogonal moment features [2]. Moments
have the ability to represent the global characteristics of the image shape. Here,
moments based on discrete orthogonal polynomials like the Tchebichef [8] and the
Krawtchouk [2] polynomials and a non-orthogonal moment namely geometric
moment [9] have been used as features. These are directly defined in the image
coordinate space and do not involve any numerical approximation like continuous
moments.

Feature Fusion. To improve the classification performance in user-indepen-
dent situation, two feature fusion strategies [5]: parallel and serial feature fusion,
have been proposed. Suppose A and B are two feature spaces defined on pattern
sample space. For an arbitrary sample, n 2 / the corresponding two feature vec-
tors are a 2 A and b 2 B. The serial combined feature of n is denoted by
k ¼ ða bÞ. If feature vector a is n-dimensional and b is m-dimensional, then the
serial combined feature of n is (n + m)-dimensional. In case of parallel fusion, two
feature vectors are combined by a super-vector. Let a and b be two different
feature vectors of the same sample n, then the super-vector ðaþ bÞ is used to
represent the parallel combination of a and b. If the dimensions of a and b are not
same, upsample the lower-dimensional one until its dimension equals to the other

ones, before combination. For example, if a ¼ ða1; a2; a3ÞT and b ¼ ðb1; b2ÞT , b is

first turned into b ¼ ðb1; b1; b2ÞT and then the resulting combination is formed.
The parallel combined feature space on / is defined as C ¼ faþ b; a 2 A; b 2 Bg

Fig. 1 Original, segmented, rotated and filtered hand gesture image of ‘digit 6’
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and it is an n-dimensional vector space, where n = max(dim (A), dim (B)).
Sometimes dimension inequality in feature vectors leads to numerical unbalance

between two feature vectors of same pattern. For example, if a ¼ ð10; 11; 10ÞT and
b ¼ ð0:1; 0:2ÞT are two feature vectors, a plays a more important role than b. To
avoid it, a weighted combination form is adopted. The serial combination is
formed by k ¼ fa hbg, if dim(A) [ dim(B) or k ¼ fha bg if dim(A) \ dim(B).
Similarly, the parallel combination is formed by k ¼ faþ hbg, if dim (A) [ dim
(B) or k ¼ fhaþ bg k ¼ fha bg if dim (A) \ dim (B). Where the weight h is
called the combination coefficient and is given by h ¼ h ¼ n2=m2, where n and
m are the dimension of A and B, respectively. To reduce unfavourable results from
an unequal dimension, two feature vectors are normalized by dividing its maxi-
mum values as given below

a ¼ a=maxðaÞ ð2Þ

b ¼ b=maxðbÞ ð3Þ

then the serial and parallel feature vectors are computed as given below

k ¼ a hb
� �

ð4Þ

k ¼ aþ hb
�

ð5Þ

2.3 Artificial Neural Network Classification

A feed-forward multi-layer perceptron (MLP) neural network classifier [10] with a
single hidden layer has been designed, trained and tested using the feature sets
described above. The dataset consists of 1,500 gestures of 10 classes, 15 samples
each class of 10 users. The dataset is equally split into training and testing datasets
of 750 gestures of 10 classes for 5 different users to make the system user-
independent. The number of neurons in the hidden layer is empirically set to 200.
A twofold operation is performed to evaluate the generalized performance of the
system in user-independent condition. We have quantified our classifier perfor-
mance using the most common matrices found in literature: Accuracy (Ac), Sen-
sitivity (Se), Specificity (Sp) and Positive Predictivity (Pp) [11].

3 Experimental Results and Discussion

The performances of the gesture recognition model are emulated on a static hand
gesture database. It consists of 1,500 American Sign Language (ASL) digits colour
images of 10 classes, 15 samples each class of 10 users. The dataset is equally split
into training and testing dataset of 750 images for 5 different users to test the
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system independent of user. Training dataset is used to train the ANN network.
However, testing set is used to test the performance. In this work, the classification
performances are quantified using 4 metrics: accuracy, sensitivity, specificity and
positive predictivity. To evaluate the performances of the system, the experiments
are conducted for different moments. The experimental results are shown in
Table 1. Experimental results show that Krawtchouk moment is the best in terms
of all the performance metrics. In user-independent condition, neither of these
moments has shown satisfactory classification performance. Geometric moment
shows worst performance in terms of all these performance metrics. The recog-
nition performances in term of sensitivity using Krawtchouk moment, Tchebichef
moment and Geometric moment are 91.53, 82.67 and 76.20 %, respectively, as
shown in Table 1. To improve recognition performance, we have implemented
two feature fusion strategies as discussed in Sect. 2. When two feature vectors are
combined, resultant feature consist attributes of both the features. For that reason
misclassification rate has decreased in both serial and parallel fusion. Serial fusion
of Krawtchouk-Tchebichef moments and Krawtchouk-Geometric moments have
shown 93.53 and 94.93 % sensitivity as shown in Table 1. Parallel fusion of
Krawtchouk-Tchebichef and Krawtchouk-Geometric moments have shown 95.33
and 94.20 % sensitivity, respectively, as shown in Table 1. It is clear that for both
these two fusion strategies, recognition performance has increased significantly.
From Table 1, it is clear that, for equal size features (Krawtchouk and Tchebichef
moment), parallel feature fusion has given best result and for unequal size features
(Krawtchouk and Geometric moment), serial feature fusion has given best result.
Experimental study has been shown that parallel feature fusion of Krawtchouk-
Tchebichef moment has given the best gesture recognition performance.

4 Conclusion

A novel feature extraction technique for static hand gesture recognition is pro-
posed in this work, which overcomes the challenges of misclassification of geo-
metrically closed gestures. In case of Geometric and Tchebichef moments,

Table 1 Comparison of gesture recognition performance for different features

Features AC SE PP SP

Geometric moment 95.24 76.20 76.06 97.36

Krawtchouk moment 98.31 91.53 91.87 99.06

Tchebichef moment 96.53 82.67 82.22 98.07

Geometric-Krawtchouk serial fusion 98.99 94.93 95.05 99.44

Geometric-Krawtchouk parallel fusion 98.84 94.2 94.32 99.36

Tchebichef-Krawtchouk serial fusion 98.71 93.53 93.85 99.28

Tchebichef-Krawtchouk parallel fusion 99.07 95.33 95.42 99.48
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mismatches occur more than Krawtchouk moment. This is because geometric
moment is a local feature and it only represents the statistical attributes of the
shape. On the other hand, although Tchebichef moment is orthogonal, it does not
show satisfactory result in user-independent condition. To overcome this mismatch
problem, two feature fusion strategies (serial fusion and parallel fusion) have been
proposed. Experimental results show that fusion strategies significantly improve
the gesture recognition performance and parallel feature fusion of Krawtchouk-
Tchebichef moment has given the best gesture recognition performance.
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Real-Time Human Face Detection
in Noisy Images Based on Skin Color
Fusion Model and Eye Detection

Reza Azad, Eslam Ahmadzadeh and Babak Azad

Abstract Automatic human face detection is a challenging problem which has
received much attention during recent years. In this paper, we propose a method
that includes a denoising preprocessing step and a new face detection approach
based on skin color fusion model and eye region detection. Preprocessing of the
input images is concentrated on the removal of different types of noise while
preserving the phase data. For the face detection process, firstly, skin pixels are
modeled by using supervised training, and at the run time, the skin pixels are
detected using optimal boundary conditions. Then by finding the eye location in
the skin region, human face will be extracted. Experimental results obtained using
images from the FEI, complex background, and noisy image database are prom-
ising in terms of detection rate and the false alarm rate in comparison with other
competing methods. In addition, experimental results have demonstrated our
method robust in successful detection of skin and face regions even with variant
lighting conditions and poses.

Keywords Face detection � Noise removing � Skin detection � Color space
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1 Introduction

With the ubiquity of new information technology and media, more effective and
friendly methods for human–computer interaction (HCI) are being developed,
which do not rely on traditional devices such as keyboards, mice, and displays.
Furthermore, the ever-decreasing price/performance ratio of computing coupled
with recent decreases in video image acquisition cost implies that computer vision
systems can be deployed in desktop and embedded systems [1, 2]. The rapidly
expanding research in face processing is based on the premise that information
about a user’s identity, state, and intent can be extracted from images and that
computers can then react accordingly, e.g., by observing a person’s facial expres-
sion [1]. In the last decade, face detection has been thoroughly studied due to its
wide potential applications, including face recognition [3, 4], human–computer
interaction [5], gender classification [6], and video surveillance [7]. Particularly, in
the context of face recognition, the detection of faces along with the detection of
some fiducial points, such as the eyes and mouth, is the first step of the face
recognition system, and this step largely affects the performance of the overall
system.

A first step of any face processing system is to detect the locations in images
where faces are present. Actually, face detection is one of the visual tasks which
humans can do effortlessly. However, in computer vision terms, this task is not
easy. A general statement of the problem can be defined as follows: Given a still or
video image, detect and localize an unknown number (if any) of faces. The
solution to the problem involves segmentation, extraction, and verification of faces
and possibly facial features from an uncontrolled background. As a visual front-
end processor, a face detection system should also be able to achieve the task,
regardless of illumination, orientation, and camera distance. Based on a survey [1]
on face detection, existing face detection approaches in single image are grouped
into four categories: knowledge-based, feature-based, template-based, and
appearance-based methods. Some of the recent methods in these fields are [8–13].

In this paper, we propose an image preprocessing step different to variance
normalization, to overcome the problem of noisy images and that of images
contaminated with illumination artifacts. We use the image denoising method
suggested by Kovesi in [14]. This method is able to preserve the important phase
information of the images, based on the non-orthogonal and complex-valued log-
Gabor wavelets. We apply this technique of denoising in conjunction with a fusion
of skin detector approach which together leads to an outperforming result. Finally,
we will use face ratio and eye region detection for face and non-face classifica-
tions. General block diagram of the proposed method is shown in Fig. 1.

The rest of the paper is organized as follows. Section 2 provides a discussion of
the image denoising method based on a phase-preserving algorithm. The proposed
method for face detection is detailed in Sect. 3. Section 4 deals with experimental
results, and in Sect. 5, conclusion is given.
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2 Phase-Preserving Denoising of Images

A phase-preserving denoising method was proposed by Kovesi in [14]. It assumes
that phase information of images is the most important feature and tries to preserve
this information, of course by trying to keep the magnitude information, as well.
Let Me

q and Mo
q denote the even-symmetric and odd-symmetric wavelets, respec-

tively, at a scale q, which are known as quadratic pairs. Considering the responses
from each quadrature pair of the filters, a resultant response vector is defined as
follows:

eq xð Þ; oqðxÞ� ¼ ½f xð Þ �Me
q; f xð Þ �Mo

q

h i
ð1Þ

where * denotes convolution and values eq xð Þ and oq xð Þ are the real and imaginary
parts in the complex-valued frequency domain. The amplitude of the transform at a
given wavelet scale is given by

Aq xð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
epðxÞ2 þ opðxÞ2

q
ð2Þ

And the local phase is given by

uq xð Þ ¼ tan�1 oqðxÞ
eq xð Þ

� �
ð3Þ

Having one response vector for each filter scale, there will be an array of such
vectors for each pixel x in a signal. The denoising process includes defining an
appropriate noise threshold for each scale as well as reducing the magnitude of the
response vectors, while maintaining the phase without any changes. The most
important step of the denoising process is to determine the thresholds. For this end,
Kovesi [14] used the expected response of the filters to a pure noise signal. If the
signal is purely Gaussian white noise, then the position of the resulting response
vectors from a wavelet quadratic pair of filters at some scale will form a 2D
Gaussian distribution in the complex plane. Kovesi [14] showed that the distri-
bution of the magnitude responses can be modeled by the Rayleigh distribution:

Fig. 1 Proposed method for face detection
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R xð Þ ¼ x

r2
g

exp�x2=2r2
g ð4Þ

Also, the amplitude response from the smallest scale of the filter pair across the
whole image will be the noise with Rayleigh distribution. Finally, by estimating
the mean value lr and standard deviation rr of the Rayleigh distribution, the
shrinkage threshold can be estimated. The thresholds are automatically determined
and applied for each filter scale.

A number of parameters impact the quality of the denoised output image. The
threshold of noise standard deviations to be rejected (k), the number of filter scales
to be used (Nq), and the number of orientations (Nr) are the key parameters. We set
the parameters k = 3, Nq ¼ 5, and Nr ¼ 5 in our experiments. These parameters
result in an acceptable representation of small- and middle-sized faces. However,
for large faces, it can lead to erroneous results. One approach is using a set of
different parameters to obtain different images. Another approach is scaling the
original images and then using the same parameters for conversions. We used the
second approach for a better speedup. After a conversion to the denoised form,
adaptive histogram equalization is used for test images. Figure 2 shows the dis-
criminate advantage of using denoised images.

3 Proposed Method for Face Detection

General block diagram of the proposed method is shown in Fig. 1. In the proposed
method, the input image is denoised at the first time, and then, denoised image is
transformed into the linear and nonlinear color spaces. After color space trans-
formation, skin region is specified by fusion of these color spaces. Then, face
candidates are extracted by applying boundary conditions. Finally, by using face
ratio and eye region detection, face and non-face regions are classified.

Fig. 2 Output of the denoised method a noisy image and b denoised image
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3.1 Color Space Transformation for Skin Detection

Both linear and nonlinear color spaces are used in our paper for skin detection. To
provide some direct information about these color spaces, we summarize below
how typical color space transforms, including linear and nonlinear ones, are
defined. From RGB to YUV, color spaces are linear transforms, in which the three
components in both new spaces are defined simply by linear weighting of R, G,
and B values and Y refers to illumination intensity defined as follows:

Y ¼
X

kwk; k ¼ R;G;B;
X

wk ¼ 1; wk� 0

U ¼ B� Y ; V ¼ R� Y
ð5Þ

Generally, these linear transforms can be defined as follows [15]:

Y
A
B

2

4

3

5 ¼
wr wg wb

a10 a11 a12

a20 a21 a22

2

4

3

5
R
G
B

2

4

3

5 ð6Þ

As hue is more effective in distinguishing different colors than illumination
intensity, hue, saturation, value (HSV) and hue, intensity, saturation (HIS) trans-
forms are taken as suitable color spaces that correspond to human visual per-
ceptions and have been widely utilized in color clustering for image segmentation
and coding [8]. The RGB to HSV transform can be defined as follows [15]:

V ¼ max R;G;Bð Þ

S ¼ V 0

V
V 0 ¼ V �M; M ¼ minðR;G;BÞ

ð7Þ

Let r0 ¼ V�R
V 0 ; g

0 ¼ V�G
V 0 and b0 ¼ V � Bð Þ then H is given by [15]

H ¼ 1=6

5þ b0 if R ¼ V and G ¼¼ M
1� g0 if R ¼ V and G 6¼ M
1þ r0 if G ¼ V and B ¼¼ M
3� b0 if R ¼ V and B 6¼ M
3þ g0 if R ¼ V and R ¼¼ M

5þ r0 O:W

8
>>>>>><

>>>>>>:

ð8Þ

3.2 Skin Region Detection

Since skin detection is a classification problem defined on color similarity,
supervised clustering is applied to achieve the exact rules for effective skin color
clustering and pixel classification. Through manually specifying representative
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skin and non-skin pixels, we can learn linear relationships between different
components in the new color spaces. Finally, we obtain several main boundary
conditions for skin pixel classification in different color spaces. Firstly, skin pixels
are modeled by using the histogram-based approach, in which the probability or
likelihood that each color represents skin is estimated by checking its occurrence
ratio in the training data. In the equation given below, Vskin indicates volumes or
total occurrences of all skin colors in manual ground truth of training data.

P ColorjSkinð Þ ¼ sum ColorjSkinð ÞVskin ð9Þ

Then, boundary conditions in the skin model are extracted to allow more than
97.50 % of skin pixels covered. Using the boundary conditions, test images are
segmented into skin and non-skin regions accordingly. For each color space, these
boundary conditions are found as follows. For YUV space, the boundary condi-
tions are found as follows:

YUV Condition :
147�V � 186
189�U þ 0:56V � 215

�
ð10Þ

Considering the illumination intensity variation, we have boundary conditions
as follows:

Illumination :
Y [ 84

Y\84;U [ 108; Y þ U � V [ 3

�
ð11Þ

In HSV space, we scale the H into [0, 255] and let H = 255 - H if H [ 128
[8]. We also find several boundary conditions for skin pixels in HSV space and are
given below. Figure 3c shows the sample output of this step on entrance image.

HSV Condition :
S� 22;V � 2:4S

159�H þ V � 390; H þ V [ 13S
H [ 0:2V ; H [ 4:2S

8
<

: ð12Þ

3.3 Face Candidate Region Extraction

In this part, the candidate region has been identified by applying mathematical
morphology, and then, among these areas, face locations are extracted. Mathe-
matical morphology is one of the branches of image processing that argues about
shape and appearance of object in images [16]. The erosion and dilation operators
are basically operators of mathematical morphology that are used in this part to
improve the skin detection image. For this respect, first, erosion action is applied in
the skin detection image. The erosion action is defined as follows [16]:
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AHB ¼ Xj Bð Þx� A
� �

ð13Þ

A and B erosion is a collection of all points of X; if B is replaced in the size of X,
A and B erosion is still placed in A. After erosion action on image, the dilation
action is done. The dilation action is defined by [16]:

A	 B ¼ fXj Bx \A½ � � Ag ð14Þ

A and B dilations are the collection of all X (es) that Bx and at least A overlap
with a nonzero element. Bx is B symmetric around its own axis. And then, it
transfers the symmetry of X. Finally, for extracting connected component, first, the
holes are filled, and then, the area with eight connected neighbors is labeled as
connected component. After creating connected component, the detected skin
regions are labeled to obtain the outer boundary rectangle and pixel number of
every region. Then, small regions that have pixels less than a given threshold, i.e.,
350, will be removed. Figure 3d shows the sample result of this step.

3.4 Classification of Face and Non-face Candidates

As is clear from Fig. 3d, in the place of candidate face, there are several inter-
connected areas. First, the length of each of these candidates is obtained and
candidates that have not geometry ratio of the face are considered as non-face.
Then, for determining entire candidates as face or non-face, we use the existing of

Fig. 3 Face detection gradually a entrance image, b denoised image, c detected skin region,
d skin region after removing small region and applying morphological operations, e detected face
and non-face region, where the face location is circled by green boxes and non-face location is
circled by red boxes, and f final output on entrance image
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eye region in candidate boundary. For detection of eye, we use the Viola and Jones
detector. The detection approach by Viola and Jones introduced in 2001 has
become one of the most popular real-time object detection frameworks. Original
results were presented on the face detection problem, but the approach can easily
be transferred to other domains [17]. The detector is basically a cascade of binary
linear classifiers which are subsequently applied to the sliding window input. An
example is passed through the cascade as long as it is positively classified by the
current stage. Each stage consists of a certain number of weighted one-dimen-
sional threshold classifiers that are fed with a single feature. During the stage-wise
training, initially selected detection and false-positive rates are guaranteed to be
met by each cascade stage which is trained using AdaBoost [18]. Thus, one is able
to estimate the final performance given the number of stages. The training set for
stage n is given by all positive examples and the false positives remaining after
stage n–1, where those for the first stage are chosen randomly from the full images.

The real-time capability of the approach is mainly enabled by two properties:
Most sliding windows are only evaluated by the first stages which contain few
classifier features. The features offered during training are simple Haar-like
(Fig. 4) filters which can be evaluated cheaply using a precalculated integral image
of gray values. In fact, once the precalculation is done on the full image, responses
of all basic types of Haar-like features (see Fig. 4) are computed by 5–8 additions/
subtractions and a single division, independent of position and size. During
detection, the sliding window was scaled to cover all possible sign sizes.

In order to achieve robustness toward intermediate-sized examples, positive
samples were randomly scaled within the selected range. The same was done for
translation, which is introduced during training to allow for larger step sizes of the
sliding window. In this paper, we trained the Viola–Jones detector with a lot of eye
images, such as the simple, the tilted, darken, and blurred with considering any
distance and lighting condition that showed high accuracy in eye detection step.
Figure 3e shows the result of this step for determining candidate as face or non-
face by eye region judging. Also, Fig. 3f shows the detected faces on the entrance
image where the face locations are circled by green boxes.

4 Practical Result

Our suggestive method has been done on Intel Core i3-2330 M CPU, 2.20 GHz
with 2-GB RAM under MATLAB environment. Figure 5 shows the face of
worked system. Performance of the skin detection and face detection stage is
described in the next subsections.

Fig. 4 Basic types of Haar wavelet features used for the Viola–Jones detector [18]
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4.1 Performance of the Skin Detection Stage

In our experiments, statistical models of skin colors are estimated through histo-
gram-based approach using a subset of FEI database, in which 200 images are used
for training. Afterward, we applied our skin detection approach on FEI face
database. The FEI face database is a Brazilian face database that contains a set of
face images taken between June 2005 and March 2006 at the Artificial Intelligence
Laboratory of FEI in São Bernardo do Campo, São Paulo, Brazil. In Table 1, our
method is compared with color probabilistic method, represented in [19] and
hybrid color space-based technique mentioned in [20] that both of them used this
database for evaluation of their works. Further, our proposed method is compared
with wavelet-based and Gabor-based methods, on the complex background images
[20], and the result is detailed in Table 2. The accuracy rate formula that we used
is mentioned in [19]. Equation below shows the accuracy rate:

Accuracy ¼ 100� False Detection Rate þ False Dismissal Rateð Þ ð15Þ

Fig. 5 Proposed face detection system
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High detection rate shows the quality of proposed approach to use in every
applications, which are needed a skin detection stage. Low complexity in com-
putation and time is some of other advantages of the proposed approach. Figure 6
shows the sample output of skin detection stage on complex background database.

4.2 Performance of the Face Detection Stage

For evaluation of our face detection method on noisy images, 200 noisy images
were generated in our office environments. Results of face detection stage are

Table 1 Performance of the proposed skin detection method on FEI database

Number of
images

FEI face database

400 Method Successful skin region
detection

Recognition
accuracy

[19] 400 97.10 ± 0.12

[20] 400 99.25 ± 0.2

Proposed
method

400 99.40 ± 0.21

Table 2 Performance of the proposed skin detection method on complex background database

Number of images Complex background database

100 Method Success detection Recognition accuracy

[19] 100 98.10 ± 0.19

[20] 100 95.40 ± 0.31

Gabor filter 100 98.0 ± 0.20

Wavelet filter 100 96.0 ± 0.10

Proposed method 100 99.0 ± 0.1

Fig. 6 Sample output of the skin detection stage a original images and b detected skin region in
each image
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depicted in Table 3. Further, in Table 4, our face detection method is compared
with color probabilistic method represented in [19] and morphological-based
technique mentioned in [21] on FEI frontal face database.

In addition, our face detection algorithm is robust against parameters such as
human pose variation, noise, and lightning condition. Figure 7 shows some of the
detection results, where the human faces are circled by green boxes. From the
examples, we may see that our algorithm can detect the human face with various
sizes, positions, and noising from various backgrounds.

5 Conclusions

In this research, we studied the effect of denoising preprocessing step and skin
color fusion model for real-time face detection. Phase-preserving denoising of
images is used to preprocess the input images. In the mentioned method for face
detection process, firstly, skin pixels were modeled by using supervised training,

Table 3 Performance of the proposed face detection stage on noisy images

Number of images Noisy face database

200 Method Successful face detection Percent efficiency

Proposed method 198 99 %

Table 4 Performance of the proposed face detection stage on FEI face database

Number of images FEI face database

400 Method Successful face detection Percent efficiency

[21] 394 98.50 %

[19] 397 99.25 %

Proposed method 399 99.75 %

Fig. 7 Sample results on FEI, complex background, and noisy image databases
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and at the run time, the skin pixels were detected using optimal boundary con-
ditions. Further, by using the Jones detector, eye location has been extracted to get
the face from the skin region. In the experimental results, we applied the proposed
method on FEI, complex background, and noisy image database, and we achieved
high recognition rate in comparison with other competing methods. In addition,
experimental results have demonstrated our method robust in successful detection
of skin and face regions even with variant lighting conditions and poses.
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Investigation of Full-Reference Image
Quality Assessment

Dibyasundar Das and Ajit Kumar Nayak

Abstract The errors in imaging system create distorted image which affect the
human perception of the image. This degradation in quality of image can be
evaluated by image quality assessment (IQA) methods. To evaluate human sub-
jectivity, the techniques need to follow the method of human visual system (HVS).
The processing of image in extra cortical region of human brain is still unknown.
Many attempts have been made to give an IQA algorithm that follows the phi-
losophy of human observations. A brief experimental study of these philosophies
has been made in this paper, which would help researchers to develop much
improved IQA techniques in future.

Keywords Image quality assessment (IQA) � Subjective score � Objective score �
SRCC � KRCC � SSIM � IWSSIM � Neural network

1 Introduction

Image quality assessment (IQA) is a process of giving a quality score to the image
so as to determine how much the image has been degraded from its perceived
perfect image. A perfect image in this context is an image that a human brain
perceives to be perfect. In the physical world, no device has been perfectly
designed to match that perception. But with advancement of technology, the
methods to reach that perfect image are being attempted. As the technical revo-
lution is at its peak, many advance and improved image acquisition, compression,
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transmission, processing, and reproduction techniques have been introduced. IQA
provides the base to benchmark, monitor, and optimize these techniques.

The best quality score can be obtained by a human observer as only brain can
perceive the perfect image. This scoring processing of IQA through human is
called subjective evaluation and the mean value for an image is taken as mean
opinion score (MOS), which is considered to be the quality score of the image [1].
But this process is time consuming, costly and not always radically possible. For
this reason, machines need to evaluate the quality assessment, which is called
objective evaluation. But the problem with objective process is that human visual
system (HVS) still remains a big mystery. Without understanding HVS, a proper
objective method that can predict the human perceived quality is not possible.

In paper, Sect. 2 describes about how to evaluate an objective IQA, Sect. 3
describes about different approaches to full-reference IQA methods, Sect. 4 gives
the implementation results of different algorithms and finally the study has been
concluded on Sect. 5.

2 Evaluation Procedure for Objective IQA Techniques

There are three types of objective evaluations namely [2]

(i) Full-reference: Where a better quality image is available for comparison.
(ii) Reduced-reference: Where concise information about perfect image is

available.
(iii) No-reference: Where no prior know about image is given).

To evaluate the objective techniques, there are a few publically available IQA
databases [8–10] and the description is as in Table 1.

All these databases come with MOS value of the image which has been eval-
uated and considered to be the base for objective score comparison. The range of
the MOS may be 0–5 or 0–1 depending upon database. Similarly, the objective
evaluation system may have different ranges as per their procedure. To compare
different systems of values, the following methods are used.

(iv) Spearman’s Rank Order Correlation Coefficient (SRCC):

Table 1 Description of subjective image quality databases

Database Real images Type of distortion Distorted image

TID2013 25 24 3000

IVC 10 4 185

LIVE 29 5 779

A57 3 6 54
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SRCC ¼ 1� 6�
Pn

i¼1 d2
i

nðn2 � 1Þ ð1Þ

where n is the number of image getting evaluated, di is the difference in rank of ith
image in subjective score and objective score.

(v) Kendall’s Rank Order Correlation Coefficient (KRCC):

KRCC ¼ nc � nd

0:5� nðn� 1Þ ð2Þ

where nc is the number of concordant pairs in dataset nd is the number of dis-
concordant pairs. A pair of image ‘‘x’’ and ‘‘y’’ having xi, yi as subjective score and
xj, yj as objective score, and is said to be concordant if for xi [ xj, yi [ yj must
satisfy.

These rank ordering methods as described in Eqs. (1) and (2) can be replaced
by some nonlinear mapping techniques which provide options to map the objective
score to a nonlinear dimension and then find the rank ordering. These techniques
give good results under fair assumption of systems. This discussion has not
included those as for their ambiguities.

As explained above, there are three types of IQA techniques, but this paper has
narrowed is study to full-reference IQA only.

3 Approaches to Full-Reference IQA

The knowledge about HVS is very limited. So, only assumptions have been made
to understand the visual processing of human eye. First approach is error-based
IQA. In this method, the assumption is made that human eye can detect error and
same type of error will create same type of effect in human brain. Among the
methods applied to model it, the most famous one are mean square error (MSE) [1]
and peak signal to noise ratio (PSNR) [2].

3.1 Mean Square Error

It is the mean of the square of the error produced. From the historical perspective
of signal processing, it is the most common error detecting strategy. For an image,
it can be expressed as stated in Eq. (3).
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MSE ¼ 1
m� n

Xm

i¼1

Xn

j¼1

x i; jð Þ � yði; jÞ ð3Þ

where x is original image and y is distorted image with size (m, n).

3.2 Peak Signal to Noise Ratio

It is the second common method in signal processing world. It is based on MSE
and finds the log relation of the MSE to the peak signal. For an image, it can be
expressed as in Eq. (4).

PSNR ¼ 10� log
L2

MSE

� �
ð4Þ

where L is the peak signal and it is determined as per the imaging system. In this
experimental study, gray scale is used for which its value would be 255.

The error-based methods are simple to use and they have a clear physical
meaning. So, they are assumed to be the most useful tools. But they do not
consider the spatial position of the pixel. Until the image errors are same, the
position of error does not matter. These tend to give many type of error the same
rating, which can be expressed from the following example:

In Fig. 1 image ‘‘a’’ is the original image. Images from ‘‘b’’ to ‘‘h’’ are intro-
duced with different types of errors. As from images it can be seen that the quality
of images are different but MSE value is same as 300.1899 and PSNR as 23.3568.
So, it can be concluded that human eye not only responsive to error but also to the
position of the error.

Fig. 1 Comparison of MSE for distortion quality
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To comprehend this process, the philosophy of structural similarity [3] comes
into play. It suggests that human eye is responsive to the structure of the image
rather than error. That leads to the idea that the quality measurement must be made
based on the structural disorder made by error introduction. For this purpose, the
following methods have been used.

3.3 Structural Similarity Index

This structural similarity index (SSIM) [3] method includes the properties such as
luminance, contrast and structure comparison. This can be expresses as Eq. (5).

SSIM ¼
2lxly þ C1
� �

ð2rxy þ C2Þ
ðl2

x þ l2
y þ C1Þðr2

x þ r2
y þ C2Þ

ð5Þ

where C1 = (K1L)2 and C2 = (K2L)2 the values of K1 and K2 as determined by
philosophical studies are 0.01 and 0.03 [4]. But problem with SSIM is that it fails
to measure the badly blurred images [5].

3.4 Information Content Weighting SSIM

All the above methods are the part of distortion measurement stage. IQA can be
expressed as two stage process where stage one is distortion measurement stage
which refers to the measurement of local distortion map and stage two is pooling
which refers to the mapping of the error to the region of interest detection. It has
been seen that optimal perceptual weight is directly proportional to local infor-
mation content. So information content weighting can be incorporated with dif-
ferent error maps, which can enhance their performance [6]. As SSIM is better
than the other methods, it is incorporated with SSIM to give information content
weighting SSIM (IWSSIM).

Despite of performing well, these mathematical models are incapable to com-
prehend the processing of image in extra cortical regions and the human response
to different error types which seemed to be same by computational analysis [7].
Here, a good approximation can be made with machine learning techniques.
Following are some of the famous machine learning rule that can be used for IQA.
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3.5 MultiLayer Perceptron (MLP) with Back Propagation
Learning

The multilayer neural network can learn any nonlinear system efficiently and
tolerant to errors. The multilayer ANN can comprehend complex human thinking
by its learning methodology and back propagation learning is one of them. The
process of back propagation learning on IQA can be expressed as in Fig. 2. The
feature extraction process involves extracting features that have visual significance
such as luminance, structure, edges (Hari’s operator), directional change of
intensities (with Sobel’s operator) and change in frequency domain. The efficacy
of this method is, it needs no prior knowledge of any mathematical relation of
these features to human eye. The significance can be observed and verified on
experimental level and then formulate a mathematical formula for the system.
Here, experimental results are shown in Sect. 4 for the features luminance,
structure and contrast taken together, which follow the results of SSIM. Figure 2
shows the learning process in an ANN with feature extraction and subjective
value.

3.6 Functional Link ANN

The problem with multilayer back propagation methodology is that it needs more
computation power as the number of hidden layer increases. To overcome this
problem, the easiest way is to convert the nonlinear problem to linear problem by
mapping it to a higher dimensional space. Functional link ANN (FLANN) used

Fig. 2 Model for IQA learning in neural network
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this concept to convert the multilayer network to single layer model. FLANN can
summarize the nonlinear learning process to its underlying regression surface
much faster with help of expansion function.

4 Experimental Result

4.1 Experimental Setup

The images of the database as described in Table 1 are converted to gray scale
images. All the algorithms discussed in Sect. 3 have been implemented along with
the SRCC and KRCC on MATLAB. The experimental results on IVC, A57 and
LIVE datasets are shown in Tables 2, 3 and 4.

Table 2 Results of IVC
dataset

KRCC SRCC

MSE -0.52794 -0.69082

PSNR 0.52794 0.69082

SSIM 0.71277 0.88854

IWSSIM 0.7235 0.90024

C-L-S with BP 0.70012 0.83022

Table 3 Result A57 dataset KRCC SRCC

MSE -0.43007 -0.61763

PSNR 0.43007 0.61763

SSIM 0.60629 0.80666

IWSSIM 0.6358 0.8364

C-L-S with BP 0.5868 0.7886

Table 4 The result for LIVE
dataset

KRCC SRCC

MSE -0.6789 -0.8768

PSNR 0.6789 0.8768

SSIM 0.7846 0.9357

IWSSIM 0.8038 0.9447

C-L-S with BP 0.7794 0.9352
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From the result, we can see that PSNR and MSE rank ordering magnitude is
same but the negative indication in MSE suggests that ordering is in reverse order
i.e., in all other case, larger value indicates better image but in case of MSE the
larger value indicates worst quality.

5 Conclusion and Future Work

In Full-reference IQA, the error-based methods do not correlate to human eye so
the philosophy of structural feature of image gives a better approach to human
subjectivity. Again the result confirms the fact that IQA can be improved with
pooling strategies. But all these methods are limited to human thinking of systems.
So, the neural network models give a better approach to find new visual relevant
features without changing the method of evaluation which can help to understand
human visual observation and subjectivity.

Further studies are needed to find the proper feature that can be used in neural
network to give better result and to reduce the computational time of the neural
network.
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Image Compression Using
Edge-Enhancing Diffusion

Lipsa Behera, Bibhuprasad Mohanty and Madhusmita Sahoo

Abstract Image compression technique minimizes the size in bytes of a graphics
file without degrading the quality of the image to an unacceptable visual level.
This piece of work deals with the method of image compression by preserving the
edge information intact as the human visual system is much sensitive to these
information. This is done by the use of Perona–Malik method for diffusion where
the whole image is smoothened but the edge. Terming this as edge-enhancing
diffusion (EED), we apply two established coding techniques, namely singular
value decomposition (SVD) and set partitioning in hierarchical trees (SPHIT).
Even though the above encoding schemes enjoy more superiority and advantages
in their respective domain, extensive simulation for the proposed diffusion plat-
form provides still better results in terms of PSNR and visual quality.

Keywords Perona–Malick diffusion � Partial differential equations � Image
compression � Nonlinear diffusion � SVD � SPHIT

1 Introduction

Image compression addresses the problem of reducing the amount of data required
to represent the digital image. Image compression demands an effective coding
technique to meet the trade-off between bandwidth and storage capacity with the
quality of reconstructed image. In natural images, most scenes are relatively
blurred in the areas between edges, while large discontinuities occur at edge
locations. Thus, the information between edges may be redundant and may be
subjected to increased compression. However, the human visual system is highly
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sensitive to edges, and hence, an edge-preserving-based image compression
technique can produce intelligible images at high compression ratios.

Diffusion-based image compression is well suited for extremely high com-
pression rates and provides fast and compact coding. There are two types of
diffusion: isotropic and anisotropic. The first nonlinear diffusion filter has been
proposed by Perona and Malik in 1987 and is being widely used for intra-region
smoothing and inter-region diffusion [1]. Its subsequent modifications [2–5] pro-
vide a great deal of support to the image processing community. The PM equation
is a potential tool for image segmentation, noise removal, edge detection, and
image enhancement. As far as the edge enhancement is concerned, the low-pass
filtering and linear diffusion method further blurs the edge. On the other hand,
using high-pass filter gives rise to numerically unstable computational method. [6]
Hence, to overcome these two conflicts, anisotropic diffusion is proposed [7]. This
is a more stable diffusion where the conduction coefficient of the equation is a
function of the image gradient. This is popularly known as edge-enhancing
anisotropic diffusion (EED).

The rest of this paper is organized as follows. In Sect. 2, we describe partial
derivative-based EED interpolation techniques and briefly review the two
encoding schemes, namely SPIHT and SVD, used popularly for their established
superiority over other encoding scheme. In Sect. 3, the proposed methodology is
detailed. Section 4 includes results and analysis. We have concluded the paper in
Sect. 5 with a brief summary of work in future direction.

2 Brief Review on PM Model-Based Edge-Enhancing
Diffusion and Coding Scheme

There are many partial derivative equations (PDEs)-based diffusion available in
the literature [2, 5]. It is broadly classified as Linear and Nonlinear diffusion. Bi-
harmonic, Tri-harmonic, and isotropic diffusions are the examples of linear type
diffusion, whereas anisotropic diffusion is categorized under nonlinear diffusion.
Let us assume that the image is considered as an array f. One of the most widely
used methods for smoothing f is to apply the homogeneous linear diffusion process
to it. The process is represented mathematically as [1, 2]:

otu ¼ ru

where u is the diffused image such that

uðx; 0Þ ¼ f ðxÞ:

uðx; tÞ ¼ f ðxÞ ðt ¼ 0Þ
ðK ffiffiffi

2t
p

� f ÞðxÞ ðt [ 0Þ

�
ð1Þ
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where Kr denotes a Gaussian with standard deviation r

KrðxÞ :¼ 1
2pr2

� exp � jxj
2

2r2

 !
: ð2Þ

For biharmonic smoothing qtu = r2u, and for triharmonic smoothing
qtu = r3u. Linear diffusion dislocates edges when moving from finer to coarser
scales. So structures which are identified at a coarse scale do not give the right
location and have to be traced back to the original image. In practice, relating
dislocated information obtained at different scales is difficult and bifurcations may
give rise to instabilities. Average absolute error (AAE) between interpolated image
and original image is a standard evaluation criterion for PDE-based image pro-
cessing [5]. Experimentally, it has been verified that AAE of PM model-based
EED is minimum, so it is better than other PDEs. This process can reduce noise
and preserve edges.

Perona and Malik proposed a numerical method for selectively smoothing
digital images. In anisotropic diffusion, flow is not only proportional to the gra-
dient, but is also controlled by a function g(|ru|). Regions with low |ru| are
plains. By choosing a high diffusion coefficient, the noise can be reduced. Regions
with high |ru| can be found near edges. In order for those edges to be preserved, a
low diffusion coefficient is chosen accordingly. This leads to the function,
[0, ?] ? [0,1], g(0) = 1, lim s ? ? g(s) = 0 which is monotonically
decreasing.

In order to obtain a complete system, which is needed to solve the equations,
boundary conditions also have to be defined. As the Neumann boundary condition
is common in image processing, ru = 0 on qX is used. This ensures that there is
no flow across the boundary and the overall brightness is thereby preserved. It is
defined as

ouðx; y; tÞ
ot

¼ div g ruk kð Þru½ � ð3Þ

Where t is the time parameter, u(x, y, 0) is the original image, and ru(x, y, t) is
the gradient version of image at time ‘‘t’’.

u 0; xð Þ ¼ u0ðxÞ ð4Þ

g ruj jð Þ ¼ 1

1þ ruj j2=k2
ð5Þ

k is always greater than 0.
In the above equation, g is smooth non-increasing function with g(0) = 1,

g(x) C 0, and g(x) tending to zero at infinity. The idea is that the smoothing
process obtained by the equation is ‘‘conditional’’; that is, if ru(x) is large, then
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diffusion will be low, and therefore, the exact localization of the ‘‘edges’’ will be
kept. If ru(x) is small, then the diffusion will tend to smooth still more around x.

Thus, the choice of g corresponds to a sort of thresholding which has to be
compared to the thresholding of |ru| used in the final step of classical theory.

Perona and Malik discretized their anisotropic diffusion equation as

utþ1 sð Þ ¼ ut sð Þ þ k
gsj j
X

p�gs

gkð rus;p

�� ��Þrus;p ð6Þ

S denotes the pixel position in the discrete 2D grid, t denotes the iteration step,
g is the conduction function, and k is the gradient threshold parameter that
determines the rate of diffusion. k is a scalar quantity which determines the sta-
bility, and it is usually less than 0.25. g denotes the spatial neighborhood of pixel
(x, y). gs = [N S E W], where N, S, E, and W are the north, south, east, and west
neighbors of pixel S. g is equal to 4 (except for the image borders). The symbol
ru is now representing a scalar defined as the difference between neighboring
pixels to each direction.

Gradient ru in four different directions can be calculated as follows

ruN x; yð Þ ¼ u x; y� 1; tð Þ � u x; y; tð Þ
rus x; yð Þ ¼ u x; yþ 1; tð Þ � uðx; y; tÞ
ruE x; yð Þ ¼ u xþ 1; y; tð Þ � uðx; y; tÞ
ruW x; yð Þ ¼ u x� 1; y; tð Þ � uðx; y; tÞ

ð7Þ

This model has some drawbacks such as if the image is noisy, with white noise,
for example, then the noise introduces very large oscillations of the gradient
ru. Thus, the conditional smoothing introduced by the Perona and Malik model
will not help, since all these noise edges will be kept.

2.1 Singular Value Decomposition

Singular value decomposition (SVD) is a very useful method to represent a matrix
as a product of matrices [8]. Assuming the image (I) to be a matrix of m 9 n, one
can write, I = URVT, where U and V are orthogonal matrices (i.e., AT = A-1)
and R is the diagonal matrix of m 9 n (‘‘0’’ except its main diagonal) and is the
‘‘key’’ to the decomposition. The elements on the diagonal of R (Ki) are the
singular value of I, and those values are arranged in decreasing order such that the
1st value is ‘‘big,’’ and thereafter, the size decreases according to Ki = R i, i [ R
i + 1, i + 1 = K i + 1. This feature facilitates the objective of compression by
allowing less storage space than the original image [9]. This is not necessarily the
best way to compress image, as the reconstructed image is hardly recognizable for
very small value of K. However, as more and more singular values are included,
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the quality of the image gets better. For detailed discussion on SVD, readers may
refer to [10].

2.2 Set Partitioning in Hierarchical Trees

SPIHT is an embedded coding technique. In embedded coding algorithms,
encoding of the same signal at lower bit rate is embedded at the beginning of the
bit stream for the target bit rate. Effectively, bits are ordered in importance. This
type of coding is especially useful for progressive transmission using an embedded
code; an encoder can terminate the encoding process at any point. SPIHT algo-
rithm is based on following concepts [11]: (1) ordered bit plane progressive
transmission, (2) set partitioning sorting algorithm, (3) spatial orientation trees,
and (4) ability to code for exact PSNR. For detailed description, the readers are
referred to [11, 12].

3 The Proposed Scheme

Anisotropic diffusion is carried out on an image, and then, the diffused image is
encoded using SVD or SPHIT encoding scheme, and then, the compressed image
is transmitted as bit stream. At the receiver end, reverse operation is carried out.
The following is the system overview (Fig. 1) to carry out the proposed image
compression scheme. The EED scheme is a preprocessing scheme before the
encoder in the transmitter side. By preprocessing the original image, we have
smoothened the whole image but the edge. This process of smoothening introduces
more redundancy. On transforming the image to the frequency domain, the energy
is compacted, and hence, fewer number of bits are required to code the original
one. On the decoder side, the reverse operation takes place. The output of the

Fig. 1 Proposed SVD/SPHIT-based image codec

Image Compression Using Edge-Enhancing Diffusion 461



decoded image is once again subjected to the method of inverse operation of EED
(post-processing) to approximate the lost data.

4 Results and Discussion

We will present some of the results of our implementation with MATLAB in this
section. Extensive simulation is carried for over more than 32 images with dif-
ferent attributes. Results of experiments are depicted below with grayscale ‘‘Lena’’
and ‘‘Pepper’’ image for their established popularity. Pepper image contains more
details than Lena image. All simulations are done with Pentium IV, 2.4 GHz,
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4 GB RAM. The quality of reconstruction is characterized by the well-known
PSNR value calculated between the original and reconstructed image.

The following plots (Figs. 2 and 3) for PSNR (in y-axis) for different singular
values (in x-axis) establish the fact that the edge-enhancing diffusion (EED)-based
scheme as applicable to the SVD codec of Fig. 1 improves the quality of the
reconstructed image. It also indicates that as the singular values increase, the
PSNR increases irrespective of fact that whether diffusion is applied or not. But,
with the application of diffusion, there is 1–2.3 dB increase of PSNR for Lena
image and that for Pepper image is 0.7–1.9 dB. The small variation is due to the
fact that the Pepper image contains large number of edge as compared to Lena. So,
the redundancy reduction in Lena is larger than Pepper. The plot in Figs. 4 and 5 is
for the SPIHT codec as depicted in Fig. 1. SPIHT being a wavelet-based codec,
the transformed coefficient is more compact in energy and concentrated in much
fewer planes than had it not been the wavelet transformed. One can see that there
is a wide variation of PSNR (in y-axis) with different bit rate (in x-axis). The PSNR
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improvement is more than 4.3 dB for Lena image at 1 bit per pixel (bpp) and
3.7 dB for Pepper.

5 Conclusion

In this piece of work, an EED-based scheme is discussed for the purpose of still
image compression and its inverse diffusion is proposed for the purpose of image
reconstruction. Though the reconstructed image enjoys some superiority in terms
of PSNR, it lacks the proper inverse operation as envisaged in the encoding stage.
The application of wavelet transform may increase the speed of the codec and
facilitate its hardware implementation. It is because of the fact that the prepro-
cessed image is a smooth version of the original one except at the point of edges
and hence bit plane coding scheme using wavelet transform will require less time
for analysis as well as synthesis of the coefficients.

References

1. Perona, P., Malik, J.: Scale-space and edge detection using anisotropic diffusion. In:
Proceedings of IEEE Computer Society Workshop on Computer Vision, pp. 16–22 (Nov
1987)

2. Perona, P., Malik, J.: Scale-space and edge detection using anisotropic diffusion. IEEE Trans.
Pattern Anal. Mach. Intell. 12(7), 629–639 (1990)

3. Sapiro, G.: From active contours to anisotropic diffusion: relations between basic PDEs in
image processing. In: Proceedings ICIP, Lausanne, Switzerland (Sep 1996)

4. Shah, J.: A common framework for curve evolution, segmentation, and anisotropic diffusion.
In: Proc CVPR, San Francisco, CA, pp. 136–142 (June 1996)

5. Barash, D., Comaniciu, D.: A common framework for nonlinear diffusion, adaptive
smoothing, bilateral filtering and mean shift. Image Vis. Comput. 22(1), 73–81 (2004)

6. Canny, J.: A computational approach to edge detection. IEEE Trans. Pattern Anal. Mach.
Intell. PAMI-8, 679–698 (1986)

7. Black, M.J., Sapiro, G., Marimont, D.H., Heeger, D.: Robust anisotropic diffusion. IEEE
Trans. Image Process. 7(3), 421–432 (1998)

8. Linear Algebra and its Application, 3rd edn. In: Lay, D.C. Addison-Wesley Publishing Co.,
Boston (2002)

9. Numerical Analysis. In: Saucer, T. George Mason University, Pearson Education Inc,
Pearson (2006)

10. An investigation into using SVD as a method of image compression, http://www.
haroldthecat.f2s.com/project

11. Said, A., Pearlman, W.A.: A new, fast and efficient image codec based on set partitioning in
hierarchical trees. IEEE Trans. Circ. Syst. Video Technol. 6, 243–250 (1996)

12. Kim, B.-J., Xiong, Z., Pearlman, W.A.: Low bit-rate scalable video coding with 3-D set
partitioning in hierarchical trees (3-D SPIHT). IEEE Trans. Circ. Syst. Video Technol. 10(8),
1374–1387 (2000)

464 L. Behera et al.

http://www.haroldthecat.f2s.com/project
http://www.haroldthecat.f2s.com/project


Comparative Analysis of Edge Detection
Techniques for Extracting Blood Vessels
in Diabetic Retinopathy

Sunita Sarangi, Arpita Mohapatra and Sukanta Kumar Sabut

Abstract Diabetic retinopathy (DR) is one of the serious complications caused by
diabetes. It damages the small blood vessel of the retina, which leads to loss of
vision. Accurate extraction of retinal blood vessels is an important task in com-
puter-aided diagnosis of DR. The edge detection technique has been greatly
benefited in interpreting the information contents in the retinal blood vessel. The
preprocessing of retinal image may help in detecting the early stage of symptoms
in DR. In this article, we compared the results of Sobel and Canny edge operators
for finding the abnormalities in retinal blood vessels. The Canny operator is found
to be more accurate in detecting even tiny blood vessels compared to Sobel
operator for an affected diabetic retinal image. The peak signal-to-noise ratio
(PSNR) is also found to be high in the Canny operator.

Keywords Diabetic retinopathy � Edge detection � Sobel � Canny operator

1 Introduction

Diabetes has emerged as a major healthcare problem worldwide. The Indian
Council of Medical Research estimated that around 65.1 million patients affected by
diabetes and, by 2030, India will have 101.2 million diabetic people [1]. The high
incidence is due to genetic susceptibility plus adoption of a high-calorie, low-
activity lifestyle. Nearly 1 million dies due to diabetes every year [2]. Diabetic
retinopathy (DR) damages the small blood vessel of the retina, which leads to loss of
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vision [3]. Current research indicates that at least 90 % of new diabetic cases could
be reduced by proper treatment and monitoring of the eyes in early stages [4, 5].

Retinal blood vessels can be automatically visualized by image processing with
very high resolution for clinical scenarios [6]. Edge detection techniques are used
for identifying sharp discontinuities in an image by preserving the important
structural properties [7]. The 2D matched-filter detection method retains the
computational simplicity of retina compared to the Sobel operator [8]. It is found
that MF-FDOG by using both the matched-filter (MF) and the first-order derivative
of the Gaussian (FDOG) distinguishes better vessel structures [9]. The substantial
improvement is obtained in retinal vessel by extracting centerline combining with
matched-filter responses and vessel boundary measures [10]. The automatic
tracking algorithms are used to detect the vascular tree and local vessel parameters
such as vessel edge points and the vessel width in retinal images [11].

In this paper, we have implemented different edge detection techniques and
compared their performances in diabetic retinal images. The angle histogram also
performed for different edged detectors, and computed peak signal-to-noise ratio
(PSNR) values are compared.

2 Methodology

Blood vessels are extracted for the identification of damages in DR. Retinal images
are collected from an eye institute and the image processing operations to detect
blood vessels (shown in Fig. 1). A healthy image and an affected DR image are
selected from ten sample retinal images (shown in Fig. 3a, b). The RGB images
are converted to grayscale to strengthen the appearance of blood vessels. Initially,
the original image was scaled to enhance the contrast of image and the Sobel and
Canny operators were performed to detect blood vessels by using MATLAB 11.0.

2.1 Median Filter

It is a nonlinear digital filtering technique that is used to remove noise in pre-
processing step to improve the image in edge detection. It removes noise while
preserving edges for a given fixed window size. For a grayscale input image with
intensity values xi,j, the two-dimensional median filter is defined as

yi;j ¼ medianðxiþr;jþsÞ
ðr; sÞ 2 w

where w is a window over which the filter is applied.
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2.2 Sobel Operator

The operator consists of a pair of 3 9 3 convolution kernels (Fig. 2) and is
designed to respond maximally to edges running vertically and horizontally rel-
ative to the pixel grid. The kernels can be applied separately to the input image, to
produce separate measurements of the gradient component in each orientation (call
these Gx and Gy). These can then be combined together to find the absolute
magnitude of the gradient at each point and the orientation of that gradient.

The gradient magnitude is given by: Gj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
G2

x þ G2
y

q
; the approximate magni-

tude computed by Gj j ¼ Gxj j þ Gy

�� �� and the angle of orientation by: h ¼ tan�1 Gy

Gx

� �
.

2.3 Canny Operator

The Canny method can detect edges with noise suppressed at the same time [12].
The raw images were smoothed by a canny detector convolving with a Gaussian
filter with r = 4. Compute the gradient of image g(x, y) by convolving it with the

Segmented Image by 
Sobel/Canny Operator 

Retinal RGB Image

Gray Scale Image

Enhanced Image

Extracted Blood 
Vessel Image

Median Filter 

Fig. 1 Flowchart of blood
vessel extraction of retinal
image
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first derivative of Gaussian masks f(x, y). The Gaussian filter size [3 3] is used to
smooth an image using a weighted mean based on the 3D Gaussian point spread
function.

The circularly symmetric 3D Gaussian equation centered at the origin has the

form of: f x; yð Þ ¼ 1
2pr2 e�

x2þy2

2r2 .
Compute the gradient of g(x, y) by using any of the gradient operators to get:

G x; yð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g2

x x; yð Þ þ g2
y x; yð Þ

q

The Canny edge detection algorithm is known to many as the optimal edge
detector.

g x; yð Þ ¼ Gr x; yð Þ � f x; yð Þ

where Gr(x, y) is Gaussian filter.

2.4 Angle Histogram

The angle histogram shows the distribution of values according to their numeric
range. The distribution of theta in 20 angle bins or less determines the angle of
each bin from the origin and the length of each bin reflects the number of elements
in theta.

2.5 Evaluation Parameters

The objective measures PSNR that is used to evaluate the intensity changes of an
image between the original and the enhanced images. PSNR can be computed as

PSNR ¼ 10 log10
2552

MSE

� �
;

between the original–affected and the output images, where mean square error
(MSE) is given by

G 0 0 0
1 2 1

     ;    G

Fig. 2 Masks used for Sobel operator
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Fig. 3 The simulation results of healthy image and DR image. a Healthy image, b DR image,
c gray image, d gray image, e Sobel image, f Sobel image, g Canny image, and h Canny image
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MSE ¼ 1
mn

Xm

i¼1

Xn

j¼1

kIa i; jð Þ � Ioði; jÞk2

3 Results and Discussion

A healthy image and a DR image were chosen from ten sample images. Sobel and
Canny edge detection techniques were applied to the affected image according to
Fig. 1, and the results are presented in Fig. 3a–h. The PSNR and MSE parameters
were calculated between the grayscaled image and Sobel, Canny operator’s output

Table 1 Edge detection analysis

Parameters Healthy Sobel Healthy Canny DR Sobel DR Canny

PSNR 11.7816 11.7917 10.0033 10.0119

MSE 0.004348 0.004338 0.006548 0.006535

Fig. 4 Angle histogram of healthy and DR images. a Sobel operator, b Canny operator
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images. The simulation result shows that the blood vessels extracted from the
retinal images are with better PSNR values in Canny operator than the Sobel
operator (Table 1).

The quality of edge detection results was evaluated subjectively by angular.
Less attenuation has shown in Canny compared to Sobel operator (Fig. 4). The
PSNR value is also high in Canny operator. We observed that both edge detection
techniques help in detecting the retinal blood vessels but the Canny operator
performs better as it could detect even very small variation of intensity in the tiny
retinal blood vessels.

4 Conclusion

In this paper, we have implemented the Sobel and Canny operators in retinal
images for detecting the blood vessels. The result indicates that the Canny operator
performs better compared to Sobel operator for detecting even tiny blood vessels
of retina. We also performed the angular histogram on retinal image for finding the
distribution of values according to numeric range. The calculated PSNR value of
Canny operator is high that indicates better results for analysis of image in DR. We
conclude that the Canny operator performed better than the Sobel operator, since it
produced the continuous edges, which is helpful for identifying the blockages in
the tiny blood vessels. Thus, it will be easier for ophthalmologist for identifying
the pathological blood vessels in retina for diagnosing the DR. Our future work
focused on calculating the sensitivity and accuracy of the edge detectors in DR
images.

Acknowledgements The authors thank the doctors and administrator of L.V. Prasad Eye
Institute for providing the retinal images used in this work.
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Realization of Different Algorithms Using
Raspberry Pi for Real-Time Image
Processing Application

Mrutyunjaya Sahani and Mihir Narayan Mohanty

Abstract As automated system is an efficient one which decreases the malfunctions
and error, industries having more demand to adopt such systems day by day. To
enhance this capability, image processing-based system has a major role. But to
design an embedded system with the facilities, it is difficult and challengeable task.
Another issue for the use interfacing of such systems should be simple so that the
system can be user friendly. To develop this system with various facilities, this piece
of work has been attempted. Hence in this paper, authors showcase the attempt to
realize the algorithms based on image processing for different applications. The
work is developed in Raspberry pi development board with python 2.7.3 and Op-
enCV 2.3.1 platform. The result shows for the fully automated without any user
intervention. The prime focus is on python image library (PIL) in addition to numpy,
scipy, and matplotlib form a powerful platform for scientific computing.

Keywords ARM1176JZF-S � Image processing � Raspberry pi � Python image
library � Raspbian-Wheezy

1 Introduction

Real-time image processing techniques are important not only in terms of
improving productivity, but also in reducing operator errors associated with visual
feedback delay. For implementing the different image processing algorithm, we
have used the Raspberry Pi (shown in Fig. 1) which is a single-board computer
developed by Cambridge University. The Pi has been extremely popular among
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the academic fraternity due to its low cost. The model B of the Pi ships with
512 Mb of RAM, 2 USB ports, and an Ethernet port. It packs an ARM1176JZF-S
700 MHz processor, Video Core IV GPU into the Broadcom BCM2835 System on
Chip which is cheap, powerful, and also low on power. The Pi has HDMI support
and has an SD card slot for booting up due to lack of BIOS and a persistent
memory [1]. Python is one of the primary languages supported by the Pi; hence,
we have used the python image library (PIL) which adds powerful image pro-
cessing functions to the Python interpreter. There are many different operating
systems supported by the Raspberry Pi. We have chosen Raspbian-Wheezy which
can be downloaded from the University of Cambridge website. Raspbian-Wheezy
is a freely available version of Debian Linux which has been customized to run on
the Pi. It has been designed to make use of the Pi’s floating point hardware
architecture, thus enhancing performance. The program designed by me is com-
pletely automatic, and there is no need for user intervention. The program displays
the processed image on the screen for comparison.

This chapter is organized as follows. Section 1 introduces the work, and Sect. 2
deals with the system configuration. Section 3 proposes the implementation method
that follows the result. Finally, Sect. 4 concludes this piece of contribution.

2 System Configuration

The basic hardware requirements are a Raspberry Pi board (model B), a USB hub,
a USB keyboard, and mouse. An HDMI-enabled display device is also required
along with a micro-USB charger to power the board. An SD card is required to
boot the Pi.

Fig. 1 Raspberry pi board (model B)
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2.1 Preparation of SD Card for Raspberry Pi

Raspberry Pi lacks a very important feature, i.e., BIOS. So the Pi always needs a
SD card loaded with a snapshot of an operating system to boot up. After down-
loading the image, we must prepare a snapshot of the image on the SD card for the
Pi to boot [2].

2.2 Network Configuration

Network configuration should be done for the Pi to enable installation of different
packages, dependencies and to regularly update and upgrade the operating system.

2.3 List of Packages

Following packages are to be installed for implementing the proposed model.
Installation commands have been listed below.

(a) sudo apt-get install camorama
(b) sudo apt-get install python-dev
(c) sudo apt-get install libjpeg62-dev libpng12-dev
(d) sudo apt-get install python-matplotlib
(e) sudo apt-get install python-numpy python-scipy
(f) sudo apt-get install python-imaging python-tk

2.4 OpenCV Installation

OpenCV is used to implement different algorithms in the python environment to
make the system automatic [3]. Before final installation of OpenCV, following
dependencies have to be installed.

1. Menu ? Accessories ? LX Terminal ? this opens a terminal window in RPi
graphical interface. Then, we use following commands.

(a) sudo apt-get install build-essential
(b) sudo apt-get install cmake
(c) sudo apt-get install pkg-config
(d) sudo apt-get install libpng12-0 libpng12-dev libpng++dev libpng3
(e) sudo apt-get install zlib1g-dbg zlib1g zlib1g-dev
(f) sudo apt-get install libpnglite-dev libpngwriter0-dev libpngwriter0c2
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(g) sudo apt-get install pngtools libtiff4-dev libtiff4 libtiffxx0c2 libtiff-tools
(h) sudo apt-get install libjpeg8 libjpeg8-dev libjpeg8-dbg libjpeg-progs
(i) sudo apt-get install ffmpeg libavcodec-dev libavcodec52 libavformat52

libavformat-dev
(j) sudo apt-get install libgstreamer0.10-0-dbg libgstreamer0.10-0 libgstre-

amer0.10-dev
(k) sudo apt-get install libxine1-ffmpeg libxine-dev libxine1-bin
(l) sudo apt-get install libunicap2 libunicap2-dev

(m) sudo apt-get install libdc1394-22-dev libdc1394-22 libdc1394-utils
(n) sudo apt-get install libv4l-0 libv4l-dev
(o) sudo apt-get install python-numpy
(p) sudo apt-get install libpython2.7 python-dev python2.7-dev
(q) sudo apt-get install libgtk2.0-dev pkg-config

2. OpenCV was downloaded from the Internet using the following command.
Wgethttp://sourceforge.net/projects/opencvlibrary/files/opencv-unix/2.3.1/
OpenCV2.3.1a.tar.bz2/download.

3. Then, we make, install, and configure the OpenCV installed by using following
commands.

(a) cmake -D CMAKE_BUILD_TYPE=RELEASE –D MAKE_INSTALL_
PREFIX = ‘‘/usr/local/lib’’–D BUILD_NEW_PYTHON_SUPPORT=ON
–D BUILD_ EXAMPLES = ON

(b) sudo make
(c) sudo make install

Now OpenCV-2.3.1 is installed and ready to run on the Raspberry Pi. The
installation takes a very long time to complete.

3 Proposed Method for System Realization

3.1 Geometrical Transformation

Geometrical transformation refers to modification of the spatial relationship of the
pixels in an image [4]. Some or all of the pixels in the original image are mapped
to a new coordinate in the modified image. Mapping is usually of two types,
forward mapping and inverse mapping. Inverse mapping is more efficient than
forward mapping and produces better results. Affine transforms are one of the most
commonly used transforms and can be used to achieve cropping, flipping, and
rotation as shown in Fig. 2. Affine transforms can be achieved by applying the
following technique:
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Here, x0and y0 are the modified pixels locations, and x and y are the original
image locations. By altering the values of the constants in the middle matrix, the
image can be rotated, flipped, and cropped [5]. If we wish to perform multiple
operations, then the resultant matrix is the product of all the required matrices. For
determining the intensity levels, we use interpolation techniques. Usually, bilinear
is preferred over the nearest neighbor approach of interpolation.

3.2 Smoothing and Gray-level Slicing

Smoothing operation is usually applied for removal of noise and blurring.
Smoothing tends to replace the pixel values with the average of the values in the
neighborhood of that pixel. They are also known as low-pass filters or averaging
filters. Random noise usually consists of sharp changes in intensity levels, so this
filter is a great tool for noise reduction, but since edges are also represented by
sharp changes in intensity values so they have the undesirable effect of blurring the
edges.

For image enhancement, some applications may need us to focus on certain
intensity levels instead of the entire range to highlight the region of interest. There
are usually two approaches in this case. In the first approach, the intensity levels
within certain desired range are enhanced as required and the remaining intensity
levels are suppressed. In the second approach, the intensity levels within the
desired range are enhanced and remaining intensity levels are left as it is shown in
Fig. 3.

Fig. 2 a Original image. b Magnified image. c Inverted image. d Rotation with resizing.
e Rotation without resizing
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3.3 Sharpening and Denoising

Sharpening is done to enhance details and edges in an image. Among the various
options available, we will restrict ourselves to sharpening by Laplacian operator.
The matrix A represents the Laplacian mask considering only the horizontal and
vertical directions. The matrix B represents the Laplacian mask considering hor-
izontal, vertical as well as diagonal directions.

A ¼
0 1 0
1 �4 1
0 1 0

2
4

3
5 B ¼

1 1 1
1 �8 1
1 1 1

2
4

3
5

In case of median filter, we take a mask of the desired size and apply it to each
pixel in the image. On applying the mask, we replace the original intensity value
by the median (by arranging in ascending order and selecting the middle value) of
the neighborhood intensity values. For denoising applications, median filter has
greater advantage over box filter or Gaussian filter since it tends to retain the
sharpness and contrast of the image after processing it which is shown in Fig. 4.
Median filter is particularly very effective in case of salt and pepper noise.

3.4 Edge Detection

Industry is using edge detection technique to automate the process for increasing
efficiency by eliminating defects or malfunctioning of any system. An edge may be

Fig. 3 a Original image. b Darkened image. c Brightened image. d Contour plot. e Sliced image

Fig. 4 a Original image. b Sharpened image. c Noisy image. d Gaussian filter. e Median filter
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defined as a high-frequency component in an image f(x, y) or a set of continuous
pixels in an image in which there is a considerable change in some physical aspect
of the image. Such discontinuities in intensity values of an image are detected by
using first- and second-order derivatives as shown in Fig. 5. There is several edge
detection algorithms [2] implemented in digital image processing like Sobel,
Prewitt, Roberts, and Canny [6], but all of them can be categorized into two
categories, gradient and Laplacian.

4 Conclusion

Matplotlib, Numpy, Scipy, PIL, and OpenCV were installed successfully on
Raspberry Pi development board. It was found that the algorithm developed for the
Raspberry Pi executes successfully for different image processing applications and
gives very colorful images. Therefore, we conclude that the Raspberry Pi module
can easily replace with a host processor for any kind of real-time image processing
applications.
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Edge Preserving Region Growing
for Aerial Color Image Segmentation

Badri Narayan Subudhi, Ishan Patwa, Ashish Ghosh
and Sung-Bae Cho

Abstract Many image segmentation techniques are available in the literature.
One of the most popular techniques is region growing. Research on region
growing, however, has focused primarily on the design of feature extraction and on
growing and merging criterion. Most of these methods have an inherent depen-
dence on the order in which the points and regions are examined. This weakness
implies that a desired segmented result is sensitive to the selection of the initial
growing points and prone to over-segmentation. This paper presents a novel
framework for avoiding anomalies like over-segmentation. In this article, we have
proposed an edge preserving segmentation technique for segmenting aerial images.
The approach implicates the preservation of edges prior to segmentation of ima-
ges, thereby detecting even the feeble discontinuities. The proposed scheme is
tested on two challenging aerial images. Its effectiveness is provided by comparing
its results with those of the state-of-the-art techniques and the results are found to
be better.

Keywords Image segmentation � Region growing � Edge detection �
Thresholding � Aerial image
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1 Introduction

Image segmentation may be defined as a process of dividing an image into a
number of non-overlapping meaningful homogenous regions. It has numerous
important applications including object detection, object representation, robotics,
and land cover analysis. Segmentation of aerial and satellite image is one of the
most important tasks in computer vision. Few popular existing segmentation
techniques include thresholding-based, statistical-based, and region-based seg-
mentations [1].

In thresholding-based segmentation scheme, an image is divided into a number
of segments by defining some threshold value. Thresholding is a well-known and
simple approach for segmentation. As the computational complexity is low,
thresholding-based schemes are considered for real-time computer vision systems.
A simple approach of determining the threshold value/s is by analyzing the peaks
and valleys of the histogram of the image frame [2]. A hierarchical satellite image
segmentation technique is studied by Peak and Tag [3]. However, since thres-
holding-based segmentation scheme depends on the gray-level information of a
scene, segmentation result obtained from this scheme provides disconnected
segmented regions rather than a connected one.

Markov random field (MRF), a well-known statistical model, provides a con-
venient way to model contextual features [4] of an image such as image gray
values, edge, and color. A robust use of MRF theory in segmentation of satellite
image is proposed by Berthod et al. [5], where MRF is used with three deter-
ministic relaxation methods and are found to be much faster. However, it may be
noted that MRF-based segmentation scheme inherently depends on the assumption
about the data distribution, and hence, accuracy may degrades in real-life scenes.

In this regard, it is observed that region-based segmentation technique is one of
the popular image segmentation techniques. Region growing technique is simple
and can segment different image pixels that have similar properties to form large
regions or objects/background [6]. Research in region growing methods of image
segmentation has focused either on the designing of feature extraction and
growing/merging criterion [7] or on algorithmic efficiency and accuracy [8]. A
modification of region growing technique for image segmentation can also be
found for aerial image application [9].

In the proposed scheme, we have provided a novel aerial image segmentation
technique using edge preserving region growing technique. The approach impli-
cates the preservation of edges in the segmentation of aerial images. In the pro-
posed scheme, we have considered the advantage of local histogram of the
considered aerial image. From the local histogram, we computed three contrast
features: local contrast (L), region ratio (R) and edge potential (Ep). From these
three features, we compute an edge function at each pixel location of the image
[7]. The computed edge function of the complete image is thresholded with Pun
entropy [2] to obtain the seeds for region growing. The region growing scheme is
followed to create the segmentation map of the considered image. Since the
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considered segmentation scheme relies on the edge function, the segmentation
output gives an edge preserved segmented map rather than over-segmented result.
The proposed scheme is tested on two challenging aerial images. Its effectiveness
is provided by comparing its results with those of the conventional region growing,
edge preserving mean-shift, and MRF-based segmentation techniques, and the
results are found to be better.

2 Proposed Edge Preserving Region-Based Segmentation

The proposed scheme is an efficient application of the idea floated in Kim et al. [7]
for aerial image segmentation. In the proposed scheme, initially we plot the local
histogram at each pixel location considering a window/mask around it. From each
local histogram, we compute an edge potential function. Then, the computed edge
strengths are thresholded with Pun entropy [2]-based thresholding scheme. The
edge functions which are below the selected threshold are considered as seed
points; and region growing scheme is started from the above seed points to seg-
ment the input image. In the subsequent parts, we have clearly described each
block.

2.1 Local Histogram Creation and Calculation of Edge
Potential

We have implemented a histogram-based edge detection algorithm for our work.
In this regard, initially for each input aerial image, a window/mask of size
n 9 n (where n is considered to be 7, 9,… and is selected according to the size of
the image) is chosen.

In the above process, we assume that the local histogram is bimodal and we
calculate the major valley and two major peaks on both sides of the major valley.
The use of these three parameters of the histogram help in calculating three
contrast measures that gives the edge information of the pixel at that location. The
considered contrast measures are as follows:

2.1.1 Local Contrast

Local Contrast can be defined as the variation in the intensity of the desired region
from the intensity of its neighborhood. The contrast is one of the good descriptors
of the edge in the scene. We calculate a local contrast between two or more distinct
regions based on the image histogram as follows: vi is considered to be the major
valley point, and L1 and L2 are the intensity level at the maximum peak on the left
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side and right side of vi, respectively. We may calculate the local contrast at any
pixel location by considering L1, L2, and vi, as in [7],

L ¼ L2 � L1: ð1Þ

2.1.2 Region Ratio

Distinctiveness between the two regions depends on the area of the two regions,
and this effect is termed as aerial effects. The ratio of these two regions also gives
variation of one region from another. For any bimodal distributed probability
density function (pdf), the region ratio (r) is defined as the ratio of the minimum
area to the maximum area. This can be defined as [7]

r ¼ R1

R2
; ð2Þ

where R1 is the area having less size and R2 is the area having more size (from
pdf).

2.1.3 Edge Potential

Similarly, we have computed the local edge potential function as in [7]

Ep ¼ Min h1; h2f g�hvi ð3Þ

where h1 is the maximum peak on the left side of the local major valley, h2 is the
maximum on the right side of the local major valley, and hvi is the probability at
the local minimum vi,. The edge potential gives variation of the majority peaks
from its desired or important region defined over small neighborhood. This also
describes the contrast of a region in an image.

2.1.4 Edge Function

We define an edge function for the analyzed parameters L, r, and Ep to obtain the
edge information using the defined parameters as follows [7];

E ¼ wl

Li

Lmax

þ wr
ri

rmax

þ we
Epi

Epmax

; ð4Þ

where wl, wr, and we are the weighing factors and are set to 0.33. The other
parameters are considered to be
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Lmax ¼ 255; rmax ¼ 1 and Epmax
¼ 0:5:

The image obtained by using the above-described algorithm is found to produce
prominent edges with less noise as compared to the results obtained by Sobel and
Laplacian edge detection techniques.

2.2 Seed Point Selection

For any color image, we take the maximum value among the computed edge
information E (from the three R, G, and B planes) as the edge response at the given
image. However, the image obtained by the process may contain noises, i.e.,
unwanted edges, thus in order to enhance edge features the image is segmented
using region-based segmentation. In this work, all the pixels are quantified by the
predefined quantification level with the acquired edge information map.

In this regard, we initially set a proper threshold value T by Pun’s entropic
thresholding [2]. The pixels edge values less than T are considered as the initial
seed points for region growing.

2.3 Region Growing Segmentation

In the region growing algorithm, we start off with the selection of seed points. The
seed points are selected with some predefined criteria. These seed points act as the
initial points of different regions available in the considered. As the region
growing process starts, the neighboring pixels of a seed point from a particular
region are tested for homogeneity and are added to a that region. In this way, each
pixel in that image is assigned to a particular region in the segmented image. After
region growing is over, region merging is performed; different regions of the
image are merged to a single region with some similarity criterion.

3 Results and Discussion

The proposed scheme is tested on different images; however, for space constraint,
we have provided results on two benchmark aerial images. To validate the pro-
posed scheme, results obtained by it are compared with those of the region
growing [1], mean-shift, [10], and MRF-based segmentation [5].

The first example considered in our experiment is San Diego North Island NAS
data set, a 512 9 512 size image, and is obtained from SIPI image database. The
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original image is shown in Fig. 1a and the corresponding manually segmented
ground-truth image is shown in Fig. 1b. The conventional region growing tech-
nique has produced a segmented map as shown in Fig. 1c, where it is observed that
many details in the image are missed and many places are over-segmented into
multiple classes. The result obtained by the mean-shift segmentation technique is
shown in Fig. 1d. It is observed from this result that many parts are over-seg-
mented and most regions in the image are split into multiple classes. Hence, there
is a higher misclassification error. The result obtained by the MRF-based seg-
mentation scheme is shown in Fig. 1e. Due to large noise and blurred boundary,
many false alarms are obtained in the image. The result obtained by the proposed
scheme is shown in Fig. 1f. From this result, we can summarize that the results
obtained by the proposed scheme have provided a better segmentation map than
the other considered techniques.

The second aerial image considered in our experiment is Stockton date set, a
1,024 9 1,024 size image and is obtained from SIPI image database. The original
image is shown in Fig. 2a, and the corresponding ground-truth image is shown in
Fig. 2b. The segmentation map obtained by the region growing, mean-shift, and
MRF-based techniques are shown in Fig. 2c–e, where it is observed that many
grass regions are over-segmented and falsely segmented. Similarly, few regions on
the upper right side of the images are misclassified into another class. The result
obtained by the proposed scheme (Fig. 2f) has provided a better segmentation map
with improved boundary.

To provide a quantitative evaluation of the proposed scheme, we have provided
a ground-truth-based performance measures. For evaluating the accuracy of the
proposed segmentation scheme, we have used the pixel by pixel comparison of the

Fig. 1 a Original image, b ground-truth image, c segmentation using region growing scheme,
d segmentation using mean-shift scheme, e segmentation using MRF scheme, f segmentation
using proposed scheme

Fig. 2 a Original image, b ground-truth image, c segmentation using region growing scheme,
d segmentation using mean-shift scheme, e segmentation using MRF scheme, f segmentation
using proposed scheme

486 B.N. Subudhi et al.



ground-truth images with the obtained spatial segmentation results. This measure
is also called number of misclassified pixels. The number of misclassified pixels
obtained by different scheme is tabulated in Table 1 and reveals that the proposed
scheme gives a better result as compared to the other considered techniques.

4 Conclusion and Future Work

In this article, we have proposed an edge preserving region growing technique for
segmentation of aerial images. The proposed scheme is demonstrated by seg-
mentation of two-color aerial image segmentation. The results obtained by the
proposed scheme are found to be good. The accuracy of the proposed scheme is
evaluated by comparing the results obtained by it with those of the conventional
region growing, mean-shift, and spatio-contextual MRF-based segmentation
techniques, and results are found to be better. It is observed that the time taken by
the proposed scheme is comparable with that of the conventional region growing
technique and mean-shift technique and is very less than that of the MRF-based
segmentation technique. It is also observed that in a less illuminated and blurred
environment, it fails to give satisfactory results. In this regard, we would like to
develop some algorithm that takes care of illumination invariant edge features to
highlight and improve the segmentation accuracy.
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ILSB: Indicator-Based LSB
Steganography

Prasenjit Das and Nirmalya Kar

Abstract The age-old LSB steganography is one of the easiest and most
commonly used data-hiding techniques. Although higher payload delivery can be
achieved, it has poor acceptance due to the perceivable impact it leaves on the
cover media. Our proposed algorithm strengthens the LSB encoding by not only
minimizing the perceivable distortion but also making original message recon-
struction by an attacker highly impossible, due to vast key-space. The bit
replacement process is guided by a selected indicator color channel, and the
embedding sequence is controlled by an indicator pattern table value indexed by
the secret message bits. For efficient extraction at the receiver end, the indicator
and other metadata are hidden inside the same cover in the form of a header.
Encryption of data and header by RC4 cipher adds another layer of security.

Keywords Information security � LSB � Indicator � StegoRect � Header � Metric
of distortion � LSB enhancement � Neighborhood � Pixel difference � PoV

1 Introduction

Image steganography techniques exploit several features of digital image to increase
the amount of payload significantly by means of simple modifications that preserve
the perceptual content of the underlying cover image [1]. LSB steganography is one
of the many spatial domain steganography techniques available in many variations.

Techniques involving RGB bitmap images as cover media use single- or multi-
channel hiding, RNG or color cycle methods [2], etc. Gutub et al. [3] describes the
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pixel indicator technique where the LSBs of one color channel are used to
determine the channel to store data. Reference [4] discuses a technique to use color
intensity to decide the number of bits to store in each pixel. In triple-A [5]
technique, selection of color channel and number of bits introduced in each color is
randomized. Max-Bit algorithm [6] hides data in random pixels after measuring
the intensity. Hossain et al. [7] proposed three efficient steganographic methods
that utilize the neighborhood information to estimate the amount of data to be
embedded into an input pixel of cover image. In [8], a shared key-based algorithm
is used in which the color channel (green or blue) used to hide information bit
decided by the secret key. The LSB substitution compatible steganography (LSCS)
[9] method has the equal capacity to that of the conventional LSB embedding.

2 Proposed Algorithm

The proposed algorithm hides 8 bit data in a single pixel of cover image inside
some rectangular areas named StegoRect by replacing the LSBs of red, green, and
blue color. The entire process has 2 parts—embedding and extraction algorithm.
The cover image contains both data and metadata (length of data (3 bytes) and
header information with its maximum length spread over 657 pixels). So

Length of secret data Lð Þ þ 3þ 657\cover image size

where cover_image_size = cover_image_width 9 cover_image_height
For text secret message, L = number of characters [as 1 byte/character].
For image secret message, L = secret_image_width 9 secret_image_height 9 3

Embedding Algorithm It has the following steps.

• Indicator selection: In a pixel, any 1-color channel is chosen as indicator and
gets 2 bits replaced. The indicator bits decide the pattern table, which decides
the embedding sequence of the remaining 6 bits in the other 2 channels.

• Indicator data position selection: The 2 indicator bits can be picked from 3
different parts of the secret data byte: front (first two bits), middle (4th and 5th
bit), and rear (last two bits). The remaining (3 + 3) bits are chosen in right-
circular fashion.

• StegoRect selection: Every StegoRect information is stored in a 39-bit data
structure which has the following members: left (11 bits), top (10 bits), width (9
bits), height (9 bits). Maximum 128 StegoRects can be selected.

• Prepare StegoData and encrypt: The StegoData along with its 2 parts—secret
data and its length (L = 3 bytes = 24 bits)—is encrypted by RC4 cipher. For
secret image, we allocate 12 bits for both width and height.

• Embed StegoData: The secret data embedding operation can be performed on
both text and image data by almost similar process explained in the form of a
flowchart in Fig. 1a. Byte values for R, G, and B channels taken sequentially.
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• Header generation and embedding: The header contains several information,
such as message type, indicator, indicator position, StegoRect count, and all
StegoRect information. At the end of data embedding, it is generated and
hidden at the top of cover using the flowcharts in Fig. 1b–c.

Fig. 1 StegoData embedding. a Text hiding. b Header generation. c Header embedding.
d Header format
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3 Experimental Results

We conducted the following tests on our algorithm to check its effectiveness of
hiding against some of the very common to most sophisticated attacks till date.

3.1 Metrics of Distortion

To assess the quality, we calculated the following metrics—mean squared error
(MSE), peak signal-to-noise ratio (PSNR), average difference (AD), structural
content (SC), normalized cross-correlation (NCC), Laplacian mean squared error
(LMSE), and normalized absolute error (NAE) (see Table 1).

3.2 Visual Attack

LSB enhancement method [10] is applied to check any visually perceivable
change between the carrier and the stegogramme. Difference between the two LSB
planes is barely distinguishable even with 71.98 % payload (see Fig. 2).

3.3 Statistical Attacks

Histograms Analysis Histogram analysis on luminance channel shows that our
algorithm preserves the general shape of the histogram with 63.4 % payload (see
Fig. 3a). Changes to other parameters (e.g., relative entropy = 0.0038) are also
negligible.

Neighborhood Histogram Neighborhood histogram [11] is performed with
80 % payload. It shows that change in neighbors count is negligible, although the
frequency hike is remarkable (see Fig. 3b).

Table 1 Metrics of distortion values at different payloads

Payload
(%)

MSE PSNR AD SC NCC LMSE NAE

10 0.26861 53.83960 0.00032 0.99998 1.000001 0.00191 0.001094

30 0.77070 49.26194 -0.00073 0.99997 0.999995 0.00576 0.003190

50 1.27329 46.08152 -0.00467 1.00005 0.999987 0.01046 0.010142

70 1.76303 41.66821 -0.00174 0.99997 0.999957 0.01409 0.008228

80 2.02025 39.07676 -0.00512 0.99991 0.999978 0.01619 0.009422
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Difference Image Histogram We analyzed the difference image histograms
[12] with and without 40 % payload. Results show that no visible pairs of values
(PoVs) are identified in the histogram, and it retains the natural Gaussian shape by
maintaining the slope of bars in each range (see Fig. 3c).

Fig. 2 LSB plane. a Original cover. b Stegogramme with 71.98 % payload

Fig. 3 Histograms of a luminance, b neighborhood, c difference image
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4 Example of Message Hiding

Let 01100101 be the secret data byte. Selected indicator = green, indicator data
position = middle. 2 LSBs of green is replaced by middle 2 bits, i.e. 00. Green
colors’ pattern table entry for ‘00’ is red blue. Next 3 bits ‘101’ are inserted in LSB
of red. Next 3 bits ‘011’ in right-circular fashion goes in LSB of blue (see Fig. 4).

5 Conclusion

In this paper, we introduced a new image steganography using LSB encoding with
two primary objectives in mind: the technique to provide the maximum possible
payload and the embedded data must be imperceptible to the observer. We
achieved a capacity of 8 bpp, and also the distortions made to the image are as
minimal as possible. To achieve best security, it is crucial to select a proper cover
and indicator. Automation of the indicator selection process based on image
features will be the scope of our future work.
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Odia Running Text Recognition Using
Moment-Based Feature Extraction
and Mean Distance Classification
Technique

Mamata Nayak and Ajit Kumar Nayak

Abstract Optical character recognition (OCR) is a process of automatic recog-
nition of character from optically scanned documents for the purpose of editing,
indexing, searching, as well as reduction in storage space. Development of OCR
for an Indian script is an active area of research today because the presence of a
large number of letters in the alphabet set, their sophisticated combinations, and
the complicated grapheme’s they formed is a great challenge to an OCR designer.
We are trying to develop the OCR system for Odia language, which is used as
official language of Odisha (formerly known as Orissa). In this paper, we attempt
to recognize the vowels, consonants, matras, and compound characters of running
Odia script. At first, the given scanned text is segmented into individual Odia
symbols, then, extract corresponding feature vectors, using two-dimensional
moments and Hough transform (based on topological and geometrical properties),
which are used to classify and recognize the symbol. We found that the proposed
model can recognize up to 100 % running test having no touched characters.

Keywords Optical character recognition � Odia language �Matras � Juktakhyara �
Image processing � Feature extraction � Recognition

1 Introduction

Optical character recognition (OCR) system decreases the barrier of the keyboard
interface between man and machine to a great extent. It helps in office automation
with huge saving of time and human effort. Overall, it performs automatic
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extraction of text from an image. Research in OCR is popular for its various
applications potentials in banks, library automation, post offices, defense organi-
zations, and language processing. For the first time, OCR was realized as a data
processing approach, with particular applications for the business world. Cur-
rently, PC-based systems are commercially available to read printed documents of
single font with very high accuracy and documents of multiple fonts with rea-
sonable accuracy.

Many research works have been done for various types of Indian languages
such as Bangla, Devnagari, Urdu, Telugu, Gujrati, etc. [1, 2]. A survey of tools
used for recognition of character for Indian languages is described in detail [3].
However, to the best of our knowledge, very few research reports are available for
Odia language. Recognition of the Odia character is done by performing seg-
mentation of each line into three zones as following to the Bangla script [4, 5], but
it cannot handle a larger variety of touching characters, which occur fairly often in
images obtained from inferior-quality printed material. Support vector machine
technique is used to design Odia corps design [6, 7] that deals with only clean
machine printed text with minimum noise. The organization of the rest of this
paper is as follows: In Sect. 2, we have discussed properties of Odia script and
different recognition approached used for other languages. Sect. 3 presents the
details of proposed approach and algorithm description, Sect. 4 shows the testing
and result discussions, and finally, in Sect. 5, the paper is concluded.

2 Review of the Previous Approaches

2.1 Properties

The Odia script is derived through various transformations from the ancient
Brahmi script. We explain here some properties of the Odia script that makes
easier to recognize the characters. The Odia alphabet set consists of 58 numbers of
basic characters (i.e., 12 independent vowels +36 consonant characters +10 digits)
identical to the names for corresponding characters in other scripts like Devanagari
and Bengali. As like other Indian scripts, the vowels take its dependent form
whenever it followed by consonants called as matras. These are appears in left,
right, bottom, or top of a consonant. Figure 1 shows place of the matras with the
character ‘Ka.’

Fig. 1 All matras of Odia script with character ‘Ka’
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Similarly, consonants take a compound form whenever it followed by another
vowel or consonant called as Juktakhyra in Odia language. These characters can
also be combined with the matras to generate a meaningful word as shown in
Fig. 2. There are a total of 110 number Juktakhyar supported by the script those
are formed as a combination of at most three characters. As like other Indian
scripts writing style of Odia script is from left to right and also concept of upper/
lower case is absent in it. Many of other characteristics of the Odia script have
been explained nicely [7].

2.2 Recognition Techniques

The solution to the problem of text recognition has been attempted by many
approaches. Some of them are: template matching approach, feature extraction
approach, and training Tesseract OCR.

Template matching approach is one of the most simplistic approaches.
According to this approach, a test pattern is compared with the existing template
patterns by measuring the degree of similarities and recognizes the character that
produces high score. It works effectively with the standard fonts, but needs large
memory space to store template. This technique gives very poor result for the
Indian languages because of its complex shape.

According to feature extraction approach, a set of values are generated for each
type of character called as feature vector. These feature vectors are generated
based on geometrical or structural properties (such as relative position, number of
joints, number of end points, aspect ratio, etc.) or image transformation (such as
discrete cosine transformation, discrete wavelet transformation) or stroke- and
curvature-based feature, etc. Then, based on the feature vector, characters are
classified into various groups using different techniques such as mean distance
measure, artificial neural network, support vector machine, etc. Thereafter, in the
recognition phase, again feature vector of the test characters is generated and needs
to match [8, 9].

Another way of designing an Odia OCR is by using Tesseract, an open source
OCR engine that is considered as one of the most accurate FOSS OCR engines. It
was originally developed by Hewlett-Packard from 1985 until 1995 and is cur-
rently maintained by Google. It has already been designed to recognizing English,
Italian, French, German, Spanish, and Dutch, and many more, as well as for few
Indian languages such as Bengali, Tamil, Telugu, and Malayalam. Similarly,

Fig. 2 A Juktakhyra of Odia script
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Tesseract can be made to recognize other scripts if the engine can be trained with
the requisite data. We train the Tesseract engine to recognize the Odia script,
whereas the difficulty with it is font specific and difficult to train the compound
characters [10]. Thus, Odia running script recognition remains a highly chal-
lenging task for OCR developer.

3 Proposed Approach

We studied various research papers on existing OCR of Indic languages to gain
better knowledge, techniques, and solutions. Image processing toolbox of Matlab
provides a set of functions that extend the capability to develop and analyze the
result. All these studies helped us in clarifying our target. Broadly, the develop-
ment procedure of OCR is divided into two phases named as: training phase and
testing phase.

There are five basic steps followed to complete these two phases: image
acquisition, preprocessing (noise reduction, binarization, segmentation), feature
vector generation, classification and recognition, and post-processing.

Image Acquisition: In this step, images of Odia characters in .tiff, .jpg (with no
LZW compression) format are created using the Kalinga font style. It can also be
obtained by using a scanner. A part of it is shown in Fig. 3. Then, the image is
imported to a graphical user interface (GUI) which is designed using Matlab.

Preprocessing: In this process, the image is first converted into grayscale (two
dimensional) image from RGB (three dimensional) images. As practically, any
scanner is not perfect; thus, the scanned image may have some noise. So, to get a
noise-free image, the generated image is further processed to remove the objects
having pixel values less than a threshold value. The obtained image is to be saved
for further processing. Now, the elements of the matrix of the generated image
value ranges from 0 to 255, which is complicated for further processing. There-
fore, the generated grayscale images are converted into two tone image by per-
forming binarization (i.e., values of 0–255 are replaced by 0 or 1). Then, the
position of the object (i.e., the character in the image) is found out and is cropped
as an image. Character segmentation is a two stage process in which at first, each
line is removed as sub-images and then the individual characters are segmented
from it. Image segmentation plays a crucial role in character recognition. Here, we
consider that the scanned image consists of multiple lines. Thus, it first needs to
extract each line and then each character. The steps followed for segmentation are
explained below. Figures 4 and 5 show the segmentation of a line in a multiline
training document and extract each symbol separately by using the 8 connected
component analysis.
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Algorithm to extract line(Input: Image matrix [Img]m×n , Output: Line Segments)
Step1: Sumi ←  ∑ j=1to n  [Img]i,j 
Step2:      maxPixelVal   ←  max(Sumi ) for all i= 1… m      
Step3:      Initialize   r1 ← -1, r2 ← -1
Step4:      For each i= 1 … m
Step4.a:  if  Sumi = =maxPixel Val

r1 ← -1 and Increment i
Step4.b: if  Sumi = = maxPixelValue

r2 ← -1 and Increment i
Step4.c:   if  r1 and r2 ← -1
Step4.c.i:                    Extract pixel values from r1 to r2 and draw the picture
Step4.c.ii:                   Reinitialize   r1 ← -1, r2 ← -1
Step4.d: Continue Step 4

Feature vector generation: The purpose of feature extraction is to extract
properties of the characters that help to identify it uniquely. In this approach, we
use geometric and orthogonal moments [11]. The general two-dimensional
(p + q)th-order moments of an image are defined as given below:

Fig. 3 Few characters of Odia training image

Fig. 4 Text line extraction

Fig. 5 Character extraction
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ZZ

R2
;p;q x; yð Þf x; yð Þdxdy ð1Þ

;(x,y) is the basic function and f(x, y) is the image intensity.
Geometrical moments are the projection of the image function onto the

monomials thus the basic function is represented as

;p;q x; yð Þ ¼ xpyqc ð2Þ

Therefore, the geometric moment is defined as

ZZ

R2
xpyqð Þf x; yð Þdxdy ð3Þ

By using the above approach, we extract the features of each character such as
eccentricity, horizontal and vertical projection moments, horizontal and vertical
projection moments, horizontal projection and vertical projection skewness, and
horizontal and vertical projection Kurtosis.
Algorithm to extract feature of each character (I/O: A character image Img, A
vector)

Step 1: Based on the above techniques extract features of each
Step 2: Assign a class label to each of the image
Step 3: Repeat the Step 2 for all characters
Step 4: Save the feature vector in a file

We use integer values as the class labels for the training characters, few of
which are given in below:

Along with the class label, the features of each character are stored in a data file
as sown in the Fig. 6.

Classification and Recognition: This step is the heart of the system. It refers to
the grouping of character based on the vector generated to simplify the recogni-
tion. As explained earlier, there are many techniques used for classification.
However, in our approach, at first, we need to find the group of characters having
the same class label, then calculate the mean of all values for each feature, and
then normalized the values (i.e., mapping of values within 0–1) to represent that
class. Character recognition system is the base for many different types of appli-
cations in various fields, and many of which we use in our daily life. To recognize
a character, its feature vector is calculated and normalized. After that, the distance
among the normalized feature vectors of the test character with each trained
character is measured as given below:

D ¼ min i¼1:nð Þ Sum of elements Tr � Tsð Þð Þ

Tr, Ts: Normalized feature vector of trained and test characters, n: Number of
classes
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The trained character is assigned to the class with minimum distance. The
algorithm we use to classify and recognize the Odia character is explained below:
Algorithm for classification and recognition

Input: Normalized feature vector file generated in training, testing phase.
Output: Generate class level of the test character

Step 1: Sort the trained characters with respect to their class label and find the
mean feature value for each type of features.

Step 2: The generated mean feature vectors are normalized and stored.
Step 3: As explained earlier, the test data image is preprocessed and its normal-

ized feature vector is computed and is stored for further processing.
Step 4: Compute the distance between the normalized feature vectors of the

testing character with each training character.
Step 5: Assign the character to the class with least distance.

Post-processing: After recognition the character, it needs to convert the gen-
erated Unicode output to its corresponding character and write into a text file.
However, in Odia script, one character may consist of a combination of more than
one glyph, so it needs to rearrangement of the generated Unicode output to get the
correct result.

4 Testing and Results

To accomplish the task of recognition for running Odia test, using moment-based
feature extraction and mean distance classification techniques, we develop a tool
using Matlab. The developed tool can be used to recognize the characters of
scanned copy of an Odia document. The program is developed in such a manner
that the same module can be used for training as well as testing purposes. In fact,
the testing was done at two levels: individual letter level and paragraph level. At
first, we perform testing our classifier at character level on scanned copy of typed
character Odia document without having touched characters, and the recognition is
excellent with the rate of recognition approximately 100 % few of which are
shown in the Table 1.

The result can also be analyzed by representing the comparison of graph for two
characters consisting of more than one glyph. Here, we used the feature vector of

Fig. 6 Feature vector of each character
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two characters and , both having combinations of three glyphs. As in both
characters the first two glyphs are same, they belongs to their corresponding class
levels (i.e., 107, 11) as given in the Table 2. However, the third glyph is different
(i.e., 101, 109) as shown in Fig. 8. Similarly, we can draw figures to compare the
features for glyphs of each character, which concludes that each glyph has rec-
ognized correctly (Fig. 7).

Table 1 Recognized class labels for the testing Odia characters

Table 2 Class labels used for the training Odia characters
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Class labels used for glyphs of Odia script

Fig. 7 Feature vector of the Odia script glyphs
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Then, paragraph-level testing was performed for a scanned copy of an ancient
running document, and we analyzed that it recognizes the matra and juktakhyra,
but not able to recognize when two characters are touched to each other as shown
in the Fig. 8a, b, c.

5 Conclusion

OCR technology provides fast, automated data capture. Proper scanning of a
document, good form design, sufficient data validation, and targeted manual
review deliver accurate results with huge savings over manual processes. In this
work, we could recognize the composite characters as well as conjugate modifiers
of Odia script. This is the first report attempt to recognize Odia complex character,
as of our knowledge. The tool we have developed gives about 95 % accurate result
for scanned documents with the constraint that no two conjugative characters are
touched to each other at a common pixel. So, the error of 5 % is for touched
characters that leads to extent this work in future. The result achieved is good, but
every work has a limitation. Our efforts are continued to increase the effectiveness
of the result.
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Keyword Extraction from Hindi
Documents Using Statistical Approach

Aditi Sharan, Sifatullah Siddiqi and Jagendra Singh

Abstract Keywords of a document give us an idea about its important points
without going through the whole text. In this paper, we propose an unsupervised,
domain-independent, and corpus-independent approach for automatic keyword
extraction. The approach is general and can be applied to any language. However,
we have tested the approach on Hindi language. Our approach combines the
information contained in frequency and spatial distribution of a word in order to
extract keywords from a document. Our work is specially significant in the light
that it has been implemented and tested on Hindi which is a resource poor and
underrepresented language.

Keywords Keyword extraction � Spatial distribution � Standard deviation �
Frequency � Hindi

1 Introduction

Our need to quickly sift through large amount of textual information is growing on
a daily basis at an overwhelming rate. This task can be made easier if we have a
subset of words (keywords) which can provide us with the main features, concept,
theme, etc., of the document. Keyword extraction is also an important task in the
field of text mining. Keywords can be extracted either manually or automatically
but the former approach is very time-consuming and expensive. Automatic
approaches for keyword extraction can be language-dependent or statistical
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approaches, which are language independent. Most of the work in this area has been
done in English language. Other languages are underrepresented due to scarcity of
domain-specific resources and non-availability of data, especially labeled data. Now
due to availability of large amount of textual data in different languages, there is a
growing need for developing keyword extraction techniques in other languages as
well.

There are many approaches by which keyword extraction can be carried out,
such as supervised and unsupervised machine learning, statistical methods, and
linguistic ones. Statistical methods for the extraction of keywords from documents
have certain advantages over linguistic-based approaches such as the same
approach can be applied to many different languages without the need to develop
different set of rules each time for a different language. However, most of the
statistical approaches are based on the corpus statistics. An obvious disadvantage of
such methods is that they cannot be applied in the absence of availability of corpus.
There are some other disadvantages as well of corpus-oriented keyword extraction
methods. Keywords which occur in many documents of the corpus are less likely to
be statistically discriminating, and most of the corpus-oriented approaches typically
work on single words which are used in different contexts with different meanings.
As availability of the corpus is a severe limitation in resource poor languages, it is
important to focus on document-based approaches which can extract keywords
from single document. Such methods are especially suitable for live corpuses such
as news and technical abstracts. Therefore, there is a need to find approaches
which are unsupervised, domain independent, and corpus independent.

Some work has been done for extracting keywords using statistical measures.
Among one of the frequently used statistical measures to judge the importance of a
particular word in the document is the frequency of a word in the document [1]. The
intuition behind this measure is that the more important a word is to a document, the
more number of times it should occur in the document. But in a document, most of
the words having highest frequencies are stopwords (the, and, of, it, etc.). It was
proposed in [2] to select the intermediate frequency words as keywords and discard
the high- and low-frequency words as stopwords. Tf-idf measure [3] gives much
better results than frequency score, but it requires a corpus and cannot be used on a
single document. Shannon’s entropy measure [4] was used to extract keywords
from literary text in conjunction with randomly shuffled text. Spatial distribution [5]
of words in the document was utilized to estimate the importance of a word in the
document.

In this paper, we present a statistical approach for keyword extraction from
single documents based on frequency and next nearest neighbor analysis of words
in the document. We present an algorithm for the same. The algorithm has been
tested on a famous Hindi novel “Godan” by Munshi Premchand.
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2 Framework

This paper is based on the observation that both the frequency and spatial distri-
bution of a word play an important role in evaluating its importance. Therefore, we
have tried to develop an integrated approach which combines the information
contained in frequency and spatial distribution of a word in order to extract key-
words from a document. Our approach has strong theoretical background as well as
empirical evidence. It works better than simple frequency-based approach as well as
better than the approach based on spatial distribution only.

It has been observed that in a long text, the words with middle range of fre-
quency are more important, because very high-frequency words are stopwords,
whereas very low-frequency words are not important. We start with removing very
low-frequency words.

Our spatial distribution-based approach is based on the observation that occur-
rence pattern for important words (keywords) should be different from that of non-
important words. For a non-important word, its word distribution pattern should be
random in the text and significant clustering should not be observed, whereas for a
keyword, its distribution pattern should indicate some level of clustering because a
keyword is expected to be repeated more often in specific contexts or portions of
text.

To estimate the degree of clustering or randomness in the text for different
words, we can use the standard deviation which measures the amount of dispersion
in a data series. One such data series which can be analyzed is the successive
differences between positions of occurrence of the word in the text. In other words,
if a word W occurs N times in the document at positions X1, X2, X3,…, XN, then
successive differences are (X2−X1), (X3−X2),…. (XN−XN−1). Representing the
intermediate difference series for word W as SW we have,

SW ¼ X2 � X1ð Þ; X3 � X2ð Þ; X4 � X3ð Þ; . . . XN � XN�1ð Þf g

For a word W with frequency N in the text, we have N−1 elements in the series
SW.

To eliminate the effect of frequency on the standard deviation analysis of dif-
ferent words, it is convenient to normalize the standard deviation (σW) of series SW
with its corresponding mean (µW), so that normalized standard deviation of series
SW is r̂w. Higher values of generally represent more pronounced clustering or lesser
random behavior which is what we expect for important words.

Figures 1 and 2 show two words from the document (Godan) with similar
frequencies, while the first word is a keyword, the other is a stopword. The clus-
tering is evident in Fig. 1, while in Fig. 2, it can be easily seen that distribution is
random throughout and no significant clustering is observed. As observed, spatial
distribution can be used for differentiating between a keyword and a non-keyword.
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2.1 Algorithm

1. Generate the list of unique words in the document which forms the vocabulary.
2. Calculate the frequency (f) of each unique word in the document.
3. Eliminate low-frequency words.
4. Generate the dataset of next nearest neighbor distances series SW for each

unique word in the document.
5. Calculate the mean (µW) and standard deviation (σW) of dataset SW for each

unique word.
6. Normalize the σW with µW.
7. Rank the resulting words list in order of decreasing normalized standard devi-

ation (r̂w).
8. Select the words with highest standard deviation as keywords.

Fig. 1 Spatial distribution of the keyword “होरी” with frequency 623 in the document

Fig. 2 Spatial distribution of stopword “गया” with frequency 677 in the document
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Fig. 3 Precision curve for top 40 words ranked on decreasing standard deviation. X-axis
represents the ranks of words. The curve shows the number of keywords found in top N words
ranked on r̂
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Fig. 4 Plot of frequency versus standard deviation of words in the document. Frequency has been
plotted on logarithmic scale, whereas normalized standard deviation is plotted on linear scale. It can
be seen that for r̂ >3, most of the words are important words

Table 1 Top ranked words from the document and their standard deviation scores

Keyword Frequency (f) r̂

चौधरी 40 5.899899

मेहता 404 5.35546

सिलिया 125 5.26475

मालती 440 5.237255

नोहरी 57 4.902299

गोबर 414 4.633352

मिर्जा 159 4.490566

हीरा 113 4.190991

धनिया 355 4.125608

गाय 164 4.112118

खन्ना 262 4.050105

होरी 623 4.015021

संपादक 45 3.760877

झुनिया 249 3.703393

गोविंदी 79 3.604878

ओंकारनाथ 52 3.528352

भोला 155 3.48224

तंखा 54 3.42949

सोना 146 3.217998

मातादीन 74 3.085875
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3 Experiment

We performed our experiment on a novel “Godan” of Hindi language by
Premchand. Some document statistics are as follows:

Total number of words in document = 167,707.
Total number of unique words in the document = 11,160.
Number of words with frequency greater than 10 = 1,565.
Words with frequency lesser than or equal to 10 were removed from

consideration.
The proposed algorithm was implemented. The result is shown through a pre-

cision curve for top ranked 40 words in Fig. 3. It can be easily visualized that top
ranked 10 words are all keywords of “Godan.”

The result can be better understood with the help of Tables 1 and 2 and Fig. 4.
Table 1 gives the list of top ranked words on r̂. Though many words have large
frequency differences between them, but they have much closer values of standard
deviation r̂. Table 2 gives a list of stopwords used in the document. Although these

Table 2 Some stopwords from the document and their standard deviation scores

Stopword Frequency (f) r̂

हैं 1417 1.627264

था 1735 1.498282

है 3914 1.390569

ने 1841 1.289441

वह 1519 1.276871

नहीं 2306 1.255755

तो 3001 1.201025

की 2532 1.124765

न 1971 1.120748

भी 1711 1.091106

हो 2021 1.090015

को 2012 1.082808

के 2684 1.080228

का 1994 1.074362

और 3113 1.064317

ही 1241 1.063947

पर 1577 1.060343

कर 3053 1.027002

में 3311 1.022517

से 2640 0.997308
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words have quite larger frequencies than the important words in the document, their
r̂ values are lower compared to the latter. Thus, r̂ works better in differentiating
between important and non-important words. Figure 4 shows the distribution of
words of “Godan” on frequency and r̂ where important and non-important words
with frequency greater than 10 are labeled separately.

4 Conclusion

In this paper, we have proposed a novel document-based statistical approach to
extract important words from Hindi literary document. Our approach hybridizes the
information from both the frequency value and spatial distribution of words in the
document. Standard deviation of nearest next neighbor distances of the word in the
document was used as a discriminating factor. It was found that higher values of
standard deviation generally correspond to the important words in the document.
Considering that our approach is unsupervised, domain independent, and corpus
independent, the results are quite motivating. Further, it was also observed that most
of the important words which were extracted were named entities (NEs). Thus, a
further research area which can be explored is the application of statistical methods
to extract important named entities from literary texts.
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Development of Odia Language Corpus
from Modern News Paper Texts: Some
Problems and Issues

Bishwa Ranjan Das, Srikanta Patnaik and Niladri Sekhar Dash

Abstract In this paper, we have tried to describe the details about the strategies
and methods we have adapted to design and develop a digital Odia corpus of
newspaper texts. We have also attempted to identify the scopes of its utilization in
different domains of Odia language technology and applied linguistics. The corpus
is developed with sample news reports produced and published by some major
Odia newspapers published from Bhubaneswar and neighboring places. We have
followed several issues relating to text corpus design, development, and man-
agement, such as size of the corpus with regard to number of sentences and words,
coverage of domains and sub-domains of news texts, text representation, question
of nativity, determination of target users, selection of time span, selection of texts,
amount of sample for each text types, method of data sampling, manner of data
input, corpus sanitation, corpus file management, and problem of copyright. The
digital corpus is basically in machine readable format, so that the text becomes
easy to process very quickly. We presume that the corpus we have developed will
come to a great help to look into the present texture of the language as well as to
retrieve various linguistic data and information required for writing a modern
grammar for Odia with close reference to its empirical identity, usage, and status.
The electronic Odia corpus that we have generated can also be used in various
fields of research and development activities for Odia.
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Keywords Corpus � Odia � Newspaper � Sentence �Word � Text representation �
Time span � File management � Copyright

1 Introduction

The development of corpora for Odia language is a challenging task for the research
and development activities. A corpus, developed in digital form, can help us in
research works in various forms and types. Also, it provides basic resource for
developing many text processing tools and techniques, which make research into
language easy and user-friendly. The application of the Odia newspaper corpus can
be visualized in several ways for retrieving information to be used in research and
development activities in various field of Odia linguistics. It can also help scholars to
realize the empirical and referential value of corpus as well as can inspire them to
initiate projects for corpus development in Odia and other Indian languages.

The work of corpus generation in the Indian language is first started at indi-
vidual level nearly 40 years ago. The first corpus developed in Indian language is
the Kolhapur Corpus of Indian English (KCIE) by Shastri and his team of Shivaji
University, Kolhapur, India. This corpus is made from written texts of Indian
English. It will be helpful to all Indian research scholars for different research area
in linguistics. Detailed methodology and some of the salient features of corpus
generation are described with some references to Bengali language corpus [1].

In this paper, we basically focus to generation of corpus in electronic form in Odia.
The Odia corpus is collected from different sources such as Odia newspaper, printed
books, documents of government publication, and press materials. The whole Odia
corpus generation is divided into two different ways according to nature of work and
level of participation of scholars. In this paper, the structure of Odia corpus is
described in some detail keeping its possible use in various domains of linguistics and
language technology, particularly writing a descriptive grammar for Odia. The
electronic form of Odia corpus data uses in various fields of research and develop-
ment activities in today’s world. The digital corpus basically is in the form of
machine readable format, so it becomes easy to process very large amount of text
very quickly. Developing Odia corpus is used for different field of computer
including machine translation, language processing, speech processing, and text
analysis.

People of Odisha and different territory can use this corpus for their research
work. Today, Odia corpus linguistic is closely connected to the use of ‘‘computer
readable’’ text for language processing/study. The language study means to know
the term of grammatical units such as subject, verb, object, noun, and pronoun, and
phrases to explain the structure of the language and to write and speak any sentence
without any mistake. The objective of the grammar of a language study means to
write or speak the whole sentences without any error. How computer system
understand a particular language without any grammatical mistake? The digital
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corpus is basically designed and developed by human being to process the grammar
without making any mistake and retrieved the text by the system very easily.

2 Issues of Odia Corpus Development

There are several issues related to corpus design, development, and management.
The written text corpus development involves size of corpus, text representation,
question of nativity, determination of target users, selection of time span, selection
of documents, collection of documents, collection of text documents, method of
data sampling, manner of data input, corpus sanitation, corpus file management,
and problem of copyright.

2.1 Size of Corpus

Size of the corpus means how big it is? It belongs to total number of words different
words to be taken into a corpus. Two main factors of a size of corpus are as follows:

i. The kind of query that is anticipated from users.
ii. The methodology the use to study the data.

It involves the decision of how many categories we like to keep in the corpus,
how many samples of texts we need to put into each category, and how many
words we shall keep in each sample. The bigger size of the corpus is more reliable
for research. There is no maximum size. We will begin with the kind of figures
found in general reference corpora, but the principles are the same, no matter how
large or small the corpus happens to be. To relate the kind of query to the size of
the corpus, it is best to start with a list of the ‘‘objects’’ that you intend to study; the
usual objects are the physical word forms or objects created by tags, such as
lemmas. Then, try them out on one of the corpora that are easy to interrogate, such
as the million-word corpora on the ICAME CD-ROM [2]. The Brown group of
corpora are helpful here, because they have been proofread and tagged and edited
over many years, and with a million words, the sums are easy.

2.2 Text Representation

It is always better to emphasis in the quality of data or text samples. That means
data should be proportionately represented from all possible domains of language
use within a corpus. In other words, the overall size of corpus and balance need to
be set against the diversity of source texts for achieving proper text representation.
Any large collection of text cannot said to be a proper corpus if the large collection
of texts is not in a proper text format for any kind of generalization.
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2.3 Question of Nativity

It is a talking about native users and non-native users. Any monitor corpus produced
by the native users should get priority over the texts produced by the non-native users.
Because the main aim of a monitor corpus is to represent the language, which can be
consider as an ideal form for all kind of works in linguistics and language technology.
Our basic objective for building a corpus is to know the naturally occurring language,
in order to see what exactly occur and what does not exactly occur.

2.4 Identification of Target Users

Various types of corpus user and their needs of types of corpus are described for
his/her research work. Each researcher has specific requirements; a corpus has to
be designed accordingly. A person who works in tagging, processing and parsing,
and word sense disambiguation will require annotated, monitor, written, spoken,
and general corpus. The types of corpus users and their needs with regard to the
type of corpus are mentioned below in Table 1.

2.5 Selection of Time Span

To capture the features of a language or a variety reflected within a specific time
span. A corpus should attempt to capture a particular period of time with a clear
time indicator. Odia corpora are collected between the year of 2012 and 2013.
Data are collected from Odia newspaper The Samaja only. The data will be
sufficiently present the nature and character of the use of the language within the
time span. This database will provided faithful information about the changes
taking place within this period.

Table 1 Types of corpus users and their used corpus

Target users Corpus

NLP and language technology (LT)
people

General, monitor, parallel, spoken, aligned corpus

Sociolinguistics General, written, speech, monitor corpus

Information retrieval specialists General, monitor and annotated corpus

Tagging, processing, and parsing
specialists

Annotated, monitor, written, spoken, general
corpus

Word sense disambiguation specialists Annotated, monitor, written, spoken, general
corpus
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2.6 Selection of Texts Type

A corpus will contain a collection of texts taken from all possible branches of
human knowledge. The writings of highly reputed authors as well of little known
writers are of equal importance. The collection of source materials may be col-
lected from different sources, but here, we collected corpus from only Odia
newspaper. A corpus gathers texts from various sources and disciplines where
individuality safeguards to corpus against any kind of skewed text representation.
The Odia corpus contains texts from literature, arts, commerce, science, and sports –
some major domains of news circulated in standard Odia newspapers. The
following list (Table 2) records the amount of news texts data collected from
different domains for constructing the present corpus.

2.7 Method of Data Sampling

Data should be selected and sampled according to the researcher. Sampling of data
can be random, regular, or selective. Data sampling can be done according to the
types of data, i.e., historical data, sports data, tourism data, spiritual data, science
related data, and art and commerce data. Data also can be sampling frame based on
the nature of study. Brown corpus is one of the important examples.

2.8 Method of Data Input

Data are collected from different sources such as electronic sources (news paper,
journals, magazines, books, etc.) if these are found in electronic form, Web sites (web
pages, Web sites, and home pages), emails (electronic typewriting), machine reading of
text (optical character recognition), and manual data input (typing text in computer).

Table 2 The text type
included in the Odia corpus

Text types Total number of
words

Percentage of
words (%)

Sports 88,930 09

Finance 1,26,327 12

Tourism 1,01,933 10

Politics 82,573 08

Agriculture 1,03,086 10

Total 6,74,352 49
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2.9 Hardware Requirement

For developing a corpus, we use a personal computer, script processor, monitor,
one keyboard, and a multilingual printer. Text files are developed with the help of
the TC installed in the PC.

2.10 Management of Data Files

It involves various related tasks such as holding, storing, processing, screening,
and retrieving information from the corpus, which require utmost care and sin-
cerity on the part of the corpus creators. Once corpus is stored into computer, it
should maintain frequently and add new things if required. If error is occurred,
then it to be corrected, modification to be done, and some adjustment to be made.

3 Corpus Sanitation

Corpus sanitation means purify the entire corpus. There are some errors which
may occur at the time of corpus entry manually, i.e., omission of character,
addition of character, repetition of character, substitution of character, and trans-
position of character [3, 145–160].

4 Corpus Processing

Various corpus processing techniques are statistical analysis, concordance, lexical
collocation, keyword search, local word grouping, lemmatization, morphological
processing and generation, chunking, word processing, parts of speech tagging,
annotation, and parsing.

4.1 Frequency Count

The frequency of occurrence of letter, syllable, morph, word, or a phrase in a text
can be counted using software. For Odia language, word frequency can be studied
only after the removing the suffix and prefix from the root.
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4.2 Keyword in Context

Keyword in context (KWIC) means the occurrence of particular word used in
corpus processing. The word under searching appears at the center of each line,
with space on both the directions. A KWIC index is formed by sorting and aligning
the words within an article title to allow each word (except the stopwords) in titles
to be searchable alphabetically in the index. It was a useful indexing method for
technical manuals before computerized full-text search became common.

4.3 Local Word Grouping

Local word grouping is another method of corpus processing in which attempt is
made to locate and identify a group of words which often occur together to
indicate a unique pattern of lexical combination that carries special lexico-gram-
matical significance in understanding the syntactic-semantic functions of words
used in a piece of text. Word order is important for determining semantic analysis.
Local word grouping is achieved by defining regular expressions for the word
groups.

4.4 Morphological Analysis

Morphological analysis means finding the root word of a particular word in the
corpus. It includes processing of single word units, double word units, and mul-
tiword units. Morphology is the identification, analysis, and description of the
structure of a given language’s morphemes and other linguistic units, such as root
words, affixes, parts of speech, intonations and stresses, or implied context.

4.5 Part of Speech Tagging

The method of part of speech (POS) tagging is applied on texts to identify part of
speech of each and every word used in the corpus. There are some well-defined
hierarchical schemas for tagging words for English and other languages. Recently,
the Bureau of Indian Standard (BIS) has proposed a POS tagset for tagging words
in Odia corpus. We are planning to use this tagset on the present Odia corpus to
develop the Odia tagged corpus for future application.
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4.6 Lemmatization

Dash [4, 5] The process of grouping together the different inflected forms of word
can be analyzed as a single item. In other words, there are many words in form of
infected used in the sentence. Lemmatization is an algorithmic process of deter-
mining the lemma for a particular word.

5 Conclusion

The Odia corpus which was developed is very accurate and reliable for research
work. It helps the researcher and scholars to do their research work based on
natural language processing. The size of the corpus at present for Odia is very
small. It needs to increase the size of corpus near about 200 millions words. Very
large amount of corpus gives the accuracy more for a specific research domain.
The use of corpora is not limited to certain area of linguistic research or to certain
hypotheses. We can just as well compile a corpus of text and compare it to a
reference corpus.
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A Rule-Based Concatenative Approach
to Speech Synthesis in Indian Language
Text-to-Speech Systems

Soumya Priyadarsini Panda and Ajit Kumar Nayak

Abstract Several text-to-speech (TTS) systems are available today for languages
such as English, Japanese, and Chinese, but still Indian languages are lacking
behind in terms of good quality synthesized speech. Even though almost all Indian
languages share a common phonetic base, till now a usable TTS system for all
official Indian languages is not available. Also the existing speech synthesis
techniques are found to be less effective in the scripting format of Indian lan-
guages. Considering the intelligibility of speech production and increasing
memory requirement for Indian language TTS systems, in this paper we have
proposed a rule-based concatenative technique for speech synthesis in Indian
languages. It is being compared with the existing technique and the results of our
experiments show our technique outperforms the existing technique.

Keywords Speech synthesis � Text-to-speech system � Natural language
processing � Concatenative synthesis � Indian languages

1 Introduction

Recent research in the area of speech and language processing enables machines to
speak naturally like humans. Speech synthesis deals with artificial production of
speech and a text-to-speech (TTS) system in this aspect converts natural language
text into its corresponding spoken wave form or speech. The intelligible speech
synthesis systems have a widespread area of application in human–computer
interaction systems such as talking computer systems and talking toys. Speech
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synthesis, combined with speech recognition, allows for interaction with mobile
devices via natural language processing interfaces [1].

India is a multilingual country where there are 23 constitutionally recognized
languages spoken and written by people. A TTS system in Indian languages may
benefit people in listening to different mythological documents available in the
regional languages. For people with speech or reading disabilities, it could be a
way to articulate the typed expressions or to listen to written documents. A TTS
system in the regional languages may help people to learn different languages by
listening to the pronunciation of the words. Even though the importance of a TTS
system in Indian language is much higher, till now a usable TTS system for all
official Indian languages is not available.

The usability of a TTS system depends on the quality of synthesized speech,
where the quality is measured by two parameters: intelligibility and naturalness
[2]. While intelligibility refers to the system’s intelligence in producing speech,
naturalness refers to how closely the speech sounds like a human generated
speech. Out of a number of available speech synthesis techniques [3], the con-
catenative technique is used widely due to the highly natural quality in speech
production. However, the quality depends on the size of the speech database. As
the size of the stored data is reduced, desired segments are not always available in
the stored data, and audio discontinuity may result.

Considering the quality of the produced speech and increasing memory
requirements in concatenative technique for Indian language TTS systems, in this
paper we have proposed a rule-based concatenative technique. The main focus
here was to reduce the size of the speech database by storing only the basic sound
units from which all other sound units may be derived. The experimental results
show the effectiveness of our proposed technique in terms of intelligibility of the
technique and naturalness of the produced speech.

The remainder of the paper is organized as follows. In the next section, we
discusses about some related work in this area. Section 3 describes the details
about our proposed model and the rule-based concatenative technique for speech
production. The experimental methodology and result analysis for our technique is
given in Sect. 4, showing the effectiveness of this technique in producing quality
speech. Section 5 concludes the discussion, explaining the findings of our exper-
iments and the future directions of this work, where further work can be
undertaken.

2 Related Work

To overcome the major deficiency of concatenative technique with respect to the
increasing memory requirements and audio discontinuities, a number of hybrid
approaches are adopted by different researchers. A combination of the concate-
native technique with statistical synthesis units is discussed in [4] to produce high
quality speech. Another hybrid approach is discussed in [5] which integrate the
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rule-based formant synthesis and waveform concatenation techniques to produce
waveform fragments dynamically. The authors in [6–8] proposed different models
for developing TTS systems in different Indian languages. The dhvani—TTS
system for Indian languages [9], uses a syllable-based concatenative speech syn-
thesis technique to produce natural speech segments in 11 official languages of
India requiring a large number of speech units to be stored in its database.
However till date, a generalized speech synthesis technique is not available to
produce high quality speech for all official languages of India satisfying user
requirements.

3 Proposed Model

In this section, we discussed about the methodology of text-to-speech conversion
in the proposed rule-based concatenative technique.

3.1 Text-to-Speech Conversion Methodology

As compared to English, the level of complexity for Indian languages in designing
TTS systems is lesser in terms of pronunciation variation. Indian languages are
highly phonetic; i.e., the pronunciation of new words can reliably be predicted
from their written form, reducing the complexity of designing language processing
component, as compared to English, where the pronunciations of words with
similar written form has different pronunciation rules. Figure 1 shows the text-to-
speech conversion process in our proposed technique and the steps are explained
below.

Fig. 1 Text-to-speech conversion process in Indian languages TTS systems
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3.1.1 Character Identification

The input to our system is text in any Indian language. The character sets in Indian
languages may be divided into two broad categories as independent characters:
vowels (V), consonants (C), and dependent characters: matra (M), fala (F), halant
(H). In our methodology, we classify each character to be either in any one of the
five states as shown in Fig. 2. The job of character identification phase is to
identify the dependent and independent characters in a word for further processing.

3.1.2 Classification of Sound Units

In our methodology, we have considered the sound units to be broadly categorized
into two types: V sounds and C sounds out of which all other sounds can be
derived. For example the ‘‘matra’’ attached with a C is derived from the V sounds
where as the ‘‘fala’’ attached to the same C is derived from the C sounds. The
character ‘‘halant’’ act as a nonjoiner between any two C to produce the special
characters. After the characters are identified this phase classifies them to their
appropriate sound units.

3.1.3 Text-to-Speech Database Mapping

This phase maps the character to its appropriate V or C sound from which the unit
is derived and passes it to the speech synthesizer so that the speech segment can be
produced based on the rule-based concatenative technique.

3.1.4 Speech Database Creation

As compared to English, Indian languages have approximately twice as many V
and C (total 56 characters instead of 26 in English) along with a number of
possible special characters formed by combination of two or more characters.

C: Consonant
V: Vowel
M: Matra
F: Fala
H: Halant/ joiner character
S: Starting state

Fig. 2 Possible states of a
character
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There are a number of Indian languages available, and the possible combination of
characters is not limited. The desired segments may not be always available in the
speech data. Therefore, the concatenative speech synthesis technique requires
more number of speech segments to be stored in the speech database to produce
natural speech.

In our approach, we have not limited the database to store all possible sound
units; instead we create the database by storing only some fundamental speech
units of the C and V sounds and derive all other sound units from these basic
fundamental sound units using our proposed rule-based concatenative algorithm,
reducing the memory requirements. For example, the sound unit ‘‘\ai’’ for the
character ‘‘ai’’ in an Indian language may be derived from the combination of the
units ‘‘\a’’ and ‘‘\ee,’’ the sound unit ‘‘\rru’’ can be derived from ‘‘\ra,’’ ‘‘\uu,’’ etc.
There are a number of special characters available in Indian language scripts
which may be produced by combining the fundamental sound units. Table 1 shows
the list of basic sounds required to produce any sound in our technique for an
Indian language script. However, some more sound units may be added later on
depending on the requirement of the language. All the speech segments stored in
our database are .wav files recorded at 8,000 Hz in male voice.

3.1.5 Speech Unit Concatenation

The Text-to-speech database mapping step gives the appropriate database unit for
any entered character. Depending on the type of the character, the final speech is
produced by using our proposed rule-based concatenation algorithm discussed in
the next subsection.

3.2 Algorithm

The Unicode standard [10] defines a range of values for each of the language, (e.g.,
for Odia -0B01–0B71, for Bengali: 0981–09FA, etc.). Based on the Unicode
ranges, we have classified the characters to form 3 set of groups: consonant_set,
vowel_set, and dependent_char_set. The rule-based concatenative algorithm

Table 1 Speech units in database

Set of fundamental speech units

\a \o \cha \ttha \tha \pha \lla

\aa \ka \chha \dda \da \ba \la

\ee \kha \ja \ddha \dha \bha \sha

\uu \ga \jha \nna \na \ma \ha

\ae \gha \tta \ta \pa \ra \ya
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checks a pair of characters each time to identify the type of characters in the input
text based on their Unicode values. The type of characters in the input text
determines how the final speech will be generated.

Rule-based Concatenative Algorithm 

Open a blank output file (f1.wav)
1. While word length
2. {
3. U1= Unicode equivalent of  chari

4. U2= Unicode equivalent of  chari+1

5. If U1  [consonant_set] && U2 [vowel_set]
a. wavConcat(U1, U2)
b. i=i+2

6. Else if U1  [consonant_set] && U2 [dependent_char_set]
a. Ue=database equivalent of U2

b. wavPortionConcat(U1, Ue)
c. i=i+2

7. Else if U1  [consonant_set] && U2 [consonant_set] || U1 [vowel_set]
a. singleWavConcat(U1)
b. i=i+1;

8. Else if i==length
a. singleWavConcat(U1)

}
If the character belongs to C_V category, the wavConcat () concatenates the

whole wave pattern or the data in the .wav files for the pair to f1.wav for producing
the final speech. If a character belongs to the C/V set, singleWavConcat() append
the wav data for that character to f1.wav. If the Unicode belongs to depen-
dent_char_set, after identifying the origin sounds from the database, the wav-
PortionConcat() concatenates, wave patterns (or the data in the .wav files) for the
pair with portions amount from each to f1.wav for producing the final speech. We
have fixed the portions to be 20 % from the independent character and 80 % from
the dependent character. These percentages are fixed by performing experiments
on the .wav files and analyzing the quality of the produced speech segment.

3.3 Example

The methodology for portion concatenation is same for all the words having
dependent characters or special characters constitute of two or more characters.
Figure 3 shows the wave patterns of ‘‘\ka’’ and ‘‘\ra’’ sounds in our database, and
Fig. 4 shows the formation of the special character ‘‘\kra’’ from these two units. In
producing words with independent characters like V or C the whole wave patterns
for the pair is concatenated to produce the final speech segment.
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4 Experimental Methodology and Result Analysis

The proposed model and the speech synthesis algorithm are implemented in C/
C++. Even though the rule-based concatenative technique may work for all the
Indian languages, at an initial step of result analysis, we have considered the Odia
language only. We have tested this technique for producing different types of
words in Odia and our output is being compared with dhvani TTS system [9]. To
analyze the performance, we have considered the storage requirement and exe-
cution time aspects along with the overall performance of the technique in pro-
ducing speech. The result analysis of both the techniques is discussed below.

4.1 Storage Requirement

While the total number of speech samples in the speech database of dhvani is 800
requiring a memory size 1 Mb, our approach requires very less number of speech
samples in the database (35 in total), requiring a memory of 235 Kb (23 % of
dhvani). We store the speech samples in .wav format without further coding them
to .gsm format like dhvani TTS system. Therefore, further decompression to the
wave data is not required to produce the final speech in our approach.

4.2 Execution Time

To analyze the performance of our technique in terms of execution time compared
to dhvani TTS system, we have prepared different text files containing 100
numbers of words from each category, V, VV, VCM, C, CC, CMC, CMV, and

Fig. 3 Wave pattern of \ka sound (left) \ra sound (right)

Portion from \ka sound Portion from \ra sound

Fig. 4 Wave pattern of ‘‘\kra’’ after concatenating portions from ‘‘\ka’’ and ‘‘\ra’’ sounds
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CFV. Figure 5 shows the execution times for both techniques in milliseconds for
each category. The results of our experiments shows the exponential increase of
execution time, due to the increase in number of decompression to the .gsm files in
dhvani, while our approach shows relatively very less time in all the scenarios.

4.3 Subjective Measure for Speech Quality

We have performed listening tests to evaluate the proposed model. In these tests,
we have evaluated the mean opinion score (MOS) [7] for a set of words in Odia
from all 7 possible sound units (V, VC, VV, CV, CM, CF, and CHC). We have
used a 5-point scale (1–5: very low to high) to analyze the performance of the
proposed technique on the two individual subjective questions: the intelligibility of
the technique in producing speech and naturalness of the produced speech. We
have chosen 10 different listeners belonging to different classes such as student,
layman, and academicians with no experience with TTS systems.

All the tests were performed with a headphone set. The only information the
listeners are provided with is, they have to compare two speech synthesis tech-
niques for producing speech for the same words with respect to the set of sub-
jective questions. Figure 6 shows the MOS test results for our experiments for
produced speech in both the approaches. The results show that our approach
achieves relatively better or same results in different scenarios compared to the
dhvani TTS system.

Fig. 5 Execution time for dhvani and rule-based technique

Fig. 6 MOS test results for starting vowel character (left) and starting consonant character
(right)
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5 Conclusions

In this paper, we describe a rule-based concatenative technique for speech syn-
thesis in Indian language TTS systems. To analyze the performance of the tech-
nique, we have considered the storage requirement and execution time aspects
along with the two quality measures intelligibility and naturalness. The subjective
measure analysis shows the effectiveness of the proposed technique compared to
dhvani in terms of intelligibility and naturalness. The summary of our experiments
are given in Table 2. At the first step, we have implemented this concept for Odia
language only. In our future work, we try to enhance the model to work for all
possible characters in any Indian languages. Also some smoothening techniques
may be used at the concatenation points to achieve better performance.
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