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Preface

Ordinary differential equations play a crucial role in providing answers to real-
world problems and they continue to be an indispensable tool in scientific
investigations. Although these equations are often first approximations to real-
world systems, they can be refined into more accurate models by including
information about past states in time into the equations, e.g., formulating them as
delay differential equations, or more generally, functional differential equations.
The rapid progress observed in this area is mainly due to their ability to capture the
dynamics observed in real-word phenomena.

The literature on ordinary and delay differential equations is large and rapidly
growing; results appear in a variety of journals, not just those in pure mathematics.
This is due in part to their wide applicability. The domain of investigation and the
type of contribution that is needed is often dictated by the application to be
modeled. For example, it is most appropriate to study the existence and stability
behavior of positive periodic solutions of an ecological system that is strongly
influenced by periodic environmental variations.

The capability of functional differential equations to mimic the dynamics in a
periodically fluctuating environment has been the driving force for researchers to
make valuable contributions to such problems. There has also been great interest in
finding conditions under which periodic functional differential equations admit
multiple positive periodic solutions. Such problems have wide applications in
biology.

In this context, models that attract the attention of researchers include the
Hematopoiesis (red blood cell production) model, the Lasota-Wazewska model,
Nicholson’s Blowflies model, and models with Allee effects. These models have
their roots in population dynamics and are extensively used to describe real-world
problems. To the best of our knowledge, there is no book that systematically
covers the dynamics and global aspects of these models in a periodic environment.
Contributions to this area are quite recent. The necessity to bring together the
theory and applications is the motivation for this monograph.
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The basic tool we use here to prove the existence of multiple periodic solutions
is the well-known Leggett-Williams multiple fixed point theorem. This theorem
has been applied to problems on the existence of multiple solutions to boundary
value problems. The approach is to transform the problem into an equivalent
integral equation from which an integral operator is easily formed. The fixed
points of the operator then correspond to solutions of the original problem.
Of course, an appropriate mathematical setting for the operator must be
constructed.

A brief description of the organization of this monograph is as follows; there
are a total of five chapters. In Chap. 1, we introduced the Leggett-Williams
multiple fixed point theorems that guarantee the existence of two and three fixed
points of operators. These fixed point theorems are used throughout the book in
showing the existence of two or three positive periodic solutions of various
equations and models.

Chapter 2 is concerned with the existence of at least three positive periodic
solutions of first-order nonlinear functional differential equations. The results are
applied to several population models, such as those listed above. Chapter 3 pre-
sents sufficient conditions for the existence of at least three positive periodic
solutions for a system of nonlinear functional differential equations. An application
to the Hematopoiesis model highlights the significance of the delay in the model.

Many interesting and easily verifiable conditions on the coefficient functions are
given in Chaps. 2 and 3 for the existence of at least three positive periodic solu-
tions of first-order nonlinear functional differential equations where the nonlinear
terms are normally unimodal. This excludes some interesting population models
whose nonlinear term is either non-decreasing or non-increasing. Thus, an attempt
has been made in Chap. 4 to find existence of periodic solutions for nonlinear
equations with non-decreasing nonlinear term and established existence of at least
two positive periodic solutions.

Chapter 5 concentrates on the existence of unique positive periodic solutions
and their global asymptotic stability. Results on the existence of a unique globally
asymptotically stable periodic solution for the fishing model, the Hematopoiesis
model, Nicholson’s Blowflies model, and the Lasota-Wazewska model are
presented.

This book contains a large number of references and we hope this will be useful
to readers in their future research work.

We owe thanks to many people who have rendered their help during the
preparation of this monograph. In particular we wish to thank Chuanxi Qian
(Mississippi State University, USA), Julio G. Dix (Texas State University at San
Marcos, USA), Jaffar Ali Shahul Hameed (Florida Gulf Coast University, USA),
N. C. Mahanti (BIT, Mesra, India), and E. Thandapani (RIASM, Chennai, India)
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Chapter 1
Introduction

Qualitative theory of differential equations deals with the behavior of solutions with-
out finding them explicitly. Existence, uniqueness, oscillation, nonoscillation, as-
ymptotic behavior, periodicity, stability, asymptotic stability, and global attractivity
of solutions are studied.

One characteristic phenomenon of population dynamics is the often observed
oscillation behavior of the population densities. To better understand such a phe-
nomenon, one mechanism is to introduce time delays in the models, which results in
models described by functional differential equations. A functional differential equa-
tion is a more general type of differential equation in which the unknown function
occurs at various different times. For example,

x ′(t) = f (t, x(t), x(t − τ (t))), 0 < τ (t) < t

is a first-order delay differential equation,

x ′(t) = f (t, x(t), x(t + τ (t))), 0 < τ (t)

is a first-order advanced differential equation, and

x ′(t) = f (t, x(t), x(t − τ (t)), x ′(t − τ (t))), 0 < τ (t) < t

is a first-order neutral delay differential equation. The same definition can be applied
to higher order functional differential equations and system of differential equations.
The simplest and perhaps most natural type of functional differential equation is a
delay differential equation. The salt brine example in Driver [16] shows how a first-
order delay differential equation occurs in our day to day life. Similarly, the predator-
prey model in Driver [16] shows the existence of a system of first- order delay
differential equations in ecology. Themonograph ofDriver [16], E’lsgolts andNorkin
[17], and Hale et al. [26, 27] contain detailed elementary studies of the existence,
nonexistence, stability, and asymptotic stability of solutions of first-order functional
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2 1 Introduction

differential equations and of system of functional differential equations. One of the
important and elementarymethods of finding solution of a delay differential equation
is the method of steps [16, 17]. Many examples arise in physical, biological, and
ecological systems in which the present rate of change of some unknown function(s)
depends upon some past values of the same function(s) [16, 41]. In [41], Murray
shows how delay differential equation models are capable of generating limit cycle
periodic solutions.

In the following, we state a global existence and uniqueness theorem for delay
differential equations; for additional details, we refer the reader to [16, 17].

Consider the delay differential equation

x ′(t) + f (t, x(t), x(t − τ1(t)), . . . , x(t − τn(t))) = 0, (1.1)

where for some t0 ∈ R,

f ∈ C([t0,∞), R) and τi ∈ C([t0,∞), R+), for i = 1, 2, . . . , n, (1.2)

and
lim

t→∞(t − τi (t)) = ∞, i = 1, 2, . . . , n.

For every initial point t1 ≥ t0, we define t−1 = t−1(t0) to be

t−1 = min
1≤i≤n

inf
t≥t0

(t − τi (t)). (1.3)

The interval [t−1, t0] is called the initial interval associated with the initial point t0,
and the delay differential equation (1.1).With Eq. (1.1) and given initial point t1 ≥ t0,
we associate an initial condition

x(t) = φ(t), t−1 ≤ t ≤ t1, (1.4)

where
φ : [t−1, t1] → R

is the initial function. A function x is said to be a solution of the problem (1.1) and
(1.4), if x is a solution of (1.1) satisfying (1.4). In addition to conditions (1.2) and
(1.3), we assume that there exists a function p ∈ C([t0,∞), R+) such that for all
t ≥ t0 and for all xi , yi ∈ R, i = 1, 2, . . . , n, the function f satisfies the global
Lipschitz condition

‖ f (t, x0, x1, . . . , xn) − f (t, y0, y1, . . . , yn)‖ ≤ p(t)
n∑

i=0

‖xi − yi‖.
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Let t1 ≥ t0 and φ ∈ C[[t−1, t1], R] be given. Then the initial value problem (1.1)
and (1.4) has exactly one solution in the interval [t1,∞).

Now, we consider the first-order nonlinear functional differential equations of the
form

x ′(t) = −a(t)x(t) + λ f (t, x(h(t))) (1.5)

and
x ′(t) = a(t)x(t) − λ f (t, x(h(t))), (1.6)

where λ is a positive parameter, a, h ∈ C(R, R+), a is T -periodic, T is a positive
constant, R = (−∞,∞), R+ = [0,∞), a(t) 	= 0, and f ∈ C(R × R+, R+) is
periodic with period T in its first variable.

If h(t) = t − τ (t), τ ∈ C(R, R+), and 0 ≤ τ (t) ≤ t , then Eqs. (1.5) and (1.6)
become

x ′(t) = −a(t)x(t) + λ f (t, x(t − τ (t))) (1.7)

and
x ′(t) = a(t)x(t) − λ f (t, x(t − τ (t))), (1.8)

respectively.
Functional differential equations of the form (1.7) and (1.8) include many mathe-

matical, ecological, and biological models (directly or after some transformations),
such as:

(a) Lasota-Wazewska model

x ′(t) = −a(t)x(t) + p(t)e−γ(t)x(t−τ (t)); (1.9)

(b) Hematopoiesis model or model for blood cell production

x ′(t) = −a(t)x(t) + b(t)
x(t − τ (t))

1 + xn(t − τ (t))
; (1.10)

(c) Nicholson’s Blowflies model

x ′(t) = −a(t)x(t) + b(t)x(t − τ (t))e−γ(t)x(t−τ (t)); (1.11)

(d) Logistic equation of multiplicative type with several delays

x ′(t) = x(t)

[
a(t) −

n∏

i=1

bi (t)x(t − τi (t))

]
; (1.12)



4 1 Introduction

(e) Generalized Richards single species growth model

x ′(t) = x(t)

[
a(t) −

(
x(t − τ (t))

E(t)

)θ
]

; (1.13)

(f) Generalized Michaelis-Menton type single species growth model

x ′(t) = x(t)

[
a(t) −

n∑

i=1

bi (t)x(t − τi (t))

1 + ci (t)x(t − τi (t))

]
; (1.14)

where a, b, p, E, bi , τ , and τi ∈ C(R, R+), 1 ≤ i ≤ n, are T -periodic functions.
The variation of environment plays an important role in many biological and

ecological systems. In particular, the effects of a periodically varying environment are
important for evolution theory as the selective forces on ecosystems in a fluctuating
environment differ from those in a stable environment. Thus, it is reasonable to study
the existence and global attractivity of periodic solutions of mathematical models
occurring in biology and ecology. From the biological and ecological points of view,
only positive solutions are important.

Functional differential equations of the form (1.5) and (1.7) can be interpreted as
the standardMalthus populationmodel x ′(t) = −a(t)x subject to a perturbationwith
periodic delay. One important question is whether these periodic functional differen-
tial equations (both the general functional differential equations and themathematical
models) can support any positive periodic solution. This is one of the rapidly growing
research areas at this time.

In the past few years, there has been an increasing interest in studying dynami-
cal characteristics, such as stability, persistence, and global attractivity of periodic
solutions of functional differential equations of the forms (1.5)–(1.8) and system of
functional differential equations of the form

x ′(t) = A(t, x(t))x(t) + λ f (t, xt ), (1.15)

where A is a diagonal n × n matrix, whose entries depend on t and on the unknown
function x = (x1, x2, . . . , xn)

T , and f ∈ C(R × Rn+, R+) is T -periodic in t .
Many authors have studied the existence of at least one or two positive periodic

solutions of (1.5)–(1.8); for example, see [12, 30, 31, 59] and the references therein.
The method used in the above references are mainly the upper lower solution method
[15], where the existence of at least one solution is obtained if there exists a pair of
upper and lower solutions of the considered differential equation.

Krasnosel’skii’s fixed point theorem [33], fixed point theorems of cone expansion
and cone compression, and fixed point index theory [15, 33] have been used in the pa-
pers [12, 31, 51, 52, 58, 59] to show the existence of at least one and at least two pos-
itive periodic solutions of functional differential equations of the forms (1.5)–(1.8).

Although the above-mentioned fixed point theorems have been widely used in
the literature for the existence of one or two positive periodic solutions of functional
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differential equations, the application of the Leggett-Williams multiple fixed point
theorem [37] is relatively new to these studies. This motivates us to use it to show the
existence of at least two and at least three positive periodic solutions of the functional
differential equations under consideration. The sufficient conditions obtained in this
work are different from existing results in the literature that have been obtained by
other methods.

It iswell known that theLeggett-Williamsmultiple fixed point Theorems 1.2.1 and
1.2.2 have been used by many authors to show the existence of multiple solutions of
boundary value problems. Once a problem is transformed into an equivalent integral
operator, then it is easy to study the existence of fixed points of the operator by using
different fixed point theorems; the fixed points correspond to periodic solution of the
problem. The Leggett-Williams theorems are used throughout this book in showing
the existence of two or three positive periodic solutions.

In [53],Wang introduced the notations i0 and i∞ and used fixed point index theory
[15] for the existence and nonexistence of i0 and i∞ number of positive periodic
solution of the first-order functional differential equation

x ′(t) = a(t)g(x(t))x(t) − λb(t) f (x(t − τ (t))), (1.16)

where λ is a positive parameter, a, b ∈ C(R, [0,∞)) are T -periodic functions,∫ T
0 a(t) dt > 0,

∫ T
0 b(t) dt > 0 and τ ∈ C(R, R) is a T -periodic function. The

functions f and g satisfy the property: f, g ∈ C(R+, R+), 0 < l ≤ g(x) ≤ L < ∞
for x ≥ 0, l, L are positive constants, and f (x) > 0 for x > 0.

Bai and Xu [2] used the Leggett-Williams multiple fixed point theorem [37] to
obtain sufficient conditions for the existence of at least three nonnegative periodic
solutions of (1.16). There are several research papers in the literature on the existence
of positive periodic solutions of (1.16), where the boundedness condition 0 < l ≤
g(x) ≤ L < ∞ has been used.

Now,we assume that the coefficient functions and the delay term τ (t) in themodels
(1.9)–(1.14) are positive and T -periodic. Different sufficient conditions have been
obtained in the literature for the existence of at least one and two positive periodic
solutions of (1.9)–(1.14). In studying the existence of positive periodic solutions of
(1.5)–(1.8), Graef et al. [23] proved that (1.9) has always at least one positive T -
periodic solution. Brouwers fixed point theorem [15] was used to prove their result.
Similar results using Krasnosel’skii’s fixed point theorem can be found in [51, 56,
59] and the references cited therein.

Zhang et al. [59] used fixed point theory on cones to prove that if b(t) > a(t),
then (1.10) has at least one positive T -periodic solution. On the other hand, Kras-
nosel’skii’s fixed point theorem [33] has been used in [51, 57] to prove a similar
result for the existence of at least one positive T -periodic solution of (1.5). Wu et al.
[55] proved that the condition b(t) > a(t) is a necessary and sufficient condition for
the existence of at least one positive T -periodic solution of (1.10).
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As pointed out earlier for the functional differential equations (1.5)–(1.8) and
(1.15), it seems that the existence of at least two or three positive periodic solutions
of (1.9)–(1.14) are relatively scarce in the literature.

Global attractivity of periodic solutions of mathematical models in biology and
ecology plays an important role in nature. The global attractivity of solutions to a
periodic solution implies that every solution of the equation converges to the periodic
solution. This shows that the system is properly controlled. One may refer to [6, 7,
21–25, 31, 32, 34, 35, 38, 39, 41, 44, 46–48, 50, 54] for results on the global
attractivity of solutions of first-order differential equations and some mathematical
models.

1.1 An Introduction to Allee Effects

Allee effects refer to a population that has a maximal per capita growth rate at
intermediate densities. This occurs when the per capita growth rate increases as
density increases and decreases after the density passes a certain critical value. The
logistic equationwas based on the assumption that the density has a negative effect on
the per-capita growth rate. However, some species often cooperate among themselves
in their search for food and to escape from their predators. For example, some species
form hunting groups (packs, prides, etc.) to enable them to capture large prey. Fish
and birds often form schools and flocks as a defense against their predators. Some
parasitic insects aggregate so that they can overcome the defense mechanisms of a
host. A number of social species such as ants, termites, bees, etc., have developed
complex cooperative behavior involving the division of labor, altruism, etc. Such
cooperative processes have a positive feedback influence since individuals have been
provided a greater chance to survive and reproduce as density increase. Aggregation
and associated cooperative and social characteristics among members of a species
were extensively studied in animal populations by Allee [1]. The phenomenon in
which reproduction rates of individuals decrease when the density drops below a
certain critical level is now known as the Allee effect.

When the density of a population becomes too large, the positive feedback effect of
aggregation and cooperationmay thenbe dominated bydensity-dependent stabilizing
negative feedback effects due to intraspecific competition due to excessive crowding
and the ensuing shortage of resources. For example, consider the delayLotka-Volterra
type single species population growth model

x ′(t) = x(t)[a + bx(t − τ ) − cx2(t − τ )], (1.17)

where a > 0, c > 0, τ > 0, and b are real constants. If τ = 0, the per capita growth
rate is g(x) = a + bx − cx2. If b > 0, then g′(0) = b > 0, and g(x) achieves
its maximum at x = b/2c, thus exhibiting an Allee effect. If b < 0, then g(x) is
a decreasing function of x for x ≥ 0, and thus there is no Allee effect. Note that
(1.17) can be interpreted as a single species model with a quadratic per capita growth
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rate, which represents a nonlinear approximation of more general types of nonlinear
growth rates with single humps.

Allee effects have been extensively studied in recent years largely because of
their potential role in the extinction of already endangered, rare, or dramatically
declining species [3, 18, 49]. The Allee effect refers to a decrease in population
growth rate at low population densities [4, 10, 14, 18, 19, 40, 42, 45]. There are
several mechanisms that create Allee effects in populations, and a classification of
these effects is presented in [5]. Some real-world examples exhibiting Allee effects
can be found in [9, 14, 20, 28, 29, 36, 43]. A critical review of single species models
subjected to Allee effects is presented in [8]. An equation representing the growth
of a species with Allee effects and the associated dynamics are discussed in [13,
32]. Many of the discussions in the literature deal with differential equations with
constant coefficients. Although seasonality is known to have considerable impact
on the species dynamics, to our knowledge there does not exist much literature
that discusses the dynamics of a renewable resource subjected to Allee effects in
a seasonally varying environment. In this book, we introduce seasonality into the
resource dynamic equation by assuming the involved coefficients to be periodic as in
[11]. Our interest is to find an estimate on the number of positive periodic solutions
admitted by the considered model.

Let us consider the following equation representing dynamics of a renewable
resource y, that is subject to Allee effects [13, 32]:

dy

dt
= ay(y − b)(c − y), a > 0, 0 < b < c, (1.18)

where the constants a, c, and b represent, respectively, the intrinsic growth rate, the
carrying capacity of the resource, and the threshold value below which the growth
rate of the resource is negative. It is well known that Eq. (1.18) admits two positive
solutions given by y(t) = b and y(t) = c and one trivial solution as its equilib-
rium solutions. Equation (1.18) can be nondimensionalized to reduce the number of
parameters to obtain

dy

dt
= y(y − β)(1 − y), 0 < β < 1. (1.19)

Since we are interested in the dynamics of a renewable resource in a seasonally
varying environment, we assume the coefficients a, b, c to be nonnegative T -periodic
functions of the same period, and study the existence of T -periodic solutions. Thus,
we consider

dy

dt
= a(t)y(y − b(t))(c(t) − y) (1.20)

where the nonnegative functions c(t) and b(t) stand for the seasonal-dependent
carrying capacity and the threshold function of the species, respectively, and satisfy

0 < b(t) < c(t). (1.21)
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Here, a(t) represents time-dependent intrinsic growth rate of the resource. Clearly,
the trivial solution (y(t) ≡ 0) is a periodic solution of (1.20). Since this study
deals with resource dynamics, we are interested in the existence of positive periodic
solutions of the equation.

The transformation
y(t) = c(t)x(t) (1.22)

transforms Eq. (1.20) into

dx

dt
= −

(
a(t)c2(t)k(t) + c′(t)

c(t)

)
x + a(t)c2(t) ((1 + k(t)) − x) x2, (1.23)

where

k(t) = b(t)

c(t)
< 1. (1.24)

Note that (1.23) is a particular case of a general scalar differential equation of the
form

dx

dt
= −A(t)x(t) + f (t, x(t)) (1.25)

where A ∈ C(R, R) and f ∈ C(R × R, R) satisfy A(t + T ) = A(t) and f (t +
T, x) = f (t, x).

1.2 Preliminaries

In the following, we list some results for ready reference.
Let X be a real Banach space. A closed convex set K ⊂ X is called a (positive)

cone if the following conditions are satisfied:

(i) if x ∈ K , then λx ∈ K for λ ≥ 0;
(ii) if x ∈ K and −x ∈ K , then x = 0.

By a completely continuous map, we mean a continuous function that takes
bounded sets into relatively compact sets. A notion central to the Leggett-William
theorem is that of a concave positive functional on a cone K , which we define as
follows.

Definition 1.2.1 A continuous map ψ : K → [0,∞) is said to be a continuous
concave positive functional on K if

ψ(μx + (1 − μ)y) ≥ μψ(x) + (1 − μ)ψ(y), x, y ∈ K , μ ∈ [0, 1].

For example, if x0 is an interior element of K , then the map ψ : K → [0,∞)

defined by ψ(x) = max{γ : γx0 ≤ x} is a concave positive functional on K .
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It is possible to define different types of positive concave functionals. In
Chaps. 2–4, we have considered a particular positive concave functional that is the
best fit to prove the results. For some other concave functionals, we refer the reader
to the paper of Leggett and Williams [37].

For a > 0, define Ka = {x ∈ K : ||x || < a}. Then K a = {x ∈ K : ||x || ≤ a}.
Let b > 0 and c > 0 be constants and K and X be defined as above. Define

K (ψ; b, c) = {x ∈ K : ψ(x) ≥ b, ||x || ≤ c}.

With this, we now state the following two fixed point theorems for our use in the
sequel.

Theorem 1.2.1 ([37, Theorem 3.5]) Let c3 > 0 be a constant. Assume that A :
K c3 → K is completely continuous, there exists a concave nonnegative functional
ψ with ψ(x) ≤ ‖x‖, x ∈ K , and there exist numbers c1 and c2 with 0 < c1 < c2 < c3
satisfying the following conditions:

(i) {x ∈ K (ψ, c2, c3) : ψ(x) > c2} 	= φ and ψ(Ax) > c2 if x ∈ K (ψ, c2, c3);
(ii) ‖Ax‖ < c1 if x ∈ K c1;

and
(iii) ψ(Ax) > c2

c3
‖Ax‖ for each x ∈ K c3 with ‖Ax‖ > c3.

Then A has at least two fixed points x1, x2 in K c3 . Furthermore, ‖x1‖ ≤ c1 <

‖x2‖ < c3.

Theorem 1.2.2 ([37, Theorem 3.3]) Let X = (X, ‖.‖) be a Banach space and
K ⊂ X be a cone, and c4 > 0 be a constant. Suppose there exists a concave
nonnegative continuous function ψ on K with ψ(x) ≤ ‖x‖ for x ∈ K c4 and let
A : K c4 → K c4 be a continuous compact map. Assume that there are numbers
c1, c2 and c3 with 0 < c1 < c2 < c3 ≤ c4 such that

(i) {x ∈ K (ψ, c2, c3) : ψ(x) > c2} 	= φ and ψ(Ax) > c2 for all x ∈ K (ψ, c2, c3);
(ii) ‖Ax‖ < c1 for all x ∈ K c1;
(iii) ψ(Ax) > c2 for all x ∈ K (ψ, c2, c4) with ‖Ax‖ > c3.

Then A has at least three fixed points x1, x2 and x3 in K c4 .Furthermore, we have x1 ∈
K c1 , x2 ∈ {x ∈ K (ψ, c2, c4) : ψ(x) > c2}, and x3 ∈ K c4\{K (ψ, c2, c4) ∪ K c1}.

1.3 Outline of the Book

The results in this book have been divided into five chapters. This chapter contains
concepts that will be used throughout the remainder of this book. All elementary
results needed in the remaining chapters of the monograph are incorporated as
needed. The Leggett-Williams fixed point theorems stated above are the basic tools
to be used.

http://dx.doi.org/10.1007/978-81-322-1895-1_2
http://dx.doi.org/10.1007/978-81-322-1895-1_4
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Chapter2 deals with the existence of at least three positive T -periodic solutions
of functional differential equations of the form (1.5)–(1.8) and

x ′(t) = ±a(t)x(t) ∓ λb(t) f (t, x(h(t))), (1.26)

where b ∈ C(R, R+) is periodic with period T . The Leggett-Williams multiple fixed
point theorem ([37, Theorem 3.3]), that is, Theorem 1.2.2, is used to prove the results.
Some explicit intervals on the parameter λ are obtained for the existence of at least
three positive T -periodic solutions of the equations. As an outcome, it is observed
that an increase in the upper bound on

lim sup
x→∞

max
0≤t≤T

f (t, x)

x

or

lim sup
x→∞

max
0≤t≤T

f (t, x)

a(t)x

decreases the range on λ and vice-versa.
As a conclusion of Chap.2, the results obtained are then applied to the mathe-

matical models (1.9)–(1.11) with a(t) ≡ a, b(t) ≡ b, γ(t) ≡ γ, and τ (t) ≡ τ being
positive constants. Some explicit intervals on b are given so that the models (1.9)–
(1.11) will have at least three positive T -periodic solutions. In the sequel, a new
sufficient condition for the existence of at least three positive T -periodic solutions
of the general Hematopoiesis model

x ′(t) = −ax(t) + b
xm(t − τ )

1 + xn(t − τ )
(1.27)

is also obtained.
Chapter 3 is concerned with the existence of at least three positive T -periodic

solutions of the system of differential equation (1.15). Some simple and easily ver-
ifiable sufficient conditions have been obtained for the existence of at least three
positive T -periodic solutions of (1.15) such that the results can be applied to some
scalar functional differential equations. As a consequence, we obtain a new suffi-
cient condition for the existence of at least three positive T -periodic solutions of the
general Hematopoiesis model with variable coefficients

x ′(t) = −a(t)x(t) + b(t)
xm(t − τ )

1 + xn(t − τ )
(1.28)

and the Nicholson’s Blowflies model

x ′(t) = −a(t)x(t) + b(t)x(t − τ )e−γ(t)x(t−τ ). (1.29)

http://dx.doi.org/10.1007/978-81-322-1895-1_2
http://dx.doi.org/10.1007/978-81-322-1895-1_2
http://dx.doi.org/10.1007/978-81-322-1895-1_3
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It can be observed from the sufficient conditions assumed in Chaps. 2 and 3, that
the function f needs to be unimodal, that is, the function f first increases and then it
eventually decreases. This is because of the choice of the constant c4 needed to apply
the Leggett-Williams Theorem (Theorem 1.2.2). This choice of functions exclude
many important class of growth functions arising in various mathematical models,
such as in (1.12)–(1.14). This motivates us to study the existence of at least two
positive periodic solutions of the functional differential equations (1.6) and (1.8)
without using the constant c4. Theorem 1.2.1 is used to prove the results. This is
studied in Chap.4 of this work. The results are then applied to the models (1.12)–
(1.14) to show the existence of at least two positive periodic solution. Furthermore,
we provide results on the existence of positive periodic solutions of Eq. (1.25) under
reasonable assumptions on the functions and we apply these existence results to
Eq. (1.23) to obtain information on existence of positive T -periodic solutions. An
application to the existence of two positive T -periodic solutions of the model with
Allee effect (1.20) is given with examples in the last section of Chap. 4.

Chapter 5 is concerned with the existence and global attractivity of the models
(1.9), (1.10), (1.29), and the fishing model

x ′(t) = −a(t)x(t) + b(t)x(t)

1 +
(

x(t)
p(t)

)γ , (1.30)

where a, b, and p are T -periodic positive continuous functions and γ > 1 is a real
constant. A suitable Lyapunov functional is used to study the global attractivity of
equilibrium points of (1.10) and (1.29). On the other hand, the mean value theorem is
used to discuss the global attractivity of an equilibrium point of (1.30). The definition
of global attractivity is as follows.

Definition 1.3.1 Suppose that x(t) and x(t) are two positive solutions on [t −τ ,∞),
where τ = max

0≤t≤T
τ (t). The solution x(t) is said to be asymptotically attractive to

x(t) if
lim

t→∞[x(t) − x(t)] = 0.

Furthermore, x(t) is called globally attractive if x(t) is asymptotically attractive to
all positive solutions.
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Chapter 2
Positive Periodic Solutions of Nonlinear
Functional Differential Equations
with a Parameter λ

In this chapter1, we provide several different sets of sufficient conditions for the exis-
tence of at least three positive periodic solutions to first-order functional differential
equations. We will begin by considering the equation

x ′(t) = −a(t)x(t) + τ f (t, x(h(t))) (2.1)

in Sect. 2.1. Here, we assume that R = (−∈,∈), R+ = [0,∈), T > 0 is a constant,
τ > 0 is a parameter, h ∞ C(R, R), a ∞ C(R, R+), a(t) →= 0, a(t + T ) = a(t), and
f ∞ C(R × R+, R+) is periodic with respect to the first variable with period T .
Let X be a Banach space consisting of all positive T -periodic functions equipped

with the sup norm and let K be a positive cone in X . Assume that for any M > 0
and φ > 0, there exists λ > 0 such that for u, v ∞ K with ≥u≥ ≤ M , ≥v≥ ≤ M , and
≥u − v≥ < λ, we have

≥ f (t, u) − f (t, v)≥ < φ (2.2)

uniformly in t .
In Sect. 2.2, we establish the existence of three positive periodic solutions of the

differential equation

x ′(t) = a(t)x(t) − τ f (t, x(h(t))) (2.3)

by changing the bounds on the Green’s kernel. In Sect. 2.3, we present sufficient con-
ditions for the existence of at least three positive periodic solutions of the functional
differential equation

x ′(t) = a(t)x(t) − τb(t) f (t, x(h(t))), (2.4)

where τ, a, and f are as above, b ∞ C(R, R+) is T -periodic, and
∫ T
0 b(t) dt > 0.

1 Some of the results in this chapter are based on papers [5–8].

S. Padhi et al., Periodic Solutions of First-Order Functional Differential Equations 15
in Population Dynamics, DOI: 10.1007/978-81-322-1895-1_2, © Springer India 2014
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If, in particular, h(t) = t − γ (t), γ ∞ C(R, R+), 0 ≤ γ (t) ≤ t , then (2.1), (2.3)
and (2.4) take the forms

x ′(t) = −a(t)x(t) + τ f (t, x(t − γ (t))), (2.5)

x ′(t) = a(t)x(t) − τ f (t, x(t − γ (t))), (2.6)

and
x ′(t) = a(t)x(t) − τb(t) f (t, x(t − γ (t))), (2.7)

respectively.
The results obtained in this chapter can be extended to equations with multiple

delays such as

x ′(t) = −a(t)x(t) + τ f (t, x(t − γ1(t)), . . . , x(t − γm(t))) (2.8)

and
x ′(t) = a(t)x(t) − τ f (t, x(t − γ1(t)), . . . , x(t − γm(t))), (2.9)

where 0 ≤ γi (t) ≤ t , γi (t + T ) = γi (t), i = 0, 1, . . . ,m, f ∞ C(R × Rm+, R+), and
f (t + T, x1, x2, . . . , xm) = f (t, x1, x2, . . . , xm).
Functional differential equations of the form (2.5) include many mathematical,

ecological, and population models (either directly or after a transformation). For
example:

(i) Lasota-Wazewska model

x ′(t) = −a(t)x(t) + b(t)e−θ(t)x(t−γ (t)); (2.10)

(ii) Nicholson’s blowflies model

x ′(t) = −a(t)x(t) + b(t)xm(t − γ (t))e−θ(t)xn(t−γ (t)); (2.11)

(iii) Model for red blood cell production

x ′(t) = −a(t)x(t) + b(t)
xm(t − γ (t))

1 + xn(t − γ (t))
. (2.12)

Note that Eqs. (2.11) and (2.12) include (1.11) and (1.10) as special cases.
In this chapter, we prove some results on the existence of at least three positive

periodic solutions to (2.1), (2.3), and (2.4) by using the Leggett-Williams multiple
fixed point theorem (Theorem 1.2.2). We then apply our results to obtain some new
criteria for the existence of at least three positive periodic solutions to the models
(2.10)–(2.12).

Some explicit intervals on the parameter τ for the existence of solutions are given.
We should also point out that the interval on τ changes according to changes in upper

http://dx.doi.org/10.1007/978-81-322-1895-1_1
http://dx.doi.org/10.1007/978-81-322-1895-1_1
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bound on f , that is, an increase in the upper bound on f decreases the range on τ
and vice-versa.

To study the existence of periodic solutions, we transform the given equation into
an equivalent integral operator. This means that the existence of a positive periodic
solution of the differential equation is equivalent to the existence of a fixed point of
the operator (see Lemma 2.1.2).

The following notations are used in this chapter:

f h = lim sup
x→h

max
0≤t≤T

f (t, x)

x

and

f̃ h = lim sup
x→h

max
0≤t≤T

f (t, x)

a(t)x
.

2.1 Positive Periodic Solutions of the Equation
x′(t) = −a(t)x(t) + λ f (t, x(h(t)))

In this section, we present sufficient conditions for the existence of three positive
periodic solutions to Eq. (2.1) by using the Leggett-Williams fixed point theorem
(Theorem 1.2.2 above). First we observe that Eq. (2.1) is equivalent to

x(t) = τ

t+T∫

t

G(t, s) f (s, x(h(s))) ds, (2.13)

where

G(t, s) = e

s∫
t

a(β) dβ

e

T∫

0
a(β) dβ

− 1

is the Green’s function which satisfies the property

0 < ψ = 1

λ − 1
≤ G(t, s) ≤ λ

λ − 1
= ω, for all s ∞ [t, t + T ],

and λ = e
∫ T
0 a(β) dβ. Since a(t) > 0 for t ∞ [0, T ], we have λ > 1.

Let
X = {x(t) : x(t) ∞ C(R, R), x(t) = x(t + T )} (2.14)

with ≥x≥ = supt∞[0,T ] |x(t)|. Then X is a Banach space with the norm ≥ · ≥. We
define a cone K in X by
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K =
{

x(t) ∞ X : x(t) ≥ ≥x≥
λ

, t ∞ [0, T ]
}

(2.15)

and an operator Aτ on X by

(Aτx)(t) = τ

t+T∫

t

G(t, s) f (s, x(h(s))) ds. (2.16)

Lemma 2.1.1 The operator Aτ satisfies Aτ(K ) ≡ K and Aτ : K → K is compact
and completely continuous.

Proof To show Aτx ∞ K , we see that

(Aτx)(t + T ) = τ

t+2T∫

t+T

G(t + T, s) f (s, x(h(s))) ds

= τ

t+T∫

t

G(t + T, z + T ) f (z + T, x(h(z + T ))) dz

= τ

t+T∫

t

G(t, z) f (z, x(h(z))) dz

= (Aτx)(t).

Hence, Aτx ∞ K . Notice that for x ∞ K , we have

≥Aτx≥ ≤ τω

T∫

0

f (s, x(h(s))) ds (2.17)

and

(Aτx)(t) ≥ τψ

T∫

0

f (s, x(h(s))) ds.

The above inequalities imply

(Aτx)(t) ≥ ψ

ω
≥Aτx≥ ≥ ≥Aτx≥

λ
.

This shows that Aτx ∞ K , that is, Aτ(K ) ≡ K .

Next, we show that Aτ is completely continuous. From assumption (2.2) on f , if
x , y ∞ K with ≥x≥ ≤ M , ≥y≥ ≤ M , and ≥x − y≥ < λ, then
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sup
0≤s≤T

| f (s, u(h(s))) − f (s, v(h(s)))| < φ

τωT
.

Thus,

|(Aτx)(t) − (Aτy)(t)| ≤ τ

t+T∫

t

|G(t, s)|| f (s, x(h(s))) − f (s, y(h(s)))| ds

≤ τω

T∫

0

| f (s, x(h(s))) − f (s, y(h(s)))| ds

< τω
φ

τωT
T < φ.

Hence, Aτ is continuous. Next, we show that f maps bounded sets into bounded
sets. Let φ = 1. Then again from (2.2), we have

| f (s, x(h(s))) − f (s, y(h(s)))| < 1.

Choose a positive integer N so that M
N < λ. Let x ∞ X and define xl(t) = x(t)( l

N )

for l = 0, 1, . . . , N . If ≥x≥ ≤ M , then

≥xl − xl−1≥ = sup
t∞R

∣∣∣∣x(t)
l

N
− x(t)

l − 1

N

∣∣∣∣ = ≥x≥
N

≤ M

N
< λ.

Hence, | f (s, xl(h(s))) − f (s, xl−1(h(s)))| < 1 for s ∞ [0, T ], and this gives

| f (s, x(h(s)))| ≤
N∑

l=1

| f (s, xl(h(s))) − f (s, xl−1(h(s)))| + | f (s, 0)|

≤ N + ≥ f (s, 0)≥ =: M1.

Now, from (2.17) and the fact that t ∞ [0, T ], we have

≥Aτx≥ ≤ τω

T∫

0

f (s, x(h(s))) ds ≤ τωT M1. (2.18)

Finally, we have

d

dt
(Aτx)(t) =τ[G(t, t + T ) f (t + T, x(h(t + T ))) − G(t, t) f (t, x(h(t)))]

− a(t)(Aτx)(t).
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From (2.18) and the choice of M1, we obtain

∣∣∣∣
d

dt
(Aτx)(t)

∣∣∣∣ ≤ τωM1[≥a≥T + 2].

Hence, {(Aτx) : x ∞ K , ≥x≥ < M} is a family of uniformly bounded and equicon-
tinuous function on [0, T ]. Thus the operator Aτ is completely continuous by the
Ascoli-Arzelà theorem (see Royden [9, p. 169]). This completes the proof of the
Lemma. ⊂∪
Lemma 2.1.2 The existence of a positive periodic solution of (2.1) is equivalent to
the existence of a fixed point of the operator Aτ in K .

Proof First, for x ∞ K and Aτx = x , we have

x ′(t) = d

dt

⎛

⎝τ

t+T∫

t

G(t, s) f (s, x(h(s))) ds

⎞

⎠

= τG(t, t + T ) f (t + T, x(h(t + T ))) − τG(t, t) f (t, x(h(t)))

+ τ

t+T∫

t

∂

∂t
G(t, s) f (s, x(h(s))) ds

= τ[G(t, t + T ) − G(t, t)] f (t, x(h(t))) − a(t)(Aτx)(t)

= τ f (t, x(h(t))) − a(t)x(t),

since ∂
∂t G(t, s) = −a(t)G(t, s).

Next, if x is a positive T -periodic solution, we have

(Aτx)(t) = τ

t+T∫

t

G(t, s) f (s, x(h(s))) ds

=
t+T∫

t

G(t, s)(x ′(s) + a(s)x(s)) ds

=
t+T∫

t

G(t, s)x ′(s) ds +
t+T∫

t

G(t, s)a(s)x(s) ds

= [G(t, s)x(s)]t+T
t −

t+T∫

t

⎩
∂

∂s
G(t, s)

)
x(s) ds +

t+T∫

t

G(t, s)a(s)x(s) ds
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= [G(t, t + T ) − G(t, t)]x(t) −
t+T∫

t

G(t, s)a(s)x(s) ds

+
t+T∫

t

G(t, s)a(s)x(s) ds

= x(t),

since ∂
∂s G(t, s) = a(s)G(t, s). Clearly, (Aτx)(t) ≥ 0 for t ∞ [0, T ], and this completes

the proof of the Lemma. ⊂∪
In order to prove the existence of a positive T -periodic solution of (2.1), in view

of Lemma 2.1.2, it suffices to show that the operator in (2.16) has a fixed point.

Theorem 2.1.1 Let f ∈ < 1 hold. Assume that there are constants 0 < c1 < c2
such that

(H1) f (t, x) ≥ 2λc2 for x ∞ K , c2 ≤ x ≤ λc2, and 0 ≤ t ≤ T ,
and

(H2) f (t, x) < c1 for x ∞ K , 0 ≤ x ≤ c1, and 0 ≤ t ≤ T .

Then (2.1) has at least three positive T -periodic solutions for

λ − 1

2λT
< τ <

λ − 1

λT
.

Proof We consider the Banach space X defined in (2.14) and the cone K as in (2.15).
Since f ∈ < 1, there exist φ ∞ (0, 1) and β > 0 such that f (t, x) ≤ φx for x ≥ β.
Let

θ = max
0≤x≤β, 0≤t≤T

f (t, x).

Then f (t, x) ≤ φx + θ for x ≥ 0 and 0 ≤ t ≤ T . Choose

c4 > max

{
θ

1 − φ
, λc2

}
.

Then for x ∞ K c4 , we have

≥Aτx≥ = sup
0≤t≤T

τ

t+T∫

t

G(t, s) f (s, x(h(s))) ds

≤ τλ

λ − 1

T∫

0

f (s, x(h(s))) ds
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≤ τλ

λ − 1

T∫

0

(φx(h(s)) + θ) ds

≤ τλ

λ − 1

T∫

0

(φ≥x≥ + θ) ds

≤ τλ(φc4 + θ)

λ − 1
T

< c4.

Hence Aτ : K c4 → K c4 .

Next, define a nonnegative concave continuous functional ψ on K by ψ(x) =
min

t∞[0,T ] x(t). Let c3 = λc2 and φ0(t) = φ0, where φ0 is any given number satisfying

c2 < φ0 < c3. Then φ0 ∞ {x ∞ K (ψ, c2, c3) : ψ(x) > c2}. For x ∞ K (ψ, c2, c3),
by (H1) we have

ψ(Aτx) = min
0≤t≤T

τ

t+T∫

t

G(t, s) f (s, x(h(s))) ds

≥ τ

λ − 1

T∫

0

f (s, x(h(s))) ds

≥ τ

λ − 1
2 λ c2 T

> c2.

Thus, property (i) of Theorem 1.2.2 is satisfied.
Now for x ∞ K c1 , (H2) gives

≥Aτx≥ = sup
0≤t≤T

τ

t+T∫

t

G(t, s) f (s, x(h(s))) ds

≤ τλ

λ − 1

T∫

0

f (s, x(h(s))) ds

≤ τλ

λ − 1
c1T

< c1,

that is, Aτx ∞ K c1 . Hence, property (ii) of Theorem 1.2.2 is satisfied.
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Finally, for x ∞ K (ψ, c2, c4) with ≥Aτx≥ > c3, we have

c3 < ≥Aτx≥ ≤ τλ

λ − 1

T∫

0

f (s, x(h(s))) ds,

which implies that

ψ(Aτx) ≥ τ

λ − 1

T∫

0

f (s, x(h(s))) ds

>
c3
λ= c2.

This proves that property (iii) of Theorem 1.2.2 holds. Therefore, (2.1) has at least
three positive T -periodic solutions. This completes the proof of the theorem. ⊂∪
Theorem 2.1.2 Let f ∈ < 1

ω hold and assume that there exist 0 < c1 < c2 such
that

(H3) f (t, x) ≥ λ(λ − 1)c2 for x ∞ K , c2 ≤ x ≤ λc2, and 0 ≤ t ≤ T ,
and

(H4) f (t, x) < 1
ω c1 for x ∞ K , 0 ≤ x ≤ c1, and 0 ≤ t ≤ T .

Then Eq. (2.1) has at least three positive T-periodic solutions for

1

λT
< τ <

1

T
.

The proof of this theorem is essentially the same as the proof of Theorem 2.1.1,
but we include it here for the sake of completeness.

Proof Consider the Banach space X given in (2.14) and the cone K as in (2.15).
Since f ∈ < 1

ω , there exist φ ∞ (0, 1
ω ) and β > 0 such that f (t, x) ≤ φx for x ≥ β

and 0 ≤ t ≤ T . Suppose that

θ = max
0≤x≤β, 0≤t≤T

f (t, x).

Then, f (t, x) ≤ φx + θ for x ≥ 0 and 0 ≤ t ≤ T . Choosing c4 > max
{

θω
1−ωφ , λc2

}

and proceeding as in the proof of the Theorem 2.1.1, it can be shown that Aτ :
K c4 → K c4 .

Next, we define a nonnegative concave continuous functional ψ on K by ψ(x) =
min

t∞[0,T ] x(t).Choosing c3 = λc2 andφ0(t) = φ0 ∞ R satisfying c2 < φ0 < c3, we see
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that φ0 ∞ {x ∞ K (ψ, c2, c3) : ψ(x) > c2} is nonempty. Then, for x ∞ K (ψ, c2, c3),
using (H3) we have

ψ(Aτx) ≥ τ

λ − 1

T∫

0

f (s, x(h(s))) ds

≥ τ

λ − 1
λ(λ − 1) c2 T

> c2.

Now for x ∞ K c1 , from (H4),

≥Aτx≥ ≤ τλ

λ − 1

T∫

0

f (s, x(h(s))) ds

<
τλ

λ − 1
c1

λ − 1

λ
T

< c1.

Furthermore, for x ∞ K (ψ, c2, c4) with ≥Aτx≥ > c3, we have

c3 < ≥Aτx≥ ≤ λ

λ − 1
τ

T∫

0

f (s, x(h(s))) ds,

which in turn implies

ψ(Aτx) ≥ 1

λ − 1
τ

T∫

0

f (s, x(h(s))) ds

>
c3
λ= c2.

Therefore, byTheorem1.2.2, Eq. (2.1) has at least three positive T -periodic solutions,
and this completes the proof of the theorem. ⊂∪
Theorem 2.1.3 Let f ∈ < 1

ω2 and assume that there are constants 0 < c1 < c2
such that

(H5) f (t, x) ≥ c2
ψ for x ∞ K , c2 ≤ x ≤ λc2 and 0 ≤ t ≤ T

and
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(H6) f (t, x) < c1
ω2 for x ∞ K , 0 ≤ x ≤ c1 and 0 ≤ t ≤ T .

Then Eq. (2.1) has at least three positive T-periodic solutions for

1

T
< τ <

ω

T
.

Proof Choose the Banach space X and cone K as in (2.14) and (2.15), respectively.
Clearly, f ∈ < 1

ω2 implies that there exist φ ∞ (0, 1
ω2 ) and β > 0 such that f (t, x) <

φx for x ≥ β and 0 ≤ t ≤ T . Choose θ as in the proof of Theorem 2.1.1. It is easy
to show that Aτ : K c4 → K c4 , where

c4 > max

{
ω2θ

1 − ω2φ
, λc2

}
.

Now, define a nonnegative concave continuous functional ψ on K as in the proof
of Theorem 2.1.1. Then for x ∞ K (ψ, c2, c3), from (H5) we have ≥Aτx≥ > c2. In
addition, for x ∞ K c1 , (H6) implies

≥Aτx≥ ≤ ωτ

T∫

0

f (s, x(h(s))) ds

< ωτ

T∫

0

c1
ω2 ds

< c1.

The rest of the proof is the same as that of Theorem 2.1.1. Therefore, (2.1) has at
least three positive T -periodic solutions. The theorem is now proved. ⊂∪

Theorem 2.1.4 Let f ∈ <
(λ−1)2

λ3
and assume there exist constants 0 < c1 < c2

such that (H5) holds and

(H7) f (t, x) < (λ−1)2

λ3
c1 for x ∞ K , 0 ≤ x ≤ c1 and 0 ≤ t ≤ T .

Then Eq. (2.1) has at least three positive T-periodic solutions for

1

T
< τ <

λ2

(λ − 1)T
.

Proof Since f ∈ <
(λ−1)2

λ3
, there exist φ ∞

⎜
0, (λ−1)2

λ3

)
and β > 0 such that f (t, x) ≤

φx for x ≥ β. Suppose that θ = max
0≤x≤β, 0≤t≤T

f (t, x). Set
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c4 > max

{
λ3T

(λ − 1)2 − λ3φ
, λc2

}
.

Proceeding along the lines of the proof of Theorem 2.1.1, we can show that Aτ :
K c4 → K c4 .

With the nonnegative concave continuous functional ψ on K defined as in
Theorem 2.1.1 and using (H5), we have

ψ(Aτx) ≥ τ

λ − 1

T∫

0

f (s, x(h(s))) ds

≥ τ

λ − 1
(λ − 1)c2T

> c2.

Next, using (H7), for x ∞ K c1 ,

≥Aτx≥ ≤ τ
λ

λ − 1

T∫

0

f (s, x(h(s))) ds

< τ
λ

λ − 1

(λ − 1)2

λ3
c1T

< c1.

The remainder of the proof is similar to the proof of Theorem 2.1.1. Consequently,
(2.1) has at least three positive T -periodic solutions and this completes the proof of
the theorem. ⊂∪
Theorem 2.1.5 Assume that f ∈ < 1, f 0 < 1, and there is a constant c2 > 0 such
that (H1) holds. Then (2.1) has at least three positive periodic solutions for

λ − 1

2λT
< τ <

λ − 1

λT
.

Proof Since f ∈ < 1, there exist 0 < λ1 < 1 and ξ1 > 0 such that

f (t, x) ≤ λ1x for x ≥ ξ1.

Let ω1 = max
0≤x≤ξ1, 0≤t≤T

f (t, x). Then,

f (t, x) ≤ λ1x + ω1 for 0 ≤ x < ∈.

Choose
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c4 > max

{
ω1

1 − λ1
, λc2

}
.

For x ∞ K c4 , we have

≥Aτx≥ = sup
0≤t≤T

τ

t+T∫

t

G(t, s) f (s, x(h(s))) ds

≤ τλ

λ − 1

T∫

0

f (s, x(h(s))) ds

≤ τλ

λ − 1

T∫

0

(λ1x(h(s)) + ω1) ds

≤ τλ

λ − 1

T∫

0

(λ1≥x≥ + ω1) ds

≤ τλ(λ1c4 + ω1)

λ − 1
T

< c4.

This shows Aτ : K c4 → K c4 . Now setting c3 = λc2, defining the nonnegative
concave continuous functional ψ(x) = min

t∞[0,T ] x(t), and using (H1), we can show

that condition (i) of Theorem 1.2.2 holds.

Since f 0 < 1, there exist 0 < λ2 < 1 and 0 < ξ2 <
c2
2 such that

f (t, x) ≤ λ2x f or 0 ≤ x ≤ ξ2.

Set 0 < c1 = ξ2; then for x ∞ K c1 , we have

≥Aτx≥ = sup
0≤t≤T

τ

T∫

0

G(t, s) f (s, x(h(s))) ds

≤ τλ2
λ

λ − 1
c1T

≤ λ2c1
< c1.

Thus, condition (ii) of Theorem 1.2.2 is satisfied. The proof of (iii) in Theorem 1.2.2
is easy. Consequently, (2.1) has at least three positive T -periodic solutions, which
proves the theorem. ⊂∪
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Example 2.1.1 Consider the equation

x ′(t) = − log 3

2
| sin t |x(t) + 12

35π
e9x3(t)e−x(t), t ≥ 0. (2.19)

Herea(t) = log 3
2 | sin t | andT = π. Settingτ = 3

7π ,we see that f (t, x) = 4
5e9x3e−x .

Clearly, f ∈ < 1 and f 0 < 1. Furthermore,
∫ π
0 a(t) dt = log 3 implies that λ = 3.

Hence, ψ = 1
λ−1 = 1

2 and ω = λ
λ−1 = 3

2 . Choosing c2 = 3, we have c3 = λc2 = 9.
Then it is easy to see that

f (t, x) = 4

5
e9x3e−x >

108

5
> 18 = 2λc2 for c2 ≤ x ≤ c3,

that is, (H1)holds. In addition,τ = 3
7π ∞ ( 1

3π ,
2
3π

⎢ =
⎜

λ−1
2λT , λ−1

λT

)
. Thus, byTheorem

2.1.5, Eq. (2.19) has at least three positive T -periodic solutions.

Remark 2.1.1 In general, it is difficult to obtain a function f (t, x(t)) satisfying (H1)

and (H2), or (H3) and (H4), or (H5) and (H6), or (H5) and (H7), simultaneously.
From Theorem 2.1.5, it is easy to verify that the conditions (H2), (H4), (H6), and

(H7) can be replaced by the conditions f 0 < 1, f 0 < 1
ω , f 0 < 1

ω2 and f 0 < (λ−1)2

λ3
,

respectively. One may proceed along the lines of the proof of Theorem 2.1.5 to finish
the proof.

Remark 2.1.2 It is not difficult to check that

t+T∫

t

a(s)G(t, s) ds ∓ 1.

This leads us to obtain the following new sufficient conditions for the existence of at
least three positive T -periodic solutions of (2.1) using the symbol f̃ h defined earlier.

Theorem 2.1.6 Let f̃ ∈ < T hold and assume that there are constants 0 < c1 < c2
such that (H1) and (H4) hold. Then (2.1) has at least three positive T -periodic
solutions for

λ − 1

2λT
< τ <

1

T
.

Proof From f̃ ∈ < T , it follows that there exist φ ∞ (0, T ) and β > 0 such that
f (t, x) ≤ φ a(t)x for x ≥ β and 0 ≤ t ≤ T . Let

θ = max
0≤x≤β, 0≤t≤T

f (t, x).
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Then f (t, x) ≤ φ a(t)x + θ for x ≥ 0 and 0 ≤ t ≤ T . Choose

c4 > max

{
λ θ T

(λ − 1)(T − φ)
, λc2

}
.

Then, for x ∞ K c4 , we have

≥Aτx≥ = sup
0≤t≤T

τ

t+T∫

t

G(t, s) f (s, x(h(s))) ds

≤ sup
0≤t≤T

τ

t+T∫

t

G(t, s)(a(s)x(h(s)) φ + θ) ds

≤ sup
0≤t≤T

τ

t+T∫

t

G(t, s)(a(s)≥x≥ φ + θ) ds

≤ τ

⎡

⎣ φc4 sup
0≤t≤T

t+T∫

t

a(s)G(t, s) ds + sup
0≤t≤T

θ

t+T∫

t

G(t, s) ds

⎤

⎦

≤ τ

[
φ c4 + θ λ

λ − 1
T

]

<
1

T

[
φ c4 + θ λ

λ − 1
T

]

< c4.

Hence, Aτ : K c4 → K c4 .

Next, we define a nonnegative concave continuous functional ψ on K by ψ(x) =
min

t∞[0,T ] x(t). Then ψ(x) ≤ ≥x≥. Let c3 = λc2 and φ0(t) = φ0, where φ0 is any given

number satisfying c2 < φ0(t) < c3. Then φ0 ∞ {x : x ∞ K (ψ, c2, c3),ψ(x) > c2}.
Furthermore, for x ∞ K (ψ, c2, c3), from (H1) we have

ψ(Aτx) = min
0≤t≤T

τ

t+T∫

t

G(t, s) f (s, x(h(s))) ds

≥ 1

λ − 1
τ

T∫

0

f (s, x(h(s))) ds

≥ τ

λ − 1
2 λ c2 T

> c2.
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Now, let x ∞ K c1 ; then, using (H4),

≥Aτx≥ = sup
0≤t≤T

τ

t+T∫

t

G(t, s) f (s, x(h(s))) ds

≤ τ λ

λ − 1

T∫

0

f (s, x(h(s))) ds

≤ τ λ

λ − 1
c1

λ − 1

λ
T

< c1,

that is, Aτx ∞ K c1 .

Finally, for x ∞ K (ψ, c2, c4) with ≥Aτx≥ > c3, we have

c3 < ≥Aτx≥ ≤ λ

λ − 1
τ

T∫

0

f (s, x(h(s))) ds,

which in turn implies that

ψ(Aτx) ≥ 1

λ − 1
τ

T∫

0

f (s, x(h(s))) ds

>
c3
λ= c2.

Hence, all the conditions of Theorem 1.2.2 are satisfied and so Eq. (2.1) has at least
three positive T -periodic solutions. This completes the proof of the theorem. ⊂∪
Theorem 2.1.7 Let f̃ ∈ < T . Assume that there exist constants 0 < c1 < c2 such
that (H4) and

(H8) f (t, x) ≥ 2(λ − 1)c2 for x ∞ K , c2 ≤ x ≤ λc2 and 0 ≤ t ≤ T .

Then (2.1) has at least three positive T -periodic solutions for

1

2T
< τ <

1

T
.

Proof The proof of the theorem is quite similar to proof of Theorem 2.1.6. Here, we
use (H8) in place of (H1) in the following way to show condition (i) of Theorem
1.2.2. Define ψ on K by ψ(x) = min

t∞[0,T ] x(t) and set c3 = λc2. Then,
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ψ(Aτx) = min
0≤t≤T

τ

t+T∫

t

G(t, s) f (s, x(h(s))) ds

≥ 1

λ − 1
τ

T∫

0

f (s, x(h(s))) ds

≥ τ

λ − 1
2 (λ − 1) c2 T

> c2.

Thus, by Theorem 1.2.2, (2.1) has at least three positive T -periodic solutions. ⊂∪
Theorem 2.1.8 Let f̃ ∈ < T and f̃ 0 < T . In addition, assume that there exists
c2 > 0 such that (H1) holds. Then there exist at least three positive T -periodic
solutions of (2.1) for

λ − 1

2λT
< τ <

1

T
.

Proof Since f̃ ∈ < T , there exist 0 < λ1 < T and ξ1 > 0 such that

f (t, x) ≤ λ1a(t)x for x ≥ ξ1 and 0 ≤ t ≤ T .

Let
θ = max

0≤x≤ξ1, 0≤t≤T
f (t, x).

Then f (t, x) ≤ λ1a(t)x + θ for x ≥ 0 and 0 ≤ t ≤ T , so choosing c4 as in the
proof of Theorem 2.1.6, we can show that Aτ : K c4 → K c4 . Defining a concave
continuous functional ψ on K by ψ(x) = min

t∞[0,T ] x(t) and using (H1), we can prove

that the condition (i) of Theorem 1.2.2 holds.

Now f̃ 0 < T implies there exist λ2, 0 < λ2 < T , and c2
2 > ξ2 > 0 such that

f (t, x) ≤ λ2a(t)x for 0 ≤ x ≤ ξ2 and 0 ≤ t ≤ T .

Set 0 < c1 = ξ2; then 0 < c1 < c2. For x ∞ K c1 , we have

≥Aτx≥ = sup
0≤t≤T

τ

t+T∫

t

G(t, s) f (s, x(h(s))) ds

≤ τ λ2 sup
0≤t≤T

T∫

0

G(t, s)a(s)≥x≥ ds
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≤ τ c1 λ2 sup
0≤t≤T

T∫

0

a(s)G(t, s) ds

≤ τ c1 λ2

< c1,

that is, the condition (ii) of Theorem 1.2.2 is satisfied. In a similar way to what was
done in the proof of Theorem 2.1.6, we can show that condition (iii) of Theorem
1.2.2 is satisfied. Hence, there exist at least three positive T -periodic solutions of
(2.1) proving the theorem. ⊂∪
Theorem 2.1.9 Let ˜f ∈ < T , f̃ 0 < T and (H8) hold. Then there exist at least three
positive T -periodic solutions of (2.1) for

1

2T
< τ <

1

T
.

Proof Since f̃ ∈ < T and f̃ 0 < T , we can proceed as in the proof of Theorem 2.1.8
to prove that Aτ : K c4 → K c4 , and conditions (ii) and (iii) of Theorem 1.2.2 hold.
To complete the proof of the theorem, it remains to show the condition (i) of Theorem
1.2.2 is satisfied. We consider the nonnegative concave continuous functional ψ as
before. Then, for x ∞ K (ψ, c2, c3), we have

ψ(Aτx) ≥ τ

λ − 1

T∫

0

f (s, x(h(s))) ds

≥ τ

λ − 1
2(λ − 1)c2 T

> c2

by (H8). Hence, condition (i) of Theorem 1.2.2 is satisfied, and this completes the
proof of the theorem. ⊂∪

In [10], Zhang et al. proved a theorem for the existence of at least two positive T -
periodic solutions of (2.8) (see [10, Theorem 3.2]). Applying this theorem to (2.5),we
obtain the following result.

Theorem 2.1.10 Let τ = 1, f̃ 0 < 1, and f̃ ∈ < 1. In addition, assume that
there exists ρ > 0 such that f (t, x) > a(t)|x | for μρ < |x | < ρ, where μ =
exp{− ∫ T

0 a(s) ds}. Then (2.5) has at least two positive T -periodic solutions x1 and
x2 such that

0 < ≥x1≥ < ρ < ≥x2≥.
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The following Corollary 2.1.1 follows from Theorems 2.1.8 and 2.1.9.

Corollary 2.1.1 Let f̃ 0 < T and f̃ ∈ < T , and assume that there exists a constant
c2 > 0 such that either (H1) or (H8) holds. Then (2.5) has at least three positive
T -periodic solutions for

λ − 1

2 λT
< τ <

1

T
.

Corollary 2.1.1 is different from Theorem 2.1.10. Indeed, the upper bound on f̃ 0

and f̃ ∈ considered in Corollary 2.1.1 is the general period T , whereas in Theorem
2.1.10 it is 1. However, a range on τ has been given in Corollary 2.1.1.

Theorem 2.1.11 Let f̃ ∈ < T . Assume that there are constants 0 < c1 < c2 such
that (H1) holds and

(H9) f (t, x) < x for 0 ≤ x ≤ c1 and 0 ≤ t ≤ T .

Then there exist at least three positive T -periodic solution of (2.1) for

λ − 1

2λT
< τ <

λ − 1

λT
.

Proof Since f̃ ∈ < T , there exist φ ∞ (0, T ) and β > 0 such that f (t, x) ≤ φa(t)x
for x ≥ β and 0 ≤ t ≤ T . Let θ = max

0≤x≤β, 0≤t≤T
f (t, x). Then f (t, x) ≤ φ a(t)x + θ

for x ≥ 0 and 0 ≤ t ≤ T . Now choosing

c4 > max

{
λ θ T

λ(T − φ) + φ
, λc2

}
,

we can prove that Aτ : K c4 → K c4 . However, we need the following argument to
prove that condition (ii) of Theorem 1.2.2 holds. From (H9) we have, for x ∞ K c1

≥Aτx≥ = sup
0≤t≤T

τ

t+T∫

t

G(t, s) f (s, x(h(s))) ds

≤ τ
λ

λ − 1
c1T

< c1.

The proof of the condition (iii) of Theorem 1.2.2 is easy and hence is omitted. Thus,
(2.1) has at least three positive T -periodic solutions proving the theorem. ⊂∪
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2.2 Positive Periodic Solutions of the Equation
x′(t) = a(t)x(t) − λ f (t, x(h(t)))

This section is concerned with the existence of at least three positive periodic solu-
tions of Eq. (2.3). In this case, Eq. (2.3) is equivalent to the integral equation (2.13)
with a different kernel, namely,

G(t, s) = e
−

s∫
t

a(β) dβ

1 − e
−

T∫

0
a(β) dβ

, (2.20)

which has the property

0 <
λ

1 − λ
≤ G(t, s) ≤ 1

1 − λ
for s ∞ [t, t + T ], (2.21)

where λ = e− ∫ T
0 a(β) dβ < 1.

We consider the Banach space X as in (2.14) and a cone K in X given by

K = {x ∞ X : x(t) ≥ λ≥x≥, 0 ≤ t ≤ T }. (2.22)

Defining the operator Aτ by (2.16), we see that Aτ(K ) ≡ K . As in Sect. 2.1, it can
be proved that the existence of a positive periodic solution of (2.3) is equivalent to
the existence of a fixed point of Aτ in the above cone and that Aτ : K c4 → K c4 is
completely continuous.

Theorem 2.2.1 Assume that f̃ ∈ < T and there exist 0 < c1 < c2 such that

(H10) f (t, x) ≥ c2
λ for x ∞ K , c2 ≤ x ≤ c2

λ and 0 ≤ t ≤ T

and

(H11) f (t, x) < (1 − λ)c1 for x ∞ K , 0 ≤ x ≤ c1 and 0 ≤ t ≤ T .

Then Eq. (2.3) has at least three positive T -periodic solutions for

1 − λ

T
< τ <

1

T
.

Proof Since f̃ ∈ < T , there exist λ1 ∞ (0, T ) and μ > 0 such that f (t, x) ≤ λ1 a(t)x
for x ≥ μ and 0 ≤ t ≤ T . Let M = max

0≤x≤μ, 0≤t≤T
f (t, x).Then f (t, x) ≤ λ1 a(t)x +

M for x ≥ 0 and 0 ≤ t ≤ T . Choose
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c4 > max

{
M T

(1 − λ)(T − λ1)
,

c2
λ

}
.

Now for x ∞ K c4 , we have

≥Aτx≥ = sup
0≤t≤T

τ

t+T∫

t

G(t, s) f (s, x(h(s))) ds

≤ sup
0≤t≤T

τ

t+T∫

t

G(t, s)(a(s)x(h(s)) λ1 + M) ds

≤ sup
0≤t≤T

τ

t+T∫

t

G(t, s)(a(s)≥x≥ λ1 + M) ds

≤ τ

⎡

⎣ λ1c4 sup
0≤t≤T

t+T∫

t

a(s)G(t, s) ds + sup
0≤t≤T

M

t+T∫

t

G(t, s) ds

⎤

⎦

≤ τ

[
λ1 c4 + M

1 − λ
T

]

< c4.

Hence, Aτ : K c4 → K c4 .

Next, we define a nonnegative concave continuous functional ψ on K by ψ(x) =
min

t∞[0,T ] x(t). Let c3 = c2
λ and φ0(t) = φ0 satisfy c2 < φ0 < c3. This shows φ0 ∞ {x :

x ∞ K (ψ, c2, c3),ψ(x) > c2}. Then, for x ∞ K (ψ, c2, c3), from (H10), we have

ψ(Aτx) = min
0≤t≤T

τ

t+T∫

t

G(t, s) f (s, x(h(s))) ds

≥ τλ

1 − λ

T∫

0

c2
λ
ds

≥ λ

1 − λ

c2T

λ
τ

> c2.

Next, for x ∞ K c1 , we have
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≥Aτx≥ = sup
0≤t≤T

τ

t+T∫

t

G(t, s) f (s, x(h(s))) ds

≤ τ

1 − λ

T∫

0

(1 − λ)c1 ds

≤ τ

1 − λ
(1 − λ) c1T

< c1

from (H11). Also, for x ∞ K (ψ, c2, c4) and ≥Aτx≥ > c3, we have

c3 < ≥Aτx≥ ≤ τ

1 − λ

T∫

0

f (s, x(h(s))) ds,

which gives

ψ(Aτx) ≥ τλ

1 − λ

T∫

0

f (s, x(h(s))) ds

> λc3
= c2.

Hence, all the conditions of Theorem 1.2.2 are satisfied, so Eq. (2.3) has at least three
positive T -periodic solutions. This proves the theorem. ⊂∪

The proofs of Theorems 2.2.2–2.2.4 below are similar to that of Theorem 2.2.1
and hence are omitted.

Theorem 2.2.2 Let f̃ ∈ < T and assume there are constants 0 < c1 < c2 such that

(H12) f (t, x) ≥ 2(1−λ)
λ c2 for x ∞ K , c2 ≤ x ≤ c2

λ and 0 ≤ t ≤ T

and

(H13) f (t, x) < λ(1 − λ)c1 for x ∞ K , 0 ≤ x ≤ c1 and 0 ≤ t ≤ T .

Then (2.3) has at least three positive T -periodic solutions for

1

2T
< τ <

1

T
.
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Theorem 2.2.3 Let f̃ ∈ < T , f̃ 0 < T , and assume that there exists a constant
c2 > 0 such that (H10) holds. Then there exist at least three positive T -periodic
solutions of Eq. (2.3) for

1 − λ

T
< τ <

1

T
.

Theorem 2.2.4 Let f̃ ∈ < T , f̃ 0 < T , and (H12) hold. Then there exist at least
three positive T -periodic solutions of (2.3) for

1

2T
< τ <

1

T
.

Remark 2.2.1 We need to choose

c4 > max

{
M T

(1 − λ)(T − λ1)
,

c2
λ

}

in the proofs of Theorems 2.2.2–2.2.4 in order to show that Aτ : K c4 → K c4 ,where
M is given in the proof of Theorem 2.2.1.

Remark 2.2.2 It follows from the range on τ in Theorems 2.2.1–2.2.4 that τ and
T depend on each other, that is, τT < 1. Hence, if we consider the particular case
τ = 1, then T < 1. This observation leads to the following theorem.

Theorem 2.2.5 Let τ ∓ 1, f̃ ∈ < 1, and f̃ 0 < 1. Assume that there exists a con-
stant c2 > 0 such that

(H14) f (t, x) ≥ a(t)c2 for x ∞ K , c2 ≤ x ≤ c2
λ and 0 ≤ t ≤ T .

Then (2.3) has at least three positive T -periodic solutions.

Proof From the fact that f̃ ∈ < 1, we can find σ1 ∞ (0, 1) and ξ > 0 such that
f (t, x) < σ1a(t)x for x ≥ ξ. Let max

0≤x≤ξ,0≤t≤T
f (t, x) = η. Then f (t, x) <

σ1a(t)x + η for x ≥ 0 and 0 ≤ t ≤ T . Set

c4 > max

{
ηT

(1 − λ)(1 − σ1)
,

c2
λ

}
.

Then, using the property that
∫ t+T

t G(t, s)a(s) ds ∓ 1, it can easily be shown
that Aτ : K c4 → K c4 . Defining a nonnegative concave continuous functional by
ψ(x) = min

t∞[0,T ] x(t) and a constant c3 = c2
λ , (H14) yields
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ψ(Aτx) = min
0≤t≤T

t+T∫

t

G(t, s) f (s, x(h(s))) ds

≥ min
0≤t≤T

t+T∫

t

G(t, s)a(s)c2 ds

≥ c2.

Next, since f̃ 0 < 1, there exists a ξ1, 0 < ξ1 < c2 such that

f (t, x) < a(t)x for 0 < x < ξ1.

Set ξ1 = c1 < c2; then for x ∞ K c1 , we have

≥Aτx≥ = sup
0≤t≤T

t+T∫

t

G(t, s) f (s, x(h(s))) ds

< sup
0≤t≤T

t+T∫

t

G(t, s)a(s)x ds

< c1.

Property (iii) of Theorem 1.2.2 is easy to verify. This shows that (2.3) has at least
three positive T -periodic solutions and proves the theorem. ⊂∪

The next corollary follows from Theorem 2.2.5.

Corollary 2.2.1 Let τ ∓ 1, f̃ 0 = 0, f̃ ∈ = 0, and there exists a constant c2 > 0
such that (H14) holds. Then (2.3) has at least three positive T -periodic solutions.

Remark 2.2.3 Results derived in this section can be extended to Eq. (2.9)withτ = 1,
that is, the equation

x ′(t) = a(t)x(t) − f (t, x(t − γ1(t)), . . . , x(t − γm(t))), (2.23)

wherea, γi , 1 ≤ i ≤ m, and f are as defined in (2.9). Zhang et al. [10] obtained several
sufficient conditions for the existence of at least two positive periodic solutions of
(2.23) using Krasnosel’skii’s fixed point theorem [1, 4]. On the other hand, the above
results explain the existence of at least three positive periodic solutions under the
same sufficient conditions.
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2.3 Positive Periodic Solutions of the Equation
x′(t) = a(t)x(t) − λb(t) f (t, x(h(t)))

In this section, sufficient conditions are obtained for the existence of at least three
positive T -periodic solutions of Eq. (2.4). Observe that (2.4) is equivalent to the
integral equation

x(t) = τ

t+T∫

t

G(t, s)b(s) f (s, x(h(s))) ds,

where G(t, s) given in (2.20) satisfies (2.21). Consider the Banach space X as in
(2.14) and a cone K as in (2.22) and define an operator Aτ on X by

(Aτx)(t) = τ

t+T∫

t

G(t, s)b(s) f (s, x(h(s))) ds.

It is easy to show that Aτ : K → K is completely continuous and the existence
of a positive periodic solution of Eq. (2.4) is equivalent to the existence of a fixed
point of the operator Aτ in K .

As above, the Leggett-Williams multiple fixed point Theorem 1.2.2 can be used
to prove our results. Moreover, the results hold true if b(t) ∓ 1. In this case, the
ranges on τ in the results obtained in this section are different from the ones given
in Sect. 2.2.

Theorem 2.3.1 Let f ∈ < 1 hold and assume that there are constants 0 < c1 < c2
such that

(H15) f (t, x) ≥ 2c2
λ for x ∞ K , c2 ≤ x ≤ c2

λ and 0 ≤ t ≤ T

and

(H16) f (t, x) < c1 for x ∞ K ,0 ≤ x ≤ c1 and 0 ≤ t ≤ T .

Then (2.4) has at least three positive T -periodic solutions for

1 − λ

2
T∫

0
b(t) dt

< τ <
1 − λ

T∫

0
b(t) dt

.

Proof Now f ∈ < 1, so there exist σ ∞ (0, 1) and ξ > 0 such that f (t, x) ≤ σx for
x ≥ ξ and 0 ≤ t ≤ T . If

M = max
0≤x≤ξ, 0≤t≤T

f (t, x),
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then f (t, x) ≤ σx + M for x ≥ 0 and 0 ≤ t ≤ T . Choose c4 > 0 such that

c4 > max

{
M

1 − σ
,

c2
λ

}
> 0.

If x ∞ K c4 , we have

≥Aτx≥ = sup
0≤t≤T

τ

t+T∫

t

G(t, s)b(s) f (s, x(h(s))) ds

≤ τ

1 − λ

T∫

0

b(s) f (s, x(h(s))) ds

≤ τ

1 − λ

T∫

0

b(s)(σx(h(s)) + M) ds

≤ τ

1 − λ

T∫

0

b(s)(σ≥x≥ + M) ds

≤ τ(σc4 + M)

1 − λ

T∫

0

b(s) ds

≤ (σc4 + M)

< c4.

This shows that Aτ : K c4 → K c4 .

Now, define a nonnegative continuous concave functional ψ on K by ψ(x) =
min

t∞[0,T ] x(t). Let c3 = c2
λ and φ0(t) = φ0 be any given number satisfying c2 < φ0 <

c3. Then φ0 ∞ {x; x ∞ K (ψ, c2, c3),ψ(x) > c2}. For x ∞ K (ψ, c2, c3), (H15) gives

ψ(Aτx) ≥ τλ

1 − λ

T∫

0

b(s) f (s, x(h(s))) ds

≥ τλ

1 − λ

2c2
λ

T∫

0

b(s) ds

> c2.

Next, for x ∞ K c1 , (H16) implies
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≥Aτx≥ ≤ τ

1 − λ

T∫

0

c1b(s) ds

< c1.

For x ∞ K (ψ, c2, c4) with ≥Aτx≥ > c3, we have

c3 < ≥Aτx≥ ≤ τ

1 − λ

T∫

0

b(s) f (s, x(h(s))) ds,

which, in turn implies that

ψ(Aτx) ≥ τλ

1 − λ

T∫

0

b(s) f (s, x(h(s))) ds

> λc3
= c2.

Hence, by Theorem 1.2.2, Eq. (2.4) has at least three positive T -periodic solutions.
This completes the proof of the theorem. ⊂∪
Theorem 2.3.2 Let f ∈ < 1 and f 0 < 1. Assume that there exists a constant c2 > 0
such that (H15) holds. Then Eq. (2.4) has at least three positive T -periodic solutions
for

1 − λ

2
T∫

0
b(t) dt

< τ <
1 − λ

T∫

0
b(t) dt

.

Proof We may proceed along the lines of the proof of Theorem 2.3.1 to prove this
result. However, the following argument is needed to show that condition (ii) of
Theorem 1.2.2 holds.

Since f 0 < 1, there exists a ξ1 ∞ (0, c2
2 ) such that f (t, x) < x for 0 ≤ x ≤ ξ1.

Choosing c1 = ξ1, we observe that f (t, x) < x for 0 ≤ x ≤ c1 and c1 < c2. Then,
for x ∞ K c1 ,

≥Aτx≥ ≤ τ

1 − λ

T∫

0

b(s)x(h(s)) ds

≤ τ

1 − λ

T∫

0

b(s)≥x≥ ds
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≤ τ

1 − λ
c1

T∫

0

b(s) ds

< c1. ⊂∪
Theorem 2.3.3 Let f ∈ < T and assume there are constants 0 < c1 < c2 such that

(H17) f (t, x) ≥ 2T c2
λ for x ∞ K , c2 ≤ x ≤ c2

λ and 0 ≤ t ≤ T

and

(H18) f (t, x) < c1T for x ∞ K , 0 ≤ x ≤ c1 and 0 ≤ t ≤ T .

Then (2.4) has at least three positive T -periodic solutions for

1 − λ

2T
T∫

0
b(t) dt

< τ <
1 − λ

T
T∫

0
b(t) dt

.

Proof Since f ∈ < T , there exist φ ∞ (0, T ) and ξ > 0 such that f (t, x) < φx for
x ≥ ξ. Let

M = max
0≤x≤ξ,0≤t≤T

f (t, x).

Then f (t, x) < φx + M for x ≥ 0. Choose c4 > 0 such that

c4 > max

{
M

T − φ
,

c2
λ

}
.

Now for x ∞ K c4 , we have

≥Aτx≥ = sup
0≤t≤T

τ

t+T∫

t

G(t, s)b(s) f (s, x(h(s))) ds

≤ τ

1 − λ

T∫

0

b(s) f (s, x(h(s))) ds

≤ τ

1 − λ

T∫

0

b(s)(φx(h(s)) + M) ds

≤ τ

1 − λ

T∫

0

b(s)(φ≥x≥ + M) ds
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≤ τ(φc4 + M)

1 − λ

T∫

0

b(s) ds

≤ (φc4 + M)

T
< c4.

This shows that Aτ : K c4 → K c4 .

Define ψ on K by ψ(x) = min
t∞[0,T ] x(t) and let c3 = c2

λ and φ0(t) = φ0 be any

given number satisfying c2 < φ0 < c3. Then φ0 ∞ {x ∞ K (ψ, c2, c3) : ψ(x) > c2}.
From (H17), for x ∞ K (ψ, c2, c3), we have

ψ(Aτx) ≥ τλ

1 − λ

T∫

0

b(s) f (s, x(h(s))) ds

≥ τλ

1 − λ

2 T c2
λ

T∫

0

b(s) ds

> c2.

Next for x ∞ K c1 , using (H18) we obtain

≥Aτx≥ <
τ

1 − λ
c1 T

T∫

0

b(s) ds

< c1.

For x ∞ K (ψ, c2, c4) with ≥Aτx≥ > c3, we have

c3 < ≥Aτx≥ ≤ τ

1 − λ

T∫

0

b(s) f (s, x(h(s))) ds,

which, in turn implies that

ψ(Aτx) ≥ τλ

1 − λ

T∫

0

b(s) f (s, x(h(s))) ds

> λc3
= c2.
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Hence, by Theorem 1.2.2, Eq. (2.4) has at least three positive T -periodic solutions
and this completes the proof of the theorem. ⊂∪
Theorem 2.3.4 Let f ∈ < T , and f 0 < T , and assume that there exists a constant
c2 > 0 such that (H17) holds. Then (2.4) has at least three positive T -periodic
solutions for

1 − λ

2T
T∫

0
b(t) dt

< τ <
1 − λ

T
T∫

0
b(t) dt

.

Corollary 2.3.1 Let f ∈ = 0 and f 0 = 0. Assume that there exists a constant
c2 > 0 such that (H15) holds. Then (2.4) has at least three positive T -periodic
solutions for

1 − λ

2
T∫

0
b(t) dt

< τ <
1 − λ

T∫

0
b(t) dt

.

Corollary 2.3.2 Let f ∈ = 0 and f 0 = 0. Suppose that there exists a constant
c2 > 0 such that (H17) holds. Then there exist at least three positive T -periodic
solutions of (2.4) for

1 − λ

2T
T∫

0
b(t) dt

< τ <
1 − λ

T
T∫

0
b(t) dt

.

Remark 2.3.1 (Han andWang [3]) obtained the following sufficient condition for the
existence of two positive periodic solutions for the state-dependent delay differential
equation

x ′(t) = a(t, x(t))x(t) − f (t, x(t − γ1(t, x(t))), . . . , x(t − γm(t, x(t)))) (2.24)

using fixed point theorem in cones [1]. They assumed that a ∞ C(R × R+, R),
a(t + T, x) = a(t, x) for any (t, x) ∞ R × R+, f ∞ C(R × [R]m, R+), f (t +
T, x1, . . . , xm) = f (t, x1, . . . , xm), γi (t + T, x) = γi (t, x) for any x ∞ R+, t ∞ R,
i = 1, . . . ,m, and T > 0 is a constant.

Theorem 2.3.5 Han and Wang [3] Assume that a1(t) ≤ a(t, x) ≤ a2(t) for any
(t, x) ∞ R × R+, where a1 and a2 are nonnegative T -periodic continuous functions
on R and

∫ T
0 a1(s) ds > 0. Let

lim sup
|u|→+0

f (t, u1, u2, . . . , um)

|u| <
a2(t)

θ

and

lim sup
|u|→+∈

f (t, u1, u2, . . . , um)

|u| <
a2(t)

θ
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uniformly for t ∞ R, where θ = exp(
∫ T
0 a2(t)dt)−1

exp(
∫ T
0 a1(t)dt)−1

. Next, suppose that there exists a

ρ > 0 such that the inequality σρ ≤ |u| ≤ ρ yields f (t, u1, u2, . . . , um) > a1(t)ρθ
for t ∞ [0, T ], where |u| = maxi {u1, u2, . . . , um} and

σ =

⎩
inf

0≤t≤s≤T
exp

⎩ s∫
t

a1(β) dβ

))(
exp

(
T∫

0
a1(β) dβ

)
− 1

)

(
sup

0≤t≤s≤T
exp

⎩ s∫
t

a2(β) dβ

))(
exp

(
T∫

0
a2(β) dβ

)
− 1

) .

Then (2.24) has at least two positive periodic solutions x1 and x2 such that 0 <

≥x1≥ < ρ < ≥x2≥.

With τ ∓ 1, Eq. (2.4) becomes

x ′(t) = a(t)x(t) − F(t, x(h(t))), (2.25)

where F(t, x) = b(t) f (t, x). Applying Theorem 2.3.5 to Eq. (2.25) gives the fol-
lowing result.

Theorem 2.3.6 Let lim supx→0
F(t,x)

x < a(t) and lim supx→∈
F(t,x)

x < a(t) for
0 ≤ t ≤ T and assume there exists ρ > 0 such that

(H19) F(t, x) > ρa(t) for 0 ≤ t ≤ T and λρ ≤ x ≤ ρ,

where λ = exp(− ∫ T
0 a(β) dβ). Then (2.25) has at least two positive T -periodic

solutions x1 and x2 such that 0 < ≥x1≥ < ρ < ≥x2≥.

Corollary 2.3.3 Let lim supx→0
F(t,x)

x = 0, lim supx→∈
F(t,x)

x = 0, and assume
there exists ρ > 0 such that (H19) holds. Then (2.25) has at least two positive
periodic solutions.

If we ask that 1
2 <

∫ T
0 b(t) dt
1−λ < 1, then from Corollary 2.3.1 we have the following

result.

Corollary 2.3.4 Let f ∈ = 0 and f 0 = 0. Assume there exists a constant c2 > 0
such that (H15) holds. Then Eq. (2.25) has at least three positive T -periodic solutions.

Similarly, if we assume 1
2 <

T
∫ T
0 b(t) dt
1−λ < 1, then the following corollary follows

from Corollary 2.3.2.

Corollary 2.3.5 Let f ∈ = 0 and f 0 = 0. Assume there exists a constant c2 > 0
such that (H17) holds. Then Eq. (2.25) has at least three positive T -periodic solutions.

Corollaries 2.3.1–2.3.2 and 2.3.4–2.3.5 extend and improve Corollary 2.3.3. In
fact, under very similar condition, Corollary 2.3.3 and Corollary 2.3.4 yield that
(2.25) has at least three positive periodic solutions.
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Example 2.3.1 Consider

x ′(t) = 1

4π

⎩
3

2
+ sin2 t

)
x(t) − 1

20π
(1 + cos2 t)e5x2(t − γ )e−x(t−γ ), t ≥ 0,

(2.26)
where γ > 0 is a constant. Here a(t) = 1

4π (
3
2 + sin2 t), b(t) = 1 + cos2t , T = π,

λ = e− ∫ π
0 a(s) ds = e−1/2 and

∫ π
0 b(t) dt = 3π

2 . Set f (t, x) = 1
π e5x2e−x and τ =

1
20 = 0.05. Then f ∈ = 0 < 1 and 0.04 = 1−λ

2
∫ T
0 b(t) dt

< 0.05 = τ < 0.08 =
1−λ∫ T

0 b(t) dt
. Set c2 = 2 and c1 = 0.02. Clearly, f (t, x) = 1

π e5x2e−x > 1
π e5c22e−c2e1/2 .

Now, for c2 = 2, we observe that 1
π e5c22e−c2e1/2 > 2c2e1/2. This in turn implies that

(H15) holds. Since f (t, x) = 1
π e5x2e−x < 1

π e5c21 for 0 ≤ x ≤ c1, condition (H16)

is satisfied for c1 = 0.02. Also, 0 < c1 < c2. Thus, by Theorem 2.3.1, Eq. (2.26)
has at least three positive π-periodic solutions.

Example 2.3.2 By Theorem 2.3.3, the equation

x ′(t) = 1

2π
(1 + cos2 t)x(t) − 1

50π
(1 + sin2 t)e6x2(t − γ )e−x(t−γ ), t ≥ 0

has at least three positive π-periodic solutions, where γ > 0 is a constant. Here, we
need to choose c2 = 1 and c1 = 0.024.

2.4 Periodic Solutions of State-Dependent Differential Equations

Consider the state-dependent delay differential equation

x ′(t) = −a(t, x(t))x(t) + τ f (t, x(t − γ1(t, x(t))), . . . , x(t − γm(t, x(t))))
(2.27)

where τ > 0 is a parameter, T > 0 is a constant, a ∞ C(R × R+, R), a(t + T, x) =
a(t, x) for any (t, x) ∞ R × R+, f ∞ C(R × R+, R), f (t + T, x1, x2, . . . , xm) =
f (t, x1, x2, . . . , xm), and γi (t + T, x) = γi (t, x) for any x ∞ R+, t ∞ R, and
i = 1, 2, . . . ,m. We assume that there exist two nonnegative T -periodic func-
tions b(t) and c(t) such that b(t) ≤ a(t, x) ≤ c(t) for any (t, x) ∞ R × R+ and∫ T
0 b(t) dt > 0.
We wish to point out that the method applied in this section can also be used

to obtain similar results for state-dependent delay differential equations of the form
(2.24).

If a(t, x) = a(t)g(x(t)) and γi (t, x(t)) = γi (t), i = 1, 2, . . . , n, where g ∞
C([0,∈), [0,∈)), then Eqs. (2.27) and (2.24) take the forms

x ′(t) = −a(t)g(x(t))x(t) + τ f (t, x(t − γ1(t)), x(t − γ2(t)), . . . , x(t − γm(t)))
(2.28)
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and

x ′(t) = a(t)g(x(t))x(t)−τ f (t, x(t−γ1(t)), x(t−γ2(t)), . . . , x(t−γm(t))), (2.29)

respectively.
Let X = {x(t) : x(t + T ) = x(t), t ∞ R} and ≥x≥ = max0≤t≤T |x(t)|. Then X

is a Banach space endowed with the norm ≥ · ≥. Clearly, x is a positive T -periodic
solution of (2.27) if and only if x is a T -periodic solution of the integral equation

x(t) = τ

t+T∫

t

G(t, s) f (s, x(s − γ1(s, x(s))), . . . , x(s − γm(s, x(s)))) ds,

where

G(t, s) =
exp

⎩ s∫
t

a(β, x(β)) dβ

)

exp

(
T∫

0
a(β, x(β)) dβ

)
− 1

.

In view of the above, we define an operator Aτ by

Aτx = τ

t+T∫

t

G(t, s) f (s, x(s − γ1(s, x(s))), . . . , x(s − γm(s, x(s)))) ds (2.30)

for every x ∞ X and t ∞ R. Clearly Aτx(t + T ) = Aτx(t) and Aτ : X → X .
The Green’s kernel G(t, s) satisfies the inequality

ψ = 1

exp

(
T∫

0
c(β) dβ

)
− 1

≤ |G(t, s)| ≤
exp

(
T∫

0
c(β) dβ

)

exp

(
T∫

0
b(β) dβ

)
− 1

= ω

for every 0 ≤ t ≤ s ≤ t + T . Let k1 = exp
⎜∫ T

0 b(β) dβ
)

and k2 =
exp

⎜∫ T
0 c(β) dβ

)
. Then,

ψ = 1

k2 − 1
, ω = k2

k1 − 1
, k1 ≤ k2, and λ = ω

ψ
= k2(k2 − 1)

(k1 − 1)
> 1.

For any x ∞ X , we have



48 2 Positive Periodic Solutions of Nonlinear Functional Differential Equations

≥Aτx≥ ≤ τk2
k1 − 1

T∫

0

f (s, x(s − γ1(s, x(s))), . . . , x(s − γm(s, x(s)))) ds

and

(Aτx)(t) ≥ τ

k2 − 1

T∫

0

f (s, x(s − γ1(s, x(s))), . . . , x(s − γm(s, x(s)))) ds

≥ (k1 − 1)

k2(k2 − 1)
≥Aτx≥ = 1

λ
≥Aτx≥.

Thus, if we define a cone K on X by

K =
{

x ∞ X : x(t) ≥ 1

λ
≥x≥

}
,

then Aτ : K → K . It is easy to show that Aτ : K → K is completely continuous.
Define

f β = lim sup
|x |→β

max
0≤t≤T

f (t, x)

c(t)|x | ,

where |x | = max1≤i≤m{x1, x2, . . . , xm}.
Theorem 2.4.1 Let f 0 < T , f ∈ < T , and assume that there exists a constant
c2 > 0 such that

f (t, x1, x2, . . . , xm) ≥ 2T k1

⎩
k2 − 1

k1 − 1

)2

b(t)c2 for x ∞ K and c2 ≤ |x | ≤ λc2.

(2.31)
Then Eq. (2.27) has at least three positive T -periodic solutions for

1

2T

k1 − 1

k2 − 1
≤ τ ≤ 1

T

k1 − 1

k2 − 1
.

Proof First, suppose that f ∈ < T . Then there exist 0 < φ < T and c3 = λc2 > c2
such that

f (t, x1, x2, . . . , xm) < c(t)(T − φ)|x | for |x | > c3 and t ∞ R.

Set c4 = λc3. Clearly, c4 ≥ ≥x≥ ≥ x ≥ 1
λ ≥x≥ for x ∞ K

⋂
K c4 . For x ∞ K c4 ,

≥Aτx≥ = τ

t+T∫

t

G(t, s) f (s, x(s − γ1(s, x(s))), . . . , x(s − γm(s, x(s)))) ds
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≤ τ(T − φ)

t+T∫

t

G(t, s)c(s) max
1≤i≤m

|x(s − γi (s, x(s)))| ds

≤ τ(T − φ)c4

t+T∫

t

exp

⎩ s∫
t

c(β) dβ

)

exp

(
T∫

0
b(β) dβ

)
− 1

c(s) ds

≤ τT c4
k2 − 1

k1 − 1
≤ c4.

Since Aτ : K → K , then, in addition to the above, it follows that Aτ : K c4 → K c4 .
Define a nonnegative continuous function ψ on K by ψ(x) = mint∞[0,T ] |x(t)|.
Then ψ(x) ≤ ≥x≥. Let φ0(t) = φ0, where φ0 is any given number
satisfying c2 < φ0 < c3. Then, φ0 ∞ {x ∞ K (ψ, c2, c3) : ψ(x) > c2} →= φ.
For x ∞ K (ψ, c2, c3), using (2.31) we obtain

ψ(Aτx) = min
0≤t≤T

τ

t+T∫

t

G(t, s) f (s, x(s − γ1(s, x(s))), . . . , x(s − γm(s, x(s)))) ds

≥ 2T k1

⎩
k2 − 1

k1 − 1

)2

c2τ

t+T∫

t

1

exp

(
T∫

0
c(β) dβ

)
− 1

b(s) ds

≥ 2T k1

⎩
k2 − 1

k1 − 1

)2

c2τ

t+T∫

t

exp

⎩ s∫
t

b(β) dβ

)
b(s)

exp

⎩ s∫
t

b(β) dβ

) (
exp

(
T∫

0
c(β) dβ

)
− 1

) ds

≥ 2T k1

⎩
k2 − 1

k1 − 1

)2

c2τ
1

exp

(
T∫

0
b(β) dβ

)
t+T∫

t

exp

⎩ s∫
t

b(β) dβ

)
b(s)

exp

(
T∫

0
c(β) dβ

)
− 1

ds

≥ 2T k1

⎩
k2 − 1

k1 − 1

)2

c2τ
1

k1
.

k1 − 1

k2 − 1
≥ c2.

Hence, condition (i) of Theorem 1.2.2 is satisfied.

Now f 0 < T implies there are φ1 > 0 and c1 < c2 such that

f (t, x1, x2, . . . , xm) < c1(T − φ1)c(t)|x | f or 0 < |x | < c1.

Since c1 ≥ ≥x≥ ≥ x(t) ≥ 1
λ ≥x≥ for any x ∞ K

⋂
K c1 , for any x ∞ K c1 , we have
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≥Aτx≥ ≤ τ

t+T∫

t

G(t, s)(T − φ1)c(s) max
0≤i≤m

|x(s − γi (s, x(s)))| ds

≤ τ(T − φ1)c1

t+T∫

t

exp

⎩ s∫
t

c(β) dβ

)
c(s)

exp

(
T∫

0
b(β) dβ

)
− 1

ds

≤ τT c1

⎩
k2 − 1

k1 − 1

)
≤ c1.

Thus, condition (ii) of Theorem 1.2.2 holds.
Finally, for any x ∞ K (ψ, c2, c4) and ≥Aτx≥ > c3, we see that

c3 ≤ ≥Aτx≥ ≤ ωτ

t+T∫

t

f (s, x(s − γ1(s, x(s))), . . . , x(s − γm(s, x(s)))) ds,

and it follows that

ψ(Aτx) ≥ ψτ

t+T∫

t

G(t, s) f (s, x(s − γ1(s, x(s))), . . . , x(s − γm(s, x(s)))) ds

≥ ψ

ω
c3 = c3

λ
= c2.

Hence, by Theorem 1.2.2, Eq. (2.27) has at least three positive T -periodic solutions.
This completes the proof of the theorem. ⊂∪

The following theorem follows from the proof of Theorem 2.4.1.

Theorem 2.4.2 Let f 0 < 1, f ∈ < 1, and assume there exists c2 > 0 such that

f (t, x1, x2, . . . , xm) ≥ 2k1

⎩
k2 − 1

k1 − 1

)2

b(t)c2 for x ∞ K and c2 ≤ |x | ≤ λc2.

Then Eq. (2.27) has at least three positive T -periodic solutions for

1

2

k1 − 1

k2 − 1
≤ τ ≤ k1 − 1

k2 − 1
.

Theorem 2.4.3 Let f 0 < T , f ∈ < T , and assume there exists c2 > 0 such that

f (t, x1, x2, . . . , xm) ≥ ω

ψ
T k1

⎩
k2 − 1

k1 − 1

)2

b(t)c2 for x ∞ K and c2 ≤ |x | ≤ λc2.
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Then Eq. (2.27) has at least three positive T -periodic solutions for

ψ

ωT

k1 − 1

k2 − 1
≤ τ ≤ 1

T

k1 − 1

k2 − 1
.

Proof Choose c3 and c4 as in the proof of Theorem 2.4.1. Proceeding along the
lines of that proof, we can show that Aτ : K c4 → K c4 and conditions (ii) and (iii)
of Theorem 1.2.2 hold. In order to complete the proof of the theorem, we need to
verify condition (i) of Theorem 1.2.2. Let φ0(t) = φ0, where φ0 is any number
satisfying c2 < φ0 < c3. Then, φ0 ∞ {x ∞ K (ψ, c2, c3) : ψ(x) > c2} →= φ. For
x ∞ K (ψ, c2, c3), we have

ψ(Aτx) = min
0≤t≤T

τ

t+T∫

t

G(t, s) f (s, x(s − γ1(s, x(s))), . . . , x(s − γm(s, x(s)))) ds

≥ τT k1
ω

ψ

⎩
k2 − 1

k1 − 1

)2

c2

t+T∫

t

1

exp

(
T∫

0
c(β) dβ

)
− 1

b(s) ds

≥ τT k1
ω

ψ

⎩
k2 − 1

k1 − 1

)2

c2

t+T∫

t

exp

⎩ s∫
t

b(β) dβ

)
b(s)

exp

⎩ s∫
t

b(β) dβ

) (
exp

(
T∫

0
c(β) dβ

)
− 1

) ds

≥ τT k1
ω

ψ

⎩
k2 − 1

k1 − 1

)2

c2
1

k1

t+T∫

t

exp

⎩ s∫
t

b(β) dβ

)
b(s)

exp

(
T∫

0
c(β) dβ

)
− 1

ds

≥ τT
ω

ψ

⎩
k2 − 1

k1 − 1

)2

c2
k1 − 1

k2 − 1
≥ c2.

Hence, by Theorem 1.2.2, Eq. (2.27) has at least three positive T -periodic solutions,
and this proves the theorem. ⊂∪

The following theorem follows from the proof of Theorem 2.4.3.

Theorem 2.4.4 Let f 0 < 1, f ∈ < 1, and assume there exists c2 > 0 such that

f (t, x1, x2, . . . , xm) ≥ ω

ψ
k1

⎩
k2 − 1

k1 − 1

)2

b(t)c2 for x ∞ K and c2 ≤ |x | ≤ λc2.

Then Eq. (2.27) has at least three positive T -periodic solutions for

ψ

ω

k1 − 1

k2 − 1
≤ τ ≤ k1 − 1

k2 − 1
.
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Theorem 2.4.5 Let f 0 < T , f ∈ < T , and assume there exists c2 > 0 such that

f (t, x1, x2, . . . , xm) ≥ T
ω2

ψ2 c2

T∫

0

c(s) ds for x ∞ K and c2 ≤ |x | ≤ λc2.

Then Eq. (2.27) has at least three positive T -periodic solutions for

ψ

ω2T
T∫

0
c(s) ds

≤ τ ≤ 1

ωT
T∫

0
c(s) ds

.

Proof Let c3 and c4 be as in the proof of Theorem 2.4.1. Following the proof of
Theorem 2.4.1 with small modifications, it can be shown that Aτ : K c4 → K c4 and
conditions (ii) and (iii) of Theorem 1.2.2 hold. Let φ0(t) = φ0, where φ0 is any
number satisfying c2 < φ0 < c3. Then φ0 ∞ {x ∞ K (ψ, c2, c3) : ψ(x) > c2} →= φ.
In order to apply Theorem 1.2.2, we only need to show that ψ(Aτx) > c2 for all
x ∞ K (ψ, c2, c3). Now for x ∞ K (ψ, c2, c3),

ψ(Aτx) ≥ τψ

t+T∫

t

f (s, x(s − γ1(s, x(s))), . . . , x(s − γm(s, x(s)))) ds

≥ τψ
ω2

ψ2 T c2

T∫

0

c(s) ds

≥ ψ

ω2T
T∫

0
c(s) ds

ψ
ω2

ψ2 T c2

T∫

0

c(s) ds = c2.

By Theorem 1.2.2, Eq. (2.27) has at least three positive T -periodic solutions. The
proof of the theorem is complete. ⊂∪

The proof of the following theorem should now be clear and we leave the details
to the reader.

Theorem 2.4.6 Let f 0 < 1, f ∈ < 1, and

f (t, x1, x2, . . . , xm) ≥ ω2

ψ2 c2

T∫

0

c(s) ds for x ∞ K and c2 ≤ |x | ≤ λc2.

Then Eq. (2.27) has at least three positive T -periodic solutions for
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ψ

ω2
T∫

0
c(s) ds

≤ τ ≤ 1

ω
T∫

0
c(s) ds

.

Example 2.4.1 Consider the differential equation

x ′(t) = − log 2

2π
(2 + sin t)

⎩
1 + 1

1 + x(t)

)
x(t) + 1

11π

⎜
x(t) + 6e23x2(t)e−x(t)

)
.

(2.32)

Here T = 2π and a(t, x) = log 2
2π (2 + sin t)

⎜
1 + 1

1+x(t)

)
. Setting b(t) = log 2

2π (2 +
sin t) and c(t) = log 2

π (2 + sin t), it follows that 0 < b(t) ≤ |a(t, x)| ≤ c(t) for

(t, x) ∞ R × R+. Then k1 = 4, k2 = 16,
⎜

k2−1
k1−1

)2 = 25, and λ = 80. Set τ = 1
11π

and f (t, x) = x + 6e23x2e−x . Then f 0 < 2π and f ∈ < 2π. Clearly, 1
2T

k1−1
k2−1 ≤

τ ≤ 1
T

k1−1
k2−1 , that is, 0.0159 ≤ 0.02894 ≤ 0.03183. To show that (2.32) has at least

three positive T -periodic solutions, we choose c2 = 1
6 . Then for c2 ≤ x ≤ λc2, that

is, for 1
6 ≤ x ≤ 80

6 , we have

f (t, x) = x + 6e23x2e−x ≥ c2 + 6e23c22e−λc2

≥ 1

6
+ 1

6
e23−

80
6

≥ 1

6
× 2 × 2π × 25 × 4 × 3 log 2

2π

≥ 2T k1

⎩
k2 − 1

k1 − 1

)2

b(t)c2.

Hence, by Theorem 2.4.1, Eq. (2.32) has at least three 2π-periodic solutions.

Now, we shall apply the previous theorems in this section to delay differential
equations with a parameter of the form (2.28). Similar results can be obtained for
(2.29).

We assume that g ∞ C ([0,∈), [0,∈)) and there are constants 0 < l < L such

that l ≤ g(x) ≤ L for x ≥ 0. Set σ = exp
⎜∫ T

0 a(β) dβ
)
, k1 = σl and k2 = σL . We

have the following relations:

ψ = 1

σL − 1
, ω = σL

σl − 1
, λ = ω

ψ
= σL σL − 1

σl − 1
and

k2 − 1

k1 − 1
= σL − 1

σl − 1
.

Define

f̃ h = lim sup
|x |→h

max
0≤t≤T

f (t, x)

a(t)|x | .

Applying Theorems 2.4.1–2.4.6 to Eq. (2.28), we obtain the following results.
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Theorem 2.4.7 Let f̃ 0 < LT , f̃ ∈ < LT , and assume there is a constant c2 > 0
such that

f (t, x1, x2, . . . , xm) ≥ 2T lσl
⎩

σL − 1

σl − 1

)2

a(t)c2 for x ∞ K and c2 ≤ |x | ≤ λc2.

Then Eq. (2.28) has at least three positive T -periodic solutions for

1

2T

σl − 1

σL − 1
≤ τ ≤ 1

T

σl − 1

σL − 1
.

Theorem 2.4.8 Let f̃ 0 < L, f̃ ∈ < L, and assume there exists c2 > 0 such that

f (t, x1, x2, . . . , xm) ≥ 2lσl
⎩

σL − 1

σl − 1

)2

a(t)c2 for x ∞ K and c2 ≤ |x | ≤ λc2.

Then Eq. (2.28) has at least three positive T -periodic solutions for

1

2

σl − 1

σL − 1
≤ τ ≤ σl − 1

σL − 1
.

Theorem 2.4.9 Let f̃ 0 < LT , f̃ ∈ < LT , and assume there exists c2 > 0 such that

f (t, x1, x2, . . . , xm) ≥ σL+l T

⎩
σL − 1

σl − 1

)3

l a(t)c2 f or x ∞ K and

c2 ≤ |x | ≤ λc2.

Then Eq. (2.28) has at least three positive T -periodic solutions for

1

T σL−l

σl − 1

σL − 1
≤ τ ≤ 1

T

σl − 1

σL − 1
.

Theorem 2.4.10 Let f̃ 0 < L, f̃ ∈ < L, and assume there is a constant c2 > 0 such
that

f (t, x1, x2, . . . , xm) ≥ σL+l
⎩

σL − 1

σl − 1

)3

l a(t)c2 for x ∞ K and c2 ≤ |x | ≤ λc2.

Then Eq. (2.28) has at least three positive T -periodic solutions for

1

σL−l

σl − 1

σL − 1
≤ τ ≤ σl − 1

σL − 1
.
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Theorem 2.4.11 Let f̃ 0 < LT , f̃ ∈ < LT , and assume there exists c2 > 0 such
that

f (t, x1, x2, . . . , xm) ≥ σ2L c2T

⎩
σL − 1

σl − 1

)2

L

T∫

0

a(s) ds for x ∞ K and

c2 ≤ |x | ≤ λc2.

Then Eq. (2.28) has at least three positive T -periodic solutions for

(el − 1)2

T (eL − 1)e2L L
T∫

0
a(β) dβ

≤ τ ≤ (el − 1)

T eL L
T∫

0
a(β) dβ

.

Theorem 2.4.12 Let f̃ 0 < L, f̃ ∈ < L, and assume that there exists a positive
constant c2 > 0 such that

f (t, x1, x2, . . . , xm) ≥ σ2L c2

⎩
σL − 1

σl − 1

)2

L

T∫

0

a(s) ds f or x ∞ K and

c2 ≤ |x | ≤ λc2.

Then Eq. (2.28) has at least three positive T -periodic solutions for

(el − 1)2

(eL − 1)e2L L
T∫

0
a(β) dβ

≤ τ ≤ (el − 1)

eL L
T∫

0
a(β) dβ

.

Now we direct our attention to the particular case when a(t) ∓ a is a constant
and g(x) ∓ 1 with l = L = 1. Then λ = σ = eaT and k1 = k2. Let

f ∗β = 1

a
lim sup
|x |→β

max
0≤t≤T

f (t, x)

|x | .

Applying Theorems 2.4.7–2.4.12 to the equation

x ′(t) = −ax(t) + τ f (t, x(t − γ )), (2.33)

we obtain the following interesting results.

Theorem 2.4.13 Let f ∗0 < aT , f ∗∈ < aT , and assume there exists a constant
c2 > 0 such that
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f (t, x) ≥ 2aλc2T for x ∞ K and c2 ≤ |x | ≤ λc2.

Then Eq. (2.33) has at least three positive T -periodic solutions for

1

2T
≤ τ ≤ 1

T
.

Theorem 2.4.14 Let f ∗0 < a and f ∗∈ < a. If there exists a constant c2 > 0 such
that

f (t, x) ≥ 2aλc2 for x ∞ K and c2 ≤ |x | ≤ λc2,

then Eq. (2.33) has at least three positive T -periodic solutions for

1

2
≤ τ ≤ 1.

Theorem 2.4.15 Let f ∗0 < aT , f ∗∈ < aT , and assume there exists c2 > 0 such
that

f (t, x) ≥ aT λ2c2 for x ∞ K and c2 ≤ |x | ≤ λc2.

Then Eq. (2.33) has at least three positive T -periodic solutions for τ = 1
T .

In particular, for τ = 1, the next theorem follows from Theorem 2.4.15.

Theorem 2.4.16 Let f ∗0 < a, f ∗∈ < a, and assume there exists a constant c2 > 0
such that

f (t, x) ≥ aλ2c2 for x ∞ K and c2 ≤ |x | ≤ λc2.

Then Eq. (2.33) has at least three positive T -periodic solutions for τ = 1.

Theorem 2.4.17 Let f ∗0 < aT and f ∗∈ < aT . If there exists c2 > 0 such that

f (t, x) ≥ aT 2λ2c2 for x ∞ K and c2 ≤ |x | ≤ λc2,

then Eq. (2.33) has at least three positive T -periodic solutions for

e − 1

e2aT 2 ≤ τ ≤ e − 1

eaT 2 .

Theorem 2.4.18 Let f ∗0 < a, f ∗∈ < a, and assume there exists c2 > 0 such that

f (t, x) ≥ aT λ2c2 for x ∞ K and c2 ≤ |x | ≤ λc2.

Then Eq. (2.33) has at least three positive T -periodic solutions for

e − 1

e2aT
≤ τ ≤ e − 1

eaT
.
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2.5 Applications to Some Mathematical Models

In this section, we apply some of the results obtained in Sect. 2.1 to models of the
form of (2.10)–(2.12). In what follows, all the parameters in models (2.10)–(2.12)
are assumed to be positive constants.

Example 2.5.1 If a(t) ∓ a, b(t) ∓ b, γ (t) ∓ γ , and θ(t) ∓ θ are positive constants,
then (2.10) reduces to

x ′(t) = −ax(t) + be−θx(t−γ ). (2.34)

Graef et al. [2] and Zhang et al. [10] proved that (2.34) has at least one positive
periodic solution. However, to the best of our knowledge, there is no such result for
the existence of at least three positive periodic solutions of (2.34). It would be of
interest to obtain such results. The following result follows from Theorem 2.1.7.

Theorem 2.5.1 Let θ < 2e, λ ≤ 2e
2e−θ , and θλ2 < λ − 1 hold, where λ = eaT . Then

(2.34) has at least three positive T -periodic solutions for 1
2T < b < 1

T .

Proof Let f (t, x) = e−θx . Then f (t, x) > e−θλc2 for c2 ≤ x ≤ λc2, where
λ = eaT . Thus, (H8) holds if and only if e−θλc2 ≥ 2(λ − 1)c2 for c2 ≤ x ≤ λc2.
Now choose c2 = 1

λθ . Then λ ≤ 2e
2e−θ and c2 = 1

λθ imply that e−θλc2 ≥ 2(λ − 1)c2
for c2 ≤ x ≤ λc2. Hence (H8) is satisfied. It is clear that f̃ ∈ < T . In order to apply
Theorem 2.1.7, we need to show the existence of a constant c1 such that 0 < c1 < c2
and (H4) holds. Since f (t, x) < 1, (H4) holds if c1 > λ

λ−1 . Indeed, (H4) holds

if 1 < λ−1
λ c1 for 0 ≤ x ≤ c1, that is, c1 > λ

λ−1 . Now we show the existence of

c1. Clearly, θλ2 < λ − 1 implies that λ
λ−1 < 1

θλ = c2. Thus, there exists a real

c1 ∞ ( λ
λ−1 ,

1
θλ ) such that λ

λ−1 < c1 < c2 = 1
θλ , so f (t, x) satisfies (H4). Hence,

by Theorem 2.1.7, Eq. (2.34) has at least three positive T -periodic solutions for
1
2T < b < 1

T . This proves the theorem. ⊂∪
Example 2.5.2 If a(t) ∓ a, b(t) ∓ b, γ (t) ∓ γ , and θ(t) ∓ θ are positive constants,
then (2.11) reduces to

x ′(t) = −ax(t) + bxm(t − γ )e−θxn(t−γ ). (2.35)

Theorem 2.5.2 Let m > 1 and 2e(λ − 1)λ(m−1)θ
m−1

n ≤ 1. Then Eq. (2.35) has at
least three positive T -periodic solutions for

1

2T
< b <

1

T
.

Proof Let f (t, x) = xme−θxn
and set c2 = 1

λ θ1/n . Then it is easy to observe that

c3 = 1
θ1/n , and 2e(λ − 1)λ(m−1)θ

m−1
n ≤ 1 imply that cm

2 e−θ λn cn
2 > 2(λ − 1)c2 for

c2 ≤ x ≤ λc2. Hence, (H8) is satisfied. Moreover, f̃ ∈ = 0 < T and f̃ 0 = 0 <
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T hold. Then, by Theorem 2.1.9, Eq. (2.35) has at least three positive T -periodic
solutions for 1

2T < b < 1
T . ⊂∪

Although, the condition in Theorem 2.5.2 looks complicated, it is easy to verify.
The following corollary follows from Theorem 2.5.2.

Corollary 2.5.1 Let m > 1 and λ < min
{

1
θ1/n ,

1+2e
2e

}
. Then (2.35) has at least

three positive T -periodic solutions for 1
2T < b < 1

T .

Proof In fact, λ < min
{

1
θ1/n ,

1+2e
2e

}
implies that 2e(λ − 1)λ(m−1)θ

m−1
n ≤ 1 and

hence by Theorem 2.5.2, (2.35) has at least three positive T -periodic solutions for
1
2T < b < 1

T . This completes the proof. ⊂∪
Example 2.5.3 If a(t) ∓ a, b(t) ∓ b, and γ (t) ∓ γ , are positive constants, and
m = 1, then (2.12) reduces to

x ′(t) = −ax(t) + b
x(t − γ )

1 + xn(t − γ )
. (2.36)

Applying Theorem 2.1.9 to Eq. (2.36) we have the following result.

Theorem 2.5.3 Let eaT < 3
2 and T > 1. Then (2.36) has at least three positive

T -periodic solutions for
1

2T
< b <

1

T
.

Proof Let f (t, x) = x
1+xn . Then f̃ ∈ < T and f̃ 0 = 1 < T . Choose c2 =

1
λ

[
1

2(λ−1) − 1
] 1

n
. Since eaT < 3

2 , that is, λ < 3/2, we have c2 > 0. In addition,

c2 = 1
λ

[
1

2(λ−1) − 1
] 1

n
implies that 1

1+λncn
2

= 2(λ − 1) and hence (H8) holds. Then,

by Theorem 2.1.9, (2.36) has at least three positive T -periodic solutions for

1

2T
< b <

1

T
. ⊂∪

Similarly, applying Theorem 2.1.9 to the autonomous equation

x ′(t) = −ax(t) + b
x(t − γ )

r + xn(t − γ )
, (2.37)

we obtain the following theorem.

Theorem 2.5.4 Let rT > 1 and eaT < 3
2 . Then (2.37) has at least three positive

T -periodic solutions for
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a

2T
< b <

a

T
,

where γ > 0 is a constant.

Example 2.5.4 If a(t) ∓ a, b(t) ∓ b and γ (t) ∓ γ are constants, then (2.12) reduces
to

x ′(t) = −ax(t) + b
xm(t − γ )

1 + xn(t − γ )
. (2.38)

Set

μ = 2(λ − 1)λ2m−1 n

1 + n − m

⎩
1 + n − m

m − 1

)m−1
n

. (2.39)

Applying Theorem 2.1.9 to Eq. (2.38), we obtain the following result.

Theorem 2.5.5 Let 0 < m −1 < n. Eq. (2.38) has at least three positive T -periodic
solutions for μ

2T < b <
μ
T , where μ is given in (2.39).

Proof Now λ > 1 and 0 < m − 1 < n implies μ > 0. Eq. (2.38) can be written as

x ′(t) = −ax(t) + b

μ
μ

xm(t − γ )

1 + xn(t − γ )
. (2.40)

Let f (t, x) = μ xm

1+xn . Since m > 1, f̃ 0 = 0 < T and f̃ ∈ = 0 < T . To complete
the proof of the theorem, in view of Theorem 2.1.9, we need to find c2 > 0 such that

(H8) holds. Set c2 = 1
λ

⎜
m−1

1+n−m

) 1
n
. Now, for c2 ≤ ≥x≥ ≤ λc2, we have

μ
xm

1 + xn
≥ μ

(≥x≥/λ)m

1 + λncn
2

≥ μ

λm

cm
2

1 + λncn
2

(2.41)

and 1 + λncn
2 = n

1+n−m . Then, from (2.41) and (2.39),

μ
xm

1 + xn
≥ cm

2

λm

n − m + 1

n
2(λ − 1)λ2m−1 n

n − m + 1

⎩
1 + n − m

m − 1

)m−1
n

≥ 2(λ − 1)cm
2 λm−1

⎩
1 + n − m

m − 1

)m−1
n

≥ 2(λ − 1)cm
2 λm−1 1

λm−1cm−1
2

≥ 2(λ − 1)c2.

This completes the proof of the theorem. ⊂∪
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Chapter 3
Multiple Periodic Solutions of a System
of Functional Differential Equations

This chapter1 deals with the existence of three positive periodic solutions with pos-
itive components, to the system of differential equations

x ′(t) = A(t, x)x(t) + λ f (t, xt ). (3.1)

Here, A is a diagonal n × n matrix whose entries depend on t and on the unknown
function x = (x1, x2, . . . , xn)T . We assume that the diagonal entries ai (t, x) ∈
C(R × R, R) are periodic in t , with a common period T . The parameter λ is
positive and assumed to be known, or at least its range is known. The function
f = ( f1, f2, . . . , fn)T has each component in C(R × R, R) and is T -periodic in the
first variable. Here, xt denotes a functional that depends on t and satisfies the condi-
tions stated below. Typical examples of such functionals are evaluations at x(h(t))
and memory terms such as

∫ t
−∞ k(s)x(s) ds.

The above system includes the scalar differential equations

x ′(t) = a(t)g(x(t))x(t) − λb(t) f (t, x(t − τ)), (3.2)

x ′(t) = →a(t)x(t) ± λ f (t, x(t − τ)) (3.3)

that have been studied in Chap.2 and by several authors [1, 3–8, 10–14]. Jiang et al.
[5] proved the existence and nonexistence of a nonnegative periodic solution of (3.1)
if A(t, x) = A(t). Zhang et al. [14] used a fixed point theorem in cone expansion and
cone compression [2] to show the existence of two periodic solutions for the above
equation.

All functions in this chapter are assumed to be in the space X of positive T -periodic
continuous functions, equippedwith the supremumnorm≥x≥ = max1≤i≤n supt |xi (t)|.
We use the following as general assumptions throughout this chapter.

1 Some of the results in this chapter are taken from Padhi et al. [9].
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(A1) There exist continuous T -periodic functions b and c such that 0 ≤ b(t) ≤
|ai (t, x)| ≤ c(t) for 1 ≤ i ≤ n and all T -periodic functions x . Furthermore,∫ T
0 b(t) dt > 0.

(A2) fi (t, xt )
∫ T
0 ai (s, x) ds ≤ 0 for 1 ≤ i ≤ n and 0 ≤ t ≤ T .

(A3) f (t, x) is a continuous function of x .
(A4) For any L > 0 and ε > 0, there exists δ > 0 such that if φ, ψ ∈ X with

≥φ≥ ≤ L ≥ψ≥ ≤ L , and ≥φ − ψ≥ < δ, we have

| f (t, φ) − f (t, ψ)| < ε

uniformly in t .

We can construct the Green’s kernel so that solutions of (3.1) satisfy the integral
equation

x(t) = λ

t+T∫

t

G(t, s) f (s, xs) ds,

where G(t, s) is a diagonal matrix with entries

Gi (t, s) = exp
( ∫ t

s ai (θ, xθ ) dθ
)

exp
(−∫ T

0 ai (θ, xθ ) dθ
) − 1

.

These entries are bounded as follows:

α = exp
( −∫ T

0 c(θ) dθ
)

exp
( −∫ T

0 b(θ) dθ
) − 1

≤ |Gi (t, s)| ≤ exp
( ∫ T

0 c(θ) dθ
)

exp
( −∫ T

0 c(θ) dθ
) − 1

= β. (3.4)

Note that G(t, s) is T -periodic in both variables and that Gi and
∫ T
0 ai have opposite

signs. Therefore, by (A2), fi and Gi have the same sign.
We define the operator Aλ on X by

(Aλx)(t) = λ

t+T∫

t

G(t, s) f (s, xs) ds.

Since the functions Gi and fi have the same sign, Aλxi is nonnegative. Furthermore,

(Aλxi )(t) = λ

t+T∫

t

|Gi (t, s)|| fi (s, xs)| ds ≤ λβ

T∫

0

| fi (s, xs)| ds.

Taking the supremum on t ,
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≥(Aλxi )(t)≥ ≤ λβ

T∫

0

| fi (s, xs)| ds.

Also, we have

(Aλxi )(t) ≥ λα

T∫

0

| fi (s, xs)| ds.

Combining the two inequalities above, we obtain

(Aλxi )(t) ≥ α

β
≥(Aλxi )(t)≥. (3.5)

Motivated by this inequality, we define the cone K in X as

K = {x ∈ X : xi (t) ≥ α

β
≥xi≥ for t ∈ [0, T ] and 1 ≤ i ≤ n}.

Similar to what we did in Lemma 2.1.1, we can show that Aλ(K ) ⊂ K and Aλ is
compact and completely continuous.

3.1 Positive Periodic Solutions of the Equation
x′(t) = A(t, x)x(t) + λ f (t, xt)

In this section, sufficient conditions are obtained for the existence of positive periodic
solutions of the system of functional differential equation (3.1).

To prove the main result, we state the following conditions in terms of the bounds
α and β defined by (3.4):

(H20) There exists a positive constant c1 such that

λβ

T∫

0

| fi (t, xt )|dt < c1 for 1 ≤ i ≤ n and x ∈ K with ≥x≥ ≤ c1;

(H21) There exists a positive constant c2 > c1 such that

c2 < λα

T∫

0

| fi (t, xt )|dt for 1 ≤ i ≤ n and x ∈ K with c2 ≤ ≥x≥ ≤ βc2α;

and
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(H22) There exists a constant c4 ≥ βc2/α = c3 such that

λβ

T∫

0

| fi (t, xt )|dt ≤ c4 for 1 ≤ i ≤ n and x ∈ K with ≥x≥ ≤ c4.

Theorem 3.1.1 Under the conditions (H20)–(H22), the hypotheses of the Leggett–
Williams fixed point Theorem 1.2.2 are satisfied and therefore Eq. (3.1) has at least
three positive T -periodic solutions.

Proof First, we show that Aλ maps K c4 into K c4 . For x in K c4 , using (3.4) and
(H22), we have

≥Aλxi≥ ≤ λ

t+T∫

t

|Gi (t, s)|| fi (s, xs)| ds

≤ λβ

T∫

0

| fi (s, xs)| ds

≤ c4,

which proves that Aλ(K c4) ⊂ K c4 .

Now, we prove (i) in Theorem 1.2.2. We define a nonnegative concave continuous
functional

ψ(x) = min
1≤i≤n

inf
0≤t≤T

xi (t).

The set {x ∈ K (ψ, c2, c3) : ψ(x) > c2} is not empty because the constant function
xi (t) = (c2 + c3)/2 is in this set. For x ∈ K (ψ, c2, c3), we have c2 ≤ ≥x≥ ≤ c3 =
βc2/α. Then, using the definition of ψ , the fact that Gi and fi have the same signs,
the bounds (3.4), and condition (H21), we have

ψ(Aλx) = min
i

inf
t

λ

t+T∫

t

|Gi (t, s)|| fi (s, xs)| ds

≥ min
i

λα

T∫

0

| fi (s, xs)| ds

> c2,

which implies (i) in Theorem 1.2.2 holds. Now, for x in K c1 , using (3.4) and (H20),
we have
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≥Aλxi≥ ≤ λ

t+T∫

t

|Gi (t, s)|| fi (s, xs)| ds

≤ λβ

T∫

0

| fi (s, xs)| ds

< c1,

which shows (ii) in Theorem 1.2.2 holds. Finally, from the definition of ψ and (3.4),

ψ(Aλx) = min
i

inf
t

λ

t+T∫

t

|Gi (t, s)|| fi (s, xs)| ds

≥ min
i

λα

T∫

0

| fi (s, xs)| ds.

From ≥Aλxi≥ > c3 = β

α
c2 and (3.4), we have

c3 < ≥Aλxi≥ ≤ λβ

T∫

0

| fi (s, xs)| ds.

The above two inequalities give ψ(Aλx) > c2, which proves (iii) in Theorem 1.2.2.
Hence, all the conditions of the Leggett–Williams fixed point Theorem 1.2.2 are
satisfied, so the operator Aλ has at least three fixed points that correspond to periodic
solutions of (3.1). This proves the theorem. ≡⊂

Other versions of Theorem 3.1.1 can be stated using the following four lemmas.

Lemma 3.1.1 Condition (H20) is implied by

βλ lim sup
≥x≥∪0

T∫

0

| fi (t, xt )| dt/≥x≥ < 1 for all i.

In turn, this condition is implied by

βλT lim sup
≥x≥∪0

max
0≤t≤T

| fi (t, xt )|/≥x≥ < 1 for all i.

Proof From the definition of limit superior, for each 0 < ε < 1, there exists a δ > 0
such that
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βλ

T∫

0

| fi (t, xt )| dt < ε≥x≥ for ≥x≥ < δ for all i.

Select c1 < δ. Then, for x in K c1 ,

βλ

T∫

0

| fi (t, xt )| dt < ε≥x≥ < ≥x≥ ≤ c1 for all i

which implies (H20). ≡⊂
Lemma 3.1.2 Condition (H21) is implied by

c2 < λαT | fi (t, xt )| for t ∈ [0, T ], ∓ i, x ∈ K with c2 ≤ ≥x≥ ≤ β

α
c2.

Lemma 3.1.3 Condition (H22) is implied by

βλ lim sup
≥x≥∪∞

T∫

0

| fi (t, xt )| dt/≥x≥ < 1 for all i.

In turn, this condition is implied by

βλT lim sup
≥x≥∪∞

max
0≤t≤T

| fi (t, xt )|/≥x≥ < 1 for all i.

Proof Clearly, there exist positive constants ε < 1 and δ > 0 such that

βλ

T∫

0

| fi (t, xt )| dt < ε≥x≥ for ≥x≥ ≥ δ for all i.

From (A3), if ≥x≥ ≤ δ, βλ
∫ T
0 | fi (t, xt )| dt is bounded by a positive constant r .

Select c4 = r

1 − ε
. Then, for x ∈ K c4 ,

βλ

T∫

0

| fi (t, xt )| dt ≤ ε≥x≥ + r

≤ εc4 + r

= c4,

which implies (H22). ≡⊂
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When we know only the range of λ, rather than its value, hypotheses (H20)–(H22)

need to be modified as follows.

Theorem 3.1.2 When λ1 ≤ λ ≤ λ2, Theorem 3.1.1 remains valid if we replace
(H20)–(H22), respectively, by

(H23) λ2β
∫ T
0 | fi (t, xt )|dt < c1 for 1 ≤ i ≤ n and x ∈ K with ≥x≥ ≤ c1,

(H24) c2 < λ1α
∫ T
0 | fi (t, xt )|dt for 1 ≤ i ≤ n and x ∈ K with c2 ≤ ≥x≥ ≤ β

α
c2

and

(H25) λ2β
∫ T
0 | fi (t, xt )|dt ≤ c4 for 1 ≤ i ≤ n and x ∈ K with ≥x≥ ≤ c4.

3.2 Applications to Some Mathematical Models

Example 3.2.1 As a particular case of (3.1), we consider the scalar Eq. (2.12), which
is a Hematopoiesis model. Here, we assume that a, b and τ are continuous periodic
positive functions with a common period T , and the constants m, n, and T are
positive. The Green’s kernel for this equation is

G(t, s) = exp
(∫ s

t a(θ) dθ
)

δ − 1
, where δ = exp




T∫

0

a(θ) dθ

⎛

⎝ .

This kernel has the bounds

1

δ − 1
≤ G(t, s) ≤ δ

δ − 1
.

We define the cone K on X by

K = {x ∈ X : x(t) ≥ 1

δ
≥x≥, for t ∈ [0, T ]},

and the operator A by

(Ax)(t) =
t+T∫

t

G(t, s)b(s)
xm(s − τ(s))

1 + xn(s − τ(s))
ds.

As we see in the proof of the next theorem, condition (i) of the Leggett–Williams
fixed point Theorem 1.2.2 is satisfied if there exists a positive constant c2 such that

http://dx.doi.org/10.1007/978-81-322-1895-1_2
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1

δ − 1

t+T∫

t

b(s)
(c2/δ)m

1 + (δc2)n
ds > c2.

We select c2 as the minimizer of the function f (c) = (δ − 1)c( c
δ
)−m(1 + (δc)n).

This choice of c2 leads the assumption (3.6) in the following result.

Theorem 3.2.1 Assume n > m − 1 > 0 and

T∫

0

b(s) ds > δ2m−1(δ − 1)

⎞
n

1 + n − m

⎠ ⎞
1 + n − m

m − 1

⎠m−1
n

. (3.6)

Then, the hypotheses of Theorem 1.2.2 are satisfied and therefore (2.12) has at least
three positive T -periodic solutions.

Remark 3.2.1 Equation (2.12) with constant coefficients was considered in Sect. 2.4
of Chap.2 (see Example 2.5.4 and Theorem 2.5.5). If a(t) ∗ a, b(t) ∗ b, and
τ(t) ∗ τ are constants, then Theorem 3.2.1 implies that, if bT > μ, then (2.38)
has at least three positive T -periodic solutions, where μ is given in (2.39). Here,
only the lower bound on bT is required. On the other hand, a range on bT , that is,
μ
2 < bT < μ is required in Theorem 2.5.5 for the existence of at least three positive
T -periodic solutions of (2.38) although the condition 0 < m − 1 < n is required in
both the Theorems 2.5.5 and 3.2.1. Thus, Theorem 3.2.1 extends Theorem 2.5.5.

Furthermore, if a(t) ∗ a, b(t) ∗ b, and τ(t) ∗ τ are positive constants, then
(3.6) gives a better lower bound on bT than (2.39) for the existence of at least
three positive T -periodic solutions of (2.38). In view of this, one may observe, from
the proof of Theorem 3.2.1, which is given below, that a direct application of the
Leggett–Williams multiple fixed point theorem, that is, Theorem 1.2.2 provide a
better sufficient condition for the existence of positive T -periodic solutions ofmodels
arising in ecological and biological systems.

It seems that no result exists on the multiple positive periodic solutions of (2.38)
when bT ≤ μ

2 . Note that, if bT >
μ
2 , then (2.38) has at least three positive T -periodic

solutions, by Theorem 3.2.1.

Proof of Theorem 3.2.1 From the definition of the cone K , ≥x≥/δ ≤ x(s − τ(s)) ≤
≥x≥ for s ∈ [0, T ]. Then,

1

≥x≥
T∫

0

G(t, s)b(s)
xm(s − τ(s))

1 + xn(s − τ(s))
ds ≤ δ

δ − 1

T∫

0

b(s) ds
≥x≥m−1

1 + (≥x≥/δ)n
.

Since lim
x∪∞ xm−1/(1 + xn) = 0, the right-hand side of the above inequality

approaches zero as ≥x≥ ∪ ∞. By Lemma 3.1.3, this implies (H22), for c4 arbitrarily

http://dx.doi.org/10.1007/978-81-322-1895-1_2
http://dx.doi.org/10.1007/978-81-322-1895-1_2
http://dx.doi.org/10.1007/978-81-322-1895-1_2
http://dx.doi.org/10.1007/978-81-322-1895-1_2
http://dx.doi.org/10.1007/978-81-322-1895-1_2
http://dx.doi.org/10.1007/978-81-322-1895-1_2
http://dx.doi.org/10.1007/978-81-322-1895-1_2
http://dx.doi.org/10.1007/978-81-322-1895-1_2
http://dx.doi.org/10.1007/978-81-322-1895-1_2
http://dx.doi.org/10.1007/978-81-322-1895-1_2
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large, which in turn implies A(K c4) ⊂ K c4 . On the other hand, since lim
x∪0

xm−1/(1+
xn) = 0, the right-hand side of the above inequality approaches zero as ≥x≥ ∪ 0.
By Lemma 3.1.1, this implies (H20), for c1 arbitrarily small, which in turn implies
(ii) of Theorem 1.2.2. To prove (i) of Theorem 1.2.2, we set

c2 = 1

δ

⎞
m − 1

1 + n − m

⎠1/n

and c3 = δc2. Note that the set {x ∈ K (ψ, c2, c3) : ψ(x) > c2} is not empty because
the constant function c2+c3

2 is in this set. For each x in the cone K with c2 ≤ ψ(x)

and ≥x≥ ≤ c3, we have c2 ≤ ≥x≥ ≤ c3 and
c2
δ

≤ x(s − τ(s)) ≤ c2δ. Then,

ψ(Ax) ≥ 1

δ − 1

T∫

0

b(s) ds
(c2/δ)m

1 + (c2δ)n
> c2.

The above inequality follows from (3.6) and the choice of c2. Here, we have used
that 1 + (c2δ)n = n

1+n−m and

⎩c2
δ

)m = c2
1

δ2m−1

⎞
m − 1

1 + n − m

⎠m−1
n

.

The above inequality implies (i) of Theorem 1.2.2. Now,we prove (iii) in Theorem
1.2.2 holds. Note that

ψ(Ax) ≥ 1

δ − 1

t+T∫

t

b(s)
xm(s − τ(s))

1 + xn(s − τ(s))
ds.

From ≥Ax≥ > c3 = δc2, we have

c3 < ≥Ax≥ ≤ δ

δ − 1

t+T∫

t

b(s)
xm(s − τ(s))

1 + xn(s − τ(s))
ds.

Combining the two inequalities above gives ψ(Ax) > c2, which shows (iii) of
Theorem 1.2.2 holds. By the Leggett–Williams Theorem 1.2.2, Eq. (2.12) has at least
three positive T -periodic solutions. ≡⊂
Example 3.2.2 Consider the scalar delay differential equation

x ′(t) = −a(t)x(t) + b(t)xm(t − τ(t))e−γ x(t−τ(t)), (3.7)

where a, b, and τ are continuous periodic positive functions with a common period
T , and the constants m, γ , and T are positive. The Green’s kernel G and the cone K
are the same as above, and the operator A is

http://dx.doi.org/10.1007/978-81-322-1895-1_2


70 3 Multiple Periodic Solutions of a System of Functional Differential Equations

(Ax)(t) =
t+T∫

t

G(t, s)b(s)xm(s − τ(s)) exp(−γ x(s − τ(s))) ds.

For proving (i) in the Leggett–Williams fixed point Theorem 1.2.2, we need a positive
constant c2 such that

1

δ − 1

t+T∫

t

b(s) ds
⎩c2

δ

)m
exp(−γ δc2) > c2.

We select c2 as the minimizer of the function f (c) = (δ − 1)c
( c

δ

)−m
eγ δc. This

choice of c2 leads to the assumption in the following result.

Theorem 3.2.2 Assume that m > 1 and that

T∫

0

b(s) ds > δ(δ − 1)

⎞
γ δ2e

m − 1

⎠m−1

. (3.8)

Then, the hypotheses of Theorem 1.2.2 are satisfied and therefore (3.7) has at least
three positive T -periodic solutions.

Remark 3.2.2 Clearly, (3.7) is a particular case of (2.11) with n = 1. If a(t) ∗ a,
b(t) ∗ b, and τ(t) ∗ τ are positive constants, then Theorem 3.2.2 implies that if
m > 1 and

bT > δ(δ − 1)

⎞
γ δ2e

m − 1

⎠m−1

, (3.9)

then Eq. (2.35) with n = 1 has at least three positive T -periodic solutions, where
δ = eaT . On the other hand, Theorem 2.5.2 and Corollary 2.5.1 imply that if m > 1
and either

2e(δ − 1)δm−1γ m−1 ≤ 1 (3.10)

or

δ < min

{
1

γ
,
1 + 2e

2e

}
, (3.11)

then Eq. (2.35) with n = 1 has at least three positive T -periodic solutions for 1
2 <

bT < 1. Although the condition in (3.9) looks complicated, only a lower bound on
bT is required. On the other hand, condition (3.10) or (3.11) seems easy to verify
with the price that a lower and upper bound on bT are required.

http://dx.doi.org/10.1007/978-81-322-1895-1_2
http://dx.doi.org/10.1007/978-81-322-1895-1_2
http://dx.doi.org/10.1007/978-81-322-1895-1_2
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Proof of Theorem 3.2.2 This proof is similar to the one in Theorem 3.2.1, so
we only give a sketch of it. Since lim

x∪∞ xm−1e−γ x = 0, Lemma 3.1.3 implies

(H22), for c4 arbitrarily large, which in turn implies A(K c4) ⊂ K c4 . Again, since
lim
x∪0

xm−1e−γ x = 0, Lemma 3.1.2 implies (H20), for c1 arbitrarily small, which in

turn implies (ii) of Theorem 1.2.2. To prove (i) of Theorem 1.2.2, we set

c2 = m − 1

γ δ

and c3 = δc2. For each x in the cone K with c2 ≤ ψ(x) and ≥x≥ ≤ c3, we have
c2 ≤ ≥x≥ ≤ c3 and

c2
δ

≤ x(s − τ(s)) ≤ c2δ. Hence,

ψ(Ax) ≥ 1

δ − 1

T∫

0

b(s) ds

⎞
c2
δ

⎠m

e−γ c2δ > c2.

The above inequality follows from (3.8) and the choice of c2. Therefore, condition
(i) is satisfied. The proof of condition (iii) is the same as in the proof of Theorem
3.2.1. Then, by the Leggett–Williams fixed point Theorem 1.2.2, (3.7) has at least
three positive T -periodic solutions. ≡⊂
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Chapter 4
Multiple Periodic Solutions of Nonlinear
Functional Differential Equations

In this chapter1, we present results on the existence of two positive periodic solutions
of the first order functional differential equation

x ′(t) = a(t)x(t) − f (t, x(h(t))), (4.1)

where a, h ∈ C(R, R+) and a(t + T ) = a(t), T > 0 is a real number, f :
R × R+ ∞ R+, and f (t + T, x) = f (t, x). If h(t) = t − λ(t) and λ ∈ C(R, R+),
λ(t + T ) = λ(t) with λ(t) → t , then (4.1) takes the form

x ′(t) = a(t)x(t) − f (t, x(t − λ(t))). (4.2)

From results on the existence of positive periodic solutions of (4.1), we can find from
the arguments in the succeeding sections that some similar results can be derived
for (4.2). The results obtained in [1, 5, 7, 12–14] can be applied to (4.1). One may
observe from the sufficient conditions assumed in Chaps. 2 and 3, that the function
f needs to be unimodal, that is, the function f first increases and then it decreases
eventually. This is because of the choice of a constant c4 needed in the use of the
Leggett-Williams multiple fixed point Theorem 1.2.2, for the existence of three fixed
points of an operator which, in turn, is equivalent to the existence of three positive
periodic solutions of (4.1) or (4.2). The above choices of functions exclude many
important class of growth functions arising in various mathematical models, such as:

(i) Logistic equation of multiplicative type with several delays

x ′(t) = x(t)

[
a(t) −

n∏

i=1

bi (t)x(t − λi (t))

]
, (4.3)

where a, bi , λi ∈ C(R, R+) are T -periodic functions;
(ii) Generalized Richards single species growth model

1 Some of the results in this chapter are taken from Padhi et al. [9–11].

S. Padhi et al., Periodic Solutions of First-Order Functional Differential Equations 73
in Population Dynamics, DOI: 10.1007/978-81-322-1895-1_4, © Springer India 2014
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x ′(t) = x(t)

[
a(t) −

(
x(t − λ(t))

E(t)

)τ
]

, (4.4)

where a, E, λ ∈ C(R, R+) are T -periodic functions and τ > 0 is a constant;
(iii) Generalized Michaelis-Menton type single species growth model

x ′(t) = x(t)

[
a(t) −

n∑

i=1

bi (t)x(t − λi (t))

1 + ci (t)x(t − λi (t))

]
, (4.5)

where a, bi , ci , and λi ∈ C(R, R+), i = 1, 2, . . . , n, are T -periodic functions.

In this chapter, we attempt to study the existence of two positive T -periodic solu-
tions of the Eq. (4.1). Then we apply the obtained result to find sufficient conditions
for the existence of two positive T -periodic solutions of the models (4.3)–(4.5). To
prove the results, we use the Leggett-Williams multiple fixed point Theorem 1.2.1.

The following open problem was proposed by Kuang [6, open Problem 9.2]:
Obtain sufficient conditions for the existence of positive periodic solutions of the
equation

x ′(t) = x(t)[a(t) − b(t)x(t) − c(t)x(t − λ(t)) − d(t)x ′(t − ε(t))]. (4.6)

Liu et al. [8] gave a partial answer to the above problem by using a fixed point
theorem for strict set-contractions. They proved that (4.6) has at least one positive T -
periodic solution. Freedman and Wu [3] studied the existence and global attractivity
of a positive periodic solution of (4.6) with d(t) ≥ 0. In this chapter, we apply the
Leggett-Williams multiple fixed point Theorem 1.2.1 to show that (4.6) has at least
two positive T -periodic solutions (See Example 4.2.1) when d(t) ≥ 0.

The results of this chapter can be extended to

x ′(t) = a(t)x(t) − f (t, x(h1(t)), ..., x(hn(t))), (4.7)

where hi (t) ≤ 0, i = 1, . . . , n, and f ∈ C(R × Rn+, R+) is periodic with respect to
the first variable.

Observe that (4.1) is equivalent to

x(t) =
t+T⎛

t

G(t, s) f (s, x(h(s))) ds,

where

G(t, s) = e
−

s⎝
t

a(τ) dτ

1 − e
−

T⎝

0
a(τ) dτ
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is the Green’s kernel. The lower bound, being positive, is used for defining a cone.
The Green’s kernel G(t, s) satisfies the property

0 < δ = φ

1 − φ
→ G(t, s) → 1

1 − φ
= ψ, s ∈ [t, t + T ],

where φ = e
−

T⎝

0
a(τ) dτ

< 1.
Let

X = {x ∈ C(R, R) : x(t) = x(t + T )}

with the norm ‖x‖ = sup
t∈[0,T ]

|x(t)|; then X is a Banach space with the norm ‖ · ‖.
Define a cone K in X by

K = {x ∈ X : x(t) ≤ φ‖x‖, t ∈ [0, T ]}

and an operator A on X by

(Ax)(t) =
t+T⎛

t

G(t, s) f (s, x(h(s))) ds. (4.8)

If we proceed along the lines of Lemma 2.1.1 and Lemma 2.1.2 in Chap.2, we can
prove that A(K ) ⊂ K , A : K ∞ K is completely continuous, and the existence of
a positive periodic solution of (4.1) is equivalent to the existence of a fixed point of
A in K .

4.1 Positive Periodic Solutions of the Equation
x′(t) = a(t)x(t) − f (t, x(h(t)))

In this section, we shall obtain some sufficient conditions for the existence of at least
two positive T -periodic solutions of (4.1).

Denote

f τ = lim sup
x∞τ

f (t, x)

a(t)x
and Fτ = lim sup

x∞τ

f (t, x)

x
.

Theorem 4.1.1 Assume that there exist constants c1 and c2 with 0 < c1 < c2 such
that

(H26)

T⎛

0

f (t, x(h(t))) dt >
c2
δ

f or x ∈ K , c2 → x → c2
φ

, and 0 → t → T,

http://dx.doi.org/10.1007/978-81-322-1895-1_2
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and

(H27)

T⎛

0

f (t, x)) dt <
c1
ψ

f or x ∈ K , 0 → x → c1, and 0 → t → T .

Then Eq. (4.1) has at least two positive T -periodic solutions.

Proof Define a nonnegative concave continuous functional θ on K by θ(x) =
min

t∈[0,T ] x(t). Then θ(x) → ‖x‖. Set c3 = c2
φ
and α0(t) = α0 = c2+c3

2 . Then α0 ∈
{x ∈ K (θ, c2, c3) : θ(x) > c2}. Furthermore, for x ∈ K (θ, c2, c3), (H26) implies

θ(Ax) = min
0→t→T

t+T⎛

t

G(t, s) f (s, x(h(s))) ds

≤ δ

T⎛

0

f (s, x(h(s))) ds

> c2.

Now let x ∈ K c1 . Then, from (H27),

‖Ax‖ = sup
0→t→T

t+T⎛

t

G(t, s) f (s, x(h(s))) ds

→ ψ

T⎛

0

f (s, x(h(s))) ds

< c1.

Next, suppose that x ∈ K c3 with ‖Ax‖ > c3. Then,

θ(Ax) = min
0→t→T

t+T⎛

t

G(t, s) f (s, x(h(s))) ds

≤ δ

T⎛

0

f (s, x(h(s))) ds
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and

c3 < ‖Ax‖ → ψ

T⎛

0

f (s, x(h(s))) ds

= δ

φ

T⎛

0

f (s, x(h(s))) ds

→ 1

φ
θ(Ax)

imply that

θ(Ax) >
c2
c3

‖Ax‖.

Hence, by Theorem 1.2.1, Eq. (4.1) has at least two positive T -periodic solutions.
This completes the proof of the theorem. ≡⊂
Theorem 4.1.2 Assume that there exist constants c1 and c2 with 0 < c1 < c2 such
that

(H28) f (t, x(h(t))) >
c2
δT

f or x ∈ K , c2 → x → c2
φ

, and 0 → t → T

and

(H29) f (t, x(h(t))) <
c1
ψT

f or x ∈ K , 0 → x → c1, and 0 → t → T .

Then Eq. (4.1) has at least two positive T -periodic solutions.

The proof of the theorem follows from Theorem 4.1.1. Indeed, (H26) and (H27)

follow from (H28) and (H29), respectively.

Theorem 4.1.3 Let

(H30) min
0→t→T

f ∪ = ∪

and

(H31) max
0→t→T

f 0 = 0.

Then Eq. (4.1) has at least two positive T -periodic solutions.

Proof From (H30), it follows that there exists c2 > 0 large enough such that
f (t, x) ≤ a(t)x for c2 → x → c2

φ
. Define θ as in the proof of Theorem 4.1.1 and set
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c3 = c2
φ
and α0(t) = α0 = c2+c3

2 . Then α0 ∈ {x ∈ K (θ, c2, c3) : θ(x) > c2}. For
x ∈ K (θ, c2, c3), we have

θ(Ax) = min
0→t→T

t+T⎛

t

G(t, s) f (s, x(h(s))) ds

≤ min
0→t→T

t+T⎛

t

G(t, s)a(s)x(s) ds

≤ c2 min
0→t→T

t+T⎛

t

a(s)G(t, s) ds

= c2.

Next, by (H31), there exists β, 0 < β < c2 such that f (t, x) < a(t)x for 0 < x < β .
Set c1 = β . Then c1 < c2 and f (t, x) < a(t)c1 for 0 < x < c1. Now, for x ∈ K c1 ,
we have

‖Ax‖ = sup
0→t→T

t+T⎛

t

G(t, s) f (s, x(h(s))) ds

→ sup
0→t→T

t+T⎛

t

G(t, s)a(s)x(s) ds

< c1 sup
0→t→T

t+T⎛

t

a(s)G(t, s) ds

= c1.

In addition, for x ∈ K c3 with ‖Ax‖ > c3, we have

θ(Ax) = min
0→t→T

t+T⎛

t

G(t, s) f (s, x(h(s))) ds

≤ δ

T⎛

0

f (s, x(h(s))) ds
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and

c3 < ‖Ax‖ → ψ

T⎛

0

f (s, x(h(s))) ds

= δ

φ

T⎛

0

f (s, x(h(s))) ds

→ 1

φ
θ(Ax).

The above inequalities imply that

θ(Ax) >
c2
c3

‖Ax‖.

Hence, by Theorem 1.2.1, Eq. (4.1) has at least two positive T -periodic solutions.
This completes the proof of the theorem. ≡⊂
Theorem 4.1.4 Suppose that there exists a constant μ, 0 < μ → 1 such that

(H32) f ∪ >
1

μ

and

(H33) f 0 < μ.

Then there exist at least two positive T -periodic solutions of Eq. (4.1).

Proof Since (H32) holds, there exists c2 > 0 such that

f (t, x) >
a(t)x

μ
for c2 → x → c2

φ
.

Define the nonnegative concave continuous functionalθ on K byθ(x) = mint∈[0,T ]
x(t). Take c3 = c2

φ
and α0(t) = c2+c3

2 . This shows that α0(t) ∈ {x : x ∈
K (θ, c2, c3), θ(x) > c2} ∓= ∗. Then for x ∈ K (θ, c2, c3), we have

θ(Ax) = min
0→t→T

t+T⎛

t

G(t, s) f (s, x(h(s))) ds

> min
0→t→T

t+T⎛

t

G(t, s)
a(s)x(s)

μ
ds
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≤ c2
μ

min
0→t→T

t+T⎛

t

a(s)G(t, s) ds

> c2.

From (H33), there exists a real β , 0 < β < c2 such that f (t, x) < a(t)μx for
0 < x → β . Set c1 = β ; then c1 < c2. For x ∈ K c1 , we have

‖Ax‖ = sup
0→t→T

t+T⎛

t

G(t, s) f (s, x(h(s))) ds

< sup
0→t→T

t+T⎛

t

G(t, s)a(s)μ‖x‖ ds

→ μ c1
< c1.

The rest of the proof is similar to that of Theorem 4.1.1 and is omitted. ≡⊂
Corollary 4.1.1 If f 0 < 1 and f ∪ > 1, then Eq. (4.1) has at least two positive
T -periodic solutions.

Theorem 4.1.5 If

(H34) max
t∈[0,T ] F0 = δ1 ∈

(
0,

1

ψT

)

and there exists a constant c2 > 0 such that

(H35) f (t, x) >
1

δφT
x f or c2 → x → c2

φ
,

then Eq. (4.1) has at least two positive T -periodic solutions.

Remark 4.1.1 The conditions in Theorems 4.1.1–4.1.4, Corollary 4.1.1, and Theo-
rem 4.1.5 improve the results in [4, 8, 15, 16].

Theorem 4.1.6 Suppose that
(H36) f is nondecreasing with respect to x

and there are constants 0 < c1 < c2 such that

(H37)

T⎝

0
f (t, c1) dt

(1 − φ)c1
< 1 <

φ
T⎝

0
f (t, φc2) dt

(1 − φ)c2
.

Then Eq. (4.1) has at least two positive T -periodic solutions.
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Proof Set c3 = c2
φ
, define θ as in the proof of Theorem 4.1.1, and let α0(t) = α0 =

c2+c3
2 . Then α0 ∈ {x ∈ K (θ, c2, c3) : θ(x) > c2}. For x ∈ K (θ, c2, c3), applying

(H36) and (H37), we obtain

θ(Ax) = min
0→t→T

t+T⎛

t

G(t, s) f (s, x(h(s))) ds

≤ φ

1 − φ

T⎛

0

f (s, x(h(s))) ds

≤ φ

1 − φ

T⎛

0

f (s, φc2) ds

> c2.

Next, for x ∈ K c1, we have

‖Ax‖ = sup
0→t→T

t+T⎛

t

G(t, s) f (s, x(h(s))) ds

→ 1

1 − φ

T⎛

0

f (s, ‖x‖) ds

→ 1

1 − φ

T⎛

0

f (s, c1) ds

< c1

by using (H36) and (H37). Finally, for x ∈ K c3 with ‖Ax‖ > c3, we have

θ(Ax) = min
0→t→T

t+T⎛

t

G(t, s) f (s, x(h(s))) ds

≤ φ

1 − φ

T⎛

0

f (s, x(h(s))) ds
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and

c3 < ‖Ax‖ → 1

1 − φ

T⎛

0

f (s, x(h(s))) ds

→ 1

φ
θ(Ax),

which together imply

θ(Ax) >
c2
c3

‖Ax‖.

Thus, all the conditions of Theorem 1.2.1 are satisfied and so Eq. (4.1) has at least
two positive T -periodic solutions. This completes the proof of the theorem. ≡⊂
Theorem 4.1.7 Suppose that (H36) holds and there are constants 0 < c1 < c2 such
that

(H38)

T max
t∈[0,T ] f (t, c1)

(1 − φ)c1
< 1 <

φ T min
t∈[0,T ] f (t, φc2)

(1 − φ)c2
.

Then Eq. (4.1) has at least two positive T -periodic solutions.

Proof Takeθ as in the proof of Theorem 4.1.1 and letα0(t) = c2+c3
2 , where c3 = c2

φ
.

Then α0(t) ∈ {x ∈ K (θ, c2, c3) : θ(x) > c2} ∓= α. Now using (H36) and (H38),
we have for x ∈ K (θ, c2, c3),

θ(Ax) = min
0→t→T

t+T⎛

t

G(t, s) f (s, x(h(s))) ds

≤ φ

1 − φ

T⎛

0

f (s, φc2) ds

≤ φ

1 − φ
min

0→t→T
f (t, φc2) T

> c2.

For x ∈ K c1 , we can use (H36) and (H38) to obtain

‖Ax‖ = sup
0→t→T

t+T⎛

t

G(t, s) f (s, x(h(s))) ds

→ 1

1 − φ

T⎛

0

f (s, ‖x‖) ds
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→ 1

1 − φ
max
0→t→T

f (t, c1) T

< c1.

The last part of the proof is similar to that of Theorem 4.1.1 and hence is omitted.
Therefore, (4.1) has at least two positive T -periodic solutions and this completes the
proof of the theorem. ≡⊂

Wang [12] considered the differential equation

x ′(t) = a(t)g(x(t))x(t) − λb(t) f (x(t − λ(t))), (4.9)

where λ > 0 is a positive parameter, a, b ∈ C(R, [0,∪)) are T -periodic functions,⎝ T
0 a(t) dt > 0,

⎝ T
0 b(t) dt > 0, λ ∈ C(R, R) is a T -periodic function, f , g :

[0,∪) ∞ [0,∪) are continuous, 0 < l → g(x) < L < ∪ for x ≤ 0, l, L are
positive constants and f (x) > 0 for x > 0. In developing sufficient conditions for
the existence of positive T -periodic solutions he introduced the notations

i0 = number of zeros in the set { f 0, f ∪}

and
i∪ = number of infinities in the set { f 0, f ∪},

where
f 0 = lim

x∞0+
f (x)

x
and f ∪ = lim

x∞∪
f (x)

x
.

In what follows, we apply Theorem 1.2.2 to Eq. (4.9) to obtain some new results
different from those in [12]. The Banach space X and a cone K are same as defined
earlier in the chapter but the operator A is replaced by

(Aλx)(t) = λ

t+T⎛

t

Gx (t, s)b(s) f (x(s − λ(s))) ds,

where

Gx (t, s) = e
−

s⎝
t

a(τ)g(x(τ)) dτ

1 − e
−

T⎝

0
a(τ)g(x(τ)) dτ

is the Green’s kernel. The Green’s kernel Gx (t, s) satisfies the property

φL

1 − φL
→ Gx (t, s) → 1

1 − φl
.

Proceeding as in the proof of Theorem 4.1.6, we obtain the following result.
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Theorem 4.1.8 Let (H36) hold. Further, assume that there are constants 0 < c1 <

c2 such that

(H39)
(1 − φL)c2

φL f (c2)
T⎝

0
b(s) ds

< λ <
(1 − φl)c1

f (c1)
⎝ T
0 b(s) ds

.

Then Eq. (4.9) has at least two positive T -periodic solutions.

Section2.2 of Chap. 2 deals with the existence of at least three positive T -periodic
solutions of the Eq. (4.1) with a parameter λ. Some of the results can be extended to
Eq. (4.9). In the following, we apply Theorem 1.2.2 to Eq. (4.9) to obtain a different
sufficient condition for the existence of at least three positive T -periodic solutions.

Theorem 4.1.9 Let f 0 < 1− φl and f ∪ < 1− φl hold. Assume that there exists a
constant c2 > 0 such that

(H40) f (x) >
(1 − φL)

φ2L
c2 f or c2 → x → (1 − φL)

φL(1 − φl)
c2.

Then Eq. (4.9) has at least three positive T -periodic solutions for

φL

T⎝

0
b(t) dt

< λ <
1

T⎝

0
b(t) dt

.

Proof Since f̄ ∪ < 1−φl , there exist 0 < γ < 1−φl and β > 0 such that f (x) → γx
for x ≤ β . Let γ = max

0→x→β,0→t→T
f (x). Then f (x) → γx + γ for x ≤ 0.

Choose c4 > 0 such that

c4 > max

⎞
γ

(1 − φl) − γ
,

1 − φL

φL(1 − φl)
c2

⎠
.

Then, for x ∈ K c4 ,

‖Aλx‖ = sup
0→t→T

λ

t+T⎛

t

G(t, s)b(s) f (x(s − λ(s))) ds

→ 1

1 − φl
λ

T⎛

0

b(s) f (x(s − λ(s))) ds

http://dx.doi.org/10.1007/978-81-322-1895-1_2
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→ 1

1 − φl
λ

T⎛

0

b(s)(γ‖x‖ + γ ) ds

→ 1

1 − φl
(γc4 + γ )

< c4,

that is, A : K c4 ∞ K c4 .

Now, we define a nonnegative concave continuous functional θ on K by θ(x) =
min

t∈[0,T ] x(t). Then θ(x) → ‖x‖. Set c3 = 1−φL

φL (1−φl )
c2 and α0(t) = α0 = c2+c3

2 . Then

c2 < c3 and α0 ∈ {x ∈ K (θ, c2, c3) : θ(x) > c2}. For x ∈ K (θ, c2, c3), it follows
from (H40) that

θ(Aλx) = min
0→t→T

λ

t+T⎛

t

G(t, s)b(s) f (x(s − λ(s))) ds

≤ φL

1 − φL
λ

T⎛

0

b(s) f (x(s − λ(s))) ds

≤ φL

1 − φL
λ

T⎛

0

b(s)
1 − φL

φ2L
c2 ds

> c2.

Next, since f̄ 0 < 1 − φl , there exists a positive ε < c2 such that

f (x) < (1 − φl)x for 0 < x → ε.

Set c1 = ε ; then c1 < c2. For x ∈ K c1 , we have

‖Aλx‖ = sup
0→t→T

λ

t+T⎛

t

G(t, s)b(s) f (x(s − λ(s))) ds

→ 1

1 − φl
λ

T⎛

0

b(s)(1 − φl)‖x‖ ds

→ 1

1 − φl
λ

T⎛

0

b(s)(1 − φl)c1 ds

< c1.
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Finally, for x ∈ K (θ, c2, c4) with ‖Aλx‖ > c3, we have

c3 < ‖Aλx‖ → 1

1 − φl
λ

T⎛

0

b(s) f (x(s − λ(s))) ds,

which, in turn implies that

θ(Aλx) ≤ φL

1 − φL
λ

T⎛

0

b(s) f (x(s − λ(s))) ds

>
φL

1 − φL
(1 − φl)c3

= c2.

Hence, by Theorem 1.2.2, Eq. (4.9) has at least three positive T -periodic solutions. ≡⊂
Corollary 4.1.2 If i0 = 2 and there exists a constant c2 > 0 such that (H40) holds,
then Eq. (4.9) has at least three positive T -periodic solutions.

Remark 4.1.2 Wang [12] obtained three different results for the existence of at least
one positive periodic solution of (4.9) using fixed point index theory [2]. In Corollary
4.1.2, it has been shown that (4.9) has at least three positive T -periodic solutionswhen
i0 = 2.

It would be interesting to obtain sufficient conditions for the existence of at least
two or three positive periodic solutions of (4.9) when i0 ∈ {0, 1} and i0 ∈ {0, 1, 2} by
using the Leggett-Williams multiple fixed point theorems. Bai and Xu [1] obtained
a sufficient condition ([1, Theorem 3.2]) for the existence of three nonnegative
T -periodic solutions of (4.9). Although the condition i0 = 2 holds both in [1, The-
orem 3.2] and in Corollary 4.1.2 above, condition (H40) and the condition (H5) in
[1] are different. Accordingly, the ranges on the parameter λ are also different.

Finally, we generalize some of the above results to the scalar differential equation
of the form

dx

dt
= −A(t)x(t) + f (t, x(t)), (4.10)

where A ∈ C(R, R) and f ∈ C(R × R, R) satisfy A(t + T ) = A(t) and f (t +
T, x) = f (t, x). We shall apply Theorem 1.2.1 to obtain the existence of at least two
positive periodic solutions of (4.10).

Lemma 4.1.1 If x(t) is a T—periodic solution of (4.10) then it satisfies the integral
equation

x(t) =
t+T⎛

t

G(t, s) f (s, x(s)) ds (4.11)
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where G(t, s) is the Green’s function given by

G(t, s) =
exp

( s⎝
t

A(τ)dτ

)

exp

⎩
T⎝

0
A(τ)dτ

)
− 1

, t, s ∈ R. (4.12)

Now, let us define

φ = exp

( T⎛

0

A(τ)dτ

)
. (4.13)

Observe that φ > 1 if
T⎛

0

A(τ)dτ > 0. (4.14)

Under the assumption (4.14), the Green’s function (4.12) satisfies

0 <
1

φ − 1
< G(t, s) <

φ

φ − 1
, s ∈ [t, t + T ]. (4.15)

We know that the set

X = {x ∈ C([0, T ], R) : x(0) = x(T )} (4.16)

endowed with the norm
‖x‖ = sup

0→t→T
x(t) (4.17)

is a Banach space where C[0, T ] is the set of all continuous functions defined on
[0, T ].
Theorem 4.1.10 Let

⎝ T
0 A(s)ds > 0. Assume:

(H41) there exists c3 > 0 such that
⎝ T
0 f (s, x)ds > 0 if 0 < x → c3 and

T⎛

0

f (s, x)ds ≤ φ − 1

φ
c3 if

c3
φ

→ x → c3; (4.18)

(H42) lim‖x‖∞0

1
‖x‖

T⎝

0
f (s, x)ds < φ−1

φ
.

Then Eq. (4.10) has at least two positive T-periodic solutions in K c3 .
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Proof Let us consider the Banach space X endowed with the sup norm as defined in
(4.16)–(4.17). Define a cone K on X by

K = {x ∈ X : x(t) > 0}. (4.19)

Let c3 be a positive constant satisfying the conditions in the hypotheses. Define an
operator E : K c3 ∞ K by

(Ex)(t) =
t+T⎛

t

G(t, s) f (s, x(s)) ds. (4.20)

It is clear that the existence of a fixed point of E is equivalent to the existence of a
positive periodic solution of (4.10).

We shall apply Leggett-Williams multiple fixed point theorem to the above opera-
torE to prove the existence of at least twopositive periodic solutions for theEq. (4.10).

It can be easily verified that E is well defined, completely continuous on K c3 , and
E(K c3) ⊂ K . Consider the nonnegative concave continuous functional θ defined
on K by

θ(x) = min
0→t→T

x(t). (4.21)

For c2 = c3
φ
and α0 = 1

2 (c2 + c3) we have, c2 < α0 < c3 and so

{x ∈ K (θ, c2, c3) : θ(x) > c2} ∓= ∗.

For x(t) ∈ K (θ, c2, c3),

θ(Ex) = min
0→t→T

t+T⎛

t

G(t, s) f (s, x(s)) ds

>
1

φ − 1

T⎛

0

f (s, x(s)) ds (from (4.15))

≤ 1

φ − 1

φ − 1

φ
c3 (fromH41)

= c3
φ

.

Hence, condition (i) of Theorem 1.2.1 is satisfied.
Now, we show that condition (ii) of Theorem 1.2.1 holds. From condition (H42),

there exists β, 0 < β < c2, such that
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T⎛

0

f (s, x(s)) ds <
φ − 1

φ
‖x‖ for 0 → ‖x‖ → β. (4.22)

Choose c1 = β. Then we have 0 < c1 < c2 and for 0 → x(s) → c1, applying (4.15)
and (4.22), we obtain

‖Ex‖ = sup
0→t→T

T⎛

0

G(t, s) f (s, x(s)) ds

<
φ

φ − 1

T⎛

0

f (s, x(s)) ds

→ φ

φ − 1

φ − 1

φ
‖x‖

→ c1.

Hence, condition (ii) in Theorem 1.2.1 is established.
Now from (4.15),

θ(Ex) = min
0→t→T

t+T⎛

t

G(t, s) f (s, x(s)) ds

>
1

φ − 1

T⎛

0

f (s, x(s)) ds. (4.23)

Let 0 < x(t) → c3 be such that ‖Ex‖ > c3. For such a choice of x(t), we have

c3 < ‖Ex‖ = sup
0→t→T

T⎛

0

G(t, s) f (s, x(s)) ds

<
φ

φ − 1

T⎛

0

f (s, x(s)) ds

→ φ
1

φ − 1

T⎛

0

f (s, x(s)) ds

< φθ(Ex)

by (4.23). Therefore, θ(Ex) > 1
φ
‖Ex‖ and this implies that θ(Ex) > c2

c3
‖Ex‖ for

0 < x(t) → c3 satisfying ‖Ex‖ > c3. Hence, condition (iii) of Theorem 1.2.1 is
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also satisfied. Therefore, by Theorem 1.2.1, the operator (4.20) has at least two fixed
points in K c3 , so Eq. (4.10) admits at least two positive T -periodic solutions. This
completes the proof. ≡⊂

Corollary 4.1.3 Let
T⎝

0
A(s) ds > 0. Assume there exists a positive constant c3 such

that
T⎛

0

f (t, x)dt > 0 for 0 < x → c3, (4.24)

T⎛

0

f (s, x)ds = φ − 1

φ
x for x = c3, (4.25)

T⎛

0

f (s, x)ds >
φ − 1

φ
c3 for

c3
φ

→ x < c3, (4.26)

and

(H∗
42) lim

x∞0

1
x

T⎝

0
f (s, x)ds < φ−1

φ
.

Then Eq. (4.10) has at least two positive T-periodic solutions in K c3 .

Proof Assume that there exists c3 > 0 such that (4.24)–(4.26) hold. This implies
that

T⎛

0

f (s, x) ds ≤ φ − 1

φ
c3 for

c3
φ

→ x → c3,

and hence (H∗
42) implies (H42).

Now, let us assume

lim
x∞0

T⎛

0

f (s, x)

x
ds <

φ − 1

φ
. (4.27)

We have 1
‖x‖

⎝ T
0 f (s, x) ds = ⎝ T

0
f (s,x)
‖x‖ ds → ⎝ T

0
f (s,x)
x(s) ds for s ∈ [0, T ]. Observe

that ‖x‖ ∞ 0 if and only if x(s) also tends to zero for all s ∈ [0, T ]. Therefore, in
view of (4.27) we have
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lim‖x‖∞0

1

‖x‖
T⎛

0

f (s, x(s)) ds → lim
x(s)∞0

T⎛

0

f (s, x(s))

x(s)
ds <

φ − 1

φ
, for all s ∈ [0, T ].

Therefore, condition (H∗
42) implies (H42), and this completes the proof of the

theorem. ≡⊂

4.2 Applications to Some Mathematical Models

Ye et al. [15] and Zhang et al. [16] showed that the models (4.3)–(4.6) have at least
one positive periodic solution. In the following section, we apply some of the results
obtained in Sect. 4.1 to obtain sufficient conditions for the existence of at least two
positive periodic solutions of the models (4.3)–(4.6).

Example 4.2.1 The generalized logistic model for a single species

x ′(t) = x(t)[a(t) − b(t)x(t) − c(t)x(t − λ(t))] (4.28)

has at least two positive T -periodic solutions, where a(t), b(t) and c(t) are nonneg-
ative continuous periodic functions.

To see this, set f (t, x) = x(t)[b(t)x(t) + c(t)x(t − λ(t))]. Since

max
t∈[0,T ]

f (t, x)

a(t)x
→ max

t∈[0,T ]

⎞
b(t)

a(t)

⎠
‖x‖ + max

t∈[0,T ]

⎞
c(t)

a(t)

⎠
‖x‖ ∞ 0 as x ∞ 0,

we see that (H31) is satisfied. Moreover,

min
t∈[0,T ]

f (t, x)

a(t)x
≤ min

t∈[0,T ] φ
⎞

b(t)

a(t)

⎠
‖x‖ ∞ ∪ as x ∞ ∪;

so (H30) is satisfied. Thus, by Theorem 4.1.3, Eq. (4.28) has at least two positive
T -periodic solutions.

Example 4.2.2 The logistic equation for a single species

x ′(t) = x(t)

[
a(t) −

n∑

i=1

bi (t)x(t − λi (t))

]
(4.29)

has at least two positive T -periodic solutions, where a, bi , λi ∈ C(R, R+) are
T -periodic functions.

Example 4.2.3 The logistic equation with several delays (4.3) has at least two
positive T -periodic solutions.
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Example 4.2.4 The generalized Richards single species growth model (4.4) has at
least two positive T -periodic solutions.

The verification of Examples 4.2.2–4.4.4 are similar to that of Example 4.2.1.
ApplyingCorollary 4.1.1 to the generalizedMichaelis-Menton type single species

growth model (4.5), we obtain the following result.

Example 4.2.5 If

min
t∈[0,T ]

n∑

i=1

bi (t)

a(t)ci (t)
> 1,

then (4.5) has at least two positive T -periodic solutions.
Now, we assume that the population is subject to harvesting. Under the catch-per-

unit-effort hypothesis [15], the harvested population’s growth model becomes

x ′(t) = x(t)

[
a(t) − b(t)x(t)

1 + c(t)x(t)

]
− q Ex, (4.30)

where q and E are positive constants denoting the catch-ability coefficients and
harvesting effort, respectively. Ye et al. [15] proved that if 0 < q E < 1−φ

T and⎜
bm

c + q E
)

> 1−φ
φ2T

, then (4.30) has at least one positive T -periodic solution, where

bm = min0→t→T b(t) and 0 < c(t) → c.

Theorem 4.2.1 Suppose that 0 < q E < 1−φ
T and

φ
T⎝

0
b(t) dt

c + q E > 1−φ
φ2T

. Then
Eq. (4.30) has at least two positive T -periodic solutions.

Proof Set f (t, x) = b(t)x2

1+c(t)x + q Ex . Then q E < 1−φ
T implies the condition (H34).

Choose c2 = φ(1−q EδφT )

δφ2T
T⎝

0
b(t) dt−c(1−q EδφT )

; then
c2δφ2T

T⎝

0
b(t) dt

φ+cc2
+ q EδφT = 1. Setting

c3 = c2
φ

= 1−q EδφT

δφ2T
T⎝

0
b(t) dt−c(1−q EδφT )

, we have c2 < c3. Now for c2 → x → c3
φ
, we

have

f (t, x) >

c22
T⎝

0
b(t) dt

1 + c c2
φ

+ q Ec2

= c2
δφT



⎢⎢⎢⎡

c2δφ2T
T⎝

0
b(t) dt

φ + cc2
+ q EδφT

⎣

⎤⎤⎤⎦

≤ c2
δφT

,
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that is, (H35) holds. Hence, by Theorem 4.1.5, (4.30) has at least two positive T -
periodic solutions. ≡⊂
Remark 4.2.1 There are very few results in the literature on the existence of two
periodic solutions of (4.1) with its application to the models (4.3)–(4.6). Hence,
simple results on the existence of two periodic solutions of the above equations are
of immense importance.

4.3 Application to Renewable Resource Dynamics

In this section, we apply Theorem 4.1.10 and Corollary 4.1.3 to investigate the
existence of positive T -periodic solutions of the ordinary differential equation

x ′ = a(t)x(x − b(t))(c(t) − x) (4.31)

representing dynamics of a renewable resource that is subjected to Allee effects. The
transformation y(t) = c(t)x(t) transforms Eq. (4.31) in to

dy

dt
= −

(
a(t)c2(t)k(t) + c′(t)

c(t)

)
y + a(t)c2(t) ((1 + k(t)) − y) y2 (4.32)

where

k(t) = b(t)

c(t)
< 1. (4.33)

Note that (4.32) is a particular case of a general scalar differential equation of the
form

dy

dt
= −A(t)y(t) + f (t, y(t)) (4.34)

where A ∈ C(R, R) and f ∈ C(R×R, R) satisfy A(t+T ) = A(t) and f (t+T, x) =
f (t, x). Comparing (4.32) with (4.34) we have

A(t) =
(

a(t)c2(t)k(t) + c′(t)
c(t)

)
(4.35)

and
f (t, x) = a(t)c2(t) ((1 + k(t)) − x) x2. (4.36)

Let us consider a Banach space X as defined in (4.16)–(4.17). We have f (t, 0) =
0, f (t, x(t)) > 0 for 0 < x(t) < 1 + km, and f (t, x(t)) < 0 for x(t) > 1 + kM

where km = min
0→t→T

k(t)andkM = max
0→t→T

k(t).
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Henceforth, we let

M =
T⎛

0

a(s)c2(s) ds and N =
T⎛

0

a(s)c2(s)k(s) ds. (4.37)

Since 0 < k(t) < 1 (from 4.33), we have M > N > 0. From (4.36) we observe
that lim

x∞0

1
x

⎝ T
0 f (s, x) ds = 0 and hence (H∗

42) of Corollary 4.1.3 is satisfied for

Eq. (4.32). We then have the following theorem.

Theorem 4.3.1 If

(M + N ) +
√

(M + N )2 − 4M( eN −1
eN )

2M
>

e2N − 1
eN

M + N
(4.38)

then Eq. (4.31) has at least two positive T-periodic solutions.

Proof We shall use Corollary 4.1.3 to prove this theorem. From (4.35), it is easy to
observe that

⎝ T
0 A(s) ds = N > 0. To complete the proof of the theorem, it suffices

to find the existence of a positive constant c3 > 0 such that (4.24)–(4.26) hold.

Take

c3 =
(M + N ) +

√
(M + N )2 − 4M( φ−1

φ
)

2M
(4.39)

and define c2 = c3
φ
. Clearly 0 < c2 < c3. It is easy to verify that p = c3 is a solution

of

− Mp2 + (M + N )p − φ − 1

φ
= 0. (4.40)

A simple calculation shows that (4.40) is equivalent to

(1 − p)p

T⎛

0

a(s)c2(s) ds + p

T⎛

0

a(s)c2(s)k(s) ds = φ − 1

φ
. (4.41)

The above equation can be rewritten as

T⎛

0

f (s, p) ds = φ − 1

φ
p. (4.42)
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That is, p = c3 satisfies
T⎛

0

f (s, c3) ds = φ − 1

φ
c3.

Next, we consider the inequality

T⎛

0

f
⎜

s,
c3
φ

)
ds >

φ − 1

φ
c3. (4.43)

Substituting for f , we obtain

T⎛

0

a(s)c2(s)
⎜
1 + k(s) − c3

φ

)c23
φ2

ds >
φ − 1

φ
c3. (4.44)

The above inequality is equivalent to

−Mc23 + (M + N )φc3 − φ2(φ − 1) > 0.

Since p = c3 is a solution of (4.40), the above inequality yields

c3 >
φ2 − 1

φ

(M + N )
. (4.45)

Therefore, (4.43) will be satisfied if the root p = c3 of (4.40) satisfies the inequal-
ity (4.45). Thus, (4.24)–(4.26) will be satisfied if the parameters of the associated
Eq. (4.32) satisfies (4.45), that is, (4.38) holds. Hence, the proof is complete. ≡⊂

Observe that Theorem 4.3.1 verifiable only if M and N satisfy the inequality

(M + N )2 − 4M
⎜eN − 1

eN

)
> 0. (4.46)

Note that the left hand side of the inequality (4.46) is an implicit expression in M and
N and the Fig. 4.1 presents the region in the (M, N ) space where the inequality is
satisfied. From this figure we observe that (4.46) is valid in the interior of the positive
quadrant of (M, N ) space. Since we have both M and N to be positive from (4.37),
we see that (4.46) is always satisfied for the model (4.31).

Figure 4.2 presents the region in the (M, N ) space where the inequality (4.38)
is satisfied. This figure helps in identifying the coefficient functions that ensure the
existence of at least two T-periodic solutions for (4.31). Let us choose the functions
a(t), b(t) and c(t) to be the 2π periodic functions
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Fig. 4.1 The shaded region
represents the portion in the
(M, N ) space that satisfies
(4.46)

a(t) = (1.2+ sin t)2, b(t) = 1.2 + cos t

12(1.2 + sin t)
, and c(t) = 1

1.2 + sin t
. (4.47)

From (4.33), we have k(t) = b(t)
c(t) = 1.2+cos t

12 < 1. According to (4.37), we have
M = 6.28, N = 0.628. Clearly, M > N > 0. Also, we have

(M + N ) +
√

(M + N )2 − 4M
⎜

eN −1
eN

)

2M
= 1.0277

and
e2N − 1

eN

M + N
= 0.4310.

Therefore (4.38) is satisfied and hence (4.31) admits at least two positive solutions
with a(t), b(t), and c(t) as given in (4.47). The existence of 2π periodic solutions
can also be ascertained from Fig. 4.2 by observing presence of the point (M, N ) =
(6.28, 0.628) in the region that satisfies (4.38). In fact, Fig. 4.2 indicates that if the
positive T-periodic coefficient functions a(t), b(t) and c(t) with b(t) < c(t) are so
chosen such that the corresponding M and N in (4.37) belong to the shaded region,
this implies that the model (4.31) admits at least two positive T-periodic solutions.

In this section, we examined the existence of at least two positive T-periodic
solutions for a scalar differential equation representing the dynamics of a renewable
resource that is subjected to Allee effects. This study is physically relevant as it
takes into account the seasonally dependent (cyclic) behavior in the intrinsic growth
rate, Allee threshold, and carrying capacity for the renewable resource. While the
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Fig. 4.2 The shaded region
represents the portion in the
(M, N ) space that satisfies
(4.38)

0 1 2 3 4 5 6 7

1

2

(6.28,0.628)

N

M

equation with constant coefficients (independent of strict periodicity) admits exactly
two positive equilibrium solutions, the study undertaken in this section reveals that
the equation with periodic coefficients admits at least two positive periodic solutions.
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Chapter 5
Asymptotic Behavior of Periodic Solutions
of Differential Equations of First Order

In this chapter1, we establish results on the existence and global attractivity of the
positive periodic solutions ofmathematical models such as fishingmodels, blood cell
production models, Nicholson’s blowflies model, and the Lasota-Wazewska model.

Periodicity plays an important role in problems associated with real-world appli-
cation such as those involving ecosystem dynamics and environmental variability.
Periodic variation in the environment such as seasonal changes act upon the dynamic
behavior of biological and ecological systems. Consequently, to analyze periodic
variations in the environment, it is reasonable to consider the parameters involved to
be periodic with same period.

Section5.1 deals with sufficient conditions for the existence and global attractivity
of a positive periodic solution of the fishing model

x ′(t) = −a(t)x(t) + b(t)
x(t)

1 +
(

x(t)
p(t)

)τ , (5.1)

where a, b, p : [0,∈) ∞ [0,∈) are positive continuous periodic functions with
period T , x(t) is the population size at time t , b(t)

1+
(

x(t)
p(t)

)τ is the birth rate, and a(t) is

the mortality rate. Here the parameter τ > 0 affects how density dependence sets in.
In Sect. 5.2, we provide some important results on the existence and global attrac-

tivity of positive periodic solutions of the Lasota-Wazewska model.
In Sect. 5.3, we investigate the global attractivity of a positive periodic solution

of the red blood cell production model

x ′(t) = −a(t)x(t) + b(t)
x(t − φ )

1 + xn(t − φ )
, n > 0, (5.2)

1 Results in Sect. 5.1 are taken from [1–3, 5, 6, 9, 10, 14] and the results of Sect. 5.2 are taken from
[7, 11, 12, 15, 16, 18, 25, 26]. The results given in Sects. 5.3 and 5.4 are new to the literature.

S. Padhi et al., Periodic Solutions of First-Order Functional Differential Equations 99
in Population Dynamics, DOI: 10.1007/978-81-322-1895-1_5, © Springer India 2014
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where x(t) is the density of mature cells in blood circulation, a(t) is the mortality
rate, the function b(t) x(t−φ )

1+xn(t−φ ) denotes the blood cell reproduction, and the time
lag x(t − φ ) describes the maturation phase before blood cells are released into
circulation. Here, a, b → C(R+, R+) are periodic functions with period T > 0 and
φ → (0,∈).

Section5.4 is concerned with the global attractivity of a positive periodic solution
of Nicholson’s blowflies model

x ′(t) = −a(t)x(t) + b(t)x(t − φ )e−τx(t−φ ) (5.3)

with constant delay. Here φ → (0,∈), x(t) is the size of population at time t , b(t) is
the maximum per capita daily egg production, 1

τ is the size at which the population
reproduces at its maximum rate, a(t) is the per capita daily adult death rate, and φ is
the generation time.

Examples and computer simulations usingMATLABare also given in each section
to strengthen the given results.

For convenience, we introduce the notation that for any continuous T -periodic
function h : [0,∈) ∞ R, we set

h≥ = max
0≤t≤T

h(t) and h≥ = min
0≤t≤T

h(t).

5.1 Existence and Global Attractivity of Positive Periodic
Solutions of Fishing Model

Differential equations of the form

x ′(t) = [R(t, x) − M(t, x)]x − F(t)x, (5.4)

where R, M : [0,∈) × R ∞ R and F : R ∞ R are continuous functions, are
often used as population models, and in particular for models of fish populations
(see, for example, [3, 9]). Here, x(t) denotes the population size at time t , R(t, x)
is the birth rate, M(t, x) is the mortality rate, and F(t) denotes the harvesting rate.
Seasonal effects including such things as weather, food supply, mating habits, and
seasonal harvesting are often incorporated into these kind of models in the form of
periodic coefficients. A common choice for the function R is often referred to as
Hill’s function [1–3, 9]

R(t, x) = b

1 +
(

x
p

)τ ,

where b and p are positive constants.
Berezansky and Idels [2] considered the delay differential equation model
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x ′(t) =


−a(t) + b(t)

1 +
(

x(λ(t))
p(t)

)τ



 x(t), (5.5)

and they studied the existence of a periodic solution and its stability properties. In
particular, they proved the existence of a positive periodic solution of (5.5) that is
a global attractor for all other positive solutions of the equation. They also consid-
ered the case of Eq. (5.5) with proportional coefficients. Below, we summarize their
results.

Suppose that

b(t) > a(t), (5.6)

sup
t>0

t⎛

λ(t)

(b(s) − a(s)) ds < ∈, and sup
t>0

t⎛

λ(t)

a(s) ds < ∈. (5.7)

Then there exists a global positive solution x(t) to (5.5) together with an initial
function

x(t) = γ(t), t < 0, x(0) = x0, (5.8)

and this solution is persistent, that is, for the solution x(t), there exist two constants
θ and β such that

0 < θ ≤ x(t) ≤ β < ∈,

where

θ = min

⎝
⎞⎠

⎞⎩
x0, inf

t≥0
p(t)

(
b(t)

a(t)
− 1

)1/τ

exp



⎜− sup
t≥0

t⎛

λ(t)

a(s) ds



⎢⎡

⎣
⎞⎤

⎞⎦
(5.9)

and

β = max

⎝
⎞⎠

⎞⎩
x0, sup

t≥0
p(t)

(
b(t)

a(t)
− 1

)1/τ

exp



⎜sup
t≥0

t⎛

λ(t)

(b(s) − a(s)) ds



⎢⎡

⎣
⎞⎤

⎞⎦
.

(5.10)

Let a(t), b(t), p(t) and λ(t) be T -periodic functions with b(t) ≥ a(t). If either

inf
t≥0

(
b(t)

a(t)
− 1

)
pτ(t) > 1 (5.11)
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or

sup
t≥0

(
b(t)

a(t)
− 1

)
pτ(t) < 1, (5.12)

then Eq. (5.5) has at least one positive solution x(t).
If 0 ≤ t − h(t) ≤ ψ, q(t) ≥ q0 > 0, and

lim sup
t∞∈

t⎛

h(t)

q(s) ds <
3

2
, (5.13)

then it is known (see [5, 10]) that every solution x(t)of thefirst order delay differential
equation

x ′(t) + q(t)x(h(t)) = 0

satisfies the property

lim
t∞∈ x(t) = 0.

This asymptotic property plays an important role in obtaining sufficient conditions
for the global attractivity of solutions of many mathematical models in biology, as
the following theorem shows.

Theorem 5.1.1 Let a(t), b(t), p(t) and λ(t) be periodic functions satisfying (5.6),
(5.7), and either (5.11) or (5.12). In addition, assume that p(t) ≥ p > 0,

b(t) ≥ b0 > 0, and τ

t⎛

λ(t)

b(s) ds < 6. (5.14)

Then there exists an unique periodic solution x(t) of (5.5), and for every positive
solution x(t) of the system (5.5) and (5.8), we have

lim
t∞∈[x(t) − x(t)] = 0,

that is, the positive periodic solution x(t) is a global attractor for all positive solutions
to (5.5).

Proof The existence of a positive periodic solution x(t) of (5.5) follows from (5.6)
and (5.11) or (5.12). If that solution is an attractor for all positive solutions of (5.5),
then it is the unique positive periodic solution.

Set x(t) = exp(N (t)) and rewrite (5.5) in the form



5.1 Existence and Global Attractivity of Positive Periodic Solutions of Fishing Model 103

N ′(t) = b(t)

1 +
(

eN (λ(t))

p(t)

)τ − a(t). (5.15)

Suppose thatu(t) andv(t) are twodifferent solutions to (5.15). Letω(t) = u(t)−v(t).
To complete the proof of the theorem, it is sufficient to show that lim

t∞∈ ω(t) = 0.

Clearly, ω(t) is a solution of

ω′(t) = b(t)



 1

1 +
(

eu(λ(t))

p(t)

)τ − 1

1 +
(

ev(λ(t))
p(t)

)τ



 . (5.16)

If we set

f (y, t) = 1

1 +
(

ey

p(t)

)τ ,

then by using the mean value theorem, we have for every t

f (y, t) − f (z, t) = f ′(c)(y − z),

where
min{y, z} ≤ c ≤ max{y, z}.

Clearly,

f ′
y(y, t) = −

τ
(

ey

p(t)

)τ

[
1 +

(
ey

p(t)

)τ]2

and | f ′
y(y, t)| < 1

4τ. Then (5.16) takes the form

ω′(t) = −M(t)ω(λ(t)), (5.17)

where

M(t) =
τb(t)

(
ec(t)

p(t)

)τ

[
1 +

(
ec(t)

p(t)

)τ]2 ,

and
min{u(λ(t)), v(λ(t))} ≤ c(t) ≤ max{u(λ(t)), v(λ(t))}.

Since M(t) < 1
4τb(t), condition (5.13) is satisfied. Now, set x1(t) = eu(t) and

x2(t) = ev(t), where x1(t) and x2(t) are two solutions to (5.5) corresponding to the
solutions u(t) and v(t) of (5.15). Then,
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M(t) ≥
τb0

(
min{θ,β}

p

)τ

(
1 +

(
min{θ,β}

p

)τ)2 > 0,

where θ and β are defined in (5.9) and (5.10). Hence, M(t) ≥ M0 > 0 for some
constant M0 > 0. Consequently, ω(t) ∞ 0 as t ∞ ∈. This completes the proof of
the theorem.

Consider Eq. (5.5) with proportional coefficients, i.e.,

x ′(t) =


−a r(t) + b r(t)

1 +
(

x(λ(t))
p

)τ



 x(t), (5.18)

where r(t) ≥ r0 > 0. Clearly, if b > a, then (5.18) has the unique positive equilib-
rium

x≥ =
(

b

a
− 1

)1/τ

p. (5.19)

Corollary 5.1.1 If b > a,
( b

a − 1
)

pτ 	= 1, r(t) ≥ r0 > 0, and

τb lim sup
t∞∈

t⎛

λ(t)

r(s) ds < 6, (5.20)

then the equilibrium x≥ given in (5.19), is a global attractor for all positive solutions
to (5.18).

Theorem 5.1.2 Suppose b > a, r(t) ≥ r0 > 0, and

τ(b − a)a

b
lim sup

t∞∈

t⎛

λ(t)

r(s) ds <
3

2
. (5.21)

Then the equilibrium x≥(t) of (5.18), given in (5.19), is locally asymptotically stable.

Proof Setting N (t) = x(t) − x≥(t), we obtain

N ′(t) =


 br(t)

1 +
(

N (λ(t))+x≥
p

)τ − ar(t)



 (N (t) + x≥(t)).

Letting

F(u(t), v(t)) =


 br(t)

1 +
(

u+x≥
p

)τ − ar(t)



 (v(t) + x≥(t)),
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we see that F ′
u(0, 0) = − τ(b−a)a

b r(t) and F ′
v(0, 0) = 0. Hence, the linearized form

of Eq. (5.18) is

N ′(t) = −τ(b − a)a

b
r(t)N (λ(t)). (5.22)

Thus, in view of (5.21) and (5.13), it follows that (5.22) is asymptotically stable,
and hence the positive equilibrium x≥ of (5.18) is locally asymptotically stable. This
completes the proof. ≡⊂

Now, we compare Theorems 5.1.1 and 5.1.2. We have max{a(b − a)} = b/4.
Therefore, if

bτ lim sup
t∞∈

t⎛

λ(t)

r(s) ds < 6, (5.23)

then (5.18) has a locally asymptotically stable equilibrium x≥.
The latter condition (5.23) does not depend on a, and is identical to condition

(5.20) which guarantees the existence of a global attractor. Therefore, Theorem 5.1.2
provides the best possible conditions for the global attractivity for Eq. (5.5).

In another nice paper, Berezansky, Braverman and Idels [3] studied the population
model

x ′(t) = −a(t)x(t) + b(t)x(t)

1 + xτ(t)
− r(t)x(λ(t)), (5.24)

where b(t)
1+xτ(t) is a Hill’s type function, b(t) is the fecundity or birth rate, a(t) is

the mortality rate, r(t) is the harvesting rate, τ is an abruptness rate, and all the
coefficients are positive. In the following, we provide some results on the existence
of global solutions for the initial value problem (5.24), (5.8), boundedness of these
solutions, and extinction and persistence conditions. The following conditions are
assumed while dealing with the initial value problem (5.24), (5.8):

(H43) τ > 0;

(H44) b(t) ≥ 0, a(t) ≥ 0, r(t) ≥ 0 are Lebesgue measurable and essentially
bounded functions on [0,∈), and lim

t∞∈ a(t) ≥ a > 0;

(H45) λ(t) is a Lebesgue measurable function, λ(t) ≤ t , lim
t∞∈ λ(t) = ∈;

(H46) γ : (−∈, 0) ∞ R is a Borel measurable bounded function, γ(t) ≥ 0, and
x0 > 0.

We note that a locally absolutely continuous function x : R ∞ R is called a solution
of the initial value problem (5.24), (5.8), if it satisfies Eq. (5.24) for almost all t →
[0,∈) and (5.8) for t ≤ 0.
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Theorem 5.1.3 Assume (H43)–(H46) hold. Then the initial value problem (5.24),
(5.8) has a unique local positive solution. This solution either becomes negative or
is a global positive bounded solution.

Theorem 5.1.3 justifies the well posedness of the initial value problem (5.24),
(5.8). It has either a positive solution for all t which is bounded (the size of the
population cannot grow infinitely due to the negative feedback, which is a typical
situation in population dynamics) or it becomes negative in some finite time. If we
apply Theorem 5.1.3 to the initial value problem

x ′(t) = −A(t)x(t) + b(t)x(t)

1 + xτ(t)
, x(0) = X0 > 0, (5.25)

we obtain the following corollary.

Corollary 5.1.2 Assume (H43)–(H46) hold with a(t) replaced by A(t). Then, there
exists a unique positive bounded global solution of (5.25).

Corollary 5.1.2 describes the source of possible extinction of a population. As
long as there is no harvesting or there is no delay in the harvesting term, the solution
is positive for all t .

Theorem 5.1.4 Assume (H43)–(H46) hold,

0 ≤ γ(t) ≤ x0. (5.26)

and, either

sup
t≥0

t⎛

λ(t)

r(s) exp



⎜−
s⎛

λ(s)

[
b(u)

1 + Aτ
0

− a(u)

]
du



⎢⎡ ds ≤ 1

e
, (5.27)

where
A0 = sup

t≥0
N (t) (5.28)

with N (t) a solution of (5.25), or the inequality

sup
t≥0

t⎛

λ(t)

[a(s) + r(s)] ds ≤ 1

e
(5.29)

holds, with X0 = x0, where either A(t) = a(t) or A(t) is denoted by

A(t) = a(t) + r(t) exp



⎜−
t⎛

λ(t)

[b(s) − a(s)] ds



⎢⎡ .
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Then for the initial value problem (5.24), (5.8), we have

0 < x(t) ≤ A0, t ≥ 0. (5.30)

Theorem 5.1.4 gives sufficient conditions for the positiveness of solutions and
provides an upper bound for solutions as well. Inequality (5.26) is vital for nonex-
tinction in the following sense. If the harvesting rate is based on the size of the
population at a previous time, then for the survival of the population, it is important
that the field data on the population size is collected at the time when the population
is not abundant. If the initial data is less than the initial function, then the harvesting
based on the oversized estimation of the population can lead to early extinction (when
the influence of the prehistory is still significant). In (5.27), sufficient condition on
harvesting, mortality and growth rates, and the delay provide the solution is positive.
The greater the mortality and harvesting rates are, the smaller should be delays pro-
viding that there is no extinction of the population in some finite time. Or else, for
prescribed delays, a given natural growth rate b(t), and the mortality rate a(t), the
harvesting rate should not exceed a certain number to avoid possible extinction. As
the growth rate b(t) becomes larger, the delay in the harvesting term may be larger.

Corollary 5.1.3 Assume (H43)–(H46) hold. Then, (5.30) holds for any positive solu-
tion of (5.24).

Corollary 5.1.4 Assume (H43)–(H46), (5.26) and (5.29) hold. Then, the solution of
(5.24), (5.8) is positive.

Corollary 5.1.5 Assume (H43)–(H46) hold and b(t) = θa(t), θ > 0. Let x(t) be a
positive solution of (5.24), (5.8).

(1) If either θ ≤ 1, or θ > 1 and x0 > x≥ = (θ − 1)1/τ , then x(t) ≤ x0.
(2) If θ > 1 and x0 ≤ x≥, then x(t) ≤ x≥.

Now, consider the autonomous equation

x ′(t) = bx(t)

1 + xτ(t)
− ax(t) − r x(t − φ ), (5.31)

where b > 0, a > 0, r > 0, φ > 0 and τ > 0.

Corollary 5.1.6 Let x≥ be denoted by

x≥ =
⎝
⎠

⎩

( b
a − 1

)1/τ
, a < b < a + re−φ (b−a),(

b
a+re−φ (b−a) − 1

)1/τ
, b ≥ a + re−φ (b−a).

Then, for a positive solution of (5.31), (5.8), we have

x(t) ≤ A0 = max{x0, x≥}. (5.32)
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If (5.26) holds and either

rφ exp

{
−
[(

b

1 + Aτ
0

− a

)
φ − 1

]}
≤ 1 (5.33)

or
(a + r)φ ≤ 1/e,

where A0 is denoted by (5.32), then the solution of (5.31), (5.8) is positive.

The estimate (5.30) illustrates an obvious fact that under harvesting, the solution
cannot exceed what its value would be without harvesting. Corollary 5.1.5 deals
with the situation when a nonconstant mortality rate is proportional to the birth rate.
Corollary 5.1.6 states that at any point the solution does not exceed the maximum
value of the equilibrium points without harvesting and the initial value.

We say that a solution x(t) of (5.24), (5.8) is an extinct solution, if either

lim
t∞∈ x(t) = 0,

or there exists t > 0 such that x(t) = 0. The bounded solution x(t) is persistent if

lim inf
t∞∈ x(t) > 0.

Theorem 5.1.5 Assume that (H43)–(H46) hold,

∈⎛

0

[a(t) + r(t) − b(t)] dt = ∈

and either

(i) a(t) ≥ b(t), or
(ii) a(t) + r(t) ≥ b(t) ≥ a(t) and lim supt∞∈[b(t) − a(t)](t − λ(t)) < 1.

Then, every solution of (5.24), (5.8) is an extinct one.

Applying Theorem 5.1.5 to the autonomous Eq. (5.31), we obtain the following
corollary.

Corollary 5.1.7 Assume (i) a ≥ b or (ii) a + r ≥ b ≥ a and (b − a)φ < 1. Then,
every solution of Eq. (5.31) is an extinct one.

Theorem 5.1.5 shows that if the total of the mortality and harvesting rates exceeds
the birth rate, then the population is destined for extinction. That is, the population
either equals zero at some finite time or tends to zero as t ∞ ∈.
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Theorem 5.1.6 Assume the conditions of Theorem 5.1.4 hold and the solution of
the problem

x ′(t) = b(t)x(t)

1 + xτ(t)
− a(t)x(t) − r(t)A0, x(0) = x0

is positive and persistent, where A0 is denoted by (5.28). Then the solution of (5.24),
(5.8) is persistent.

Theorem 5.1.6 provides sufficient conditions for the persistence of solutions.
Sometimes the existence of the lower bound for solutions is not less important than
positiveness of solutions. For instance, for blood diseases, the mortality rate of white
or red blood cells is greater than zero. This means that for smaller values of x , the
model can become irrelevant.

Now, we consider Eq. (5.1) under conditions different from those in [2, 3]. In the
remainder of this section, we assume that τ > 1.

The following Lemma shows that given a positive initial condition, solutions of
Eq. (5.1) are positive and bounded.

Lemma 5.1.1 Every solution of (5.1) having positive initial condition is positive
and satisfies the property

lim sup
t∞∈

x(t) < K , (5.34)

where

K = b≥

a≥
p≥
(

p≥

p≥

)τ ( 1

τ

)
(τ − 1)

τ−1
τ . (5.35)

Proof Let x(t) be a solution of (5.1) with x(0) = x0 > 0; then

x(t) = x0 exp

t⎛

0

[
−a(s) + b(s)

1 + (
x(s)
p(s) )

τ

]
ds.

Hence, x(t) is defined on [0,∈) and x(t) > 0 for t ≥ 0.

Next, we claim that x(t) is bounded. Setting

g̃(x) = p≥τx(t)

pτ≥ + xτ(t)
,

we see that

g̃(x) ≤ g = p≥τμ

pτ≥ + μτ
where μ = p≥

(
1

τ − 1

) 1
τ

. (5.36)

From (5.1), we obtain
x ′(t) ≤ −a(t)x(t) + b≥g. (5.37)
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To prove (5.34), note that from (5.36) and (5.37), we have

x(t) ≤ x0e
−

t∫

0
a(s) ds

+
t⎛

0

b≥ge
−

t∫
s

a(u) du
ds

≤ x0e−a≥t + b≥g
t⎛

0

e−a≥(t−s) ds

≤ x0e−a≥t + b≥g
a≥

(1 − e−a≥t ).

This in turn implies that

lim sup
t∞∈

x(t) ≤ b≥g
a≥

= K ,

where K is as given in (5.35). This completes the proof of the lemma. ≡⊂
Remark 5.1.1 Note that from the proof of Lemma 5.1.1, we have

x(t) < x0 + b≥g
a≥

= x0 + K

for all t ≥ 0.

The following theorem gives a sufficient condition for the existence of a positive
periodic solution of (5.1).

Theorem 5.1.7 If b≥ > a≥, then (5.1) has at least one positive periodic solution.

Proof FromLemma 5.1.1, it follows that every solution of (5.1) with a positive initial
condition is positive and bounded. Furthermore, the function g̃(x) = p≥τ x(t)

p≥τ+xτ(t) is

decreasing in (p≥
(

1
τ−1

) 1
τ
,∈). Consider the function

f (x) = −ax + b
x

1 +
(

x
p≥
)τ ,

where a and b are constants. Clearly, the function attains its maximum

fmax = p≥[(4abτ + (τ − 1)2b2)
1
2 − (2a + (τ − 1)b)] 1

τ

(2a)
1
τ

×
[
−a + (4abτ + (τ − 1)2b2)

1
2 + (τ − 1)b

2τ

]
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at

x = x̂ = p≥

(2a)
1
τ

[(4abτ + (τ − 1)2b2)
1
2 − (2a + (τ − 1)b)] 1

τ .

Now x̂ > 0 and fmax > 0 for b > a, and since f (x) ∞ −∈ as x ∞ ∈, it
follows that there exists an θ → (x̂,∈) such that f (θ) = 0. Thus, f1(x) = 0 and
f2(x) = 0 have roots x1 and x2 respectively, where

f1(x) = b≥x

1 +
(

x
p≥
)τ − a≥x

and

f2(x) = b≥x

1 +
(

x
p≥
)τ − a≥x .

A simple calculation also shows that

max

{
x̂, p≥

(
1

τ − 1

) 1
τ

}
< x1 < x2.

Let x(t) = x(t, 0,θ), θ ≥ max

{
x̂, p≥

(
1

τ−1

) 1
τ

}
, be the unique solution of (5.1)

through (0,θ). We claim that x(t) → [x1, x2] for t ≥ 0. Suppose this is not the case;
say, let

t1 = inf{t > 0 : x(t) > x2}.

Then there exists a t2 ≥ t1 such that x(t2) > x2 and x ′(t2) > 0. Hence, from (5.1)
we obtain

0 < x ′(t2) = −a(t2)x(t2) + b(t2)x(t2)

1 +
(

x(t2)
p(t2)

)τ

≤ −a≥x2 + b≥x2

1 +
(

x2
p≥
)τ = f2(x2) = 0,

which is a contradiction. Consequently, x(t) ≤ x2. By a similar argument, we can
show that x(t) ≥ x1. Thus, in particular,

xT = x(T, 0,θ) → [x1, x2].

Next, we define a mapping F : [x1, x2] ∞ [x1, x2] as follows: for each θ →
[x1, x2], let F(θ) = xT . Since the solution x(t, 0,θ) depends continuously on the
initial value θ, the mapping F is continuous and maps the interval [x1, x2] into
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[x1, x2]. By Brouwer’s fixed point theorem, F has a fixed point x . Thus, the unique
solution x = x(t, 0,θ) is periodic with period T . This completes the proof of the
theorem. ≡⊂
Remark 5.1.2 Wewant to show that x(t) is an attractor to all other positive solutions
of (5.1). To prove the attractivity theorems, we need the following lemma.An indirect
proof of this Lemma can be found in [14]. We present a proof here for the sake of
completeness.

Definition 5.1.1 A function x → C([0,∈), R) is said to be nonoscillatory, if there
exists a t1 ≥ 0 such that x(t) > 0 or < 0 for t ≥ t1; otherwise, x(t) is called
oscillatory. By a solution of any of the above-mentioned differential equations, we
mean a real-valued solution of that equation which exists on [t0,∈) and is nontrivial
in any neighborhood of infinity, where t0 ≥ 0 depends on the solution.

Lemma 5.1.2 Let z → C1([0,∈), R) and ∂ → R. If z → L2[∂,∈) and z′(t) is
bounded, then z(t) ∞ 0 as t ∞ ∈.

Proof Clearly, the statement holds for any nonoscillatory function on [0,∈). So let
z(t) be oscillatory on [0,∈). Since z → L2[0,∈),

∫∈
0 z2(t)dt < ∈. This in turn

implies that lim inf t∞∈ z(t) = 0. To complete the proof of the theorem, it remains
to show that lim supt∞∈ z(t) = 0. Suppose that lim supt∞∈ z(t) 	= 0. Then there
exist an ε > 0 and a sequence {tn}∈n=1 such that tn ∞ ∈ as n ∞ ∈ and z(tn) > 2ε,
for large n. Since lim inf t∞∈ z(t) = 0, there exists a sequence {t≥n }∈n=1 such that
t≥n ∞ ∈ as n ∞ ∈ and z(t≥n ) ∞ 0 as n ∞ ∈. Thus z(t≥n ) < ε for n ≥ Nε for
some positive integer Nε. It is possible to extract sequences {sn}∈n=1 and {∂n}∈n=1
such that ∂n < sn < ∂n+1, ∂n ∞ ∈ as n ∞ ∈, z(sn) > 2ε and z(∂n) < ε for
n ≥ Nε. Since z(t) is continuous, there exist sequences {φn}∈n=1 and {φ≥

n }∈n=1 such
that ∂n < φ≥

n < φn < sn with z(φ≥
n ) = ε and z(φn) = 2ε. It is clear that the intervals

(φ≥
n , φn) are disjoint. Then

∈∑

n=1

(φn − φ≥
n )ε

2 ≤
∈∑

n=1

φn⎛

φ≥
n

z2(t) dt ≤
∈⎛

0

z2(t) dt < ∈,

which implies that limn∞∈(φn−φ≥
n ) = 0.By themean value theorem, the calculation

z′(ξn) = z(φn) − z(φ≥
n )

φn − φ≥
n

, φ≥
n < ξn < φn,

implies that z′(ξn) ∞ ∈ as n ∞ ∈, which contradicts the hypothesis of the lemma.
Hence our claim holds, that is, lim supt∞∈ z(t) = 0. Consequently, z(t) ∞ 0 as
t ∞ ∈, and the lemma is proved. ≡⊂
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Theorem 5.1.8 Assume that

(H47) b≥ p≥τ(τ − 1)2 < 4a≥(p≥τ + pτ≥ (τ − 1)).

Then x(t) is a global attractor to all other positive solutions of (5.1), that is, every
positive solution x(t) of (5.1) satisfies

lim
t∞∈[x(t) − x(t)] = 0.

Proof Setting Z(t) = x(t) − x(t), we obtain

Z ′(t) = −a(t)Z(t) + b(t)

[
x(t)

1 + (
x(t)
p(t) )

τ
− x(t)

1 + (
x(t)
p(t) )

τ

]
. (5.38)

Equation (5.38) is equivalent to

(
1

2
Z2(t)

)′
= −a(t)Z2(t) + Z(t)b(t)pτ(t)

[
x(t)

pτ(t) + xτ(t)
− x(t)

pτ(t) + xτ(t)

]
.

(5.39)

Let F(t, λ) = λ
pτ(t)+λτ ; then

ξ

ξλ
F(t, λ) = pτ(t) + (1 − τ)λτ

(pτ(t) + λτ)2
< F1(t, λ) = p≥τ + (1 − τ)λτ

(pτ(t) + λτ)2
,

where λ lies between x(t) and x(t). Since F1(t, λ) < 0 for λ >
p≥

(τ−1)
1
τ
, set

G1(t, λ) = −F1(t, λ) = (τ − 1)λτ − p≥τ

(pτ(t) + λτ)2
.

Note thatG1(t, λ)>0 for λ> p≥

(τ−1)
1
τ
.Furthermore,G1(t, λ) < G(λ) = (τ−1)λτ−p≥τ

(pτ≥+λτ)2
.

A simple calculation shows that G(λ) attains its maximum value

(τ − 1)2

4(pτ≥ (τ − 1) + p≥τ)

at

λ =
[
2p≥τ + (τ − 1)pτ≥

τ − 1

] 1
τ

.

Applying the mean value theorem, (5.39) yields
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(
1

2
Z2(t)

)′
≤ −a(t)Z2(t) + Z(t)b(t)pτ(t)|x(t) − x(t)|G(λ)

≤ −a(t)Z2(t) + b(t)pτ(t)G(λ)Z2(t)

≤ −
[

a≥ − b≥ p≥ (τ − 1)2

4(pτ≥ (τ − 1) + p≥τ)

]
Z2(t),

that is, (
1

2
Z2(t)

)′
≤ −μZ2(t), (5.40)

where

μ = a≥ − b≥ p≥τ (τ − 1)2

4(pτ≥ (τ − 1) + p≥τ)
> 0

by (H47). Integrating inequality (5.40) from t1 to t with t1 ≥ p≥

(τ−1)
1
τ
, we obtain

μ

t⎛

t1

Z2(s) ds ≤ 1

2
Z2(t1) − 1

2
Z2(t) ≤ 1

2
Z2(t1).

This shows
∫∈

t1
Z2(s) ds < ∈, i.e., Z → L2[t1,∈). Furthermore, the boundedness

of x(t) and x(t) imply that Z ′(t) is bounded. Hence, by Lemma 5.1.2, Z(t) ∞ 0 as
t ∞ ∈, that is, x(t) ∞ x(t) as t ∞ ∈. This completes the proof of the theorem. ≡⊂

The next theorem gives another sufficient condition for x(t) to be a global attractor
to all other positive solutions of (5.1). As we shall see in the examples given later,
this condition is independent of the one given in Theorem 5.1.8.

Theorem 5.1.9 Suppose that

(H48) a≥ > b≥ p≥τ

[
(τ − 1)K τ

p2τ≥
− p≥τ

(p≥τ + K τ)2

]
.

Then x(t) is global attractor to all other positive solutions of (5.1).

Proof Letting Z(t) = x(t) − x(t) and proceeding as in the proof of the Theorem
5.1.8, we again obtain (5.39). Applying the mean value theorem we have

(
1

2
Z2(t)

)′
≤ −a(t)Z2(t) + Z(t)b(t)pτ(t)|x(t) − x(t)|G1(t, λ). (5.41)

Then,
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G1(t, λ) = (τ − 1)λτ − p≥τ

(pτ(t) + λτ)2
= (τ − 1)λτ

(pτ(t) + λτ)2
− p≥τ

(pτ(t) + λτ)2

<
(τ − 1)λτ

p2τ(t)
− p≥τ

(pτ(t) + λτ)2

≤ (τ − 1)K τ

p2τ≥
− p≥τ

(p≥τ + K τ)2
.

SinceG1(t, λ)>0 for λ> p≥

(τ−1)
1
τ
, we have (τ−1)K τ

p2τ≥
− p≥τ

(p≥τ+K τ)2
> 0 for λ >

p≥

(τ−1)
1
τ
.

Hence, from (5.41), we obtain

(
1

2
Z2(t)

)′
≤
[
−a(t) + b(t)pτ(t)

(
(τ − 1)K τ

p2τ≥
− p≥τ

(p≥τ + K τ)2

)]
Z2(t)

≤ −
[

a≥ − b≥ p≥τ

(
(τ − 1)K τ

p2τ≥
− p≥τ

(p≥τ + K τ)2

)]
Z2(t),

or (
1

2
Z2(t)

)′
≤ −μZ2(t),

where

μ = a≥ − b≥ p≥τ

(
(τ − 1)K τ

p2τ≥
− p≥τ

(p≥τ + K τ)2

)
> 0

by (H48). The remainder of the proof of the theorem is similar to the proof of the
Theorem 5.1.8. ≡⊂
Remark 5.1.3 A somewhat easier condition to verify than (H48) is

(H49)
(

b≥
a≥

)τ+1 ( p≥
p≥

)τ(τ+1) (
τ−1
τ

)τ
< 1.

It can be shown that this condition implies (H48).

Example 5.1.1 Consider the equation

x ′(t) = −
(
1 + sin2 t

10

)
x(t) +

(
1.5 + cos2 t

20

)
x(t)

1 +
(

x(t)
2+cos2 t

)3 , t ≥ 0.

Here a(t) = 1 + sin2 t
10 , b(t) = 1.5 + cos2 t

20 , p(t) = 2 + cos2 t and τ = 3. Clearly
b≥ = 1.5 > 1.1 = a≥. It is easy to see that the condition (H47) of Theorem 5.1.8
is satisfied. Therefore, this equation has a positive periodic solution that is global
attractor to all other positive solutions. On the other hand
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Fig. 5.1 Computer simulation of Example 5.1.1

b≥ p≥τ

[
(τ − 1)K τ

p2τ≥
− p≥τ

(p≥τ + K τ)2

]
= 221.87 > 1 = a≥

implies that (H48) fails to hold. Consequently, Theorem 5.1.9 cannot be applied to
this example (Fig. 5.1).

Example 5.1.2 Consider the equation

x ′(t) = −
(
1.2 + sin2t

50

)
x(t) +

(
1.3 + cos2t

100

)
x(t)

1 +
(

x(t)

0.5+ sin2 t
1000

)6 , t ≥ 0.

Here a(t) = 1.2 + sin2t
50 , b(t) = 1.3 + cos2t

100 , p(t) = 0.5 + sin2t
1000 , and τ = 6.

Now b≥ = 1.3 > 1.22 = a≥, and
(

b≥

a≥

)τ+1 ( p≥

p≥

)τ(τ+1) (τ − 1

τ

)τ

= 0.672956783 < 1,

that is, (H49) and hence (H48) is satisfied. Thus, Theorem 5.1.9 can be applied and
so the equation has a positive periodic solution that is a global attractor to all other
positive solutions. On the other hand, the condition (H47) fails to hold, which means
that Theorem 5.1.8 cannot be applied to this example (Fig. 5.2).



5.1 Existence and Global Attractivity of Positive Periodic Solutions of Fishing Model 117

Fig. 5.2 Computer simulation of Example 5.1.2

Example 5.1.3 Consider the equation

x ′(t) = −
(
1.5 + sin2t

10

)
x(t) +

(
1.7 + cos2t

20

)
x(t)

1 +
(

x(t)

4+ sin2 t
100

)6 , t ≥ 0.

Here a(t) = 1.5 + sin2t
10 , b(t) = 1.7 + cos2t

20 , p(t) = 4 + sin2t
100 , τ = 6. Since

b≥ = 1.7 > 1.6 = a≥, K = 3.0189, and

b≥ p≥τ

[
(τ − 1)K τ

p2τ≥
− p≥τ

(p≥τ + K τ)2

]

= (1.75)(4.01)6
[
5(3.0189)6

412
− 4.016

(4.016 + 3.01896)2

]

= 0.38908 < 1.5 = a≥.

Condition (H48) of Theorem 5.1.9 is satisfied. This shows that again we have a
positive periodic solution that is a global attractor to all other positive solutions.
However, a simple calculation shows that (H47) fails to hold, so Theorem 5.1.8
cannot be applied to this example (Fig. 5.3).

The final example in this section is a simple one, yet it shows that Theorem 5.1.8
may hold when those in [2] do not.

Example 5.1.4 Consider the equation

x ′(t) = −x(t) + 2x(t)

1 + x2(t)
, t ≥ 0.
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Fig. 5.3 Computer simulation of Example 5.1.3

Fig. 5.4 Computer simulation of Example 5.1.4

Here, a(t) = 1 < b(t) = 2, p(t) = 1 and τ = 2. It is easy to see that condition
(H47) of Theorem 5.1.8 is satisfied, so this equation has a positive periodic solution
globally attracting all other positive solutions. In fact, this solution is x(t) ∪ 1.
However, Theorem 2.1 in [2] does not apply to this example (Fig. 5.4).
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5.2 Existence and Global Attractivity of Positive Periodic
Solutions of Lasota-Wazewska Model

The nonlinear delay differential equation

y′(t) = −ay(t) + be−τy(t−φ ), t ≥ 0, (5.42)

where a, b, τ, and φ → (0,∈), has been proposed by Wazewska-Czyzewska and
Lasota [26] as a model for the survival of red blood cells in an animal. Here y(t)
denotes the number of blood cells at time t , a is the probability of death of red blood
cells, b and τ are positive constants related to the productions of blood cells per unit
time, and φ is the time required to produce a red blood cell.

Equation (5.42) is a particular case of the nonlinear delay differential equation

x ′(t) = −a(t)x(t) + b(t)e−τ(t)x(t−φ (t)), t ≥ 0, (5.43)

where a(t), b(t), τ(t), and φ (t) are positive and continuous functions. Taking a(t) ∪
a, b(t) ∪ b, τ(t) ∪ τ, and φ (t) ∪ φ reduces Eq. (5.43) to (5.42).

Since we are concerned with positive periodic solutions, we assume that the
functions a(t), b(t), τ(t), and φ (t) are positive T -periodic functions, and T > 0 is
a real number. Together with (5.43), we consider the initial condition

x(t) = γ(t), −φ ≤ t ≤ 0, γ(0) > 0, γ → C([−φ , 0], R+), (5.44)

where φ = max
0≤t≤T

φ (t). Then by the method of steps (see Driver [4]), it follows that

the initial value problem (5.43)–(5.44) has a unique positive solution x(t) for all
t ≥ 0.

In the following, we first prove some results on the existence of a positive periodic
solution x≥(t) of (5.43) using a classical fixed point theorem. Then we show that all
solutions of (5.43) tend to x≥(t) eventually.

First suppose that τ(t) ∪ 1 and φ (t) = mT , where m is a nonnegative integer.
Then Eq. (5.43) can be expressed as

x ′(t) = −a(t)x(t) + b(t)e−τ(t)x(t−mT ), t ≥ 0. (5.45)

Equation (5.42) is a particular case of (5.45). In fact, the transformation a(t) ∪ a,
b(t) ∪ bτ with a, b, and τ positive constants, transforms Eq. (5.45) into (5.42) with
y(t) = x(t)/τ.

Theorem 5.2.1 Equation (5.45) has a positive periodic solution x≥(t) with period
T .

Proof First, consider Eq. (5.45) without a delay, that is, we consider the equation

x ′(t) = −a(t)x(t) + b(t)e−x(t), t ≥ 0. (5.46)
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Observe that there is a unique r(t) > 0 such that

−a(t)r(t) + b(t)e−r(t) = 0 for t ≥ 0.

Set
A = min

0≤t≤T
r(t) and B = max

0≤t≤T
r(t),

and let x(t) = x(t, 0, x0) denote the unique solution of (5.46) through (0, x0).

We claim that x0 → [A, B] implies that x(t) = x(t, 0, x0) → [A, B]. First, we
show that x(t) ≤ B. If this is not the case, there exists

t≥ = inf{t ≥ 0 : x(t) > B} < ∈.

Then, it is easy to see that there exists a t1 > t≥ such that

x(t1) > B and x ′(t1) > 0.

Hence, it follows from (5.46), that

0 < x ′(t1) = − a(t1)x(t1) + b(t1)e
−x(t1)

≤ − a(t1)B + b(t1)e
−B

≤ − a(t1)r(t1) + b(t1)e
−r(t1) = 0,

which is a contradiction. Hence, x(t) ≤ B. By a similar argument, we can show that
x(t) ≥ A. Thus,

xT = x(T, 0, x0) → [A, B].

Now, define a mapping F : [A, B] ∞ [A, B] as follows: For each x0 → [A, B], let

F(x0) = xT .

Since the function x(t, 0, x0) depends continuously on the initial value x0, the map-
ping F is continuous and maps the interval [A, B] into itself. Therefore, F has a
fixed point x≥

0 by Brouwer’s fixed point theorem. Thus, the unique positive solution
x≥(t) = x(t, 0, x≥) is periodic with period T .

Finally, by noting that x≥(t) = x≥(t − mT ), we see that x≥(t) is also a positive
T -periodic solution of (5.45). This completes the proof. ≡⊂
Remark 5.2.1 Let τ(t) ∪ τ > 0 be a constant. Let x(t) be any other positive
solution of (5.46). Assume that x(t) < x≥(t) for t sufficiently large (the case when
x(t) > x≥(t) can be treated similarly). Set

x(t) = x≥(t) − 1

τ
y(t);
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then y(t) > 0 for t sufficiently large, and y(t) satisfies the equation

y′(t) + a(t)y(t) + τb(t)e−τx≥(t)
[
1 − e−y(t)

]
= 0.

However, since y(t) > 0 for t sufficiently large, it follows that

y′(t) ≤ −τb(t)e−τx≥(t)
[
1 − e−y(t)

]
< 0.

Thus, y(t) is decreasing, and therefore lim
t∞∈ y(t) = μ → [0,∈). We now show that

μ = 0.
If μ > 0, then there exists an ε > 0 and tε > 0 such that for t ≥ tε, 0 < μ − ε <

y(t) < μ + ε. On the other hand, the above inequality gives

y′(t) ≤ −τb(t)e−τx≥(t)
[
1 − e−τ(μ−ε)

]
, t ≥ tε.

An integration for tε yields a contradiction to the fact that y(t) > 0 for t sufficiently
large. Thus, we have

lim
t∞∈

[
x(t) − x≥(t)

] = lim
t∞∈

1

τ
y(t) = 0.

We then have the following corollary.

Corollary 5.2.1 Let τ(t) ∪ τ be a positive constant. Then:

(i) There is a unique T -periodic solution x≥(t) of (5.46).
(ii) For every positive solution x(t) of (5.46), we have

lim
t∞∈

[
x(t) − x≥(t)

] = 0.

From the proof of Theorem 5.2.1, we see that x≥(t) satisfies A ≤ x≥(t) ≤ B,
which gives an estimate for the location of the periodic solution. Clearly, when a(t)
and b(t) are constants, then A = B and so x≥(t) ∪ A.

Lemma 5.2.1 Consider the difference equation

An+1 = h(An), (5.47)

where h → C1[R, R]. Assume that h is a nonincreasing function and has a unique
fixed point A≥. Suppose also that

h(∈) = lim
u∞∈ h(u)

exists and that
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h′(u)h′(h(u)) < 1 for u > A≥.

Then the solution {An} of (5.47) with A0 = h(∈) tends to A≥ as n ∞ ∈.

Theorem 5.2.2 Assume that τ(t) ∪ 1 and

mT⎛

0

b(t)e−x≥(t) dt ≤ 1. (5.48)

Then every solution of (5.45) tends to x≥(t) as t ∞ ∈, that is,

lim
t∞∈

[
x(t) − x≥(t)

] = 0.

Proof Since the transformation y(t) = x(t) − x≥(t) transforms (5.45) in to the
equation

y′(t) = −a(t)y(t) + b(t)e−x≥(t)
(

e−y(t−mT ) − 1
)
, (5.49)

then it suffices to show that every solution of (5.49) tends to zero as t ∞ ∈.

First, we show that every nonoscillatory solution of (5.49) tends to zero. We
assume that y(t) is eventually positive; the proof for the case y(t) is eventually
negative is similar and is omitted. Since y(t) > 0, from (5.49) we see that there is a
T1 > 0 such that y′(t) < 0 for t > T1, and so there exists a constant l ≥ 0 such that
lim

t∞∈ y(t) = l, and

y′(t) ≤ −la(t) + b(t)e−x≥(t)
(

e−l − 1
)

for t ≥ T1 + mT . Hence, it follows that

l − y(T1 + mT ) ≤ −l

∈⎛

T1+mT

a(t) dt,

which, clearly, implies that l = 0.
Next, assume that y(t) oscillates. We claim that for any n ≥ 0, there exists a

constant T (n) ≥ 0 such that

y2n ≤ y(t) ≤ y2n+1 for t ≥ T (n), (5.50)

where {yn} is defined by
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yn+1 =



mT⎛

0

b(t)e−x≥(t) dt



⎡(
e−yn − 1

)

with

y0 = −
mT⎛

0

b(t)e−x≥(t) dt.

Since y(t) is oscillatory, there is an increasing sequence {tn} such that

tn+1 − tn ≥ 2mT + 1 and y(tn) = 0 for n = 0, 1, . . . .

Let sn → (tn, tn+1) be the point where y(t) obtains its local maxima or local minima
in (tn, tn+1). Then y′(sn) = 0 and it follows from (5.49) that

−a(sn)y(sn − mT ) < 0, n = 0, 1, . . . .

Hence, there is a ξ → (sn − mT, sn) such that

y(ξn) = 0, n = 0, 1, . . . . (5.51)

From Eq. (5.49), we see that

d

dt



y(t)e

t∫

0
a(s) ds



 = b(t)e

t∫

0
a(s) ds

e−x≥(t)
(

e−y(t−mT ) − 1
)
,

and integrating from ξn to sn and using (5.51), we obtain

y(sn)e

sn∫

0
a(s) ds

≥ −e

sn∫

0
a(s) ds

mT⎛

0

b(t)e−x≥(t) dt. (5.52)

Thus,

y(sn) ≥ −
mT⎛

0

b(t)e−x≥(t) dt = y0 for n = 0, 1, . . . . (5.53)

Since e−u is decreasing, substituting (5.53) into (5.52), we obtain

y(sn)e

sn∫

0
a(s) ds

≤ e

sn∫

0
a(s) ds




mT⎛

0

b(t)e−x≥(t) dt



⎡(
e−y0 − 1

)
,
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and so

y(sn) ≤



mT⎛

0

b(t)e−x≥(t) dt



⎡(
e−y0 − 1

) = y1 for n = 1, 2, . . . .

Hence,
y(t) ≤ y1 for t ≥ t1

and so
y0 ≤ y(t) ≤ y1 for t ≥ t1.

Now, assume that

y2k ≤ y(t) ≤ y2k+1 for t ≥ t2k+1. (5.54)

Substituting (5.54) into (5.52) gives

y(sn)e

sn∫

0
a(s) ds

≥ e

sn∫

0
a(s) ds




mT⎛

0

b(t)e−x≥(t) dt



⎡(
e−y2k+1 − 1

)
,

and so

y(sn) ≥



mT⎛

0

b(t)e−x≥(t) dt



⎡(
e−y2k+1 − 1

)

= y2(k+1), n = 2(k + 1), 2(k + 1) + 1, . . . .

Hence,
y(t) ≥ y2(k+1) for t ≥ t2(k+1). (5.55)

Using (5.55) in (5.52), we obtain

y(sn)e

sn∫

0
a(s) ds

≤ e

sn∫

0
a(s) ds




mT⎛

0

b(t)e−x≥(t) dt



⎡(
e−y2(k+1) − 1

) ;

and so

y(sn) ≤



mT⎛

0

b(t)e−x≥(t) dt



⎡(
e−y2(k+1) − 1

)

= y2(k+1)+1, n = 2(k + 1) + 1, 2(k + 2), . . . .
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Hence,
y2(k+1) ≤ y(t) ≤ y2(k+1)+1 for t ≥ t1k+1.

Therefore, by induction, we see that (5.50) holds.
Now, we claim that

lim
n∞∈ yn = 0.

To this end, let

h(u) =



mT⎛

0

b(t)e−x≥(t) dt



⎡(
e−u − 1

)
.

Then,

h′(u) = −



mT⎛

0

b(t)e−x≥(t) dt



⎡ e−u,

and so

h′(u)h′(h(u)) =



mT⎛

0

b(t)e−x≥(t) dt



⎡
2

e−(u+h(u)). (5.56)

Observe that

u + h(u) = u +



mT⎛

0

b(t)e−x≥(t) dt



⎡(
e−u − 1

)
,

which, in view of (5.48) and the fact that e−u ≥ 1 − u, implies that

u + h(u) ≥ u + (
e−u − 1

)
> 0 for u > 0.

Hence, it follows from (5.56) that

h′(u)h′(h(u)) <




mT⎛

0

b(t)e−x≥(t) dt



⎡
2

≤ 1 for u > 0,

and so by Lemma 5.2.1,
lim

n∞∈ yn = 0.

Then, in view of (5.50), we see that

lim
t∞∈ y(t) = 0.
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This completes the proof of the theorem. ≡⊂
Theorem 5.2.3 Let τ(t) ∪ 1. Then every solution of (5.45) oscillates about x≥(t) if
and only if

e

mT∫

0
a(t) dt

mT⎛

0

b(t)e−x≥(t) dt > 1/e.

Setting x(t) = τy(t), Eq. (5.42) becomes

x ′(t) = −ax(t) + bτe−x(t−φ ), t ≥ 0. (5.57)

Equation (5.42) has a unique positive equilibrium y≥ and so x≥ = τy≥ is the unique
equilibrium of (5.57). Clearly, every solution of (5.42) oscillates about y≥ if and only
if every solution of (5.57) oscillates about x≥; every solution of (5.42) tends to y≥
if and only if every solution of (5.57) tends to x≥. Hence, by employing Theorem
5.2.3, we see that every solution of (5.42) oscillates about y≥ if and only if

eaφ bτφe−τy≥
> 1/e. (5.58)

Since y≥ is an equilibrium point of (5.42),

ay≥ = be−τy≥
.

Hence, (5.58) is equivalent to

aτφ y≥eaφ > 1/e. (5.59)

The condition (5.59) appears as a necessary and sufficient condition in [11] for every
positive solution of (5.42) to oscillate about y≥.

By employing Theorem 5.2.2, we see that every solution of Eq. (5.45) tends to y≥
as t tends to ∈ provided

bφτe−τy≥ ≤ 1,

that is,
aτφ y≥ ≤ 1. (5.60)

Kulenovic et al. [12] provided a different sufficient condition, namely

exp
(
τy≥ (1 − e−aφ

))
< 2,

by which every positive solution of (5.42) tends to y≥ as t ∞ ∈.
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Theorem 5.2.4 Let τ(t) = τ > 0. Suppose that either

lim inf
t∞∈

t⎛

t−mT

exp




s⎛

s−mT

a(λ) dλ



⎡ τb(s)e−τx≥(s) ds > 1/e

or

lim sup
t∞∈

t⎛

t−mT

exp




s⎛

s−mT

a(λ) dλ



⎡ τb(s)e−τx≥(s) ds > 1.

Then every solution of (5.45) oscillates about x≥(t).

Theorem 5.2.5 Let τ(t) ∪ τ > 0 and

lim
t∞∈

t⎛

t−mT

τb(s) exp




s⎛

s−mT

a(λ) dλ



⎡ ds < π/2.

Then every solution x(t) of (5.45) satisfies

lim
t∞∈

[
x(t) − x≥(t)

] = 0.

Li andWang [15] usedMawhin’s continuation theorem and proved that (5.43) has
at least one positive T -periodic solution. The following theorem provides a sufficient
condition under which a periodic solution of (5.43) is a global attractor.

Theorem 5.2.6 Assume that φ ′(t) ≤ 1 and

τ(t)b(t) ≤ a(t).

Then, any positive T -periodic solution of (5.43) is a global attractor.

Let X be the Banach space {x → C(R, R) : x(t + T ) = x(t), t → R} with the sup
norm ∓x∓ = sup

0≤t≤T
|x(t)|, and define the cone K by

K = {x → X : x(t) ≥ 0, t → [0, T ]} .

Let the operator A be defined by

(Ax)(t) =
t+T⎛

t

G(t, s)b(s)e−τ(s)x(s−φ (s)) ds,
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where G(t, s) is the Green’s kernel given by

G(t, s) = e

s∫
t

a(λ) dλ

e

T∫

0
a(λ) dλ

− 1

.

Set

β = e

T∫

0
a(λ) dλ

e

T∫

0
a(λ) dλ

− 1

, τ = max
0≤t≤T

τ(t), and b =
T⎛

0

b(t) dt.

Theorem 5.2.7 Let βbτ ≤ 1. Then, Eq. (5.43) has a unique positive T -periodic
solution x≥(t). Moreover,

lim
n∞∈ ∓xn − x≥∓ = 0,

where xn = Axn−1 (n = 1, 2, . . .) for any initial x0 → K ,

Theorem 5.2.8 Assume that βbτ ≤ 1. Let x≥(t) be the unique positive T -periodic
solution of (5.43). Then every solution x(t) of (5.43) satisfies

lim
t∞∈[x(t) − x≥(t)] = 0.

5.3 Global Attractivity of Periodic Solutions of a Red
Blood Cell Production Model

This section is concerned with the global attractivity of a positive periodic solution
of the red blood cell production model (5.2). This model was first proposed by
Mackey and Glass [19] to describe some physiological control systems with constant
coefficients and constant delay.

There has been some remarkable work (see [27] and the references cited therein)
on determining necessary and sufficient conditions for the existence of periodic
solutions of Eq. (5.2).

Wang and Li [25] investigated the existence and global attractivity of the unique
positive periodic solution x(t) of the equation

x ′(t) = −a(t)x(t) + b(t)

1 + xn(t − φ (t))
, n > 1. (5.61)

In [17], the authors consider a generalized form of (5.61), namely,
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x ′(t) = −a(t)x(t) +
m∑

i=1

bi (t)

1 + xn(t − φi (t))
, n > 0 (5.62)

and established existence andglobal attractivity of a uniquepositive periodic solution.
Rost [22] and Saker [24] studied the oscillation and global attractivity of solutions

of the constant coefficient model

x ′(t) = −ax(t) + b
xm(t − φ )

1 + xn(t − φ )
. (5.63)

Now, we will provide some results on the global attractivity of positive periodic
solution of (5.2) by constructing a suitable Lyapunov function.

Consider the solutions of (5.2) with the initial function

x(t) = γ(t), t → [−φ , 0], γ → C([−φ , 0], [0,∈)), γ(0) > 0. (5.64)

Throughout the section, we assume that n > 1.
As the global attractivity of positive periodic solution of (5.2) is our objective,

we use the following lemma for the existence of one positive T -periodic solution
of (5.2) discussed in [27, 28], and we show that this periodic solution is a global
attractor to all other positive solutions.

Lemma 5.3.1 ([27]) Assume that a(t), b(t) → C(R, R+) are T -periodic functions,
φ and n are positive constants, and b(t) > a(t) for t → [0, T ]. Then the initial value
problem (5.2), (5.64) has at least one positive T-periodic solution.

Before proving the global attractivity of the positive periodic solution of (5.2), we
give a lemma for the positiveness and boundedness of the solutions.

Lemma 5.3.2 Every solution of (5.2), (5.64) is positive and bounded.

Proof Suppose that x(t) is a solution of (5.2) with initial function (5.64). If x(t) is
not eventually positive, then from the initial condition (5.64), it follows that there
exists a t1 > 0 such that x(t) > 0 for t → [0, t1), x(t1) = 0 and x ′(t1) < 0. Hence
from (5.2) and (5.64), we have

x ′′(t1) = b(t1)x(t1 − φ )

1 + xn(t1 − φ )
> 0,

which is a contradiction. Hence, x(t) > 0 for all t ≥ t0.

Let F(x) = x
1+xn . It is easy to see that F attains its maximum Fmax = μ

1+μn where

μ =
(

1
n−1

)1/n
. From (5.2), we have
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x(t) = γ(0)e
−

t∫

0
a(λ) dλ

+
t⎛

0

b(s)
x(s − φ )

1 + xn(s − φ )
e
−

t∫
s

a(λ) dλ
ds

≤ γ(0)e−a≥t + b≥Fmax

t⎛

0

e−a≥(t−s) ds

≤ γ(0)e−a≥t + b≥

a≥
Fmax[1 − e−a≥t ].

Hence,

lim sup
t∞∈

x(t) ≤ b≥

a≥
Fmax = b≥

a≥n
(n − 1)

n−1
n .

Therefore, x(t) is bounded and this proves the lemma. ≡⊂
Remark 5.3.1 Lemma 5.3.2 yields that every solution of (5.2) is bounded by b≥

a≥n

(n − 1)
n−1

n .
Set

M = b≥

a≥n
(n − 1)

n−1
n . (5.65)

In the following, bymeans of aLyapunov function,weobtain a sufficient condition
for the global attractivity of a positive periodic solution x(t) of (5.2).

Theorem 5.3.1 If
a≥(1 + Mn)2 + b≥ > (n − 1)b≥Mn (5.66)

and
(a≥n)nb≥n

(n − 1)n < (a≥n)n(n + 1), (5.67)

then every solution of (5.2) tends to x(t) as t tends to ∈, that is,

lim
t∞∈[x(t) − x(t)] = 0,

where M is given in (5.65).

Proof Let x(t) be a solution of (5.2). Suppose that z(t) = x(t) − x(t) for t ≥ t0 >

( 1
n−1 )

1
n . Then,

z′(t) = −a(t)[x(t) − x(t)] + b(t)

[
x(t − φ )

1 + xn(t − φ )
− x(t − φ )

1 + xn(t − φ )

]
, t ≥ t0.

To complete the proof of the theorem, it suffices to show that z(t) ∞ 0 as t ∞ ∈.

Define a Lyapunov function by
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V (t) = |z(t)| +
t⎛

t−φ

b(s + φ )

∣∣∣∣
x(s)

1 + xn(s)
− x(s)

1 + xn(s)

∣∣∣∣ ds

= |z(t)| +
t⎛

t−φ

b(s + φ )

∣∣∣∣
z(s) + x(s)

1 + [z(s) + x(s)]n
− x(s)

1 + xn(s)

∣∣∣∣ ds.

Then,

dV

dt
= sgn[z(t)]

[
− a(t)z(t)

+ b(t)

{
z(t − φ ) + x(t − φ )

1 + [z(t − φ ) + x(t − φ )]n
− x(t − φ )

1 + xn(t − φ )

}]
(5.68)

+ b(t + φ )

∣∣∣∣
z(t) + x(t)

1 + [z(t) + x(t)]n
− x(t)

1 + xn(t)

∣∣∣∣

− b(t)

∣∣∣∣
z(t − φ ) + x(t − φ )

1 + [z(t − φ ) + x(t − φ )]n
− x(t − φ )

1 + xn(t − φ )

∣∣∣∣

≤ −a(t)|z(t)| + b(t + φ )

∣∣∣∣
z(t) + x(t)

1 + [z(t) + x(t)]n
− x(t)

1 + xn(t)

∣∣∣∣

≤ −a(t)|z(t)| + b(t + φ )|z(t)| (n − 1)λn − 1

(1 + λn)2
, (5.69)

where λ lies between z(t) + x(t) and x(t). Setting G(λ) = (n−1)λn−1
(1+λn)2

, we see that

G(0) = −1, G
(
( 1

n−1 )
1
n

)
= 0, and G(λ) is positive and increasing for λ > ( 1

n−1 )
1
n .

Furthermore, condition (5.67) implies that

(
1

n − 1

) 1
n

< M <

(
n + 1

n − 1

) 1
n

.

Hence, we have

dV

dt
≤ −

[
a≥ − b≥ [(n − 1)Mn − 1]

(1 + Mn)2

]
|z(t)|

≤ − 1

(1 + Mn)2
[a≥(1 + Mn)2 + b≥ − b≥(n − 1)Mn]|z(t)|.

Integrating the above inequality from t0 to t , we have

V (t) + 1

(1 + Mn)2
[a≥(1 + Mn)2 + b≥ − b≥(n − 1)Mn]

t⎛

t0

|z(s)| ds ≤ V (t0).
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Fig. 5.5 Computer simulation of Example 5.3.1

Thus, |z(t)| → L([t0,∈)) as t ∞ ∈, i.e,
∫∈

t0
|z(s)| ds < ∈.By [5, Lemma 1.2.2] of

Gopalsamy, it follows that lim
t∞∈ z(t) = 0. This completes the proof of the theorem.

Next, we give an example to illustrate Theorem 5.3.1.

Example 5.3.1 Consider the equation

x ′(t) = −
(
2 + cos t

2

)
x(t) +

(
3 + sin t

4

)
x(t − φ )

1 + x3(t − φ )
, t ≥ 0. (5.70)

Here a(t) = 2 + cos t
2 , b(t) = 3 + sin t

4 , n = 3, a≥ = 1.5, a≥ = 2.5, b≥ =
2.75, b≥ = 3.25. Clearly b≥ > a≥. Also, M = b≥

a≥n (n − 1)
n−1

n = 1.146456315 and

a≥(1+Mn)2 + b≥ = 12.677 > 9.795 = b≥(n−1)Mn , and b≥n
(n−1)n = 274.625 <

364.5 = (a≥n)n(n + 1). Hence, by Lemma 5.3.1, Eq. (5.70) has a positive periodic
solution x(t) and this solution is globally attractive to all other positive solutions of
(5.70) by Theorem 5.3.1 (Fig. 5.5).

Remark 5.3.2 Using the property that xn−1

1+xn ≤ 1 for x ≥ 0 in (5.69), we can obtain
the following theorem.

Theorem 5.3.2 If

a≥(1 + Mn)2 > b≥[(n − 1)M(1 + Mn)2 − 1], (5.71)

where M is given in (5.65), then every solution of (5.2) tends to x(t) as t tends to ∈,
that is,

lim
t∞∈[x(t) − x(t)] = 0.
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Remark 5.3.3 Qian [21] proved that if

bmax

{
1,

(n − 1)2

4n

}
φ < 1, (5.72)

then any positive periodic solution of (5.2) is a global attractor of any other periodic
solution of (5.2) (see [21, Example 2]). Now, consider the equation

x ′(t) = −2.5x(t) + 3.25
x(t − 1)

1 + x3(t − 1)
, t ≥ 0. (5.73)

Clearly, the conditions (5.66) and (5.67) are satisfied and hence Theorem 5.3.1 can
be applied to (5.73). On the other hand, (5.72) does not hold and hence the result due
to Qian [21] cannot be applied to this example.

Consider (5.2) with b(t) = b = ∗
2, a(t) = a = 1, φ = 1, and n = 2. Theorem

5.3.2 can be applied to this example but condition (5.72) does not hold.

5.4 Global Attractivity of Periodic Solutions of Nicholson’s
Blowflies Model

This section is concerned with the dynamics of the Eq. (5.3) with constant delay,
where a, b → C(R+, R+) are periodic functions with period T > 0 and τ, φ →
(0,∈).

Gurney et al. [8] used the Nicholson’s blowflies model (5.3) with constant coeffi-
cients to describe the population of Australian sheep blowflies that agrees well with
the experimental data of Nicholson [20].

In [13] Kulenovic et al. proved that if b > a, then every positive solution x(t) of
(5.3) tends to x as t ∞ ∈ provided that

(eaφ − 1)

(
b

a
− 1

)
< 1,

holds, where x is an equilibrium point of (5.3).
Existence of a periodic solution of (5.3) with constant coefficients is studied

in Chap.2 while dealing with the first order functional differential equation (2.1),
where a(t) and b(t) are positive T -periodic functions, φ > 0 is a constant and
f → C(R, R+).
Saker and Agarwal [23] obtained sufficient conditions for the oscillation and

global attractivity of the periodic Nicholson’s blowflies model

x ′(t) = −a(t)x(t) + b(t)x(t − mT )e−τx(t−mT ). (5.74)

http://dx.doi.org/10.1007/978-81-322-1895-1_2
http://dx.doi.org/10.1007/978-81-322-1895-1_2
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They established the following sufficient condition for the global attractivity of a
positive equilibrium point of (5.74).

Theorem 5.4.1 Assume that a(t) and b(t) are T -periodic functions and τx≥ > 1.
Assume that

max
0≤t≤T

b(t)

a(t)
e−τx(t) ≤ 1 (5.75)

and

lim sup
t∞∈

t⎛

t−mT

b(s) exp




s⎛

t

a(u) du



⎡ ds = τ < 1. (5.76)

Then limt∞∈[x(t) − x(t)] = 0 for any positive solution x(t) of (5.74), where x(t)
is positive periodic solution and x≥ = min0≤t≤T x(t).

We begin the discussion of some more results of this section with the following
lemma.

Lemma 5.4.1 Every solution of (5.3), (5.64) is positive and bounded.

Proof Suppose that x(t) is solution of (5.3) with initial function (5.64). Then from
(5.3), we have

x(t) = γ(0)e

t∫

0

[
−a(s)+b(s) x(s−φ )

x(s) e−τx(s−φ )
]
ds

which is positive for t > 0.

Next, we show that x(t) is bounded. Let F (̃x) = x̃e−τ x̃ . It can easily be shown
that F attains its maximum Fmax = 1

τe at x̃ = 1
τ . Equation (5.3) can be written as



x(t)e

t∫

0
a(λ) dλ



⎡
′

= b(t)x(t − φ )e−τx(t−φ )e

t∫

0
a(λ) dλ

.

Integrating the above equation from 0 to t , we obtain

x(t) = γ(0)e
−

t∫

0
a(λ) dλ

+
t⎛

0

b(s)x(s − φ )e−τx(s−φ )e
−

t∫
s

a(λ) dλ
ds

≤ γ(0)e−a≥t + b≥Fmax

t⎛

0

e−a≥(t−s) ds

≤ γ(0)e−a≥t + b≥

a≥
Fmax[1 − e−a≥t ].

Hence, lim supt∞∈ x(t) ≤ b≥
a≥τe . This completes the proof of the lemma. ≡⊂
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Remark 5.4.1 It follows from Lemma 5.4.1 that, if x(t) is a solution of (5.3), then

lim sup
t∞∈

|x(t)| ≤ b≥

a≥τe
=: N .

Lemma 5.4.2 ([28]) Assume that a(t), b(t) → C(R, R+) are T -periodic functions,
φ is a positive constant, and b(t) > a(t) for t → [0, T ]. Then (5.3), (5.64) has at
least one positive T-periodic solution.

Let this solution be x(t). We use the boundedness property of positive solutions
of (5.3) from Remark 5.4.1 in the following theorem.

Theorem 5.4.2 Assume that a≥
b≥ e

b≥
a≥e + 1 > b≥

a≥e and b≥ < 2a≥e. Then every solution
of (5.3) tends to x(t) as t tends to ∈.

Proof Let x(t) be an arbitrary solution of (5.3). Suppose z(t) = x(t)−x(t) for some
t ≥ t0 >

1
τ ; then

z′(t) = −a(t)z(t) + b(t)[x(t − φ )e−τx(t−φ ) − x(t − φ )e−τx(t−φ )], t ≥ t0.

To complete the proof of the theorem, it suffices to show that z(t) ∞ 0 as t ∞ ∈.

Define the Lyapunov function V (t) by

V (t) = |z(t)| +
t⎛

t−φ

b(s + φ )|x(s)e−τx(s) − x(s)e−τx(s)| ds

= |z(t)| +
t⎛

t−φ

b(s + φ )|(z(s) + x(s))e−τ(z(s)+x(s)) − x(s)e−τx(s)| ds.

Then,

dV

dt
= sgn[z(t)][−a(t)z(t) + b(t){(z(t − φ ) + x(t − φ ))e−τ(z(t−φ )+x(t−φ ))

− x(t − φ )e−τx(t−φ )}] + b(t + φ )
∣∣∣(z(t) + x(t))e−τ(z(t)+x(t)) − x(t)e−τx(t)

∣∣∣

− b(t)
∣∣∣(z(t − φ ) + x(t − φ ))e−τ(z(t−φ )+x(t−φ )) − x(t − φ )e−τx(t−φ )

∣∣∣

≤ − a(t)|z(t)| + b(t + φ )|z(t)|F ′(λ),

where F(λ) = λe−τλ and λ lies between z(t)+ x(t) and x(t). It is clear that F ′(λ) =
(1 − τλ)e−τλ < 0 for λ > 1

τ . Hence, setting

G1(λ) = −F ′(λ) = (τλ − 1)e−τλ > 0,
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Fig. 5.6 Computer simulation of Example 5.4.1

it follows from the fact that b≥ < 2a≥e that G1(λ) is increasing for 0 < λ < 2
τ . Then,

dV

dt
≤ [−a(t) + b(t + φ )G1(λ)]|z(t)|
≤ [−a≥ + b≥(τλ − 1)e−τλ]|z(t)|
≤ −[a≥ − b≥(τN − 1)e−τN ]|z(t)|.

Integrating from t0 to t , we obtain

V (t) + [a≥ − b≥(τN − 1)e−τN ]
t⎛

t0

|z(s)| ds ≤ V (t0).

This implies that |z(t)| → L([t0,∈)) as t ∞ ∈, that is,
∫∈

t0
|z(s)| ds < ∈. Then

by Gopalsamy [5, Lemma 1.2.2], lim
t∞∈ z(t) = 0. This completes the proof of the

theorem. ≡⊂
Example 5.4.1 Consider the differential equation

x ′(t) = −(3 + sin t)x(t) + (6 + sin t)x(t − φ )e−2x(t−φ ). (5.77)

Here a(t) = 3+ sin t , b(t) = 6+ sin t , a≥ = 2, a≥ = 4, b≥ = 7, and b≥ = 5. Clearly,

b≥ > a≥, a≥
b≥ e

b≥
a≥e + 1 = 2.035428 > 1.2875 = b≥

a≥e , and b≥ = 7 < 2a≥e. This shows
that Theorem 5.4.2 can be applied to this example (Fig. 5.6).
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Next, we give an example where Theorem 5.4.1 fails whereas Theorem 5.4.2 can
be applied. We see that Eq. (5.74) is equivalent to the Eq. (5.3) for mT = φ .

Example 5.4.2 Consider the equation

x ′(t) = −
(
3

2
+ sin t

)
x(t) + (4 + sin t)x(t − 1)e−τx(t−1). (5.78)

Here a(t) = 3
2 + sin t , b(t) = 4 + sin t , a≥ = 1

2 , a≥ = 5
2 , b≥ = 3, b≥ = 5, and

φ = 1. Then a simple calculation shows that lim sup
t∞∈

∫ t
t−1(4 + sin v) exp(

∫ v

t (3/2 +
sin u) du) dv > 2.360186, which means that (5.76) fails to hold. On the other hand,

b≥ > a≥ and a≥
b≥ e

b≥
a≥e + 1 = 4.950671 > 3.67647 = b≥

a≥e , hold. Hence, (5.78) has
a positive 2π-periodic solution and this solution is globally attractive to all other
positive solutions of (5.78) by Lemma 5.4.1 and Theorem 5.4.2.

Appendix

Program for Example 5.1.1

function dydt = sh(t,y)
dydt =...

-(1+sin(t).ˆ2/10).*y+(y.*(1.5+cos(t).ˆ2./20))./(1+(y./(2+cos(t).
ˆ2)).ˆ3);

clear all
clc

t0 = 0;
y0 = 0.1;

[t,y] = ode45(@sh,[t0 100],y0);
plot(t,y,’LineWidth’,2);

t0 = 0;
y0 = 0.5;

hold on;
[t,y] = ode45(@sh,[t0 100],y0);
plot(t,y,’--g’,’LineWidth’,2);

t0 = 0;
y0 = 4.5;

hold on;
[t,y] = ode45(@sh,[t0 100],y0);
plot(t,y,’-r’,’LineWidth’,2);

t0 = 10;
y0 = 4.5;
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hold on;
[t,y] = ode45(@sh,[t0 100],y0);
plot(t,y,’-b’,’LineWidth’,2);

xlabel(’time t’);
ylabel(’population x(t)’);

Program for Example 5.1.2

function dydt = fish2(t,y)
dydt = ...

-(1.2+sin(t).ˆ2/50).*y+(y.*(1.3+cos(t).ˆ2./100))./(1+(y./
(0.5+sin(t).ˆ2./1000)).ˆ6);

clear all
clc

t0 = 0;
y0 = 0.1;

[t,y] = ode45(@fish2,[t0 40],y0);
plot(t,y,’LineWidth’,2);

t0 = 0;
y0 = 0.5;

hold on;
[t,y] = ode45(@fish2,[t0 40],y0);
plot(t,y,’.-g’,’LineWidth’,2);

t0 = 0;
y0 = 4.5;

hold on;
[t,y] = ode45(@fish2,[t0 40],y0);
plot(t,y,’-r’,’LineWidth’,2);

t0 = 5;
y0 = 4.5;

hold on;
[t,y] = ode45(@fish2,[t0 40],y0);
plot(t,y,’-b’,’LineWidth’,2);

xlabel(’time t’);
ylabel(’population x(t)’);

Program for Example 5.1.3

function dydt = fish3(t,y)
dydt =
-(1.5+sin(t).ˆ2/10).*y+(y.*(1.7+cos(t).ˆ2./20))./(1+(y./(4+sin(t).ˆ2./100)).ˆ6);

clear all
clc

t0 = 0;
y0 = 0.1;

[t,y] = ode45(@fish3,[t0 80],y0);
plot(t,y,’LineWidth’,2);

t0 = 0;
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y0 = 0.5;

hold on;
[t,y] = ode45(@fish3,[t0 80],y0);
plot(t,y,’-.g’,’LineWidth’,2);

t0 = 0;
y0 = 4.5;

hold on;
[t,y] = ode45(@fish3,[t0 80],y0);
plot(t,y,’-r’,’LineWidth’,2);

t0 = 5;
y0 = 4.5;

hold on;
[t,y] = ode45(@fish3,[t0 80],y0);
plot(t,y,’-b’,’LineWidth’,2);

xlabel(’time t’);
ylabel(’population x(t)’);

Program for Example 5.1.4

function dydt = fish4(t,y)
dydt = -y+(2.*y)./(1+y.ˆ2);

clear all
clc

t0 = 0;
y0 = 0.1;

[t,y] = ode45(@fish4,[t0 30],y0);
plot(t,y,’LineWidth’,2);

t0 = 0;
y0 = 0.5;

hold on;
[t,y] = ode45(@fish4,[t0 30],y0);
plot(t,y,’--g’,’LineWidth’,2);

t0 = 0;
y0 = 4.5;

hold on;
[t,y] = ode45(@fish4,[t0 30],y0);
plot(t,y,’.-r’,’LineWidth’,2);

t0 = 5;
y0 = 4.5;

hold on;
[t,y] = ode45(@fish4,[t0 30],y0);
plot(t,y,’-.b’,’LineWidth’,2);

xlabel(’time t’);
ylabel(’population x(t)’);

Program for Example 5.3.1
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function dydt = RBC(t,y)
dydt = -(2+cos(t)./2).*y+(y.*(3+sin(t)./4))./(1+y.ˆ3);

clear all
clc

t0 = 0;
y0 = 0.1;

[t,y] = ode45(@RBC,[t0 50],y0);
plot(t,y,’LineWidth’,2);

t0 = 0;
y0 = 0.5;

hold on;
[t,y] = ode45(@RBC,[t0 50],y0);
plot(t,y,’--g’,’LineWidth’,2);

t0 = 0;
y0 = 2.5;

hold on;
[t,y] = ode45(@RBC,[t0 50],y0);
plot(t,y,’-r’,’LineWidth’,2);

t0 = 6;
y0 = 2.5;

hold on;
[t,y] = ode45(@RBC,[t0 50],y0);
plot(t,y,’-.b’,’LineWidth’,2);

xlabel(’time t’);
ylabel(’density of mature cells in blood circulation x(t)’);

Program for Example 5.4.1

function dydt = nich(t,y)
dydt = -(3+sin(t)).*y+y.*(6+sin(t)).*exp(-2.*y);

clear all
clc

t0 = 0;
y0 = 0.1;

[t,y] = ode45(@nich,[t0 50],y0);
plot(t,y,’LineWidth’,2);

t0 = 0;
y0 = 0.5;

hold on;
[t,y] = ode45(@nich,[t0 50],y0);
plot(t,y,’--g’,’LineWidth’,2);

t0 = 1;
y0 = 2.3;

hold on;
[t,y] = ode45(@nich,[t0 50],y0);
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plot(t,y,’-r’,’LineWidth’,2);

t0 = 6;
y0 = 2.5;

hold on;
[t,y] = ode45(@nich,[t0 50],y0);
plot(t,y,’-.b’,’LineWidth’,2);

xlabel(’time t’);
ylabel(’size of population x(t)’);
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