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v

Dear Reader,
Welcome to the Proceedings of the 9th International Conference on Wireless 

Communication and Sensor Networks (WCSN 2013) organized by the Indian 
Institute of Information Technology, Allahabad.

A number of developments in the area of Wireless Communication Technologies, 
Embedded Processors, Semantic Web, Smart Surroundings, Network Devices, 
and Sensor Networks have taken place over the past 9 years in the broad area of 
Wireless Communication and Sensor Networks, and these make it possible to take 
up real life applications. These technologies have reached a level of maturity that 
would allow the creation of large, reliable, and pervasive services for the benefit of 
the society. Thus, Wireless Communication and Sensor Networks is of great inter-
est to the research community due to its promised impact on the society. Wireless 
Sensor and Actor Networks (WSAN) not only promise to influence the world by 
their pervasive presence in the remotest locations, but also promise distributed mon-
itoring and control.

The power-aware designs of network components, availability of adequate 
wireless channel bandwidths, availability of reliable sensor network components, 
and sensor network technologies enable us to build large and sustainable appli-
cation systems that would benefit the society. Application areas such as health, 
agriculture, environment monitoring, industrial monitoring, structural monitoring, 
real-time tracking, and many other similar areas are looking for solutions from 
pervasive computing and wireless sensor networks.

If the sensor networks are to be used in real-life applications beyond the “concept 
proving” and “laboratory experimentation” stages, further investigations are needed 
on a number of challenging development issues. There are also challenges in develop-
ing intelligent, distributed, and collaborative processing, deployment of multimodal 
networks of significant size that would sense and act in wide areas in an unattended 
and a reliable manner.

The Ninth International Wireless Communication and Sensor Networks 
(WCSN 2013) Conference is organized to facilitate the information exchange with 
regard to the development of technologies, applications, and experiences with 
focus on large deployable applications.

Preface



Prefacevi

A total of about 191 papers were received. Keeping in view the relevance, quality,  
and plagiarism issues, with the help of at least 2 reviewers per paper a total of 27 
papers were accepted for presenting in the conference and for publishing in pro-
ceedings. Out of these papers 5 papers were withdrawn and the remaining 22 papers 
were organized into the following sections, in accordance with the conference 
themes:

Track 1: Wireless Communications
Track 2: Devices, Tools, and Techniques for WSN and other wireless networks
Track 3: Wireless Sensor Networks
Track 4: Sustainable Pervasive WSN Applications

This volume would be useful for researchers working in this fascinating and 
fast growing research area.
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1

Abstract In this paper we analyze the problem of covering widely expanded field 
with wireless sensors where many of the known deployment and data aggregation 
methods become impractical. We deploy the wireless sensors in a partially con-
trolled manner such that they are randomly placed on the lines of grid and mobile 
base stations like UAVs could be used to collect the data from the wireless sensors. 
Our objective is to maximize the detection probability of an event without overly 
deploying the sensors on the field. We have defined the detection probability to be 
the product of probability of an event been sensed and that data being collected by 
an UAV. Under this model, we analytically obtain a relationship between the grid 
spacing and a number of available UAVs which can maximize detection probabil-
ity when two collaborative and independent strategies for UAVs and obtain some 
useful relationship in guiding design specification.

Keywords  Wireless sensor network  •  Mobile base stations  •  Large-scale network  •   
Optimum controlled random deployment

1.1  Introduction

Coverage in wireless sensor networks (WSNs) is one of the key parameters since 
detecting an event in the field of interest is one of its main objectives. The cover-
age can be defined as a probability of an event being detected by at least one sensor 
within the deployed area. Even though controlled deployments need fewer sensors 

Chapter 1
Optimum Detection Probability  
with Partially Controlled Random 
Deployment of Wireless Sensors  
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to provide full coverage (see [1–3]), sensor deployment following regular pattern 
quickly becomes very impractical when it comes to a wider field, especially for 
irregular terrains like national parks. Therefore, a random deployment is used as 
an alternative method. Dropping the sensors from the arial transportation is a good 
example of the random deployment. A uniform random deployment is often used 
as a good model for randomly deployed sensors in the field [4–5]. Let us assume 
that the field can be represented by a square of length L and events are approxi-
mately in circular shape, such as forest fire, chemical spreading, or sound of endan-
gered species. In this model, the coverage can be represented by the probability 

Prandom = 1 −
(

1 − πd2

L2

)n

, where d is the event radius, n is the number of sensors 

deployed in the field. Here, event radius is equivalent to sensing radius but defining 
it as an event radius coincides with our geographical problem formulation which 
becomes clear later on. Let k = L/d which represents the scale of the field corre-
sponding to the event radius. Then, in order to get the coverage of 0.9, around 1 mil-
lion sensors must be deployed when k = 1,000. In words, if event radius is 10 m and 
field size is 10 by 10 km, we must randomly deploy 1 million sensors in order to 
get 90 % of coverage. Deploying 1 million sensors in a uniform manner is impracti-
cal if field size grows more than few hundred kilometers. Even if one drops them 
from the air it will not look as close to a uniform distribution. However, most of the 
coverage-related works focused on achieving the full coverage either by random or 
regular deployments and maintaining such coverage as long as possible or as good 
as possible [6–7]. But they do not talk about the alternative methods if it is not pos-
sible to achieve it from the beginning.

The lifetime of WSN is another problem for widely expanded field since rede-
ploying or replacing dead sensors are very difficult tasks. The idea of multiple 
mobile units have been used to cover a large area by utilizing them as mobile relays 
[8, 9] for connecting the disconnected clusters or as data mules [10] that deliver 
data from sensors to a base station. This idea does improve the lifetime of the net-
works but does not solve the problem of covering all the areas since no sensors are 
deployed in between the clusters or in between sensors to base station. The coverage 
using mobile sensors network without any static sensors were analyzed by Bisnik 
[11]. His conclusion was that mobility improves the coverage. However, it requires 
continuously moving mobile sensors but energy depletion due to mobility was not 
taken into consideration. These motivated us to look at more practical method of 
deploying and managing the WSN for monitoring an extremely large area.

We soon realize that it requires a random deployment with some regularity for 
a widely expanded field. So, instead of a uniform random deployment, the wire-
less sensors are deployed as a m × m grid, as shown in Fig. 1.1, where each line 
represents a set of sensors. This can reduce the total number of sensors used and it 
is more practical since it just requires a single fly over and drops the sensors along 
the line. It is not necessary for sensors to be evenly spaced as along as there are 
enough sensors so that their average interspacing between adjacent pair of sen-
sors are less than the event radius d. Leoncini is the first one to look at this type 
of partially controlled deployment of sensors for widely expanded field [12]. In 
their paper, sensors are deployed at designated square in the grid which follows 
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a normal distribution whereas we deploy our sensors on the grid lines. However, 
the reduction of total number of sensors in this grid deployment comes at a cost of 
reducing the robustness of WSN since there are not too many alternative paths to a 
sink node (or base station) as failure of a small set of sensors can cause a network 
partitioning. In order to compensate for this problem, we introduce Unmanned 
Arial Vehicles (UAVs) as mobile base station. The idea is that UAVs will collect 
the data while they are traveling along a line which is selected randomly from the 
grid. The reason for using UAV is for its convenience since it would be difficult 
for ground vehicles to travel in a straight line following the grid. However, it is 
not necessary to use the UAVs as a mobile base station and choice of a mobile 
base station has no effect on our analysis. There is no data relaying in this method. 
Sensors transmit their data directly to flying UAVs when they are in its vicinity. In 
this paper, we determine the optimum grid spacing which can maximize the prob-
ability of an event getting detected by a given number of available UAVs.

Fig. 1.1  The wireless sensors layout on Yellowstone National Park
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The rest of this paper is organized as follows: The problem is formulated and 
solved for a single UAV in Sect. 1.2. In Sect. 1.3, we expand the problem to mul-
tiple UAVs along with numerical and approximate solution for optimum planning. 
The section is divided into two subsections based on the collaboration level of 
multiple UAVs. Finally, the paper is concluded in Sect. 1.4.

1.2  Optimum Planing for a Single UAV

Since our aim is to reduce the total number of sensors used to cover a large field, 
we assume that L/(m − 1) ≥ 2d. Therefore, there exists a possibility that an event 
may not be detected by any sensors. We represent this as a probability of getting 
an event sensed Ps. For analytical simplicity, we let an event being sensed if it 
touches any one of the grid lines. Then,

This probability in Eq. (1.1) is obtained based on geometrical probability and it is 
first calculated by Buffon [13].

Under normal WSNs where sensed event would be relayed to base station, this 
Ps would be equivalent to the detection probability. However, in our model, we 
have employed UAVs as a mobile base station. Therefore, event is not detected 
until sensed data is collected by any one of the UAVs. Let us use “pick up” as our 
ways of representing this event and P(pickup) = Pp. When there is only one UAV 
available and it chooses a grid line with equal probability then,

Here, we define that

We assume that an event sensed by a grid line and picked up by a UAV are 
independent events and it is true if ones does not know the distribution of event 
locations. Therefore,

Note an interesting paradox in Eq. (1.4) that increasing m helps Ps but reduces 
Pp and vice versa. This suggests that there must exist an optimum grid spacing 
which maximizes the detection probability. The optimum size m* of grid can be 
solved easily by differentiating Eq. (1.4).

(1.1)Ps = 1 −
(

1 −
(m − 1)d

L

)2

.

(1.2)Pp =
1

2m
.

(1.3)
Pd = P (an event is detected)

= P (an event is sensed and pick up by an UAV).

(1.4)Pd = PsPp =

(
1 −

(
1 −

(m − 1)d

L

)2
)

1

2m
.
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The floor sign is placed over the optimum m* since our aim is to reduce the 
total number of sensors and m can only be integer. However, ceiling could be 
another possible solution if the flooring reduces the detection probability signifi-
cantly as compared to ceiling it. Note from the optimum size of m in Eq. (1.5) that 
it grows approximately square root of two times of k which represents the scale of 
field corresponding to event radius as defined earlier.

By substituting Eq. (1.5) without floor sign back into Eq. (1.4), we obtain maxi-
mum detection probability Pd* for a single UAV case.

The maximum detection probability is numerically computed and plotted as 
shown in Fig. 1.2.

Suppose, a UAV flies over the m* × m* grid network at a fixed period of T. 
Then, probability that an event is detected before time s given an event has occur 
at time zero is geometrically distributed as, 

(1.5)

m∗ =

⌊√
2L + d

d

⌋

=

⌊√
2L

d
+ 1

⌋

≈
⌊√

2k
⌋

.

(1.6)

P
∗
d

=
d

L
+

d
2

L2

(
1 −

√
2L + d

d

)

= O

(
1

k

)
.

Fig. 1.2  The decreasing 
of maximum detection 
probability with a single 
UAV when scale representing 
the relative size of network 
grows. Graph also shows that 
the probability is decreasing 
approximately in O(1/k)
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With this, one can easily determine the suitable T and m which can satisfy their 
coverage demands under the constraint like a total number of sensors available.

1.3  Optimum Grid Spacing for Network  
with Multiple UAVs

Now we look at the case when n UAVs are available to be used as mobile base sta-
tions and how this can help in reducing the total number of sensors to be used, while 
maximizing the detection probability. We have looked at two different cases of mul-
tiple UAVs: n independent UAVs and n collaborative UAVs. The collaborative UAVs 
will not fly over the same grid line at the same time. Whereas, there is a good chance 
of selecting the same grid line in case of noncollaborative independent UAVs. It is 
obvious that a noncollaborative case will not perform as good as a collaborative case. 
However, in practice this situation can arise if each UAV is owned by different organi-
zations and they only share collected data through a common server. We will start the 
analysis of n collaborative UAVs since it is simpler than the noncollaborative cases.

1.3.1  Collaborative UAVs

Each UAV can select a grid line so that no two or more UAVs fly over a same grid 
line at the same time. This non-overlapping grid lines can be preassigned to them 
before they depart for wireless data collection. Due to this nonoverlap, the prob-
ability of an event being picked up by any one of the UAVs increases,

From here, let the subscript n under P represent the number of UAVs used. Ps is 
independent from the number of UAVs. Therefore,

Realize that Pd,n = nPd, Pd from Eq. (1.4). This means that optimum m* for multiple 
collaborative UAVs is the same as Eq. (1.5) and independent from the number of 
UAVs. As for the maximum detection probability Pd,n*, it increases linearly from 
Pd* in Eq. (1.6) with increasing number of UAVs. This is a very useful information 
for the network planner since maximum detection probability reduces as O(1/k) as 
shown as Fig. 1.2. For example, when the field length L is 100 times larger than the 
event radius, we can increase Pd to 0.1 by using 10 UAVs instead of one.

(1.7)P(t < s|s ≈ nT ) =
n∑

i=1

(
1 − P∗

d

)i−1
P∗

d .

(1.8)Pp,n =
n

2m
.

(1.9)

Pd,n = PsPp,n

=

(
1 −

(
1 −

(m − 1)d

L

)2
)

n

2m
.
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1.4  Noncollaborative Independent UAVs

Each UAV is independent and its probability of selecting a grid line is identically 
distributed for noncollaborative UAVs. Suppose, it is equally likely to select any 
grid line. Then, an event is picked up if at least one of them selects a correct grid 
line to detect an event. Therefore,

Again, Ps is independent of UAVs so,

The optimum m* for noncollaborative UAVs can be obtained by solving the 
derivative of Pd,n in Eq. (1.11). However, there is no simple solution for m* since 
differentiating Eq. (1.11) leaves us with a function of degree n. So, it is numeri-
cally computed as shown as Fig. 1.3. Based on the numerical result it seems that 
there exists only a single maximum detection probability under our constraint 
L
2d

+ 1 > m ≥ 2 which bounds the size of m from above and below.
Notice from Fig. 1.4 that the optimum size m* grows slowly with respect to 

the increase of n, the number of independent UAVs. Surprisingly, the result shows 
that this maximum detection probability with multiple noncollaborative UAVs still 
increase close to constantly with increase of n. Based on these observations, we 
are able to obtain a good approximate solution for m* which is also simple enough 
to reveal the relationship between n and m*. Let m̂∗ represents the approximated 
optimum size of network with noncollaborative UAVs.

By representing f′(m) as Eq. (1.12), we can rewrite it as a power series of binomial 
coefficients. Then, since (−n)n+1 = (−n)n−1c for n ≥ 2, we can further simplify it 
to the final form as shown as below.

(1.10)Pp,n = 1 −
(

1 −
(m − 1)d

L

)n

(1.11)

Pd,n =PsPp,n

=

(
1 −

(
1 −

(m − 1)d

L

)2
)(

1 −
(

1 −
1

2m

)n)
.

f (m) = Pd,n

g(m) =
(

1 −
m − 1

k

)

h(m) =
(

1 − (g(m))2

)

f ′(m) =
−n

m

(
(2m − 1)n−1

(2m)n

)
(h(m)) +

(2m)n − (2m − 1)n

(2m)n

2

k
(g(m))

=
−n

m

(
(−1)n−1(1 + (−2m))n−1

(2m)n

)
(h(m))

+
(2m)n −

[
(−1)n(1 + (−2m))n

]

(2m)n

2

k
(g(m))
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Now by solving this f′(m) = 0 we can obtain m*. However, it is very difficult to 
solve this directly. So we solve this for the first two terms of the power series with 
highest degrees of (n − 1) and (n − 2). This will give us the approximate form,

(1.12)

=
−n

m

(−1)n−1

(2m)n

(
n−1∑

i=0

(
n − 1

i

)
(−2m)i

)
(h(m))

+

{
(2m)n −

[
(−1)n

n∑

i=0

(
n

i

)
(−2m)i

]}
2(g(m))

k(2m)n

=
−n

m

(−1)n−1

(2m)n

(
n−1∑

i=0

(
n − 1

i

)
(−2m)i

)
(h(m))

+

[
n−1∑

i=0

(
n

n − i

)(
n − 1

i

)
(−2m)i

]
(−1)n−1

2(g(m))

k(2m)n .

Fig. 1.3  The detection 
probability of a WSN with 
multiple noncollaborative 
UAVs are numerically 
computed at k = 100 for 
different number of UAVs
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which is an cubic function that can be solved using a general formula of roots for 
a cubic equation or applying Cardano’s method we used in Eq. (1.13) which is 
naturally a discriminant of the cubic equation. Solving it yields to three possible 
solutions, with only one of them meeting our constraints.

This approximated solution can be used as a good rule of thumb for designing an 
efficient WSN covering widely expanded field with noncollaborative UAVs. This 
result is plotted in Fig. 1.4 along with optimum size m* obtained numerically. 
Interestingly, optimum size m* with multiple noncollaborative UAVs increase 
linearly with an increase in n and approximate solution m̂∗ also closely follows a 
linear relation. In practice, this result reveals that increasing the number of noncol-
laborative UAVs will gain constant increase in the maximum detection probability, 
but also increases the number of sensors to sense the event. But fortunately, the 
increase of sensors is only linear.

1.5  Conclusion

In this paper, we have investigated the partially controlled deployment of wireless 
sensors with UAVs as mobile base stations for widely expanded fields.

We have shown that there exists an optimum planning for a given number of 
UAVs which can maximize the detection probability while maintaining the size of 
grid network reasonably small. Our analysis shows that the relationship between 
optimum size of grid and the number of available UAVs for collaborative UAVs is 
independent of each other. But when the UAVs are noncollaborative, their relation-
ship is almost linear.

Our main contribution is that we have provided a practical, yet an efficient 
method of covering the vast geographical regions while elongating the lifetime 
of network. We have also provides a single equation governing the relationship 
between the optimum size of the grid and the number of available UAVs based 
on UAVs data collection strategy: collaborative and noncollaborative. These equa-
tions can be directly used as a method of designing the optimum planning of 
UAVs and deployment of wireless sensors networks.

(1.13)−2m3 + m(3k + nk + n + 1) + (2k − 2nk − n + 1) = 0,

(1.14)

p =
3k + nk + n + 1

−2

q =
2k − 2nk − n + 1

−2

u =
3

√√√√−
q

2
+

√
q2

4
+

p3

27

m̂∗ = u −
p

3u
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Abstract Video streaming is one of the prominent applications of Mobile Ad 
Hoc Network. Due to high rate requirements, less resource, and severe delay con-
straints, maintaining real-time media traffic such as audio and video in presence 
of dynamic network topology is difficult. To cope with this, we propose a cross-
layer design (CLD) to optimize the overall performance of video streaming ser-
vices over MANET. Our CLD jointly controls the video transmission rate, delay 
constraint, congestion, and resource constraint in order to maximize the received 
video quality and the performance of the network. When compared with conven-
tional techniques in MANET, our algorithm results in average end-to-end delay, 
average energy consumption, and the packet loss is considerably reduced with 
increase in high throughput and good delivery ratio.

Keywords  Cross-layer  design  •  MANET  •  Rate  adaptation  •  Link  failure  •  
Congestion control  •  Energy efficient  •  MPEG

2.1  Introduction

A Mobile Ad hoc Network is a wireless network consisting of mobile devices 
that self-configure to form a network without the aid of any established  
infrastructure. With the rapidly growing popularity of video streaming applica-
tions over MANET, the demand for resources efficiency and robustness in the  
network increases. Due to heterogeneity, dynamism, and unpredictability of 
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wireless ad hoc network, QoS demands in terms of delay limitation, bandwidth 
requirement, and loss tolerance are difficult to guarantee. To cope with this, many  
cross-layer approaches have been proposed that take into account the specific 
mobile characteristics.

In cross-layer architecture, layers exchange information and jointly opti-
mize in order to improve the overall performance [1]. Cross-layer design (CLD) 
exploits layer dependencies and therefore allows us to propagate required param-
eters throughout the protocol stack [2, 3]. It allows us to make better use of net-
work resources by optimizing across the boundaries of traditional network layers. 
Hence, it is especially well suited to video streaming application over MANET 
where the characteristics vary over time. There are many cross-layer designs for 
different optimization purpose for multimedia communication [4, 5]. Different 
cross-layer designs focus on different optimization purposes and different QoS 
metrics, which are delay, priority handling, resource constraint, etc.

While previous work often succeeded in showing the benefits of applying CLD, 
it often lacked providing solution for handling multiple issues to perform the QoS 
video transmission over ad hoc network [6, 7]. The cross-layer designs provide 
individual solution for flow control, admission control, link failure, routing over-
head, power conservation, energy minimization, and congestion control. There is 
no complete and combined solution for the above issues for wireless multimedia 
applications. In this paper, we propose a cross-layer design framework to provide 
a combined solution for rate adaptation, link failure management, congestion con-
trol, and energy optimization. To achieve high performance under varying condi-
tions, nodes need to adapt their transmission rate dynamically. For addressing the 
link failure problem, the received signal strength from the physical layer can help 
to determine the link quality. Links with low signal strength are discarded from 
the route selection. Routing overhead is improved by minimizing the frequency of 
recomputed routes by determining whether the packet loss was the result of con-
gestion or node failure causing to compute a new route. For congestion control, 
the queue length of the nodes can be estimated and notified to the network layer. 
This estimation of the buffer can be utilized by the network layer and accordingly 
the optimal path is selected. To achieve energy efficiency, energy metric is used 
to estimate the remaining energy of the node. This information is then used by  
network layer to select the energy efficient route.

The paper is organized as follows. Section 2.2 presents the related work done. 
Section 2.3 presents a detailed description of our proposed architecture. Section 2.4 
presents the simulation results and the conclusions are given in Sect. 2.5.

2.2  Related Work

There are numerous research works going on in this area. Rate adaptation strategy 
falls under two categories, statistics-based and channel quality-based approaches [8]. 
The [9] approach estimates the channel quality based on successful data transmissions 
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or failures. Using this estimation, it adjusts the data transmission mode in steps. An 
easy way to obtain the necessary information on wireless channel conditions is to 
maintain statistics about the transmitted data like the Frame Error Rate/Bit Error Rate 
(FER/BER), or retry ratio, or the achieved short-term/long-term average throughput. 
The channel quality-based approach estimates the channel quality based on the meas-
ured SNR or SSI instead of the statistics and adjusts the data transmission mode by 
using the predefined threshold lookup table. Channel-based schemes [10] are further 
classified into sender based, receiver based, and hybrid adaptation techniques.

Several rate adaptation techniques have been proposed in all cases. Among the 
existing, some are discussed here. Auto Rate Fallback based on frame loss ratio 
adjusts the rate based on the number of consecutive successful transmissions. But 
in ARF [11], frequent collision problems occur. To overcome the collision prob-
lem in the ARF scheme, the collision-aware rate adaptation scheme (CARA) is 
proposed. The key concept of the CARA scheme is that the sender combines  
adaptively the RTS/CTS exchange with the clear channel assessment (CCA) 
functionality to differentiate frame collisions from frame transmission fail-
ures caused by channel errors. However, a fundamental limit of statistics-based 
approaches is that they classify channel conditions as either “good or bad.” This 
binary decision provides the direction to adapt the transmission mode, but does 
not suffice to select the appropriate mode immediately. This leads to a slow step-
by-step accommodation to large changes in channel conditions and introduces the 
risk of oscillation during stable channel conditions. Unlike, the statistics-based 
approaches, channel quality-based approaches can directly measure the channel 
conditions and adjust the data transmission mode. An example is the receiver-
based auto rate (RBAR) [12] scheme which performs rate adaptation at the 
receiver instead of the sender.

Link failure management schemes are generally based on the physical layer 
parameter in order to predict the quality of the link. One of the techniques pro-
posed make use of signal strength as a metric to predict link quality at the network 
layer. With the incorporation of link layer and transport layer, the proposed Link 
Adaptive Transport Protocol [13] which provides a systemic way of controlling 
transport layer offered load for multimedia streaming applications, based on the 
degree of medium contention information received from the network. In [14] is 
proposed a cross-layer design that uses a metric known as link residual time (LRT) 
that is computed based on the received power observed at the physical layer. The 
value of LRT can be used to estimate the longevity of the link and denotes the 
remaining time for which the link can be used for packet transmission. LRT values 
can be used in higher layers to make better decisions for hand-off, scheduling, and 
routing packets.

The research on congestion for MANET is still ongoing and there is a need 
for new techniques. Congestion aware routing technique has been proposed 
by using several metrics such as MAC layer utilization, contention and chan-
nel interference, queue length, mobility parameter, etc., to increase throughput 
of the network. Some of the protocols are discussed here. Congestion Adaptive 
Routing Protocol (CRP) [15] uses additional paths, called bypass, for bypassing 
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the potential congestion area to the first noncongested node on the primary 
route. For increasing the performance of network, Congestion aware routing 
plus Rate Adaptation [16] is proposed which uses two metrics to measure con-
gestion information; average MAC layer utilization and Queue length. To handle 
delay constraint, Congestion Aware Routing protocol is designed for Mobile ad 
hoc networks (CARM) [17] based on metrics that incorporate data rates, MAC  
overhead, and buffer delay to control congestion. For load balancing a new pro-
tocol [18], Congestion Aware Scheduling Algorithm for MANET (CARE), is  
proposed, which decreases the arrival rate at the congested node and balances the 
load among network.

Energy is the important issue to be addressed because the Ad hoc network 
has limited resource. Several researches have proposed many algorithms [19] for 
handling the limited resource in an efficient manner. Energy Efficient MANET 
Routing Protocols are mainly divided into two categories based on how they min-
imize the active communication energy, i.e., transmission control approach [20] 
and load distribution approach [21]. For minimizing energy during inactivity 
sleep/power-down mode approach has been proposed [22]. Energy efficient rout-
ing protocols based on transmission power control find the best route that mini-
mizes the total transmission power between a source–destination pair. The specific 
goal of the load distribution approach is to balance the energy usage of all mobile 
nodes by selecting a route with underutilized nodes rather than the shortest route. 
The sleep/power-down mode approach focuses on inactive time of communication.

2.3  Proposed Cross-Layer Design

2.3.1  Overview

In this paper, we propose a novel cross-layer architecture named DSR-CE, whose 
aim is to provide a combined solution for rate adaptation, link failure management 
and reduced routing overhead, congestion control and energy efficient for deal-
ing with issues like packet loss, delay, power constraint, and QoS. In DSR-CE, 
Physical, MAC, and Network layers cooperate with each other to fulfill the task of 
QoS provision to video streaming application. Our main contribution is to provide 
the solution for the following critical issues for video streaming over mobile ad 
hoc network.

We first integrate rate adaptation module with link failure module named DSR-
RL, which makes use of received signal strength parameter for cross-layer optimi-
zation. In rate adaptation module, transmission rate selection selects data rate in 
the MAC layer based on the channel estimation information from physical layer. 
To achieve high performance under varying conditions, nodes need to adapt their 
transmission rate dynamically. To address the link failure problem, the received 
signal strength from the physical layer can help to determine the link quality. The 
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links with low signal strength are discarded from the route selection. Routing 
overhead is improved by minimizing the frequency of recomputed routes by deter-
mining whether the packet loss was the result of congestion or node failure that 
caused to compute a new route.

Then, further we modified the design and proposed a new architecture,  
i.e., DSR-CE which contains solution for congestion and resource constraint 
also in MANET. For congestion control, the queue length of the nodes can be 
estimated and notified to the network layer. This estimation of the buffer can be  
utilized by the network layer and accordingly the optimal path is selected. In 
energy efficiency module, energy metric is used to estimate the remaining energy 
of the node from Physical layer. This information is then used by network layer 
to select energy efficient route. More detailed description of the module is given 
below. The architecture is shown in Fig. 2.1.

2.3.2  Rate Adaptation

Video applications usually require low error rates. Since video over wireless ad 
hoc network is already compressed at the available bit rate, errors can ruin the 
video quality at the receiver. To maintain a constant low error rate, the bit rate of 
the video bit stream must be adapted to the available bit rate. This would require 
that physical layer channel information be made available at the MAC layer. Our 
approach to solve the problem of fluctuating available bit rate makes use of chan-
nel state information at the sender to determine at which rate the bit stream is to 
transfer. The receiver estimates the signal strength of transmission channel using 
channel model simulation at the physical layer. The parameter used for channel 
estimation in our scheme is received as power indication Pr, which is calculated as

Fig. 2.1  Cross-layer architecture
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where, Pt and Pr are signal power at receiver and transmitter, Gt and Gr are gain 
for a signal to a node from the transmitter and receiver, Ht and Hr are height of 
the transmitter and receiver, is wavelength, d is distance between the transmitter 
and receiver and L is system loss. Then the received signal strength is mapped 
to a transmission data rate based on threshold-based technique [23] at the MAC 
layer. In this approach, the rate is chosen by comparing the channel information 
based on series of thresholds related to available M-QAM modulation schemes. 
The receiver sends the determine bit rate to the sender. On receiving the current 
rate from the receiver, the physical layer at the sender adjusts its transmission rate 
accordingly. Other neighbor nodes that hear the packet will update the information 
in their network allocation vector (NAV) and hold their transmission until current 
transmission gets completed.

2.3.3  Link Failure Management

In ad hoc wireless networks, we deal with nodes that have different power capa-
bilities; hence, there is a considerable likelihood to transmit with different power 
levels. The link asymmetry arises when a node with high power transmits to a 
lower power node, and the high power-node cannot sense an ongoing transmis-
sion triggered by the low power node. Thereby, the hidden terminal problem is 
exacerbated, which provokes more false link failures, increasing the time that 
route discovery process is launched. Normal DSR interprets a link failure (in 
MAC layer) as a broken link, even when caused by congestion at receiver. The 
received signal strength of neighboring nodes can be used to detect the reason for 
lost packets, distinguishing between congestion and broken links due to mobility, 
because in broken links due to mobility, the receiver is not reachable. The rea-
son for unsuccessful communication is sent to the routing layer. The routing layer 
should interpret that communication to destination was not possible, not because 
of a broken link but rather congestion; therefore, route maintenance is not needed. 
If that is not the reason delivered to the routing layer, a route maintenance process  
is required. We calculate and use the average signals of nodes to stop retrans-
mitting packets when destination is not reachable because it moved away. The  
proposed scheme will make DSR distinguish between both situations, avoiding 
the route error process when the link error at MAC layer is due to congestion and 
not due to mobility of nodes causing broken links. When MAC layer is not able to 
communicate to a neighboring node, MAC layer informs to the routing layer not 
only that there was a problem, but also includes if the neighboring node is still 
reachable.

(2.1)Pr =
Pt ∗ Gt ∗ Gr ∗ Ht ∗ Hr ∗ �

2

(4 ∗ π ∗ d)2 ∗ L
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2.3.4  Congestion Aware and Energy Efficient Routing

The energy consumption can be reduced by designing routing protocols of these 
select routes with less energy consumption for end-to-end packet transmission. 
Congestion aware routing protocol is designed such that it reduces collision and 
selects the route that avoids congested nodes. We design energy efficient routing 
and congestion control protocol of MANETs named as DSR-CE. It discovers the 
route based on energy aware metrics and congestion aware metrics. Here, we use 
two metrics: queue length for congestion and remaining energy of node. The con-
gestion was assumed to be in existence when queue length was near capacity or 
when battery level fell below a predefined threshold. The proposed protocol works 
similar to normal DSR protocol, if the current queue length is less than maximum 
queue length. When a data packet needs to wait in queue for a longer time, there 
is a possibility for unexpected delay in transmission or dropping of packets. The 
number of packets in the queue is a metric reflecting the traffic load of the mobile 
node. A mobile node with more traffic passing through it usually has more packets 
in its interface queue. Average queue size indicates the node traffic load in the long 
term [24]. The calculation of the average queue size is updated every T seconds 
based on the following equation:

where qlen denotes the average queue length and qlensample the current queue 
length which is constant and set to 0.3 in our simulations. Communication is the 
main source of energy consumption for a mobile node. Nodes consume energy 
while transmitting data to a desired destination when forwarding data while act-
ing as intermediate nodes between source and destination nodes, or receiving data 
destined to them. Hence, we calculate energy metric as power consumed with the 
following equation:

where En denotes the total energy consumed by node, Ptx is power consumed in 
transmission mode, Pr is power consumed in reception mode, Pth is receiving 
power threshold, Pm is power consumed in idle mode, and Pover is power con-
sumed in overhearing mode. When an intermediate node receives a route discov-
ery (RREQ) packet, the following steps are undertaken by the algorithm: Node 
checks the source node’s energy level Es, source node ID, which was advertised 
in the network, and the destination node ID. It saves all attributes in its route 
cache. It calculates whether its queue length cost from equation exceeds the 
threshold value, i.e., the maximum queue length. If the queue length cost is more 
than the threshold, it will not forward the packet to any other intermediate node 
and will not participate in the routing process. The busy node simply drops the 
RREQ packet, hence the discovered route simply omits the congestive nodes. If 
the queue length cost is less than the threshold, it appends its node ID, energy 
level and forwards the packet to its neighboring nodes. When destination node 

(2.2)len = β ∗ qlen + (1 − β) ∗ qlensample

(2.3)En = Ptx − Pr + Pth + Pm + Pover
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receives the RREQ message it will calculate the mean value of all the values of 
En of all the nodes and send an RREP message to the node whose En value is 
nearest to the mean value. If the route discovery broadcast is not the first one  
(i.e., if it is another communication period, T), the node will check its route cache 
to see if there exist routes to the destination. In case there is one, it chooses the 
one with shortest hop and with minimum total energy to the destination with  
congested free nodes.

2.4  Simulation Results

In this section, we illustrate the feasibility and effectiveness of the pro-
posed CLD for video streaming, i.e., DSR-CE (DSR with rate adaptation, link  
failure management, congestion control, and energy efficient) in the NS-2 simu-
lator and compare it with DSR-RL (DSR with rate adaptation and link failure 
management) and DSR under varying background traffic load, different frame 
rates [25], different video sequences, and different mobility scenarios based on 
various performance metrics,viz., network and QoS metrics. We test the accu-
racy of design for different network varying environment. For analyzing the 
dynamic behavior of ad hoc network, static and mobile scenario with different 
mobility of 1–10 m/s are taken for experiment. We use IEEE 802.11 as MAC 
layer protocol. It has the functionality to notify the network layer about link 
breakage. In our simulation, 50, 75, 100 mobile nodes move in a 500 m * 500 m 
rectangular region for 200 s simulation time. All nodes have the same transmis-
sion range of 250 m. The background traffic is simulated using CBR packets 
with fixed size of 1,024 bytes.

For video traffic, the encoded packet traces of different video sequence of both 
QCIF format (176 * 144) and CIF (352 * 288) such as Akiyo, Foreman, Mother 
Daughter, News, Hall, High-way, Bridge, and Football are used [26]. To test the 
effect of rate adaptation, we vary offered load by changing the CBR packet rate 
from 10 packets/second to 60 packets/second and video sequence at a frame rate 
of 10, 20, and 30 fps. An analysis of the performance based on mobility is per-
formed by varying the pause time of the node from 20 s (high mobility) to 100 s 
(low mobility). The number of nodes is taken as 50 (small area network), 100 
(large area network) and the maximum number of connections as 20, 40 with dif-
ferent video sequences (low and high resolution).

2.4.1  Network Level Evaluation

It indicates the efficiency of the tested protocols for indicating perceived per-
formance of network. We analyzed how well our design performs in different  
networking environments using the following metrics.
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1. Throughput: In case of high mobility, DSR-CE, DSR-RL increases the overall 
throughput of the network. The number of link errors in DSR-CE, DSR-RL is 
decreased compared to normal DSR, because of the high reduction of routing 
packets, achieving higher overall throughput. In DSR, the length of the route 
fluctuates between high and optimal values, due to a large amount of route 
errors and the consequent new routes found. By reducing route errors and con-
gested free route in DSR-CE, the length of the routes becomes optimal and 
constant (Figs. 2.2, 2.3).

2. Delivery Ratio: Packet delivery ratio of DSR is less compared to DSR-CE, 
DSR-RL because the number of packets dropped is more in DSR. Due to link 
failure management, less number of packets can be dropped which results in 
good packet delivery ratio (Figs. 2.4, 2.5).

3. End-to-End Delay: The delay of DSR-RL, DSR is almost similar because in 
case of congestion both schemes wait for a certain period of time before they 
send the packets that introduce more congestion hence it introduces delay; 
while in case of DSR-CE, it finds out the congested free path, hence the prob-
ability of congestion is reduced (Figs. 2.6, 2.7).

4. Energy Consumption: DSR-CE outperforms DSR under different traffic loads, 
which is mainly due to the benefit of power control in the Network layer. The 
excess packets inevitably introduce more collisions to the network, wasting 
more energy. DSR-CE chooses alternative routes, avoiding the heavily bur-
dened nodes and thus alleviating the explosion in average energy consumption 
(Fig. 2.8).

Fig. 2.2  Throughput for network of 50 nodes for low resolution video
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Fig. 2.4  Packet delivery ratio for network of 50 nodes for low resolution

Fig. 2.3  Throughput for network of 50 nodes for high resolution video
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2.4.2  Quality of Experience Measurement

Measure of network parameter results in control of resource but for maintain-
ing user satisfaction we need QoS parameter. Quality of experience is the overall 
acceptability of an application or service, as perceived subjectively by end-users. 
QoE assessment divided into two different ways: subjective and objective.

Fig. 2.5  Packet delivery ratio for network of 50 nodes for high resolution

Fig. 2.6  End-to-end delay for network of 50 nodes for low resolution video
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1. PSNR: From the result as shown in table, we observe the average PSNR 
of DSR-CE outperforms DSR-RL by 0.9 dB and DSR by 1.6 dB. We see 
that, DSR-CE and DSR-RL have lower end-to-end delay compared to DSR, 
while DSR-CE has the lowest packet loss rate 0.0028. DSR-CE can balance 
the traffic over multiple paths to avoid the congestion occurs which lead 
to lowest packet loss probability and improve the robustness of wireless 
transmission. To quantify the improvement that our algorithm produces on 

Fig. 2.7  End-to-end delay for network of 50 nodes for high resolution video

Fig. 2.8  Energy consumption versus pause time
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steaming video, we calculate the PSNR of each frame once before our algo-
rithm has been implemented and once after our algorithm has been imple-
mented. Figure 2.9 shows the PSNR fluctuation received after transmission 
of video through DSR-CE, DSR-RL, and DSR (Table 2.1).

2. Subjective Assessment: To illustrate the perceptual video quality delivered 
by different approaches, we observe the quality of a video in YUV Viewer 
which gives results of the distortion and delay occurred during transmission. 
From Fig. 2.10 it can be seen that quality of video improves when transmit-
ting through DSR-CE, DSR-RL as compared to DSR. DSR introduces  
distortion and delay in receiving frame which degrades the quality of video. 
DSR-CE has better performance because it can reduce delay and distortion by 
avoiding or relieving the congestion.

Fig. 2.9  PSNR of video transmission after simulating in DSR-CE, DSR-RL, and DSR

Table 2.1  PSNR, delay and 
loss rate

Packet loss rate Delay (s) Average PSNR(dB)

DSR-CE 0.0028 0.0548 33.458
DSR-RL 0.0045 0.0879 32.516
DSR 0.076 0.1457 31.795
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2.5  Conclusion

Based on the analysis of ongoing efforts, cross-layer design appears to be a suitable 
approach for future contributions to the framework of wireless network that address 
emerging issues related to ever-higher performance, energy consumption, and mobil-
ity. We have designed a cross-layer design-based architecture to provide a combined 
solution for link failure management, rate adaptation, congestion control, and energy 
efficiency. Performance of DSR-CE is compared with DSR-RL and DSR. It increases 
the QoS of video in terms of PSNR as well as subjective quality. By simulation results, 
we have shown that the DSR-CE reduce average end-to-end delay, average energy 
consumption, and packet loss with increase in high throughput and good delivery ratio.
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Abstract In this paper, we propose a network-MAC cross-layer design protocol 
called Routing Protocol for Low-power and Lossy Networks-Sleep Collect and 
Send Protocol (RPL-SCSP) for wireless sensor networks (WSNs) that optimizes 
both the end-to-end delay and the energy consumption. RPL-SCSP improves the 
RPL that supports real-time quality of service (QoS), to ensure a reduced end-to-
end delay for urgent data by selecting the parent taking into account the number 
of packets present in the queue of each potential parent node. Our proposed cross-
layer protocol has proven its efficiency through simulation results obtained from 
COOJA simulator under Contiki operating system, in comparison with the basic 
media access control (MAC) and network protocols.

Keywords  Wireless sensor network  •  QoS  •  Energy consumption  •  End-to-end 
delay  •  Optimization  •  MAC protocols  •  SCSP  •  RPL  •  Contiki  •  COOJA

3.1  Introduction

A wireless sensor networks (WSN) is deployed over a geographical area to moni-
tor physical phenomena. It has variant applications such as medical monitoring, 
homeland security, and military applications. WSNs typically use limited life 
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battery that cannot be easily replaced or recharged because sensors are deployed in 
hostile environments. To have a long lifetime, the individual nodes should reduce 
the power consumption. Thus, several power-saving mechanisms and media 
access control (MAC) protocols [1] have been designed and studied to reduce the 
power consumption by switching the radio off as often as possible such as SCSP 
[2]. SCSP works according to the paradigm “sleep, collect, and send”. It does not 
require synchronization between routers. In fact, to make the receiver aware of the 
transmission, the first message to transmit during the send period is preceded by 
a preamble. In a communication stack, the MAC and routing protocols cooper-
ate together in order to ensure the communication between neighbors. The RPL 
is emerging as a Proposed Standard “Request For Comment” RFC6550 in the 
Internet Engineering Task Force (IETF) [3, 4].

In this work, we propose RPL-SCSP protocol, a network-MAC cross-layer 
design that guarantees a rapid transmission for urgent data while minimizing the 
energy consumption. It presents, in the network layer, a modified version of the 
RPL protocol. In the MAC layer, we use a modified version of the SCSP protocol 
that is tolerant to reduce the energy consumption by switching its node between 
sleep and active modes. Furthermore, SCSP dynamically adapts the active and 
sleep periods (SPs) according to the received traffic in order to achieve high 
throughput rates when an urgent event occurs. Moreover, urgent events and criti-
cal information require a rapid transmission time (end-to-end delay). Therefore, a 
node should choose a less loaded parent node. Accordingly, we define a threshold 
to the received packets number per each queue. MAC layer provides the list of 
neighbor routers to the network layer in order to offer to the node multiple for-
warding choices. Hence, MAC protocol has the possibility to change the next hop 
router if the number of packets in its parent’s queue reaches the threshold. In addi-
tion to the optimization of the end-to-end delay, RPL-SCSP optimizes the energy 
consumption by adapting a new mechanism that reduces the active state periods. 
Indeed, RPL-SCSP turns the radio off, if no packet is queued during the collect 
period of the SCSP MAC protocol. We implement our cross-layer in the Contiki 
Operating System [5, 6] and we compare it with the conventional protocols (SCSP 
and RPL) by simulating different networks through the COOJA simulator.

The remainder of the paper is organized as follows. Section 3.2 presents the 
related work. Section 3.3 describes the cross-layer design. In Sect. 3.4, we present the 
simulation results of our proposed cross-layer. Finally, Sect. 3.5 concludes the paper.

3.2  Related Work

Much research has been addressed to minimize the energy consumption such as 
MAC protocol designs, which use duty cycling mechanisms, in which nodes peri-
odically switch between sleep and active modes. S-MAC [7], B-MAC [8], and IEEE 
802.15.4 [9] are examples of energy efficient MAC protocols for WSNs. S-MAC 
has a synchronization overhead that maintains a common sleep schedule between 
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nodes, whereas B-MAC is an asynchronous protocol that uses an adaptive preamble 
scheme to achieve low-power communication. In fact, the router periodically wakes 
up and checks the channel activity. When a preamble is received, the router stays 
awake to receive the incoming packet. IEEE 802.15.4 standard provides a physical 
and a MAC layer for low-cost and low-rate wireless networks. This MAC protocol 
can operate on both beacon enabled and non-beacon modes. In its beacon mode, the 
IEEE 802.15.4 uses a superframe structure which is defined as the time between two 
successive beacon transmissions and composed of an active and a SP.

Nefzi et al.  [2] proposed a MAC protocol called SCSP that benefits from the 
advantages of S-MAC and B-MAC to provide further enhancements. SCSP uses 
SP and wake up period such as in S-MAC protocol and it operates like B-MAC 
during the SPs. The idea of SCSP is that a router sleeps for a period of time, wakes 
up, and collects data from other routers and then sends them into a burst during a 
period of time that we call a transmission period (TP). After joining the network, 
a router starts sending beacon frames to provide useful information to its neigh-
bors. The time between two successive beacon frames is called superframe. The 
superframe is divided into three periods; the SP during it, the router enters into 
sleep mode, the waiting period (WP) during it the router becomes active, it col-
lects data from its neighbors, and the TP during it the router starts transmitting 
all packets queued in its buffer in a single burst. The superframe structure is illus-
trated in Fig. 3.1.

When the WP finishes, the router transmits a preamble, then it starts transmit-
ting all packets queued in its buffer during TP. At the end of the TP, the router 
sends the next beacon and starts another cycle.

Many routing protocols are suitable for duty cycle MAC protocols like Zigbee 
[10] tree routing (ZTR) and RPL [3, 4]. Zigbee is a wireless standard based on 
IEEE 802.15.4 standard for Personal Area Networks. It uses a low data transfer 
rate to monitor application. Nefzi et al. [2] used a modified version of the ZTR 
(m-ZTR) with SCSP which is more tolerant to node failure. M-ZTR does not 
require route discovery. In fact, end devices in ZTR always send their data to their 
father, whereas, in m-ZTR, due to the beacon frame send by the SCSP protocol at 
the beginning of the superframe, end devices send their data to the first received 
beacon sender. Accordingly, routing decision in m-ZTR uses neighborhood table. 
Hence, the flexibility of the selection of next hop router maintains the network 
connectivity before the received traffic falls, which make m-ZTR more tolerant to 
node failures than ZTR. Thus, in comparison with IEEE 802.15.4 MAC, the cross-
layer in [2] extends the network lifetime.

Fig. 3.1  Superframe structure
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The routing protocol RPL is designed by the working group Routing Over 
Low-power and Lossy networks (ROLL) for Low-power and Lossy Networks 
(LLNs) where constrained devices were interconnected by wireless and wired 
lossy links. RPL is a distance vector protocol that builds a Directed Acyclic Graph 
(DAG) where paths are constructed from each node in the network to the DAG 
root (Sink). DAGs offer redundant paths which are required for LLNs. To build 
the DAG, RPL uses a discovery mechanism based on ICMPv6 messages. When 
forming the topology, the sink and the nodes send a DAG Information Object 
(DIO) message to advertise information about the DAG such as the DAGID and 
the object function (OF). To let arbitrary nodes communicate with each other, 
RPL defines a destination advertisement object (DAO) message to advertise the 
prefix reachability toward the children and to propagate the information along the 
DAG in the up direction to populate the routing tables of the ancestor nodes. Much 
research has been addressed to enhance RPL such as in [11] which investigated 
the use of a MAC protocol called receiver-based MAC (RB-MAC). Such approach 
enhances the end-to-end delay and increases the energy efficiency relying on 
the current channel condition. In fact, RB-MAC protocol reduces the number of 
retransmission by electing the neighbor which has a strong link to the sending 
node.

3.3  QoS Protocol Based on Cross-Layer Design

The QoS is a critical component of the overall architecture. Some data such as 
the critical alarms have a real-time requirement and the networking infrastructure 
should guarantee an optimized end-to-end delays. So, for delay sensitive applica-
tions, it is important to limit this parameter. RPL-SCSP is a cross-layer protocol 
that uses in its MAC layer a modified version of the SCSP and in its network layer, 
a modified version of the RPL, holds the promise to achieve higher performances 
in terms of energy consumption and end-to-end delay.

3.3.1  Routing Protocol

RPL finds the best path according to OFs. It finds the path that minimizes the path 
expected transmission count (ETX), where the path ETX is defined as the sum of 
the ETX for all the traversed links [4]. The ETX metric characterizes the aver-
age number of the required transmitted packets to ensure a successful transmis-
sion. The ETX is consequently tightly coupled with the throughput along a path. 
Therefore, the OF chooses the parent with the minimum rank (ETX), as illustrated 
in Algorithm 1.
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Algorithm 1:
if (p1 rank < p2 rank)

{ return p1 ; }
else

{ return p2 ; }

Moreover, the end-to-end delay depends on the number of packets in the queue 
during WP “nqpacket.” The more the number of packets in the queue increases, 
the more the end-to-end delay will be longer. Therefore, we define a threshold 
S that represents the maximum number of packets in the queue during the WP 
(maximum of “nqpacket”). Thus, other than ETX, the OF depends on “nqpacket.” 
The new mechanism works as follows. During the WP, each router node sends the 
number of packets in its queue to its neighbors. In this way, other than ETX, the 
parent should be selected according to the parameter “nqpacket.” To minimize the 
end-to-end delay, this number should be lower than the threshold S (see Algorithm 
2). In addition, when “nqpacket” reaches the threshold S, the node should abandon 
its parent. The mechanism is illustrated in Fig. 3.2.

Algorithm 2:
if (p1 rank < p2 rank)

{ if ((p1→nqpacket < S) ‖ (p2→nqpacket >= S))
{ return p1 ; }

else if (p2→nqpacket < S)
{ return p2 ; }

}

However, if the number of the received packets in the queue of all the prospec-
tive parents exceeds S, the node selects the parent with a minimal rank (ETX).

Fig. 3.2  Improvement of 
end-to-end delay
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3.3.2  Channel Access Protocol

To provide a long lifetime, the power consumption should be low for the system. 
Thus, to reduce the power consumption, SCSP switch the radio off (sleep mode) 
during the SP. During this period, the router goes to sleep; it periodically wakes 
up and senses the channel. If the channel is busy, it remains active as far as it 
receives data from the medium. Otherwise, it goes back again to sleep. When the 
SP expires, the router becomes active. However, it does not transmit any packet 
upon their arrival in the WP. When the WP expires, the router stays in the active 
state, and transmits all packets queued in its buffer. However, the radio is always 
active during WP even if the queue is empty during this period. To improve the 
energy consumption, SCSP should switch the radio off during WP if the queue is 
empty and wakes up periodically to sense the channel. Hence, it is important to 
provide an empty queue during the WP. To provide this, the node should choose a 
parent that has already packets in its queue.

3.3.3  QoS Support

In order to ensure the required QoS, our cross-layer provides a compromise 
between the energy efficiency and the end-to-end delay. Thus, the proposed mech-
anism of the OF is improved (see Algorithm 3). This new mechanism aims to 
enhance the energy consumption by choosing the parent that has already packets 
in its queue (“nqpacket” = 0) and to enhance the end-delay by choosing a par-
ent with “nqpacket” less than S. Accordingly, the node maintains its parent only if 
“nqpacket” is between 1 and S.

Otherwise (“nqpacket” = 0 or “nqpacket” > S), the node selects another parent 
such that the number of received packets in its queue (“nqpacket”) is equal to a 
value between 1 and S−1. In the case where queues of all prospective parents are 
empty, the node selects the best parents with a minimal rank (ETX).

3.4  Simulation Results

In this section, we present a simulation study of our cross-layer (RPL-SCSP) 
which we implemented in the Contiki operating system [5, 12] and we simu-
lated in Contiki COOJA network simulator. We consider the network illustrated 

Algorithm 3:
if (p1 rank < p2 rank)
{ if(((p1 → nqpacket < S)&&(p1 → nqpacket > 0))‖(p2 → nqpacket >= S))
{ return p1; }
else if ((p2→nqpacket < S) && (p2→nqpacket > 0))
{ return p2; }
else { return p1; }

}
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in Fig. 3.3, composed of 20 routers (yellow circles in the figure), 5 nodes (pink 
circles), and a sink node (green circle). The sink node (the root) is always active.

We analyze the energy consumption and end-to-end delay with different traf-
fic loads and we compare RPL-SCSP with the basic protocols RPL and SCSP. 
Table 3.1 summarizes the general simulations parameters.

3.4.1  End-to-End Delay

As first simulation, we analyze the end-to-end delay as a function of the traffic 
load. Furthermore, the end-to-end delay depends on the chosen threshold S. The 
maximum number of packets in the queue is fixed to 4. By this way, S could be 
chosen between 1 and 3. We varied the traffic and then measured the end-to-end 
delay with different values of the threshold S. We get the best end-to-end delay 
with a threshold S equal to 3. This first simulation, illustrated in Fig. 3.4, shows 
that RPL-SCSP provides better results than the basic protocols. In fact, due to the 
new algorithm, the packet does not expect much time to be transmitted for a heav-
ier traffic load.

Fig. 3.3  Simulation scenario

Table 3.1  Simulation 
parameters

Parameters Value

Simulation time (min) 30
Maximum transmission radius (m) 50
Clear channel assessment (ms) 8
RDC channel check rate (Hz) 8
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3.4.2  Energy Consumption

In this section, we analyze the energy consumption in the network, illustrated in 
Fig. 3.3, by varying the traffic load during the simulated time. Figure 3.5 shows 
that RPL-SCSP outperforms the basic protocols SCSP and RPL. Indeed, our 
cross-layer achieves better results in terms of energy consumption. Moreover, 
when using the basic protocols, the radio is always on during the WP even if there 
is no packet in the queue during this period. When the traffic load decreases, the 
energy consumption also decreases. This is explained by the fact that the node 
rarely switch its radio on during the WP and the TP when the traffic load is low.

Fig. 3.4  Comparison of end 
to end delays between basic 
protocols and RPL-SCSP 
(S = 3)

Fig. 3.5  Comparison of 
energy consumption with 
different traffic load between 
RPL-SCSP and basic 
protocols
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3.5  Conclusion

In this paper, we proposed a new approach to improve the QoS in wireless sen-
sor networks using a network-MAC cross-layer design RPL-SCSP. RPL-SCSP 
provides a reduced end-to-end delay in order to guarantee a rapid transmission of 
urgent data, by proposing a new algorithm to select the best parent according to 
the queue load. RPL-SCSP aims also to optimize the energy consumption in order 
to extend the network lifetime, by switching the node into inactive state each time 
the queue is empty. Thus, this proposed cross-layer supports QoS by offering a 
good compromise between the energy consumption and the end-to-end delay. The 
simulation results have shown that, in comparison with the basic protocols, the 
RPL-SCSP cross-layer design reduce the end-to-end delay and extend the network 
lifetime by optimizing the energy consumption.
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Abstract Congestion severely affects the performance of a wireless sensor network 
in two aspects: increased data loss and reduced lifetime. This paper addresses these 
problems by introducing a mobile sink for congestion avoidance and lifetime maxi-
mization in wireless sensor networks (WSN). Also, in the proposed scheme data 
only has to travel a limited number of hops to reach the mobile sink, which helps to 
improve the energy consumption of the sensor nodes. We have considered various 
parameters like packet delay, packet loss, and throughput for evaluation. Through 
simulation, we show effectiveness of the proposed scheme in terms of congestion 
avoidance and increased lifetime of the wireless sensor network.

Keywords  Congestion  avoidance  •  Lifetime  maximization  •  Mobile  sink  •  
Wireless sensor network

4.1  Introduction

The phenomenon of congestion can be observed in different types of wired and 
wireless networks even in the presence of strong routing algorithms. Congestion 
in wireless sensor networks (WSN) mainly occurs because of two reasons—
when multiple nodes want to transmit data through the same channel at a time or 
when the routing node fails to forward the received data to the next routing nodes 
because of the out-of-sight problem.
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Applications of WSNs in the areas of environment and habitat monitoring 
require the sensor nodes to periodically collect and route data toward a sink. Also, 
it is known that each sensor node can only be equipped with a limited amount of 
storage, so if at any given routing node the data collection rate dominates the data 
forwarding rate congestion starts to build up at this node. Such type of congestion 
and data loss normally occurs at the nodes located in the vicinity of a static sink. 
Data loss at these nodes occurs due to the fact that at any given point of time a 
sink can only communicate with one or a limited number of sensor nodes [1, 2].

To mitigate this static sink problem, new strategies have been developed by 
exploiting the mobility of a sink to better balance the problem of congestion and 
the energy consumption among the sensors. That is, the mobile sink traverses the 
monitoring region and rest at some locations to collect sensed data. It has been 
demonstrated that sink mobility is a blessing rather than a curse to network perfor-
mance including the network lifetime, packet delay, packet loss, and throughput.

The lifetime of the sensor network is another important aspect in environmental 
and habitat monitoring-based applications of the WSN. Lifetime of a WSN can be 
defined as the time interval between the deployment of the sensor field and the time 
when the first sensor node fails due to complete energy dissipation [1, 3, 4, 2].

The main contribution of this paper is that we have done the analysis of the 
effect of mobile sink in reducing congestion and increasing lifetime of the sensor 
network by considering various parameters. The same parameters are considered 
for the sensor network using static sink. It has been shown that, sensor network 
with a mobile sink performs better to reduce congestion as compared to sensor 
network with a static sink.

The rest of the paper is organized as follows: Sect. 4.2 summarizes related work, 
Sect. 4.3 presents the sink mobility model, simulation setup and analysis of results 
are given in Sects. 4.4 and 4.5, respectively and Sect. 4.6 concludes the paper.

4.2  Related Works

In this section, a summary of currently available congestion avoidance techniques 
and their removal is discussed. It also elaborates the recent work done on investi-
gating the use of mobile sink in WSNs.

4.2.1  Congestion Avoidance and Control Techniques

In WSN, there are mainly two reasons that result in congestion—(1) the packet 
arrival rate exceeding the packet service rate. This occurs at sensor nodes, which 
are in the vicinity of the sink as they usually carry more upstream traffic. (2) 
Contention, interference, and bit error rate on a link also results in congestion 
[4, 2]. Congestion has a direct impact on energy efficiency and application QoS. It 
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can cause buffer overflow, packet loss, and can also degrade link utilization. Thus, 
congestion in WSN must be efficiently controlled (Fig. 4.1).

Chen [5] classified the congestion control techniques in WSN into two groups: 
congestion avoidance and congestion control. The previous part focuses on strat-
egies to avoid congestion from taking place and the latter works on removing 
congestion when it has occurred. From an implementation perspective these tech-
niques can be categorized into three groups: data aggregation techniques, multi 
hop/path routing techniques, and flow control techniques.

Data aggregation techniques focus on utilizing spatial or temporal correlation 
between sensed data to reduce its quantity and hence prevent congestion.

Multi hop/path routing techniques utilize the dense deployment of the sensor 
nodes to remove congestion from WSNs.

Flow control techniques try to control the amount of data that is flowing on the 
routing path to avoid congestion using various strategies.

In addition to above-mentioned schemes Wang [6] proposed a node priority-based 
congestion control scheme for WSN. Their scheme is based on the supposition that 
the nodes located in a WSN have diverse bandwidth and wireless media control 
requirement for data transmission. Therefore, a node priority index can be generated 
on the basis of packet inter arrival time and service time at each node. With the help 
of this index, sensor nodes having heavy data traffic can be assigned more access to 
the transmission media than the nodes with less traffic. However, extra overhead is 
involved in this scheme for maintaining the priority index of the sensor nodes.

In [7], the author has proposed a metrics called depth of congestion (DC) to 
detect congestion. When DC exceeds the predefined threshold value it intimates, 
that, congestion has occurred. In this issue, it necessitates to develop an effective 
and efficient congestion control protocol to avoid the network from entering the 
congestion collapse state. This is done by implementing Hop by Hop congestion 
control protocol.

Investigation of the given schemes has shown that although they avoid or eliminate 
congestion, but they fail to avoid data and energy loss during this process [1, 4, 8].

Fig. 4.1  Congestion 
avoidance and control 
techniques
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To summarize, existing congestion control schemes lead to data loss. In order 
to overcome this problem, a WSN with a mobile sink is presented in this paper. 
Now will we discuss various types of sink mobility models for data routing to a 
mobile sink.

4.3  Data Routing Toward a Mobile Sink

Over the past few years, the use of a mobile sink has increased in WSNs to 
achieve better performance, in particular for balanced utilization of the sensor field 
energy and to prolong the lifetime. The sink can follow three basic types of mobil-
ity patterns in a WSN: random mobility, predictable/fixed path mobility, and con-
trolled mobility.

4.3.1  Random Mobility

Chatzigiannakis [9] used random sink mobility in their schemes. In case of ran-
dom mobility, the sink follows a random path in the sensor field and implements 
a pull strategy for data collection from the sensor nodes. On the other hand, with 
random sink mobility it is not possible to guarantee data collection from all the 
sensor nodes positioned in a WSN.

4.3.2  Predictable/Fixed Path Mobility

Luo [10] have tried to find a mobility strategy for the sink that can lead to the most 
energy efficient utilization of the sensor field. The longest lifetime for the sensor net-
work can only be achieved if the mobility route of the sink is along the periphery of 
the sensor field. Increased data latency and packet loss are the major problems that 
happen due to the sink mobility in WSN. One potential drawback of their scheme is 
that whenever the sink moves, routing paths need to be updated.

4.3.3  Controlled Mobility

Use of controlled sink mobility is also analyzed in WSNs for increasing the life-
time. Jayaraman [11]. Controlled sink mobility-based schemes are a good option 
if compact data latency is required, but they are less cost-effective than random/
fixed path mobility. If data latency is permissible, then the best routing strategy 
that incurs minimum data loss due to sink mobility and also provides maximum 
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lifetime of the sensor network with minimum cost is obtained if the sink follows a 
discrete mobility pattern along the boundary of the sensor field.

To summarize, if data latency is permissible, then the best routing strategy that 
incurs minimum data loss due to sink mobility and also provides maximum life-
time of sensor network with minimum cost is obtained if the sink follows a dis-
crete mobility pattern along the boundary of the sensor field [1, 12].

4.4  Simulation Environment

In the presented model, we consider 22 nodes out of which 21 nodes are WSN 
nodes and 1 node is a sink node. The wireless sensor nodes are uniformly but ran-
domly deployed. Nodes are responsible for sensing and reporting their readings at 
constant time to the sink. Sensor nodes are grouped into clusters and each cluster 
has a head node that is responsible for forwarding the received data from neigh-
boring client nodes toward sink.

We have considered the following parameters for wireless sensor network with 
a static sink as well as WSN with a mobile sink. The following metrics have been 
selected for evaluating the effect of mobile sink in order to reduce congestion and 
increase the lifetime of the sensor network. The comparison is shown in the 6 sec-
tion (Table 4.1).

4.4.1  Packet Loss

It is the ratio of number of packets lost in the network to number of packets gener-
ated by the sensing nodes.

Table 4.1  Simulation 
parameters

Parameter Value

Channel type Wireless channel
MAC protocol IEEE 802.11
Frequency/bandwidth 2.4 GHz/250 kbps
Interface queue type Queue/Droptail
Traffic type CBR
Antenna model Omni directional antenna
Sink speed 2 m/s
No. of nodes 22
Maximum packets in interface queue 50
Packet size 512 bytes
Routing protocol AODV
Simulation time 80 s
Simulation area 1,500 × 900
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Packet loss in the network should be as low as possible to increase the reliability 
of the network [13].

4.4.2  Packet Delay

Packet delay is the total latency experienced by a packet to traverse the network 
from the source to the destination. At the network layer, the end-to-end packet 
latency is the sum of processing delay, packet, transmission delay, queuing delay, 
and propagation delay. The end-to-end delay of a path is the sum of the node delay 
at each node plus the link delay at each link on the path [13, 14].

4.4.3  Throughput

It is the average rate of successful packet delivery over a Sensor Network. The 
throughput is usually measured in data packets per second.

A high network throughput indicates a small error rate for packet transmission 
and the low level for contention in the network [14, 13].

4.4.4  Lifetime

Lifetime is the important aspect in WSN. It is defined as the interval between the 
deployment of the sensor field and the time when the first sensor node fails due to 
complete energy dissipation [1].

Figure 4.2 shows the simulation Environment which typically consists of 22 
nodes out of which 21 nodes are wireless sensor nodes and one node is a sink 
node. The same environment is considered for both static as well as mobile sink 
scenarios and the above parameters are considered for the comparison. Later we 
present the graphical analysis of both the scenarios.

Packet Loss =
No. of Packets Lost in the Network

NO. of Packets Generated by the sensing Nodes

Throughput =
∑

(Packet Size)

(Packet Arrival Time) − (Packet Start Time)
.
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4.5  Result Analysis

Besides running independently, both the simulations are capable of obtaining the 
graphs which shows the packet lost in the network, packet delay, and through-
put. It can be seen from the simulation results that in a WSN with a static sink, 
the nodes which are located in the vicinity of a static sink, get congested as it is 
heavily burdened due to the fact that it is responsible for carrying the traffic of the 
neighboring nodes. Once congestion starts to build up in the network, the battery 
of the congested node drains out quickly, which ultimately results in node failure.

From Figs. 4.3 and 4.4, which depicts a static sink WSN, it is very much clear 
that the node located near to the sink gets congested and die out quickly due to 
complete loss of energy. It may be noted that congestion also takes place due to 
many to one transmission, which also results in heavy packet loss and decreased 
throughput.

If the same scenario is considered, but in place of static sink, a mobile sink is 
introduced, then the data has to travel limited number of hops to reach the sink 
which helps to improve the energy consumption of the sensor nodes. Also, there 
will be no funneling effect taking place as there is no extra burden on nodes as 
shown in Figs. 4.5 and 4.6.

Fig. 4.2  Simulation environment
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Fig. 4.3  Congestion starts to build up at node 2 which is located in the vicinity of a static sink 
and it fails due to complete loss of energy

Fig. 4.4  Congestion starts to build up at node 2 which is located in the vicinity of a static sink 
and it fails due to complete loss of energy
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Fig. 4.5  Simulation environment with mobile sink and cluster head no. 4 and 13 transmitting 
data toward the mobile sink

Fig. 4.6  Simulation environment with mobile sink and cluster head no. 4 and 13 transmitting 
data toward the mobile sink
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For both the scenarios, i.e., for static as well as mobile sink scenario, we 
have analyzed the three metrics (Packet delay, packet loss, and throughput) and 
at the end we have compared the results obtained for the above-mentioned sce-
narios. Further, we show that wireless sensor network with a mobile sink is capa-
ble of minimizing the congestion and thereby increasing the lifetime of the sensor 
network.

Following figures shows the performance metrics of WSN for static as well as 
mobile sink.

Referring to the above three figures we present a comparison of Wireless 
Sensor Network with a static sink and wireless sensor network with a mobile 
sink by considering the three parameters as shown in the Figs. 4.7, 4.8, and 4.9 
(Table 4.2).

Fig. 4.7  Graph of time versus packets transmitted

Table 4.2  Comparison of 
parameters

Parameter Static scenario Mobile scenario

Packet delay More Less
Packet loss Heavy Reduced
Throughput Less Increased
Lifetime Reduced Increased
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Fig. 4.8  Graph of time versus packet loss

Fig. 4.9  Graph of time versus packets delivered successfully
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From the table it is clear that in case of wireless sensor network with a mobile 
sink there is less packet delay, reduced packet loss, and throughput is almost double 
as compared to wireless sensor network with a static sink. We conclude that conges-
tion is thus reduced in the WSN thereby increasing the lifetime of a sensor network.

4.6  Conclusions

From the simulation results obtained from the presented model, we conclude that, con-
gestion, which is a major factor affecting the performance of a Wireless Sensor Network, 
has reduced drastically by using a Mobile sink as data has to travel only minimum num-
ber of hops. Also, congestion has a direct impact on the lifetime of the sensor network. 
By reducing congestion, we are able to increase the lifetime of the sensor network.
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Abstract In mobile ad hoc networks, routes are mostly multi-hop and nodes 
communicate via packet radios. With increasing number of mobile devices, the 
network is subjected to frequent topology changes. In such networks, a major 
challenge is to provide seamless connectivity without incurring excessive routing 
overhead. Routing protocols for ad hoc networks generally select the best possible 
path based on the current topology. However, these protocols cannot handle mobil-
ity induced route failures. A few ad hoc routing protocols have been proposed 
which select multiple, disjoint path to the destination. These multipath protocols 
start forwarding packet on the first available route and in case the route fails, it 
switches over to the next available path. In this way, they save on the route redis-
covery overhead, but there is still a substantial overhead in switching among the 
alternate paths. In this paper, we propose to use link availability estimation tech-
nique to select the most stable route from among the alternate paths. The proposed 
route selection technique was tested by extending AOMDV, a well-known ad hoc, 
on-demand, multipath routing protocol. Empirical results indicate that selecting 
stable route results in higher throughput in dynamic network topology scenarios.

Keywords  Mobile  ad  hoc  network  •  Mobility  prediction  •  Stable  routing 
Multipath routing
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5.1  Introduction

A wireless mobile ad hoc network (MANET) is characterized by the lack of a 
central infrastructure and mobile nodes. The nodes act as hosts as well as routers 
and are assumed to be mobile. With the advent of new devices, the nodes are no 
longer restricted to laptops, but are getting more and more ubiquitous like PDAs 
and tablets. Due to the dynamic sets of users, user mobility, and varying chan-
nel conditions the network is subjected to frequent topology changes. This pre-
sents a challenging issue for design of routing protocols. Frequent changes in the 
topology can slow down communication or cause packet loss. Moreover, it incurs 
a huge overhead due to the need to re-establish new routes.

In this work, we present a routing protocol that adapts to frequent network 
changes. Unlike traditional protocols which select the best path, the idea here is 
to select the most stable route. The source uses ad hoc on-demand multipath dis-
tance vector (AOMDV) [1] protocol to find multiple, disjoint routes to the destina-
tion. AOMDV starts data transmission with the best route. In case the route fails, 
it switches over to an alternate path. The advantage of AOMDV is that it saves on 
the communication overhead to establish new routes to the same old destination. 
However, in the case of node mobility induced route failure, there is no guarantee 
that the alternate path will succeed.

Mobility prediction is a technique to predict future changes in the network 
topology emerging from the node’s mobility. From among the multiple, disjoint 
paths, we use mobility prediction techniques to find the most stable route. This 
ensures that the chosen route will work best when nodes are mobile although the 
chosen route is not necessarily the shortest path. Experimental results show that 
stable routes give higher throughput in the event of low to high node mobility.

The organization of the paper is as follows:
In Sect. 5.2 we discuss the background of our work: existing multipath rout-

ing protocols and mobility prediction models. Section 5.3 describes our proposed 
technique for selecting stable routes. Experimental results and analysis is given in 
Sect. 5.4. Finally the concluding remarks are given in Sect. 5.5.

5.2  Background

In this section, we discuss several ingredients of mobile ad hoc networks as pre-
sented and discussed in the literature. As our goal is to modify AOMDV, we first 
discuss the principles of the protocol. Next, we present a short discussion on the 
link estimation techniques for wireless channels.

5.2.1  Single Versus Multiple Path

The well-known AODV [2] protocol was proposed to find the best path to the des-
tination as and when required. In this protocol, whenever a node requires to route 
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traffic to a destination node, it initiates a route determination process by broadcast-
ing route request (RREQ) packet for the node. Intermediate nodes forward (broad-
casts) message toward destination. When a node re-broadcasts a RREQ, it sets 
up a next-hop entry for the source of the packet in its routing table. Broadcasting 
RREQ ensures that the request packet reaches the destination through the short-
est path. The destination unicasts a route reply (RREP) packet to the source and 
subsequent RREQ are discarded. The RREQ is sent along the reverse path created 
by the intermediate nodes. The next-hop entries created by the intermediate nodes 
while forwarding the packet is populated with information from the RREP. In this 
way routing table entries are setup and the path is established.

AOMDV [1] extends the AODV protocol to discover several paths between a 
traffic source and destination in every route discovery. Since the RREQ packet 
is flooded, nodes may receive several copies of the same RREQ having travelled 
through different paths. This approach is an extension of AODV where only the 
first request packet is used in the route construction and the duplicate RREQs 
are discarded. However, in AOMDV the duplicate RREQs are examined and 
three alternate forward paths are constructed between the source and destination. 
AOMDV like AODV starts transmitting data to the destination through the first 
(best) path. In case the source is unable to forward data through the current path, 
the next alternate path is tried. This makes the protocol robust to mobility-related 
route failures. AOMDV stores the best possible path as well as two alternate paths 
for every destination. However, only those routes which are one hop longer than 
the shortest path are chosen as possible candidate for alternate paths. The advan-
tage of AOMDV relative to AODV, in such scenarios, is in terms of robustness to 
mobility-related route failures that result in higher throughput as the route discov-
ery frequency is substantially reduced.

The alternate paths chosen by AOMDV, however, are not guaranteed to be func-
tional or more stable in the presence of mobility-induced route failures. AOMDV 
keeps on trying alternate paths in the hope that at least one of them will be alive. 
In scenarios, where alternate paths also fail, AOMDV will perform worse than 
AODV. In a network where nodes are known to be mobile, a better route selec-
tion strategy would be to select the most stable one among the alternate routes 
available.

5.2.2  Mobility Tracking in Ad Hoc Networks

A model for tracking the mobility of users in MANET was proposed by Zainab 
et al. [3]. A dynamic linear system is used to model the motion of a node. The 
system is driven by a discrete command process. In order to predict the state of 
a node, the model considers the node’s current position, velocity, and accelera-
tion. The prediction process uses a modified version of Kalman filter along with 
a hidden semi-Markov model. Although their model can predict the future state 
of nodes, a major drawback is that it requires relative positions of the nodes. 
Moreover, the computational complexity is also high.
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Su et al. [4] proposed using GPS position information to estimate the link expi-
ration time between two adjacent mobiles. The model proposes to use this predic-
tion to rediscover routes before they expire. Their goal is similar to that of this 
paper, in that they want to provide a seamless connectivity service by reacting 
before the connectivity breaks. However, the use of GPS in each node is a major 
overhead.

Capkun et al. [5] proposed a distributed algorithm that allows nodes within a 
network area to find their relative positions. The prediction is based on local infor-
mation only. Their primary goal is to build a network coordinate system using 
range measurements between the nodes. Although this model do not use external 
information like GPS, their technique do not provide an estimate of time a link 
will be available between two nodes.

A link availability estimation technique is one which can predict the future 
state of wireless network given the current network state. In [6], estimate of the 
link availability is divided into two subproblems—first estimate the link availabil-
ity when nodes are approaching and in the second case when they are receding. 
Transmit and received signal power is used to measure the instantaneous distance  
of two nodes. This information is then used to predict the time the link will expire. In  
this paper, we use this approach to find the most stable link. Details are explained 
in the following section.

Although, multipath routing and change in route prior to path expiration have 
been well studied, the benefits of both schemes have not been exploited for mobile 
network scenarios.

5.3  Stable Route Selection

In this section, we present our proposed methodology for selection of stable routes. 
The proposed stable route selection strategy is twofold. The first phase is route 
discovery, where multiple routes are found between the source and the destination 
using the steps of AOMDV. The second phase is the mobility prediction phase. For 
each route found, link availability estimation strategy is used to compute the stabil-
ity of the route. The protocol then uses the most stable route to forward traffic.

5.3.1  Route Discovery

The route discovery process is same as that of AOMDV. A source node that needs 
to route traffic to a destination, initiates a route discovery process by broadcasting 
RREQ packets. As the route request packets are flooded, nodes generally receive 
multiple copies of the same RREQ. Like in AOMDV, these duplicate copies are 
used to our advantage to form alternate routes. Each duplicate packet is examined 
for potential alternate routes. However, while constructing the alternate routes 
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between the source and destination nodes, care has to be taken that the paths are 
disjoint and loop free.

In order to construct the alternate paths, when a forwarding node obtains a 
duplicate RREQ, it checks if more than one forwarder path exist to the destination. 
In case there is more than one path to the destination, a RREP is generated and 
send to the source along the alternate path. The reply packet includes a forward 
path to the destination that was not included in any of the previous RREPs. In such 
cases, the RREQ is not propagated any further. Otherwise, the intermediate node 
checks if the RREQ copy resulted in the construction of a reverse path. If not, the 
RREQ packet is further re-broadcasted.

The route reply packets generated by the destination is exactly same as that of 
the intermediate nodes. A RREP packet is generated by the victim for every copy of 
RREQ packet received, provided the request packet arrives via a loop free and dis-
joint alternate path.

In order to route packets along the reverse path, the last hop followed by the 
packets must be maintained in the routing table. This requires that the request and 
reply packets must also include the node address of the last hop. Practically, the 
last hop of the forward path will be first hop of packets routed in the reverse path.

5.3.2  Routing Table

Figure 5.1 shows the routing table used in our modified AOMDV protocol. The 
table has a new entry LAE which accords to link availability estimation of that 
determined path. Moreover, the proposed protocol being a diversified one, each list 
is required to store diverse path between node and destination. For every RREP 
packet received by a node, it calculates link availability estimation for that particu-
lar RREP and maintains its value in LAE field of the routing table.

5.3.2.1  Link Availability Estimation

Consider two nodes x and y, let {x, y} be the link between them. Link Availability 
Estimation L(T) is defined as the probability that the link will remain alive at time 
T + t0 given it is available at t0.

(5.1)L(T) = Pr{link {x, y} last from time t0 to T + t0}

Fig. 5.1  Routing table
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Given T, the link expiration time is an estimate of the link that is continuously 
available time between the two nodes. Let v be the relative velocity between the 
two nodes, d the instantaneous distance between the nodes, and R a normally 
distributed random variable. There can be three cases (1) nodes are approaching 
toward each other (2) nodes are moving away, and (3) nodes are stationary. The 
value of link expiration time for these three cases can be computed by the follow-
ing formulas [7]:

•	 For approaching nodes:

– For receding nodes:

– For relatively stationary nodes T is infinite

The calculation of L(T) can be divided into two parts: L1(T) in which the nodes 
movement remains unchanged, i.e., they continue to move in the same direction 
and the same speed and L2(T) for all other cases. That is,

Assuming mobility epoch (a random length interval during which node move-
ment is unchanged) is exponentially distributed with mean �−1 the value of L1(T) 
is given by the following expression [6]:

The calculation of L2(T) is difficult due to difficulties in learning link status 
between two nodes caused by nodes movement. Jiang et al. [6] proposed to find 
the approximate value Lmin(T) of L2(T) as follows:

Once a node receives an RREP message it calculates the approximate distance 
d of the node from which the message was received using the received signal 
strength as follows:

Here Pt and Pr are transmitted and received power, Ar and At are altitude of 
receiver and transmitter antenna, Gr and Gt are gain of receiver and transmitter 
antenna, and l is the path loss. It is assumed that nodes while transmitting message 
include the transmitted power, antenna altitude, and gain.
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(5.4)L(T) = L1(T) + L2(T)
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Using the value of d as computed above, the value of T can be computed using 
Eqs. 5.2 and 5.3. Finally, substituting the value of T into Eqs. 5.4, 5.5, and 5.6, 
link availability estimation between nodes can be computed as

Our protocol being an extension of AOMDV, we compute three routes to the 
destination and their L(T). From these, we choose the route with maximum L(T) 
to forward packet, since this is the path with the highest probability that it will be 
alive till time T.

5.4  Results and Analysis

To study the performance of our proposed protocol, necessary extensions were 
made to AOMDV. Our aim is to evaluate the effectiveness of our protocol when 
nodes are mobile. The mobility model used is the random way point model [8]. In 
this model, a node movement is described using pause time and motion period. A 
node stays at a particular position for a time called pause time before moving to 
the next position in some randomly selected direction with speed ranging between 
[0, Maxspeed].

The entire simulation was carried out in ns-2.35 [9]. This tool is used as it is 
suitable for designing new protocols, as well as comparing different protocols and 
traffic evaluations. The second important reason for choosing ns-2 is that AOMDV 
and its predecessor AODV have been implemented and tested in this tool. Thus, 
extending AOMDV to support stable routes become convenient. The number of 
nodes considered was 100 spread over an area of 500 × 500 m2. The traffic model 
considered was CBR/VBR as background traffic and ftp traffic between the source 
and destination pair. Each simulation run was for about 500 s with an initial warm-
up period of 200 s.

The following performance metrics have been considered in this paper:

1. Packets Dropped: Percentage of packets dropped during data transfer. The 
packet loss may be due to error in the channel or non-availability of next 
forwarder.

2. Route Flaps: This metric will give a measure of the number of route changes. 
Higher route flaps will cause greater number of packets dropped.

3. Throughput: This metric measures the average number of packets successfully 
delivered. The metric will give a measure of a protocol’s speed in forwarding 
packets.

In this work, we compare our protocol with AOMDV. Route discovery over-
head has not been used as a metric, since it is the same for both the proto-
cols. To analyze the effect of mobility, pause time was varied from 10 s (high  
mobility) to 100 s (low mobility). The speed of the nodes vary from 0 to 20 m/sec.  

(5.8)e−2�T +
(1 − e−2�T )

2�T
+

�Te−2�T

2
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Figure 5.2 compares the percentage of packets dropped between AOMDV and 
our protocol for different pause times. As can be seen from the figure, the packets 
dropped are always less in the case of our proposed protocol.

To confirm that the higher percentage of packets dropped in case of AOMDV is 
because of route flap, we compare the percentage of route flaps for both the cases. 
From Fig. 5.3 it can be seen that the number of route changes is higher in the case 
of AOMDV, which accounts for the higher packet loss. AOMDV changes route 
when the current is no longer able to forward packets. We observe that packets are 
dropped during these route flaps. AOMDV selects path based on first come first 
serve basis, whereas our protocol selects the most stable path. Hence, route flap is 
significantly reduced.

Fig. 5.2  Comparison of 
packet loss for different pause 
times

Fig. 5.3  Comparison of 
route flap for different pause 
times
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Finally, in Fig. 5.4 the throughputs of both the protocols is compared. Our pro-
tocol has a higher throughput than AOMDV for all the cases. This result confirms 
our hypothesis that selecting a route which will be available during the period of 
entire data transfer is better than selecting the best route and changing to an alter-
nate route later.

5.5  Conclusion

In this work, we proposed a multipath routing protocol for MANET that selects 
the most stable route instead of the first available path. Link availability estima-
tion technique was used to choose the most stable route among the multiple paths 
available. The protocol was implemented by extending AOMDV, an existing mul-
tipath routing protocol for ad hoc networks. AOMDV can deal with mobility-
induced route failures as opposed to its single path counterpart AODV. However, 
during route failures, the overhead to change from one route to an alternate path 
is high. The proposed protocol was tested in a network where node speeds ranged 
from low to very high. In all the scenarios, our proposed extension to AOMDV 
reduces packet loss, decreases route flaps, and as a result improves throughput.
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Abstract All-to-all broadcast refers to a network scheme where every node 
 communicates to every other node in the network; all-to-all broadcast problem uses 
minimum unique cast tree (MUCT) scheme to generate power efficient all-to-all 
broadcast tree (BT) in wireless networks. The minimum all-to-all power broadcast 
problem is shown as NP-complete. In this paper, we have presented the p-shrink 
procedure, a heuristic to find all-to-all minimum power broadcast trees in wireless 
networks. Specifically, we focus on low complexity Kruskal’s minimum spanning 
tree algorithm and show through extensive experimentations that power-efficient 
broadcast trees are obtained almost always, with considerably minimum all-to-all 
power with the proposed heuristic. The simulation results on numerous bench mark 
problem instances with 20, 50, and 100 vertices confirm that the proposed heuristic 
significantly reduces the total all-to-all power cost of broadcast trees .

Keywords  MUCT  •  Broadcast tree  •  MEB  •  All-to-all broadcast  •  Anycast

6.1  Introduction

Wireless networks in different forms as ad hoc networks and sensor networks have 
received significant attention in recent years due to their use in critical applications 
from civil to military domains. Unlike wired networks or cellular network, a wire-
less node has no fixed backbone support. Usually, each node in these networks is not 
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equipped for frequent recharging or replacement of battery power. This highlights the 
importance of power efficient algorithms to maximize the broadcast or multicast com-
munication and also to increase the overall lifetime of the network. Broadcasting or 
multicasting of one-to-all or all-to-all communication is one of the fundamental opera-
tions in any form of communication including wireless. Power efficient heuristics are 
need of the hour to optimize broadcast and multicast schemes in wireless networks.

Wireless networks have a broadcast advantage that are fundamentally different 
from wired networks. When a sender uses an omnidirectional antenna, every data 
transmission by the sender can be received by all nodes within its transmission 
range without any additional cost to the sender. This property is known as wireless 
multicast advantage (WMA) [1].

Broadcast is a mechanism (one-to-all) in which message is sent by an identi-
fied source node to the rest of the nodes in a particular network. In multicast, the 
communication messages are sent only to the subset of nodes. Convergcast (all-to-
one) is a dual of broadcast since the data flows back to the sender. Thus the total 
transmission cost spent in convergcast, which uses the same transmission paths, as 
a tree rooted at the sink node, is the sum of the energy spent by each node to trans-
mit that packet to its parent. In anycast (All-to-All) broadcast, every node is a root 
for broadcasting and constructing n individual broadcast trees for an n-node net-
work is unworkable due to high power requirement for transmission and computa-
tion. Additionally, it poses risk of BT recomputation even for a minor topology 
change. One of the basic solutions, although most expensive in terms of power, is 
to permit all the nodes in the network to communicate to every other node directly.

For a given network with a given source node, the minimum power broadcast 
(MPB) problem in wireless networks is to broadcast to rest of the nodes, either 
by direct transmission or indirectly through hoping, such that the overall transmis-
sion power is minimized. It is shown that MPB problem in wireless networks is 
NP-complete, implying that optimal polynomial time algorithms are unlikely to 
exist [2, 3]. In this paper, we present p-shrink, a heuristic for improving minimum 
power all-to-all broadcast trees in wireless networks.

The rest of the paper is organized as follows: Sect. 6.2 presents related work. In 
Sect. 6.3, we present construction of all-to-all broadcast trees with BIP(Broadcast 
Incremental Power), Kruskal’s, and proposed heuristic p-shrink. Experimental 
results and discussion are presented in Sect. 6.4. Section 6.5 outlines some con-
cluding remarks.

6.2  Related Work

The minimum power broadcast problem in wireless networks has gained much attention 
over the last few years. Much focus of research is mainly on the one-to-many commu-
nication pattern. In the literature, the minimum power broadcast problem is converted as 
finding a minimum spanning tree (MST); many algorithms are devised with these crite-
ria of finding MST. Minimum Energy Broadcast Trees (MEBT) and Minimum Energy 
Multicast Trees (MEMT) [1–5]. Wieselthier et al. [1] proposed Broadcast Incremental 
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Power Algorithm (BIP) which was node based rather than a traditional link-based 
approach. It was a modified version of the Prim’s algorithm to construct MST. During 
each step of BIP, it added an uncovered node to the tree with minimum cost. However, 
little attention has been paid to all-to-all broadcasting and multicasting that is similar to 
many-to-many communication type in the literature. The functional applications of all-
to-all broadcasting can be seen in many scenarios mainly in distributed gaming; ad hoc 
classrooms; convention centers; alerting systems, etc.

All-to-all broadcast is very expensive in terms of power. Very little work has 
been done for this type of communication. Existing research results for single 
[all-to-all] or source-dependent broadcast trees [1, 6] are not efficient for all-to-
all broadcast problem, since they are not designed for back communication to the 
broadcast initiator. It is unfeasible and complex to generate an exclusive BT for 
each terminal node for n-node networks. As a result, the total all-to-all broadcast 
power is the sum of the power consumption of these broadcast trees.

A more realistic approach to this problem is to build one BT shared by all. In 
this approach, energy and delay overheads are negligible. Further, this approach 
makes shared BT maintenance simpler, because the power transmission regulation 
of each node is fixed to one broadcast tree. Boien et al. [7] proposed a maximum 
unique cast graph (MUC) problem. Given a wireless network (V, w), assigning 
enough power levels to all the nodes in the network such that the unidirectional 
communication links among the nodes make a strongly connected graph that can 
be used for all-to-all broadcast. Further [7] proposed an approximation scheme 
named minimum unique cast tree (MUCT) to generate a shared BT using BIP 
algorithm to minimize the all-to-all broadcast power. They computed and com-
pared the results with different approximation algorithms BIP, IMBM, and WMA-
MST [1, 8] with MUCT. Naik and Singh [9] have implemented all-to-all broadcast 
with known approximation algorithms and have shown that Kruskal’s way of gen-
erating all-to-all shared BT works better than other approaches reported. Naik and 
Singh [10] have proposed an energy efficient algorithm for this problem which is 
optimal than the other approximation algorithms considers internal nodes for deci-
sion making for computing best broadcast trees. In this paper, we proposed a heu-
ristic p-shrink to improve the total all-to-all shared broadcast trees power which 
emphasizes the need of leaf nodes for construction of broadcast trees, simula-
tion results show that our p-shrink performs better in terms of minimum all-to-all 
power than other approaches including the results reported by us [10].

6.3  Construction of Shared Broadcast Trees for Minimizing 
All-to-All Communication Power

6.3.1  Algorithm (MUCT) Minimum Unique Cast Tree

New measure proposed by [7] to measure the power used by node i for the graph 
G = (V, E), using following equations.
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Energy at a node based on distance to the farthest sibling. poweri
T the total 

power of all the nodes in the tree T.

6.3.2  MUCT with Kruskal’s Algorithm for Generating Shared 
Broadcast Tree (BT)

Since r-shrink heuristic [9, 11] was not power efficient on BIP which generates 
MST in Prim’s way, we have explored this problem with Kruskal’s algorithm 
[12] for generating MST. Kruskal’s algorithm showed good results compared to 
BIP and BIP with r-shrink. The total all-to-all power value of shared BT with 
20 node bench mark instance using Kruskal’s algorithm = 1,153,819 where as 
BIP = 1,181,146.710 and BIP with r-shrink = 2,026,171.370.

6.3.3  MUCT with Power Efficient Algorithm for Generating 
Shared Broadcast Tree (BT) [10]

We have generated a shared BT for minimizing all-to-all communication using 
power efficient algorithm proposed by [10] as approximation algorithm and used 
MUCT [7] algorithm for computing the total power. The total all-to-all power 
value of shared BT with 20 node bench mark instance using power efficient algo-
rithm = 1128387.220 which is more optimal compared to Kruskal’s. The draw-
back of power efficient algorithm for all-to-all is its limitation by excluding all the 
leaf nodes which plays crucial role in minimizing the overall power for minimum 
power broadcast problem for all-to-all.

(6.1)powerT

i
= maxj∈si costij

(6.2)T : powerT =
∑

i∈v

powerT

i

Algorithm 1 MUCT: Minimum Unique Cast Tree
Let A =BIP, r-shrink, Kruskal’s
Input is Read: (V, w) ;
Initialization:Let power0= ∞and OPT = φ
Main Procedure: For all r ∈ V do
Build a broadcast tree BT rooted at r, using an approximation algorithms
A.
Let T to be un oriented tree obtained by ignoring the orientation in BT.
Define power level of all the nodes as equation(1)
Compute the powerT as in equation(2)
if ( powerT < power0) then set OPT to T and power0 = powerT End for
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6.3.4  MUCT with p-shrink Heuristic for Generating Shared 
Broadcast Tree (BT)

In p-shrink heuristic, we have considered all the vertices including leaf nodes 
compared to [10] where they have considered only the internal nodes of the 
BT similar to [11]. In this approach, we have realized that leaf nodes play 
a crucial role in minimizing the broadcast power which was not the case in 
other algorithms [10, 11]. The total all-to-all power value of shared BT for 
20 node bench mark instance using Kruskal’s algorithm = 1,153,819.830 
whereas BIP = 1,181,146.710 and BIP with r-shrink = 2,026,171.370. 
Energy efficient algorithm = 1,128,387.220, and p-shrink (considering leaf 
nodes) = 1,080,380.280 (Fig. 6.1).

Fig. 6.1  p-shrink heuristic based shared broadcast tree for 20 node network with bench mark 
problem instance for minimizing all-to-all broadcast power
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6.4  Experimental Results

In order to validate the effectiveness of our work, we have conducted extensive 
experiments to compare total minimum power for all-to-all broadcast power based 
on shared broadcast trees generated by algorithms BIP, BIP + r-shrink, Kruskal’s, 
power efficient algorithm and proposed p-shrink heuristics. We have implemented 
these algorithms in Java and executed on Intel Core 2 Quad with 4 GB RAM run-
ning at 2.8 GHz under Linux environment.

Experimental results conducted on different networks as well on bench 
mark data using BIP, BIP + r-shrink, Kruskal’s, energy efficient algorithm, and 
p-shrink. p-shrink heuristic best suited for constructing minimum all-to-all 
broadcast trees compared to all the previous approaches almost always. We have 
also simulated our approach on benchmark dataset problem instances used for 
minimum energy broadcast problem (MEB) on 20,50, and 100 vertices with 30 
instances shown in Figs. 6.2, 6.3, and 6.4.

For each network instance k, let Pmuc-bip, Pmuc-bip + r-shrink, Pmuc-
Kruskal, Pmuc-eeA,and Pmuc-p-shrink be the minimum total energy used 
for all-to-all broadcast using the shared broadcast trees generated by BIP, 
BIP + r-shrink, Kruskal’s, Energy efficient, and p-shrink, respectively. We select 
the minimum energy tree among the trees generated by the above mentioned algo-
rithms. Pmin = minimum of {Pmuc-bip, Pmuc-bip + r-shrink, Pmuc-eeA, Pmuc-
Kruskalway Pmuc-p-shrink}.

Then we normalize Pmuc-bip, Pmuc-bip + r-shrink, Pmuc-eeA, Pmuc-
Kruskalway Pmuc-p-shrink

Pmin: = {Pmuc-bip = {Pmuc-bip/Pmin}, Pmuc-bip + r-shrink = {Pmuc-
bip + r-shrink/Pmin}, Pmuc-Kruskalway = {Pmuc-Kruskalway/Pmin}, Pmuc-
eeA = {Pmuc-eeA/Pmin}, Pmuc-p-shrink = {Pmuc-p-shrink/Pmin}}. The 
normalized energy values associated with the broadcast shared trees generated by 
an algorithm is independent on the size of distance scaling factor.

Algorithm 2 p-shrink: Heuristic
Build a broadcast tree BT using Kruskal’s MST algorithm.
For each v∈ G.V: Traverse all the vertices of BT including leaf nodes and
find vertices whose Degree >1
Find maximum associated edge of BT.
Delink BT into subtrees BT1, BT2 using maximum associated edge of the
BT.
Find possible minimum associated edge cost from subtrees BT1 and BT2 to
make minimal all-to-all cost tree .
Join the BT1 and BT2 using minimum associated edge cost such that overall
power of tree BT is MINIMAL
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Fig. 6.2  Normalized total tree power results for different shared broadcast trees with bench 
mark data with 20 vertices and 30 instances

Fig. 6.3  Normalized total tree power results for different shared broadcast trees with bench 
mark data with 50 vertices and 30 instances
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6.5  Conclusions

In this paper, we have proposed p-shrink heuristic for improving total all-to-all 
power in broadcast trees and compared our approach with other approximation 
algorithms reported on bench mark problem instances with 20, 50, and 100 nodes 
with 30 instances. Experimental results validate the effectiveness and power effi-
ciency in minimizing total all-to-all power broadcast trees. As a future work, we 
plan to further optimize our algorithm in terms of total all-to-all power.
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Abstract In this paper, a printed monopole wireless antenna is presented which is 
a very simple and compact but very effective radiating element for the multiband 
wireless communication system and different mobile devices. This antenna simulta-
neously covers the following wireless bands: UMTS (1,920–2,170 MHz), 2.4-GHz 
WLAN (2,400–2,484 MHz), 5-GHz WLAN (5,150–5,350/5,725–5,825 MHz), ITS 
(5,795–6,400 MHz), Wi-Fi (5 GHz), MIMO applications and 3G band of 1.8–2 GHz. 
Proposed antenna is very compact and lightweight having area of 20 × 20 mm2 
and it is also cheap due to the use of FR4 substrate and less conducting metal. 
This antenna can be a good choice for the applications of WLAN and other wire-
less devices. This antenna has a very good efficiency and gain which can provide an 
effective radiation. Since antenna covers 1.8–2.3, and 4.2–9.2 GHz (61.11 %) so it is 
bandwidth efficient and having the efficiency of over 92 %. The antenna is designed 
and simulated using finite element method (FEM)-based simulator HFSS V13.0.

Keywords  Key–monopole antenna  •  Microstrip  •  Parametric  •  Inverted f-antenna 
FEM

7.1  Introduction

In recent years, the mobile communication and wireless communication has grown 
exponentially. During this growth, the need of high data rate is a very big chal-
lenge for the communication engineers. The different applications of wireless 
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communication have the requirement of such type of antenna which can be oper-
ated in different bands according to their applications. It is very important for the 
antenna designers that the size and weight of the antenna should be very small that 
can be embedded into the wireless handsets.

These antenna modules are expected to provide effective broad band matching, 
an acceptable gain, and consistent radiation pattern throughout the allotted fre-
quency band.

Monopole antennas are considered best for the multiband applications due to 
some of their properties such as low cost, light weight, simple fabrication, and 
compact size, and so on [1–7].

Many multiband antennas are investigated such as inverted F-antennas, slot 
antennas, and planer antennas. For the application of the wireless local area net-
works (WLANS), worldwide interoperability for microwave and access (Wi-Max), 
and universal mobile communication system [6–12]. These antennas have the 
drawback of having complex analysis of operating bandwidth and larger size.

In this paper a monopole antenna is presented having very compact size and 
weight. It uses an arc-shaped single electrical path and provides resonance in wide 
band. This microstrip fed wideband antenna serves different wireless applications 
such as UMTS (1.920–2.170) GHz, Wi-Fi (5 GHz), WLAN (5.15–5.35/5.72–
5.82) GHz, ITS, MIMO etc.

The change in the structure of an antenna from simple patch to an arc-shaped 
patch leads to conversion of antenna to wide-band. The size and cost of the 
antenna is also reduced due to less metallic structure available in reference with 
[13]. Here the reduction in the cost is in the reference with the losses that take 
place in the antenna; since this antenna structure has less radiating element, less 
ohmic losses will take place which may be compared with the cost effectiveness 
of the antenna. There is no need of tuning the antenna for different applications in 
wireless communication.

7.2  Antenna Geometry

The geometry of the proposed antenna is shown in the Fig. 7.1. It consists of an 
arc-shaped single electrical path which requires less metal as compared to [13]. 
The antenna is designed on the substrate FR4_epoxy having permittivity of 
εr = 4.4, Tan δ = 0.024, and thickness of 1.6 mm. The feed line is designed for 
the characteristic impedance of 50 Ω SMA connector available in the market with 
the corresponding width of Wf = 1.875 mm; the actual dimension of the antenna 
is 20 × 20 mm2.

Where R1 = 3 mm, R2 = 4 mm, Wp = 3.7 mm, Lf = 8 mm, Lp = 4.5 mm, and 
G-arm-R = 0.56 mm. The proposed structure is designed using the finite element 
method (FEM)-based simulator HFSS V13.0. The designed structure is shown in the 
Fig. 7.3. Figure 7.2 shows the ground structure of the proposed antenna. To get the 
optimized result, parametric analysis is performed with respect to the length ‘L’ of 
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the ground plane. Lsub denotes the length of the substrate, and have the value 20 mm, 
where as Wsub denotes the width of the substrate and have the same value as Lsub.

7.3  Simulation Results and Discussion

In this section, the simulation results of the designed antenna are presented. 
Through the optimization process the optimal results are found. Here the paramet-
ric analysis is used for the optimization of the result. Figure 7.4 shows the return 
loss S11 for the different values of the ground sheet length ‘L’. From the variation 
of the L, we observed that extreme bandwidth is obtained at the value L = 4 mm 
from the origin along the Y-axis. The return loss S11 for the optimum value of ‘L’ 
is given in the Fig. 7.5. From Fig. 7.4, we can conclude that as we increase the 

Fig. 7.1  Design structure of 
proposed antenna

Fig. 7.2  Ground plane of the 
proposed antenna
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value of ‘L’ the bandwidth decreases. For the values lower than L = 4 mm, the 
band width increases again increases but that cannot be used in the proposed 

Fig. 7.4  Return loss S11 at different values of ‘L’

Fig. 7.5  Return loss S11 at L = 4 mm

Fig. 7.3  Design of the proposed antenna using software HFSS V13.0
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applications so we have not included the values lower to L = 4 mm. Figure 7.6 
shows the radiation pattern of the proposed antenna.

From Fig. 7.5 it can be observed that the resonating frequencies are 1.9 and 
4.9 GHz so the whole analysis about radiation pattern gain etc. had been done on 
these resonating frequencies (Fig. 7.7).

Fig. 7.6  Radiation patterns of proposed antenna at different frequencies. a Radiation pattern 
at 1.9 GHz, Φ = 0°, 90°. b Radiation pattern at 4.9 GHz, Φ = 0°, 90°. c Radiation pattern at 
1.9 GHz, θ = 0°, 90°. d Radiation pattern at 4.9 GHz, θ = 0°, 90°

Fig. 7.7  Plot of frequency versus peak gain
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7.4  Conclusion

This paper describes a novel configuration of a monopole microstrip-fed antenna 
that can operate in multiple band including UMTS, WLAN, ITS, MIMO, 
and Wi-Fi. Proposed antenna is very compact and lightweight having area of 
20 × 20 mm2 and it is also cheap due to the use of FR4 substrate and less conduct-
ing metal. This antenna can be good choice for the applications of WLAN and 
other wireless devices. This antenna has a very good efficiency and gain which can 
provide an effective radiation. There is no need of tuning because antenna covers 
all mentioned applications and having the return loss of below −10 dB in these 
application ranges. Since antenna covers 1.8–2.3 and 4.2–9.2 GHz (61.11 %) so it 
is bandwidth efficient and having the efficiency of over 92 %. It can be also used 
in 3G band of 1.8–2 GHz [14].
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Abstract In this paper, we investigated and proposed a design of backfire microstrip 
patch antenna with improved bandwidth and return loss. The proposed antenna was 
designed and fabricated with given set of parameters with suitable design equations 
and method of movement approach. The simulated result shows that bandwidth is 
around 37.5 %, return losses is approximately −45 dB, VSWR < 1.5 and directivity 
is 8 dBi. The hardware fabrication and testing is also performed and validation results 
are close to simulated results. The proposed antenna is suitable for S and C band.

Keywords  Backfire microstrip patch antenna  •  VSWR  •  Bandwidth  •  Directivity  •  
Coaxial/Probe feeding  •  Flame retardant 4 (FR-4)

8.1  Introduction

Antenna is one of the important elements in the RF system for receiving and trans-
mitting the radio wave signals from and into the air as the medium. If antenna 
is improperly designed, the signal from the RF system may not be transmitted 
and no signal can be detected by the receiver. Different types of antennas have 
been designed to cater with variable application and suitable for their needs. The 
backfire antenna was originally described in 1959 by H.W. Ehernspeck and much 
simplified version called the short backfire antenna (SBA) [1, 6]. A SBA is a type 
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of a directional antenna characterized by high gain, relatively small size, and nar-
row band [2–6]. The back fire microstrip patch SBA is superior over existing 
designs in its reduced size and mass while maintaining comparable performance 
[3, 4]. The backfire antenna can be designed by placing a big reflector at the open 
end perpendicular to its axis. The geometry of the backfire antenna is shown in 
Fig. 8.1. It consists of a source F, Surface wave structure S, and two parallel disk 
reflectors: R1 as small reflector and R2 as big reflector. Which reflects the surface 
wave SW2 toward the small reflector R1, where it is radiated from the antenna 
aperture VV′ into the space due to which the radiation of the antenna is directed in 
inverse direction in comparison with the radiation of the ordinary end-fire antenna 
used as a backfire antenna prototype. So it is called Backfire Antenna [1, 4].

8.2  Feeding Techniques

There are four feeding techniques that can be used while designing the backfire 
microstrip patch antenna [7]. These are coaxial probe/probe coupling, micro-
strip feed, proximity (Electromagnetically)-coupled microstrip antenna, and 
aperture couple microstrip antenna feed. In this design, the coaxial probe and 
inset feed are used due to it simple fabrication and easy impedance matching 
(Fig. 8.2).

Fig. 8.1  Basic geometry of back fire antenna
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8.2.1  Coaxial Feed

Coaxial probe is a coupling of power through a probe. A typical SBA is using N 
type coaxial connector. The coaxial probe is attached to the backside of the printed 
circuit board, and the coaxial center conductor after passing through substrate is 
soldered to the patch metallization. The location of feed point is determined for 
the given mode so that the best impedance match is achieved. It has narrow band-
width and difficult to manufacture, especially for thick substrates [7].

8.2.2  Comparative Analysis of Different Feeding Methods

The different feeding techniques for microstrip patch antenna are available. The selec-
tion of feeding technique can be done by trade-off between different characteristics 
parameters of our design requirement. A comparative analysis is given in Table 8.1.

By comparing various feeding technique coaxial feed technique gives better 
impedance matching and easy to fabrication as compare to others, and it allows 
independent optimization of the feed and radiating parts of the antenna due to the 
metal ground plane placed between them.

Fig. 8.2  Coaxial probe feed

Table 8.1  Comparison of different feeding methods

Characteristics Line feed Coaxial feed Aperture coupled Proximity coupled

Configuration Coplanar Non planar Planar Planar
Spurious feed 

radiation
More More More More

Polarization purity Good Good Excellent Poor
Ease of fabrication Easy Soldering and drilling 

needed
Poor Poor

Reliability Better Poor due to soldering Good Good
Impedance matching Easy Easy Easy Easy
Bandwidth (%) 2–5 2–5 2–5 13
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8.3  Designing of Backfire Antenna

Designing of proposed backfire antenna was done in two stages:

1. Mathematical Analysis
2. Antenna design by using software

8.3.1  Mathematical Analysis

Mathematical analysis is necessary for knowing the exact dimension of the patch 
to be designed. By performing mathematical analysis width and length of the 
patch, ground plane and reflectors can be calculated. The bandwidth of the SBA 
is inversely proportional to the square root of substrate dielectric constant (εr). 
Substrate thickness is another important design parameter. Thickness of the sub-
strate increases the fringing field at the patch periphery. It also gives lower quality 
factor and so higher bandwidth. The low value of dielectric constant increases the 
fringing field at the patch periphery, and thus increases the radiated power. A small 
value of loss tangent is always preferable in order to reduce dielectric loss and sur-
face wave losses [7].

There are three essential parameters which is required for mathematical analysis  
of an antenna:

•	 Frequency of operation (f): The resonant frequency of the antenna must be 
selected appropriately.

•	 Dielectric constant of the substrate (εr): The dielectric material selected for pro-
posed design for microstrip patch and ground plane is FR-4, which has a dielec-
tric constant of 4.3. Also an effective dielectric constant (εeff) must be obtained 
in order to account for the fringing and the wave propagation in the line.

•	 Height of dielectric substrate (h): The height of the dielectric substrate is 
1.5 mm for a proposed design.

Mathematical Analysis: [7] 

(3.1)
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where,

C  Velocity of light
f  Operating frequency
εr    Permittivity of the dielectric
εeff   Effective permittivity of the dielectric
W  Patch’s width
L Patch’s length
h  Thickness of the dielectric
L0 Length of ground plate
W0  Width of ground plate

Effects of Substrate
For designing of an antenna, substrate plays a very important role and the selec-

tion of substrate depends on various factors like: [7]

•	 The bandwidth of patch antenna is directly proportional to the substrate thickness 
(h) and inversely proportional to the square root of substrate dielectric constant (εr).

•	 Thick substrate increases the edge field at the patch periphery and thus increases 
the radiated power.

•	 A small value of loss tangent is always preferable in order to reduce dielectric 
loss and surface wave loss, and it increases the efficiency of antenna.

8.3.2  Antenna Design by Using IE3D Software

The proposed antenna designs consist of a pair of reflectors and patch excitation 
slot. The shape of main reflector is rectangular and another is circular. The exci-
tation slot and main reflector are separated by FR4 substrate with a distance of 
1.5 mm and the distance between main reflector and subreflector is 53.3 mm, that 
is, approximately equal to 0.5λ. The design parameter values which are given in 
Table 8.2, the dimension of proposed antenna are calculated by using equation 
(3.1)–(3.6). The return loss, directivity, and the radiation pattern can be obtained 
by using the powerful EM simulator tools IE3D (version 9.0).

(3.4)L =
c

2f
√

εeff

− 2∆L

(3.5)L0 = L + 6h

(3.6)W0 = W + 6h
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8.4  Simulation and Results

The very powerful simulation tools was used to simulated the proposed design 
of antenna by modeling equation with IE3D software, which uses the Method of 
Moments (MOM) approach. The desired structure of the above-mentioned model 
is as shown in Fig. 8.3.

The geometry consists of two reflectors, one is rectangular and another is circu-
lar in between them and an excitation patch slot is connected.

The 3D view of the proposed antenna is as shown in Fig. 8.4.
Figure 8.5 shows that the return loss(S11) of the antenna is −45 dB at the 

center frequency of 3.73 GHz. The bandwidth obtained from the return loss result 
is 37.5 %, which is quite high as compared to the reported result [6].

Figure 8.6 dipicted that the VSWR is less than or approxitely equal to 1.5 at 
3.23–4.73 GHz. This shows that the maximum power is transmitted from source 
end, thus there is less mismatch at source end.

Figure 8.7 shows the directivity of proposed antenna is 8dBi at 3.35 GHz, 
Which shows the proposed antenna is directional antenna.

Fig. 8.3  Top view of suggested backfire antenna

Sub reflector

Excited patch slot

Table 8.2  Values from mathematical calculation for proposed antenna

S. No Parameters Dimension of proposed antenna

1 Resonant frequency (f) 6 GHz
2 Dielectric constant (εr) 4.3
3 Height of substrate (h) 1.5 mm
4 Loss tangent of FR4 0.019
5 Width of rectangular patch (W) 15.357 mm
6 Length of rectangular patch (L) 11.5128 mm
7 Width of ground plane (W0) 24.357 mm
8 Length of ground plane (L0) 20.5128 mm
9 Diameter of subreflector (d) 48 mm
10 Height of subreflector (Hr) 53.3 mm
11 Feed location:

Xf (along length)
Yf (along width)

Xf = 4.75 mm
Yf = −5.35 mm
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Excitation slot Feeding 
pointMain Reflector

Sub Reflector

Fig. 8.4  3D view geometry of backfire antenna

Fig. 8.5  S11 (Return loss) of proposed antenna

Fig. 8.6  VSWR curve for proposed antenna
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Figure 8.8 shows the proposed antenna radiation efficiency is approximately 
90 % at 3.4–4 GHz, Which result that maximum radiation is obtained from pro-
posed antenna.

Figure 8.9 depicts the radiation pattern in 3D domain, which clearly shows that 
the field radiation is only in forward direction and there is very small radiation at 
backside so the maximum radiation in forward direction is stable throughout the 
whole operating band.

The simulated result of proposed antenna is summarized in Table 8.3.

Fig. 8.7  Directivity versus frequency curve for proposed antenna

Fig. 8.8  Radiating efficiency 
of proposed antenna
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8.5  Hardware Implementation

Figures 8.10 and 8.11 show that side view and bottom view of proposed antenna, 
which is fabricated with glass epoxy material(FR4) (εr = 4.3) with both side 
copper plated. The thickness of FR4 is 1.5 mm and distance between main 

Fig. 8.9  3D Radiation pattern of proposed antenna

Table 8.3  Summary of 
simulated result

S.No. Parameters Simulated result

1 S11 Parameter −45 dB at 3.72 GHz
2 Bandwidth 37.5 % between (3.23–4.73) GHz
3 VSWR <1.5 between (3.32–4.52) GHz
4 Directivity 8 dBi at 3.35 GHz

Fig. 8.10  Side view of 
proposed antenna

Excitation patch
slot

Sub Reflector
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reflector and subreflector is around 53.3 mm. The subreflector is made of cop-
per plate. The patch excitation slot and ground plane(main reflector) are 1.5 mm 
apart (Fig. 8.12).

The hardware validation was done by an industrial measuring device that is 
network analyzer (Agilent N9923A). The testing result shows that the return 
loss(S11) is approximately −40 dB, which is closed to our simulated result. So 
this hardware can be used in S and C band .

Fig. 8.11  Bottom plane of proposed antenna

Sub Reflector

Ground Plan (Main 
Reflector)

Probe Feeding
(SMA connector) 

Fig. 8.12  Return loss for backfire antenna
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8.6  Conclusions

The proposed design was successfully simulated on powerful simulator tools 
IE3D. The Simulated result shows that the return loss is approximately −45 dB, 
VSWR < 1.5, bandwidth is around 37.5 %, which is quite suitable for S and C 
band. The hardware was designed, fabricated, and tested by industrial measuring 
device network analyzer (Agilent N9923A). The hardware testing result shows 
that return loss is approximately −40 dB which is close to simulated result. So this 
hardware is suitable for S and C band and can be used for various wireless com-
munications like WiMax, etc.
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Abstract In this paper, we propose a compressive sensing-based dynamic spec-
trum sensing algorithm for a cognitive radio network. The algorithm assumes 
the knowledge of initial energies in occupied channels and by using a number of 
wideband filters as a sensing matrix and l − 1 minimization-based dynamic detec-
tion algorithm, iteratively determines the change in occupancy of channels. The 
advantages of such an algorithm include reduced number of filters than in previ-
ously used algorithms and a better performance at low SNRs. The performance of 
the algorithm is studied by varying different parameters involved and the results 
are shown. We demonstrate that the algorithm is effective and robust to noise.

Keywords  Dynamic spectrum sensing  •  Cognitive radio  •  Compressive sensing 
application  •  Dynamic detection  •  Cognitive radio network

9.1  Introduction

Recent studies on patterns of spectrum usage and congestion in spectrum usage 
have warranted the use of smart radios that detect holes in the spectrum for a more 
advantageous and efficient usage of the spectrum. Specifically, the study of general 
spectrum usage through fixed spectrum assigning policy revealed that temporal and 
geographical usage of spectrum varies from 15 to 85 % [1]. The advent of wireless 
mobile devices resulted in higher bandwidth requirements. Considering the sparse 
nature of spectrum usage, spectrum sensing and temporal allocation of spectrum 
without interfering with the owner of the bandwidth (Primary radio) is an efficient 
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way to overcome this problem. These “smart” radios are called cognitive radios. In 
a Cognitive Radio network, the unlicensed Secondary Radios sense the spectrum 
and detect unused channels assigned to license Primary Radios to use these chan-
nels for information transfer without interfering with usage of the channel by the 
Primary Radio thereby increasing the efficiency of spectrum usage.

Spectrum sensing [2, 3] is one of the most important aspects of cognitive 
Radio. The desired characteristics of a spectrum sensing cognitive radio described 
in [3] are given below.

1. Highly efficient detection of spectrum holes and their classification in presence 
of noise.

2. High spectral resolution of detection.
3. Estimation of Direction of Arrival (DOA) of interferences.
4. Time-frequency analysis.

In this paper, we will be dealing with the first of these characteristics which are 
efficient detection of spectrum holes and determination of their occupancy by pri-
mary user. Many increasingly efficient methods have been proposed to estimate 
the occupancy of the channels. The nature of the algorithm used depends on the 
scenario. Factors like number of antennas, directivity of antennas, and structure of 
the network effect the nature of algorithm along with hardware and software com-
plexities of the radio node. Energy detector-based sensing, waveform-based sens-
ing, cyclostationarity-based sensing, and interference-based sensing are discussed 
in [2] and [3]. In this paper, we will discuss Compressive sensing-based spectrum 
sensing for a specific scenario.

Compressive sensing is a rapidly developing field with a wide range of applica-
tions. The basic idea behind compressive sensing is that if we have a signal that 
is sparse, it can be recovered with overwhelming probability taking considerably 
less sampling measurements than the dimension of the signal [4]. As sparsity is an 
essential property for compressive sensing and also the goal of compressive sens-
ing [5] is to reduce the computational complexity and hardware requirements of 
the system, we can conclude that usage of this area might be beneficial in cogni-
tive radio applications.

The paper is organised as follows: Previous work on this topic is discussed in 
Sect. 9.2. A short introduction and relevant theory to Compressive sensing is given 
in Sect. 9.3. Problem statement and system model are discussed in Sect. 9.4. The 
proposed algorithm and issues related are discussed in Sect. 9.5. Simulations and 
results are presented in Sect. 9.6. Section 9.7 concludes the paper.

9.2  Previous Work

It has been shown that the use of Compressive sensing is useful in cognitive radio 
applications [6] uses compressive sensing to reduce the dimension of measured 
signal and a wavelet-based edge detection scheme to look for spectrum holes and 
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classification of channels. In [7], decentralised compressive detection is used to 
detect the occupancy of channels rather than reconstructing the whole spectrum. In 
both the schemes, sparsity of the signal decides the dimension of sensing matrix [8] 
uses a centralized model with dynamic compressive sensing which detects only the 
most recent change in spectral occupancy. By assuming an optimal sensing interval, 
this method further increases the sparsity of the measured spectrum thus reducing 
the dimension of the sensing matrix which translates to the number of wideband fil-
ters. Major advantage of this method is that the sparsity is now a function of the 
changes in spectrum usage rather than the spectrum usage itself. However, the paper 
uses l2-minimization or least squares which is not an optimal algorithm for com-
pressive sensing [9]. Furthermore, centralized sensing mechanisms involve fusion 
centre or central node collecting a lot of information periodically from each node to 
update the spatial spectral density which is a bottleneck [10]. l1-minimization has 
been established as the optimal algorithm for recovery of the signal in a compressive 
sensing model [11]. In our paper, we propose an algorithm that is loosely based on 
the dynamic spectrum sensing algorithm in [8], that uses the architecture of [7] and 
l1-minimization improving the efficiency of spectrum sensing and further reducing 
the number of wideband filters required for spectrum sensing. A brief introduction to 
theory of compressive sensing is provided in the next section.

9.3  Compressive Sensing

9.3.1  Compression

Normally, any basis matrix will be an orthogonal unitary square matrix of the 
dimension of the signal. The analysis and synthesis matrices are transposes of 
each other. In compressive sensing, the analysis and synthesis matrices are not 
orthogonal. The “sensing matrix,” Ψ is rectangular and of lesser dimension than 
the square orthogonal matrix. Specifically, given a signal x ∊ RN, we consider 
measurement systems that acquire M linear measurements. We can represent this 
process mathematically as

where Ψ is an M × N matrix and y ∊ RM. The matrix Ψ represents a dimensionality 
reduction, i.e., it maps a signal in RN, where N is generally large, into RM, where M ≪ N.

There are conditions that both the signal and sensing matrix should satisfy in 
order to ensure a complete recovery of the signal with high probability. x should 
be compressible, i.e., it’s sorted coefficient magnitudes should exhibit power law 
decay and sparse, i.e., ||x||0 ≤ K where K ≪ N where N is the actual dimension 
of the signal. Taking this sparsity of the signal into account, the theory of com-
pressive sensing imposes conditions on sensing matrix Ψ too. Two most impor-
tant properties that sensing matrices should satisfy are the null space property 
(NSP) and restricted isometry property (RIP) [12]. The next question that arises 

(9.1)y = Ψ x
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is what can be the dimensions of this sensing matrix or how far can we compress 
the signal. The dimension of the sensing matrix depends on the sparsity of the sig-
nal as well as the probability of recovery required. This means that if the num-
ber of nonzero coefficients of the signal increase, the probability of exact recovery 
decreases for same dimensions of sensing matrix. Probability of recovery also 
decreases with decrease in dimensions of sensing matrix. Specifically, we should 
choose M > CK log(N/K) [4, 12], where C is a constant, K is the sparsity, and N 
is the actual dimension of the signal.

Now that we have established what properties the signal and the sensing matrix, 
we need to verify them in our case. The spectrum occupancy is sparse and if we 
arrange the channels having the highest energy to the lowest, the coefficients 
will obey a power law decay. So, we deem the signal in frequency domain to be 
compressible and sparse. Now, we need a Sensing matrix that obeys the above-
mentioned properties and is of a dimension that is convenient to our application. 
Designing a sensing matrix is very difficult. Showing that these matrices have 
these properties is also a gargantuan task. It was discovered that RIP and inco-
herence can be achieved by simply choosing a random matrix as sensing matrix. 
Many papers deal with Gaussian, more specifically, sub-Gaussian random matri-
ces, or Bernoulli random matrices [9, 12] and discuss their usage in different com-
pressive sensing applications. In the words of Richard Baraniuk, a pioneer in this 
field, if you generate a random matrix in MATLAB using its function, there is a 
high probability that it will have the properties we need.

9.3.2  Recovery

There are many ways to recover the signal depending on the error of approxima-
tion and the extent of compression needed. To control the degree of approxima-
tion, we employ cost functions. The computational complexity of signal recovery 
is governed by these cost functions [9]. The most logical cost function taking spar-
sity into account seems to be the cardinality or the zero norms. The optimisation 
problem can be mathematically formulated as follows.

If we do that, the problem of signal recovery will become NP hard [5]. l − 1 and 
l − 2 norms seem to be the alternatives. They can be handled as Linear program-
ming problems which are computationally much less complex than l − 0 minimi-
zation problem. However, l − 1 norm minimization has been shown to be much 
more efficient than l − 2 minimization.

We can understand why l − 2 norm fails in the scenario if we look at the recov-
ery problem of compressive sensing geometrically. If we consider a sparse signal 
x ∊ RN, We can imagine an N dimensional coordinate axes in which the signal is 
nonzero in only some directions and its alignment is random. In signal recovery, the 

(9.2)
minimize

x∈CN
||x||0

subject to Ψ x = y
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translated null space of the sensing matrix where the signal solution will lie is also 
randomly aligned due to the randomness in the sensing matrix. The process of l − 2 
minimization geometrically means that a unit sphere is placed at the origin and is 
blown up until it reaches the null space of the sensing matrix. This solution might 
not be sparse or close to the solution which is clearly randomly aligned along few 
directions [9]. In case of l − 1 norm minimization, the unit ball is pointy and not 
spherical. Thus, there is a much greater probability of recovery evolving the l − 1 
norm ball. The optimization problem is given below.

The most general methods involve greedy algorithms [13] and convex optimiza-
tion algorithms [14]. While greedy algorithms include matching pursuit, orthog-
onal matching pursuit, and their variations, convex optimization algorithms use 
linear or cone programming.

9.4  System Model and Problem Statement

Let us consider a cognitive radio network that has a total bandwidth of W Hz 
divided among N cognitive radios. As stated in [7], it may be an ad hoc network 
where the cognitive radios share the whole bandwidth depending on the need or it 
may be a secondary network trying to use licensed bandwidth of primary radios. 
Furthermore, a centralized Fusion centre or a decentralized architecture can be 
used. In a centralized mechanism, the fusion centre or the central node collects 
spectral occupancy information from each node and dissipates the information 
whenever needed. As discussed earlier, this causes a bottleneck at the fusion centre. 
Decentralization can be achieved through partial or complete sharing of spectral 
information with each other between cognitive radios [2, 7] suggest use of a dedi-
cated frequency control channel using cognitive radios which coordinate among 
themselves. The cognitive radios exchange spectral information and arrive at a con-
sensus on which channel to use using this control channel. This will solve issue 
of hidden terminal problem which is a major obstacle for a decentralised network. 
Effects of fading or faulty detection can be reduced by using fault tolerance algo-
rithms [15]. However, it is evident that exclusion of a fusion centre results in an 
increased hardware complexity of each cognitive radio node. This is a question of 
trade-off between repeated transmissions to fusion centre and possible congestion 
to hardware complexity and therefore cost of each cognitive radio node. The algo-
rithm that we propose will work for centralized as well as decentralised networks.

We use the system described in [7]. We assume that each node has a wide-
band antenna that gives a wideband signal x(t). Each node has K wideband filters 
where K ≪ N depends on the sparsity of the channel. These K filters are such that 
Ψki = Hk(fi), k = 1, 2, 3, . . . , K i = 1, 2, 3, . . . , N. Here, Hk(f) represents transfer 
function of kth filter and fi represents the ith channel. The time-domain wideband 

(9.3)
minimize

x∈CN
||x||1

subject to �x = y
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signal is passed through the filters and the energy of the output signal of each filter 
is then measured to get the K × 1 energy vector Y.

Now, if we denote Ei as the energy of the signal in the ith channel, then

If we know the filter transfer function Hk(f), the output of kth filter can be repre-
sented as

We can represent this by the following equation:

where

and Y is the K dimensional compressed energy vector.
In a dynamic environment, where E and consequently Y change if a cognitive 

radio starts or stops using a channel, we assume that the cognitive radio has an ini-
tial Y and E. After a fixed interval based on the frequency of changes in spectrum 
usage, the cognitive radio compressively measures the spectrum again giving Ypres 
for the present iteration. Let Eprev and Yprev be the energy vector and compressed 
energy vector in the previous measurement. The sensing matrix Ψ, Ypres, Eprev, and 
Eprev are used by the cognitive radio or the fusion centre to extract Epres. The algo-
rithm loosely based on [8] is described in the next section.

9.5  Proposed Algorithm for Dynamic Detection

As described in the end of previous section, the goal is to estimate Epres using 
Eprev, Yprev, Ypres, and Ψ. We obtain ΔY by subtracting Yprev from Ypres.

(9.4)Yk = xkxH
k k = 1, 2, 3, . . . , K

(9.5)Y = [Y1 Y2 Y3 . . . YK ]

(9.6)Ei =
fi+B/2∫

fi−B/2

F(x(t))df

(7)Yk =
N∑

i=1

(|Hk(fi)|)2Ei k = 1, 2, 3, . . . , K

(9.8)
Y = Ψ E

(9.9)Ψ =




(|H1(f1)|)2 (|H1(f2)|)2 · · · (|H1(fN )|)2

(|H2(f1)|)2 (|H2(f2)|)2 · · · (|H2(fN )|)2

...
...

...
...

(|HK (f1)|)2 (|HK (f2)|)2 · · · (|HK (fN )|)2




(9.10)∆Y = Ypres − Yprev = Ψ
(
Epres − Eprev

)
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So, the change in already sparse energy vector E will be reflected in change in Y. 
In order to recover Epres, we cast the following optimisation problem.

where ΔE = Epres − Eprev. We already know Eprev. So, Epres can be calculated as

Here, ΔE represents the change in occupancy of the spectrum. By doing this, we 
have reduced the sparsity requirement of the energy vector to be recovered to the 
change in number of channels used. A simple Energy detection scheme on the 
recovered energy vector can be used to determine the change in channel usage.

After a time period of sampling after which a change in spectrum usage is 
expected, the cognitive radio must repeat the above algorithm after updating Yprev 
and Eprev. The updated values of Yprev and Eprev are calculated as shown below.

where n is the iteration number. Then, the cognitive radio uses the spectrum sens-
ing mechanism described earlier to estimate the present compressed energy vector 
Ypres. The optimisation problem cast in (9.11) can be solved using standard optimi-
sation tools such as cvx or l1-magic. The step-by-step process of the algorithm is 
shown below.

(9.11)
minimize

∆E
||∆E||1

subject to Ψ �E = �Y

(9.12)Epres = Eprev + ∆E

(9.13)Yprev(n + 1) = Ypres(n)

(9.14)Eprev(n + 1) = Epres(n)

Algorithm 1 Algorithm for Dynamic Detection
Input:

Eprev, Yprev and Ψ .
Output:

Epres.
1: Obtain the compressed energy vector Ypres from wideband filter based compressive

sensing mechanism.
2: Calculate ∆Y = Ypres − Yprev.
3: Estimate optimal ∆E by solving the optimisation problem in 11.
4: Compare ∆E with threshold to determine the change in occupancy of channels.
5: Calculate Epres using 12.
6: Update Eprev and Yprev using 13 and 14.
7: Go to step 1 after a sampling time period of spectrum estimation.



96 N. K. R. Dantu

9.5.1  Limitations and Advantages

The obvious limitation of the algorithm is its increased computational complex-
ity. If a fusion centre-based network architecture is chosen, only the fusion centre 
bears the additional burden of this increased complexity. The individual cognitive 
radio’s hardware complexity requirement decreases due to decrease in number of 
wideband filters required when compared to the algorithm used in [7]. In addition 
to the decreased number of filters, the length of wideband filters is much less than 
the traditional narrowband filters. The dynamic nature of the algorithm also brings 
certain shortcomings to the algorithm. The error of detection of an unoccupied 
channel or nondetection of occupied channel will propagate through the next itera-
tions as described in [8]. As discussed earlier, Fault tolerating cooperative sensing 
mechanisms can be used to detect and rectify errors of individual cognitive radio.

An important advantage of the algorithm is its ability to detect change in occu-
pancy of multiple channels compared to the dynamic algorithm in [8] which 
assumes a change in occupancy of one channel only. This reduces the sampling 
rate or time interval of each iteration. But, this also increases the required number 
of filters as we will see in the next section. The sampling rate of spectrum sensing 
is a drawback of the algorithm compared to static spectrum sensing algorithms. 
The cognitive radio needs to continuously sense the channels after a sampling 
period even if it has no intention of transmitting information. This is one aspect 
of the algorithm in which a room for improvement can be seen. Another impor-
tant issue is the scalability of the network. Networks often include large number of 
nodes. In a network with no capability of dynamic spectrum sensing, the increased 
number of nodes will result in proportional increase in the number of wideband 
filters. Change in channel occupancy is the only factor that controls the number of 
wideband filters in our algorithm. While it is true that the change in channel occu-
pancy also increases with increasing number of nodes in the network, this increase 
is very less compared to the increase in number of nodes. Thus, the additional 
number of wideband filters required for increased number of nodes is much less 
than that of a network with static spectrum sensing mechanism. Moreover, we can 
control the hardware requirement by changing the sampling interval. For example, 
if a certain amount of nodes are added to the network, the addition of wideband 
filters can be avoided by decreasing the sampling time period so that the average 
change in channel occupancy per time period remains same as before the addi-
tion. But, this will increase the power usage of the network. So, it is important to 
strike a balance between number of wideband filters and sampling period to avoid 
inefficient functioning. Finally, it has been shown that Compressive Sensing-based 
mechanisms are highly tolerant to noise [4, 5]. So, the algorithm is highly toler-
ant to noise which is a highly desirable property of any spectrum sensing mecha-
nism. As we can see, the advantages of the algorithm outweigh the limitations of 
its usage. The advantages and behavior of the algorithm with respect to change in 
different parameters are studied in the next section.
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9.6  Simulations

In this section, we will discuss the performance of the algorithm by interpreting 
the results obtained from several simulations. We evaluate the performance of 
our dynamic detection scheme with respect to parameters including SNR, ratio of 
compression and change in channel occupancy. In the simulations, we consider 
a cognitive radio network of 50 cognitive radios sharing a wideband spectrum 
containing 50 channels of equal bandwidth. The noise is assumed to be Additive 
White Gaussian. Each cognitive radio has K wideband filters as described and they 
either execute the whole algorithm themselves or transmit the sensing information 
to the fusion centre which will determine the spectral occupancy at each iteration.

The results of a sample simulation are shown in Fig. 9.1. The figure shows the 
probability of detection of change in spectrum usage of 1 channel with a maximum 
occupancy of 11 channels in the total 50 channels. The SNR is 2 dB and the number of 
filters is 15(ratio of compression = 30 %). As we can see, there is no change of prob-
ability of detection whether the total occupancy of spectrum is 1 or 10. This proves 
that the efficiency of the algorithm depends on the change in occupancy of channels 
reflected in ΔE and not on the actual occupancy reflected in E in each iteration.

Figures 9.2 and 9.3 show how the average probability of error of detection of 
change in spectral occupancy varies with change in number of occupied channels 
and ratio of compression, respectively. In the simulation for Fig. 9.2, the ratio of 
compression (30 %) and SNR (3 dB) are kept constant and the number of channels 
added or deleted is varied from 1 to 6. As it can be seen, the probability of error 
increases with increase in number of channels added or deleted as it represents the 
sparsity of ΔE. In order to detect more changes, the number of filters, i.e., the ratio 
of compression needs to be increased. This behavior can be seen in Fig. 9.3. In the 

Fig. 9.1  Probability of 
detection versus iteration 
number for SNR = 2 dB and 
ratio of compression = 30 %
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simulation, the change in channel occupancy (2) and SNR (3 dB) are kept constant 
and number of filters are varied. We see a significant change in probability of error 
by increasing the ratio of compression from 16 to 34 %. Figure 9.4 shows how the 
average probability of error of detection of change in spectral occupancy changes 
with respect to varying SNR. The ratio of compression is fixed to 30 % and change 
in spectral occupancy is fixed to be 1. The results suggest that the algorithm per-
forms better than previously used algorithms in [7] and [8] even at low SNRs.

Fig. 9.2  Probability of error 
of detection versus change in 
occupancy of channels

Fig. 9.3  Probability of error 
of detection versus ratio of 
compression
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9.7  Conclusion

In this paper, we proposed a compressive sensing-based algorithm for dynamic 
detection of occupancy of channels for a cognitive radio network. By using wide-
band filters as a sensing matrix, a compressed energy vector was obtained by 
measuring their outputs and using previously measured or available original and 
compressed energy vectors, the energy vector that represented the energy in each 
channel in the present iteration was recovered using l − 1 minimization-based 
dynamic algorithm. The working and efficiency of the algorithm were studied by 
varying different parameters like ratio of compression (number of filters), change 
in number of occupied channels, and signal to noise ratio. The advantages of the 
algorithm like increased efficiency and decreased hardware complexity compared 
to other algorithms were discussed. Numerical results suggest that by choosing 
appropriate number of filters and time period of sampling, a very high probability 
of detection of change of spectrum occupancy can be obtained.
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Abstract Wireless Body Area Network (WBAN) is extensively being used 
for ubiquitous health care monitoring. Coexisting multiple WBANs could pos-
sibly suffer from high interference and thus an appropriate scheduling scheme 
is desirable to improve network throughput for interfering nodes. The received 
Signal to Interference and Noise Ratio (SINR) from the sensors in the over-
lapped region of two or more WBANs which use the same transmitting fre-
quency drops. This decrease is an indicator of inter-WBAN interference. Hence, 
we propose a scheduling algorithm which assigns the node with minimum 
SINR to first available transmission slot and so on. Thus, the nodes which suf-
fer maximum interference are given higher priority to transmit in the revised 
Time division multiple access (TDMA) schedules. The local coordinator of each 
WBAN exchange messages with the interfering WBAN’s coordinator and then 
tries to suppress interference by creating a new TDMA schedule for interfering 
nodes. Results obtained using simulations are encouraging as they indicate that 
minimum weight match scheduling can improve the packet drop rate and thus 
enhance the network performance.

Keywords  Base  station  (BS)  •  Bipartite  graph  •  IEEE  802.15.6  •  Local  coordi-
nator (LC)  •  Time division multiple access (TDMA)  •  Wireless body area network 
(WBAN)
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10.1  Introduction

The popularity of Wireless body area network (WBAN) in healthcare monitoring is 
increasing tremendously due to its potential applications such as monitoring elderly 
at home or athletes during their training and rehabilitation process [1]. WBAN is 
rapidly replacing wired healthcare devices due to its versatility such as ease of use 
and low power requirements. It is being explored extensively at its different layers 
such as Physical and Medium Access Control Layer (MAC layer) for different rea-
sons such as efficient data transmission and energy consumption. IEEE 802.15 Task 
Group 6 has recently defined standards for the Physical and MAC layer in WBAN 
[2]. MAC layer is responsible for scheduling data transmissions and coordinate 
nodes’ channel access in order to avoid possible collisions during data transmissions. 
An efficient scheduling scheme can achieve optimal tradeoff between acceptable 
amount of packet delay and maximum achievable network throughput.

Figure 10.1 shows the super-frame structure of the IEEE 802.15.6 standard [2]. 
This recently approved standard is specifically designed to support a WBAN. It 
is based on classifying the network traffic into 8 different categories according 
to user priority, which allows asymmetric flow of data [2]. The frame is divided 
into four periods namely: priority access period (PAP), contention access period 
(CAP), the contention free period (CFP), where the data transmission takes place 
and the idle period, where devices can enter into sleep mode. These periods are 
bounded within beacon intervals which are controlled by the coordinator. PAP 
supports the transmission of very high priority data such as emergency alarms in 
case of medical applications. Slotted ALOHA access method is used in PAP and 
CAP for robust data transmission and a Time division multiple access (TDMA) 
based scheme is used in CFP [2], which assigns unique transmission slots to the 
end devices in order to transmit periodical and QoS guaranteed data. TDMA based 
protocols are more useful to be employed in WBAN as they avoid energy wastage 
caused due to collisions and the nodes do not have to keep their radios continu-
ously on for polling or assignment of next slot [3].

In a single WBAN, sensor devices transmit their sensed physiological data 
to the local coordinator (LC), which can be a PDA or a smart phone carried by 
person. Then, LC transmits received data to the medical server located at hos-
pital or monitoring station, also known as base station (BS). It also schedules 

Fig. 10.1  Super-frame structure of IEEE 802.15.6 standard [2]
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transmissions of end devices in CFP using TDMA and ensures that collision free 
transmission occurs inside the WBAN. In the places where multiple WBANs have 
to coexist in close proximity, such as health monitoring of various athletes in a 
sports arena and obtaining critical physiological parameters for numerous patients 
in a hospital, many sensor nodes can transmit concurrently using the same fre-
quency (co-channel signals), which can cause a serious co-channel interference. 
Such a threat to the network performance could lead to loss of critical data, which 
can be even life threatening. Due to the distributed nature of WBANs, there is no 
central coordinator or BS to control transmissions from all coexisting WBANs. 
Thus, it is extremely critical to study the effects of inter-WBAN interference and 
propose ways to mitigate it.

When the two or more WBANs are within each other’s transmission range, 
some of the sensors can cause serious co-channel interference as shown in 
Fig. 10.2. IEEE 802.15.6 standard suggest that graceful coexistence of up to 10 
WBANs should be supported [2]. The co-channel signals arriving from unde-
sired transmitters can cause network performance degradation. Each double ended 
arrow in Fig. 10.2 indicates possible interference between two adjacent WBANs 
which need to be scheduled carefully in order to avoid any loss of transmitted data.

Thus, in this paper, in order to harmonize the system when several WBANs 
co-exist in the vicinity, we propose a scheduling algorithm which uses minimum 
weight matching to mitigate interference. The interfering transmissions are sched-
uled based on minimum signal to interference and noise ratio (SINR). When two 
or more WBANs transmitting on the same frequency overlap, the received SINR 
by LC from these sensors falls, signals with SINR below 0 db are unacceptable, 
thus indicating interference [4]. The SINR of interfering neighbors can be lowered 
by coordinating broadcasted TDMA schedule from these sensors. An interleaved 

Fig. 10.2  Inter-WBANs 
interference [4]
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scheduled among multiple WBANs is prepared based on the matching minimum 
SINR value sensor id with first available transmission slot. Thus, the amount of 
packet loss is reduced and better network performance can be achieved. Although 
an overhead of exchanging SINR values and schedules exist, the system will per-
form better when WBANs coexist for considerable amount of time.

10.2  Related Work

Although extensive studies addressing scheduling in wireless sensor networks 
have been performed, challenges involved in scheduling rapidly-changing num-
ber of close by WBANs has not been addressed completely. Prabh et al. discuss 
opportunistic packet scheduling for WBAN [5] where a selected user gets an 
opportunity to transmit data in a particular slot so as to maximize the throughput 
of the entire network. But, this scheme has an underlying disadvantage that, the 
nodes have to keep listening to the medium, so that they can transmit data imme-
diately as soon as a slot is allocated to them. This results in high energy consump-
tion and is not suitable for ubiquitous functioning of WBANs.

In order to reduce the losses in data transmission, variable TDMA scheduling 
algorithm has been proposed by Tseilshchev et al. [3], which decides the order 
of transmissions in real time rather than keeping it fixed. Markov model is used 
as a means of formulating the optimization problem of maximizing the network 
throughput. However, the paper does not address the role of human movements to 
transmission losses.

Cheng et al. propose the use of Graph coloring algorithm for inter-WBAN 
scheduling [6]. Two approaches of random coloring and incomplete coloring in 
order to achieve optimal tradeoff between the convergence and high utilization of 
the channels have been proposed.

None of the above models use IEEE 802.15.6 standard which is designed 
especially for WBAN. In this paper we propose a MAC based scheduling proto-
col which reduces the interference in coexisting WBANs and is based on IEEE 
802.15.6. The rest of the paper is organized as follows. Section 10.3 discusses our 
proposed system model as a weighted bipartite graph and formulizes the problem 
of scheduling scheme as matching of minimum SINR values received from inter-
fering sensors to first available transmission slot. Section 10.4 discusses the com-
puter simulations and results. Finally, the paper is concluded in Sect. 10.5.

10.3  System Model

WBAN can be modeled as a system of n sensor nodes capable of monitoring physio-
logical parameters such as heart rate, body temperature, limb movement, blood pres-
sure etc. This sensed data can be transmitted either in single hop or multi-hop to the 
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LC, which is a powerful device capable of collecting all the sensed information and 
transmitting it to the desired BS. LC is responsible for scheduling the intra-WBAN 
transmissions and resource allocations. When multiple WBANs coexist within each 
other’s interference range, some sensors in the overlap region transmit using the 
same frequency to undesired receivers that could cause co-channel interference.

There is very little or no redundancy in the data measured, as the position of 
sensors is fixed according to its desired functionality. Thus, it is very critical to 
transmit the data accurately from all the sensors. If there is an overlap between 
the two or more WBANs, the received SINR at the LC will drop below a certain 
threshold. Lower value of SINR indicates strong interference and it becomes nec-
essary to schedule the transmission of such sensors in order to avoid any packet 
loss. This information is broadcast by LC to its end devices along with beacon 
signals. The LCs which are in each other’s communication range will hear this 
schedule and save it in its table and a minimum weight matching is created based 
on SINR values. This schedule is advertised just before the start of next beacon 
period. The sensors which suffered more interference are given priority to trans-
mit in the modified TDMA transmission schedule. The interfering WBANs can be 
visualized as a bipartite graph where one set contains set of all sensor ids from 
the interfering WBANs and other set contains set of available transmission slots. 
No two sensor nodes are allowed to match with the same time slot in the same 
transmission round as it will cause collision. A perfect minimum match is obtained 
when an interfering sensor id with minimum SINR is mapped to first available 
time slot. Thus, a perfect match is desirable in order to avoid packet drop. Thus, 
we propose a solution of finding an appropriate transmission slot for interfering 
sensor node by using a weighted bipartite graph, where weights on the edges indi-
cate SINR received by LC. The objective function of this optimization problem is 
to minimize inter-WBAN interference by assigning sensors with lower SINR to 
first available slot.

Thus, for such optimization, we associate a cost matrix (cij)NxN by assigning a 
weight ci(j) to each edge connecting a sensor node i to jth transmission slot based 
on SINR at LC. The resulting binary matching matrix for a perfect match is given 
by (mij)nxn where mij = 1 if and only if the sensor node i transmits in time slot j 
during that round; otherwise mij = 0 [7].

Let pi be the probability that the transmission of node i is successful in time slot 
j for round number K. The expected number of successful transmissions in the next 
round can be given by Eq. 10.1 [8], where Di is the number of slots passed after the 
node i transmitted and K(i) indicates that the node i transmits in Kth round. 

Thus, we propose to achieve effective scheduling by obtaining assignment with 
an ideal match scheduling and reduce the packet drop rate. Therefore, instead of 
fixed TDMA with many unused data slots, we employ our matching algorithm 
to increase the system throughput. We use rate of packet drop per second as a 

(10.1)E =

N∑

i=1

pi(Di) + K(i)
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performance evaluation parameter. As a part of ongoing work, we will also incor-
porate delay due to rescheduling in evaluating the network performance.

10.4  Performance Evaluation

10.4.1  Algorithm Implementation

Following steps are performed in order to suppress inter-WBAN interference.

•	 Each LC generates TDMA transmission schedule for its end devices based on 
the priority of the network traffic [2].

•	 LCs constantly computes received SINR from the nodes in its network.
•	 When two or more WBAN overlaps, interference causes drop in SINR. Drop 

below certain threshold, say 0 db is unacceptable [3], as the signal is undistin-
guishable from interference and noise.

•	 TDMA Schedules of interfering nodes along with degraded SINR advertised to 
neighbor LCs.

•	 A matching of bipartite graph containing nodes with minimum SINR values and 
available transmission slot based on highest to lowest interference expected by 
all node created using Hungarian algorithm [9].

•	 A modified schedule shared among LCs which assigns unique slots to interfering 
nodes.

10.4.2  Simulation Setup

We used Shox network simulator [10] to set up the multiple WBAN coexistence 
scenario with 22 sensor nodes placed by defining positions of individual sen-
sor nodes in a 60 × 60 m area, and 3 LCs, sensor nodes are used for monitoring 
purposes. The properties of Physical and MAC layer are set according to IEEE 
802.15.6 standards. The nodes movement is decided using Random Waypoint 
model with a minimum speed of 1 m/s. A variable disc model is used in which the 
receiver receives packet with a signal strength of s(rx) = s(tx)/d ˆA2, where d is the 
Euclidean distance between a sender and a receiver pair) [10]. An Added Noise 
Mangler is used as bit mangling model, where a packet is dropped if the SINR 
falls below 0 db. LC stores the SINR values in interference queue along with the 
sensor ids. The lowest SINR sensor gets first priority to transmit, where as other 
interfering sensors are delayed until next available time slot and so on until all sen-
sors transmit in a superframe. Hungarian algorithm is implemented in order to find 
perfect matching between interfering nodes and transmission slots. The modified 
TDMA schedule queue is broadcast to all LCs so that each one has the collision 
free transmission schedule.
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10.4.3  Results and Discussion

We first simulated the scenario of 22 nodes and 3 LCs without making any change 
in the scheduling scheme proposed and obtained the results as shown in Fig. 10.3.

Figure 10.3 shows packet drop/s during in 3 LCs due to interference. On right 
side of Y axis is Dropped packet per second, which is indicated by triangular 
wave, whereas on left side of Y axis is number of messages exchanged, indicated 
by curve. X axis represents time in milliseconds.

Fig. 10.3  Packet drop due to interference

Fig. 10.4  Interference suppression using minimum weight match
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We then repeated the simulation by adding the interference mitigation technique 
discussed in the above section in the Application layer, MAC layer and Physical 
layer for the same scenario and observed the results shown in Fig. 10.4. Although 
we were not able to completely eliminate packet drop, interference observed at only 
LC3. We were able to mitigate interference in 2 LCs. Thus, we can justify that the 
scheduling using minimum weight match helps to alleviate interference. Also, in 
Fig. 10.4, the number of messages exchanged between the interfering nodes is con-
siderably high so as to mitigate interference as shown by the curve in figure.

10.5  Conclusion

WBAN has become very popular in healthcare applications. As multiple WBANs 
co-exist in a large area, there is a high possibility of inter-WBANs interference. It 
is expected that in 2014 there will be approximately 420 million units of wireless 
devices active. Thus, we will have to face the challenge of graceful coexistence of 
WBANs. Loss of critical data can prove to be life threatening in medical applica-
tions. An appropriate scheduling algorithm is needed which can mitigate interfer-
ence. In this paper we proposed a solution of mapping interfering sensor to their 
transmission slots and creating a modified TDMA schedule, based on minimum 
SINR match. The SINR received by LCs from sensors which suffer more interfer-
ence is minimum amongst all and thus they should be given higher priority in the 
transmission schedule. Thus, a Hungarian minimum weighted matching algorithm 
implemented in the simulations shows the performance improvement of network. 
The network performance packet drop rate per second metric is used. Simulation 
results are very encouraging and suggest that interference can be suppressed using 
minimum weight matching scheduling technique. We are currently trying to add 
more parameters for performance evaluation and also studying the interference 
mitigation when 60 sensors are present in 6 m × 6 m × 6 m space as proposed 
in IEEE 802.15.6 standards [10]. We would also like to compare and contrast the 
performance of other scheduling algorithms which are best suited for WBAN in 
medical applications with our proposed solution.
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Abstract Wireless Sensor and Actor Networks (WSANs) are made up of a large 
number of sensors, small number of actor nodes, and there might be one or more base 
station(s) depending on the application requirement. The sensor nodes are autono-
mously small devices with several constraints like battery backup, computation capac-
ity, communication range, and storage, while actor nodes are much better capable 
than sensors. Sensors are equipped with transceivers to gather information from their 
vicinity and pass it to a certain base station through actor node(s), where the measured 
parameters can be stored and made available for the end user. Therefore, the main 
issue is to send information faster and reliably with less energy consumption to the 
receiver node so that appropriate decision can be taken accordingly. In this paper, a 
new framework based on genetic algorithm (GA) is discussed with multi-tier cluster-
ing technique to transmit the data to the sink node using those actor node(s) that have 
more caching capability without retransmission of lost packets. The simulation results 
confirm the effectiveness of proposed framework over traditional approach.

Keywords  WSANs  •  Clustering  •  Genetic algorithm  •  HEED

11.1  Introduction

Wireless Sensor and Actor Networks (WSANs) are extension to the wireless 
sensor networks (WSN) which includes both actor and sensor nodes. Actors are 
resourceful devices that can make decisions and can coordinate with each other 
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to perform action(s) on the basis of information reported by sensor node(s). One 
of the examples of actors is robots. Robots/actors can move, communicate, coor-
dinate with other actor(s), and can take decisions, and have capability to perform 
action(s). On the other side, sensor node(s) sense the environment and transmit 
the sensed data to the sink. Sensors are small in size; low cost with limited energy, 
computation capability, and transmission powers. More precisely, sensor nodes are 
passive while actors are active in nature having more energy power, more com-
putation capabilities, and better transmission power. However, actors and actua-
tors are used interchangeably in the literature, but there is a minor difference in 
both. Actors are nodes, which take decisions but could not physically perform the 
action(s) while actuators can do so. Moreover, actors have the capability to coor-
dinate with each other and take decision collaboratively to assign task to one of 
the actor nodes. They can work as cluster head (CH), sink, data collector or gate-
way depending on the network architecture employed. Their architectures could be 
automated, semi-automated, single-actor, or multi-actor architecture as per appli-
cation requirement.

11.2  Literature Review

A number of clustering techniques have been proposed in the literature [1–16]. 
Most of the algorithms like LCA, RCC, CLUBS, EEHC, LEACH, FLOC, ACE, 
HEED, DWEHC, MOCA, and GS3 generate variable cluster count while some 
algorithms have fixed cluster count. CH is selected randomly by most of the algo-
rithms, while GS3 approach uses preassigned CH from the sensor nodes, and the 
network lifetime depends on the life of CH. The network shuts down as soon as 
CH depletes its energy. The authors have used mobile base station to minimize the 
energy consumption, where energy of only CH was taken into consideration.

Hybrid Energy Efficient Distributed Clustering (HEED) [3] is a distributed 
clustering scheme in which CH nodes are picked from the deployed sensors based 
on their residual energy and communication cost when selecting CHs. HEED has 
three main characteristics: (1) The probability of being CH, which will be in trans-
mission range of each other is very less. (2) Energy consumption is not assumed to 
be uniform for all the nodes. (3) For a given sensor’s transmission range, the prob-
ability of CH selection can be adjusted to ensure inter-CH connectivity.

Energy Efficient Hierarchical Clustering (EEHC) is given by Bandyopadhyay 
et al. [4], which maximizes the network lifetime. It is a randomized distributed 
clustering algorithm for WSNs. CHs collect information from sensor nodes and 
perform aggregation before transmitting this to the base station. Two stage cluster 
formation, i.e., initial and extended is used in this algorithm. Every sensor node 
broadcast message claiming itself as a CH to 1-hop neighboring nodes. The nodes 
that are within k-hops range of a CH receive this announcement either by direct 
communication or by forwarding. The sensor nodes, those are not CH and are 
not even competing to become CH, joins a cluster as a volunteer. If information 
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regarding claim to become CH is not received, as a forwarded packet, the node 
will become a forced CH. Forced CH neither is a CH nor belongs to any other 
cluster. In the second stage, the process is applied on the CHs and the next level 
cluster will be chosen which will govern the underlying CHs.

Baker et al. presented Linked Cluster Algorithm (LCA) [5] in which they empha-
sized on forming an efficient network topology that can handle with nodes mobility. 
Using clustering, CHs are hoped to provide direct connectivity to all nodes in the 
clusters and connectivity even at the time of movement. Clustering is performed on 
the basis of node ID and the node with highest ID is chosen in-case of tie.

Adaptive clustering [6] is given by Lin et al., in which authors proposed 
the idea to minimize the transmission delay in the network and distinct code is 
assigned to the cluster to reduce interference between clusters. The algorithm con-
trols the cluster size by having more number of clusters but small in size.

Nagpal and Coore proposed an algorithm called CLUBS [7] that forms clusters 
with the conditions that none of the nodes should be uncovered. Each cluster must 
have same size diameter and nodes should be able to talk with other cluster nodes. 
Each node in the network takes part in the cluster formation and clusters are formed 
including nodes with a maximum of two-hop distance. The node forwards a mes-
sage with a number that decreases on every hop travel and when countdown stops, 
it sends a recruit messages to all nodes. Neighbors, on receiving recruit message, 
within two-hop boundary will accept the invitation and joins the cluster. Member 
nodes of cluster are termed as follower and can be part of more than one cluster.

Random competition-based clustering (RCC) [8] is designed for mobile ad 
hoc networks. It is also applicable to WSNs. RCC mainly strives for the cluster 
stability and it is based on the first come first serve strategy. The node that first 
asks to be CH becomes the CH itself to govern others. To remain CH, the current 
CH need to periodically broadcast the packets to its neighbor nodes informing its 
occupancy as CH.

Hierarchical control clustering [9–11] form a multi-tier hierarchical clustering 
as shown in Fig. 11.1. Cluster size and the degree of overlapping are taken into 
consideration. Any of the nodes in the network can start clustering process. The 

Fig. 11.1  An example of 
three layer cluster hierarchy 
[9]
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node with lowest node ID will take precedence over other nodes and more than 
one node can initiate cluster formation concurrently. It is a two phase process: (1) 
Tree discovery and (2) Cluster formation. The tree discovery uses Breadth-First-
Search (BFS) tree rooted at the initiator node.

Wang et al. [12] favors the idea of clustering that resembles the data-centric 
design model of WSNs. The clustering would be established by mapping a hierar-
chy of data attributes to the network topology. The approach is based on the well-
known leader election algorithm. The base station directs the nodes to form clusters 
by sending information packets and the nodes on receiving these packets decides 
whether to become a CH or not, based on their energy level. The sensor node that 
wants to be the CH waits for the duration based on the remaining energy level. 
Nodes with more energy wait longer. Interested node broadcasts an announcement 
from one node to next node. During the waiting time, if a node gets a claim packet 
from a neighboring node, to become CH, it drops its CH bid and retransmits the 
received packet after incrementing the hop count field in the packet by one. Upon 
hearing a CH announcement from a node whose attribute is different, the recipient 
node establishes a new cluster for the attribute and becomes a CH.

Ding et al. [13] have proposed Distributed Weight-Based Energy Efficient 
Hierarchical Clustering (DWEHC) to achieve more aggressive goals than those of 
HEED. Basically, for generating balanced cluster size and optimizing the intra-clus-
ter topology, DWEHC is a distributed process and has O(1) time complexity. Each 
sensor node is responsible to calculate its weight, based on its energy level with 
respect to the neighboring nodes. The node having largest weight would be elected 
as a CH and the remaining nodes become members. The nodes directly connected 
are considered as first-level members. A node recursively process this type of mem-
bership in order to reach a CH with least amount of energy consumption. To limit the 
number of levels, every cluster is assigned a range within which member nodes lies.

Youssef et al. [14] in Multi-hop Overlapping Clustering Algorithm (MOCA), 
argued that guaranteeing some degree of overlap among clusters can facilitate 
many applications like inter-cluster routing, topology discovery and node localiza-
tion and recovery from CH failure, etc. They proposed a randomized, distributed 
algorithm that organizes the sensors into overlapping clusters. Overlapping helps 
in inter-cluster routing, recovery from CH failure and topology discovery. It also 
ensures that each node should be either a CH or within k-hops from at least one 
CH, where k is a preset cluster radius.

In [15], Zhang et al. presented an algorithm called GS3, for self-configuring a 
wireless network into a cellular hexagon structure and control the geographical 
boundary of clusters. The frequency reuse technique is used to minimize energy 
consumption.

In cellular hexagon structure, the area is divided into cells of equal radius R, 
as shown in Fig. 11.2. There are two kinds of nodes, i.e., big and small in this 
framework. One of the big nodes starts the clustering process and selects the CH 
in neighboring cells and this selected CH selects their neighbors, and so on. GS3 
can be used in both environments, i.e., static network as well as in highly dynamic 
network where nodes are mobile and change their location frequently.



11511 A Cluster-Based Coordination and Communication Framework

11.3  Motivation

Sensor nodes communicate with each other on a short-range channel while actor 
nodes can communicate over a long-range and short-range both. Whenever actors 
communicate with each other, they use long-range channel, but if an actor needs to 
communicate with sensor, it switches to short-range communication channel. The 
reason is that the number of actor nodes is very less as compared to the sensor nodes 
and actor network is prone to get partitioned whenever any or some of the actor 
nodes fails. Thus, to utilize actor and sensor nodes in better way, we can use the com-
munication power of both, i.e., short and long range, to transmit data over the net-
work. Since sensor nodes are large in number than actor and sensor network can be 
used to transmit data whenever path between actor–actor does not exists. Actor nodes 
may use fragmentation on data and get selective acknowledgement from the next 
actor in path to the sink/target actor. The actor node on the path keeps the segmented 
data until it receives selective/segmented acknowledgement from the next actor in 
path. After getting acknowledgment, it can flush the segment from the buffer data.

Therefore, our proposed approach transmits data to the target but leaving the 
bridging sensor node(s) about to be dead, because data may be forwarded through 
the same sensor node. Sensor nodes drain their energy very fast, if same sensor 
nodes are used as a gateway again and again. To avoid the energy drainage of the 
few of the sensor nodes that may be working as a gateway, the clustering can be 
formed on the sensor nodes. Sensor nodes will report to the nearest CH. CH and 
actor will be able to communicate on short-range channel for data transmission. 
The CH may be chosen on the basis of energy parameters. In our proposal, we use 
genetic algorithm (GA) to select CH both at sensor level as well as actor level.

11.4  Contribution of Our Proposal

The objective of the proposed approach is to find stable actor nodes for forwarding 
the data faster and reliably. More specifically, the main contributions of the pro-
posed approach are:

•	 In our work, the network is silent until a connection is needed.
•	 Setup initial attributes of devices depend upon user defined scenario.

Fig. 11.2  The cellular 
hexagon virtual structure 
with big node relocated to the 
centre [15]
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•	 Create a cluster network of these devices, and divide a bunch of devices into 
number of clusters based on sensor distribution. In each cluster, there is a CH, 
all devices (sensors) transmit there data to CH (actor), and then CH route the 
data to the other CH (actor) or gateway (sensor) in order to transmit data to the 
destination.

•	 Model a selection procedure, which is based upon GA for the proper selection 
of node head devices in the network arrangement.

•	 Calculate distance vector between devices, and update look up matrix with 
respect to distance matrix.

•	 Calculate path and cost with respect to source device, destination device, and 
lookup values between them.

•	 Devices start sending packets to CHs according to distance vector.
•	 The CH (actor) route the data gathered from devices (sensor) to other actor or 

sensor depends upon the distance vector between nodes in network (One can 
simply say it as cluster-based distance vector routing scheme).

•	 We also use a transport wrapper [16], in order to increase the network effi-
ciency. The wrapper interacts with the routing protocol and obtains route infor-
mation from it. Based on the route information, it establishes multiple transport 
sessions between consecutive actor network partitions.

11.4.1  Genetic Algorithm

The GA chooses the best candidate node that can become the CH. The inputs 
supplied to the GA are the energy parameters, i.e., (1) initial energy of the node, 
(2) residual energy of the node, and (3) average energy of the network. The wire-
less radio model plays a major role in energy consumption and therefore in the 
network lifetime too. The node is selected as CH based on the probability calcu-
lated by the GA. The GA loops for a number of generations to produce the opti-
mum result. Every iteration is consists of the following steps: (1) selection, (2) 
reproduction, (3) evaluation, and (4) replacement. The fitness function checks 
for the solution produced in every new generation each time for optimal value. 
Figure 11.3 shows the flow chart of clustering process using GA in our proposed 
approach.

11.5  Data Transport Protocol

From previous researches [16], it has been established that end-to-end reliability 
obtained by using multiple phases of reliable transport results in a lower number 
of retransmissions as compared to the one that uses end-to-end retransmissions, 
and hence, is more energy efficient. Our framework allows us to exploit this result 
and develop a more efficient protocol based on this paradigm. We assume that 
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the WSAN consists of a number of partitions of actor nodes and numerous sen-
sor nodes bridging these partitions. While sensor nodes are constrained in terms of 
energy and memory, actor nodes are resource rich and have large memory to store 
received packets and forward at a later point of time. Therefore, reliable transport 
between actor nodes belonging to different partitions can be obtained by setting up 
multiple inter-partition reliable transport sessions, one between each pair of con-
secutive partitions along the routes.

The data wrapper is used to transmit the data in segmented form, i.e., data is 
divided into segments and the actor node seeks acknowledgement for segment as 

If not selected

Set-up of field and initialization of parameters

Calculate distance vector and the path cost 
value 

Calculate optimum value of probability based 
on genetic algorithm

Selection of actor as a cluster head based on 
calculated probability 

If selected

The node will continue round as a cluster head 
and the region around the selected actor will be 
the cluster region. All other sensor nodes which 

are a part of this region participate in routing as a 
cluster member. Further communication is also 
based on distance vector and wrapper session 
between actors to actor and actor to sensors 

through cluster head(s).

Fig. 11.3  Clustering technique based on GA
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well as packets transmitted. After receiving selective acknowledgment for the seg-
ment from the next actor node in the route, the actor flushes the segment from 
its buffer. The wrapper interacts with the routing protocol and obtains route infor-
mation from it. Based on the route information, it establishes multiple transport 
sessions between consecutive actor network partitions. The first actor node of 
every partition along the route acts as the transport cache and stores the packets 
in the memory before it is reliably transferred to the next actor’s cache along the 
route. The transport cache removes the packets from memory only after it receives 
acknowledgments from the transport cache of the next actor network partition. At 
the same time, there is an end-to-end wrapper session active between the source 
actor node and the destination actor node. The source node maintains a “master-
copy” of the packets and flushes them out only when it receives an end-to-end 
acknowledgment from the destination node. The routing protocol informs the 
wrapper in case of path breaks, and the wrapper sets up a new wrapper session 
along the new path. Thus, the transport wrapper with sufficient cross-layer col-
laboration from the routing protocol achieves end-to-end reliable transport.

11.6  Pseudo Code of Proposed Approach

This section describes pseudo code of proposed approach. It has two parts: (a) 
Distributed Data Aggregation at sensor CH (b) Distributed Data Aggregation at 
actor.

Definitions: S(i): ith Sensor node, CH(k): kth Cluster head, Actor(j): jth Actor 
node.

Algorithm 1: Distributed Data Aggregation and Diffusion at Sensor CH

if some event e(x) detected into cluster CH(k)  then

for s(i) connected CH(k)

CH(k).Data= CH(k).Data + S(i).Data

//[Aggregate sensed data at Cluster Head (K)]//

end for

//Perform aggregation on collected data at cluster head//

Aggregate (CH (k))

if CH(k) not-connected to any of the Actor(j) then

Repeat (forward CH(k).Data to CH(k+1) )

until CH(k+1) not-connected to Actor(j)

k=k+1

else

forward CH(k).Data to Actor(j)
end if
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Algorithm 2: Distributed Data Aggregation and Diffusion at Actor CH

Actor node has more transmission power and can cover large area, so more 
than one CH may be connected to the one actor node. Whenever an event is 
detected by any of the sensor node, it immediately report to the CHi. The CHi can 
perform different aggregation function as per application’s requirement(s). The 
CHi after receiving sensor data from the region, it looks for the nearby actor node 
to forward it. Data is forwarded to the nearest actor node. So the communication 
takes place in between sensor nodes and the sink node through actor node(s) to 
speed up the transmission. Because CH may be in direct range of actor node so 
CHi don’t need to forward information through other sensor nodes but directly to 
the actor node. This will reduce the energy consumption and time delay. Even if 
the CH is not directly connected to the actor node then the CHi will transmit to 
the next CH CHi−1 toward the actor node. So the end-to-end transmission delay 
is reduced in both the cases. So the communication takes place in between sen-
sor nodes and the sink node through actor node(s) to speed up the transmission. 
Because CH may be in direct range of actor node so CH do not need to forward 
information through other sensor nodes but directly to the actor node. This will 
reduce the energy consumption and time delay. Even if the CH is not directly con-
nected to the actor node then the CHi will transmit to the next CH CHi+1 toward 
the actor node. So the end-to-end transmission delay is reduced in both the cases.

11.7  Performance Evaluation

In this section, we present the performance evaluation of our proposed framework 
using simulation experiments. Table 11.1 shows simulation parameters for evaluation.

if some event e(x) reported into the region of Actor(j) then

for CH(k) who detected event e(x) and CH(k) connected to Actor(j)

Actor(j).Data= Actor(j).Data + CH(k).Data 

end for 

end if

Repeat step 5 for all Actor nodes connected to event e(x).

if Actor(j) not-connected to Sink then

Repeat (forward Actor(j).Data to Actor(j+1)) 

until Actor(j+1) not-connected to Sink

j=j+1

else

for Actor(j) connected to Sink

forward Actor(j).Data to sink

end for 

end if
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We consider the end-to-end delay, packet delivery ratio, network lifetime, 
packet loss, and throughput to evaluate the performance of proposed framework. 
All metrics are evaluated based on the traffic-generated from sensor node to the 
sink node, through actor nodes, and CH(s). We used the caching capability of actor 
nodes that increases throughput and consequently minimizing end-to-end delay.

The network lifetime is increased as the CH is changed periodically on the 
basis of energy parameters. Every time a node (sensor or actor) that have more 
energy level and higher probability, assigned by genetic algorithm, is selected. The 
clustering at sensor level and actor level decreased the end-to-end packet delay 
because the packets travel through the CH and CH to the sink. The CH collects the 
packets and transmits to the nearby actor directly.

The simulation results show the enhanced performance over the traditional 
WSANs. In traditional WSANs, where data retransmission and selection of the 
wrong CH degrades the network performance, the graphs are showing number 
of actor nodes × number of sensor nodes with the name of image. For example 
20 × 100 means number of actors = 20, number of sensor nodes = 100. The fol-
lowing parameters are used to evaluate the performance of our proposed framework.

11.7.1  End-to-End Delay

This metric depicts the delay observed from sender to receiver. The end-to-end 
delay is decreased as the number of rounds increases, because the numbers of the 
intermediate nodes which are used to forward the data store stores the packets 
received from the previous actor/sender node until delivered to next actor in path 
or the original receiver. This reduces end-to-end delay in our proposed approach as 
confirmed in Fig. 11.4.

Because the transport protocol proposed here uses the buffers of the intermedi-
ate actor nodes while transmission. Therefore, the original sender node transmits 
the segment to the next actor node in path to the receiver.

The intermediate actor stores the packets received from the previous actor/
sender node until delivered to next actor in path or the original receiver. When 
acknowledgement for the segment is received the intermediate actor node deletes 

Table 11.1  Simulation 
parameters

Parameters Value

Simulation area 100 × 100
Number of sensor nodes 100, 200, 500
Number of actor nodes 20, 30, 40
Initial energy (E0) 0.5 J/node
Transmitter electronics (Eelec) 50 nJ/bit
Receiver electronics (Eelec) 50 nJ/bit
Data packet size (l) 2,000 bits
Transmitter amplifier (fs) 100 pJ/bit/m2
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the segment. Therefore, the packet delivery performance will remain high in our 
proposed approach as shown in Fig. 11.5.

11.7.2  Network Lifetime

This metric is used for observing lifetime of network. A node can be dead due to 
some physical damage or might be out of battery power due to battery exhaustion. 
A network is reliable if the node death rate is low, i.e., number of alive nodes is 
more. A reliable network will have a better data gathering rate, i.e., data received 
at base station will also be high. Figure 11.6 illustrates the number of rounds for 
last node death as function of number of nodes in the network. Proposed approach 
outperforms due to use of stable nodes as CHs to transmit data through multi-
hop paths instead of direct transmission to BS. Moreover, as the network size 
increases, the probability to find eligible stable nodes is more which is confirmed 
in Fig. 11.6. The GA also helps in choosing the best CH on the basis of residual 
energy of the node.

Fig. 11.4  End-to-end delay (20 × 100)

Fig. 11.5  Network lifetime
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11.7.3  Packet Loss

Figure 11.7 depicts the packet loss in the network as the function of number of 
actor and sensor nodes in the network. It is observed from the simulation graph 
that proposed approach observes less packet loss as compared to traditional 
approach. The reason is that proposed approach uses intermediate acknowledg-
ment packets during data transmission without using flooding mechanism.

Fig. 11.6  Packet delivery 
ratio (20 × 100)

Fig. 11.7  Packet loss 
(20 × 100)

Fig. 11.8  Throughput
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11.7.4  Throughput

Due to the storage capability of the actor nodes the throughput increases and the 
direct communication between sensor’s CHs and actor nodes also makes it faster. 
The sensors have limited storage capability and they can forward data to the actor 
at fast speed and actor is capable to handle more than one cluster data in its mem-
ory. Figure 11.8 shows that advantage of our proposed approach over traditional 
routing protocol.

11.8  Conclusion and Future Scope

The transportation of data is the most energy consuming process when number of 
packet failure increases in the wireless sensor network. To minimize packet fail-
ure, we have used reliable transport protocol that transmits the data in segmented 
form to the nearest actor node. This intermediate actor node saves the segment 
until next node does not send acknowledgment for the complete segment. It avoids 
end-to-end retransmission, but intermediate node, i.e., immediate packet forwarder 
that has stored the segment, provides the lost message immediately. The frame-
work presented in this paper improves not only end-to-end transmission delay but 
also improves throughput and packet delivery ratio with the help of the multi-tier 
clustering. In the future, our plan is to include intermittence node(s) failure to fur-
ther improve network reliability.
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Abstract The efficiency and behavior of a MANET depends on how well infor-
mation can be passed around and delivered using Ant colony optimization (ACO). 
ACO algorithm heavily depends on how efficiently the pheromone is handled. 
Controlling pheromone is a challenging task. In this paper, an efficient pheromone 
decay technique is adopted which can be achieved by using stability factor ‘Δ’. 
The stability factor is the ratio of number of Hello packets received to the number 
of Hello packets sent. This dynamic changing ratio will help to decide the extent 
of pheromone to be decayed. The technique adopted is also termed as altered 
exponential decay technique (AET).

Keywords  ACO  •  Ad hoc network  •  Stagnation  •  Stability factor  •   Pheromone  •  
Decay

12.1  Introduction

Ant colony optimization (ACO) algorithms have shown progress for developing 
routing algorithms for ad hoc networks. ACO-based routing is an efficient rout-
ing scheme based on the behavior of ants. The collective behavior of ants help to 
find the shortest path from the nest to a food source, by deposition of a chemical 
substance called pheromone on the visited nodes [1–2]. ACO was introduced in 
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1996, which was inspired by an algorithm called “ant system (AS)” [3]. An ant  
system chooses the best path laid by the previous ant, which went in search of food 
and has returned. ACO deals with artificial systems, which are inspired from food 
foraging behavior of real ants, which can find optimal solutions despite changes 
in the environment. The main idea is indirect communication (stigmergy) between 
the ants by means of pheromone trails, which helps them to find shortest path 
between their nest and food. Stigmergy is a major concept of ACO in which the 
traces in the form of pheromone left by other ants act as foundation for future 
coordination.

It was observed that all the social insects cooperate in an organized manner, 
however, looking at an individual insect they were self-directed and not being 
involved in the collective activity. A major problem with ACO algorithm is “stag-
nation” [4] or premature convergence to local optimum. This occurs when all ants 
try to follow same path to reach the destination (since there is more pheromone). 
This when applied in MANETs comes to a convergence state (equilibrium) and 
attracts all the data packets to follow the same path, which leads to congestion. 
The next packet without any awareness of the congestion follows a nonoptimal 
path and loses its packets due to frequent packet drops.

12.1.1  Techniques to Improve Stagnation in ACO

Stagnation is mitigated using different methodologies in ACO. In Privileged 
Pheromone Laying approach, selected subsets of ants are used to update phero-
mone values on the best path. This reduces the probability of ants following 
the stagnant paths that are nonoptimal and congested due to overload. In the 
Pheromone–Heuristic Control, ants not only try to find best path based on pher-
omone concentration on that edge, but also on other factors like queue length, 
delay, and distance. These factors alter the selection of the best path and avoid the 
stagnation. Pheromone Control approach is based on controlling the pheromone 
concentration based on adaptive nature of the network.

Pheromone control can be done in many ways. These approaches discourage 
nonoptimal paths and reduce the influence from past experience. In Evaporation 
approach all the edges with certain pheromone concentration evaporates as the 
time increases. This is done by an evaporation factor called “p.” Evaporation not 
only removes the stale entries, it also balances pheromone concentration in opti-
mal paths. This helps other ants to survey new paths (better). Aging is another 
technique to reduce stale entries in the network. This approach is based on the fact 
that older ants deposit lesser pheromone as compared to younger ants. Older ants 
are those ants that have taken longer time to reach the destination. Both Aging and 
Evaporation aims at finding new best path when there is congestion. Pheromone 
can be limited for every edge by placing an upper bound. A variant of the Limiting 
pheromone is pheromone smoothing in this approach the pheromone is increased 
along an edge. It is also observed that smaller amount of pheromone is deposited 
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gradually until the upper bound is reached. Evaporation is done in a uniform man-
ner on all edges. This technique seems to be more effective in avoiding the gen-
eration of dominant path [5–7]. The similarity between Social insects like ants 
and routing in AWN using agents makes ACO an efficient approach for routing 
in AWN. The paper attempts to analyze ACO-based routing algorithm that have 
been developed for AWN. The survey aims at creating awareness for the research 
scholars about the techniques used in ACO to avoid stagnation, highlight its meth-
odology, etc.

12.2  Design of Algorithm

The probability at source node Vi can be computed based on the packet forwarding 
equation. This depends on Pheromone, Distance, and Packet delivery ratio of the 
path. The integral solution for the above combination of equation decides the roots 
i, j which extracts the path to be followed or the path in which packet has to for-
warded. Zi is the probability that the node(i) will get selected by the current node 
for packet forwarding as shown in Eq. (12.1). Once Zi for all i’s where i represents 
the neighbor of the current node are calculated, Maximum among the Z[i] are cal-
culated and node corresponding to the Maximum Z[i] is determined as the node to 
which packet has to be forwarded.

Max(Z(i)) where i will be the node to which packet will get forwarded. K is the 
constant to balance the equation which do not impact much on Zi. The phero-
mone value for each node is initialized to 0.015. During Routing using Ant 
Colony Optimization, the pheromone content of the node involved in the routing 
is increased irrespective of whether the node is source or destination or any inter-
mediate node during packet transmission. Periodically, the pheromone content 
is decreased as per the equation. For all i ∈ Nn, For all d ∈ Dn, The pheromone 
between I and D at nth Second can be given as shown in Eq. (12.2).

For all i ∈ Nn, For all d ∈ Dn, the pheromone between I and D at nth Second. The 
decay rate is τ ≥ 0, and is a global parameter. To account the successful packet 
transmission, the pheromone on all the links present in the path traversed are 
updated. Presently, the pheromone update is taken as 0.05 for each link on the path 
traversed. The links are virtually classified into two categories viz., stable links 
and unstable links.

The extent of decrement is determined by time difference between the cur-
rent time and last successful transaction (Rank of Freshness of the link) and also 

(12.1)
Zi =

K ∗ Pheromone(i) ∗ PDR(i)
Distance(i)∑

n

i=1
Pheromone(i) ∗ PDR(i)

Distance(i)

∀i ∈ S, Set of Nodes

(12.2)Pni,d = Pni,d ∗ e
−τ+∆
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the stability factor, which is generic to any link. Its value is decided after running 
through several models of analytics and routing scenarios.

In this paper, an exploration on approximation of pheromone value in the expo-
nential decay can be controlled using additive value which helps in controlling the 
trail evaporation. Various values for τ has been tested and came to the conclusion 
that the following values forms the most fitted curve for the decay rate. Hence, 
they are taken as the testing parameters under decay rate. ‘Δ’ is the stability factor 
which acts as pheromone controlling agent for exponential decay.

12.3  Results and Discussions

Different Decay rate values for τ associated with the stability factor, collectively 
deciding the extent of pheromone decay are tested using network simulator software 
developed as part of this work. These values are tested under various possible real-
time scenarios usually faced in Mobile Ad hoc Networks such as mobility pattern of 
nodes, velocity, and packet delay, etc. The ACO without pheromone decay technique 
(PDT) will experience congestion whereas the ACO with PDT will avoid the con-
gestion due to efficient decay (controlled manner) of pheromone on all the links.

12.3.1  Decay Rate (τ) Used in PDT Versus PDR (Data 
Goodput)

Figure 12.1 shows the obtained results for different values of decay rate and it 
shows that the value 0.001 is best suited in most of the scenarios. Also from the 
figure we can observe that the decay rate is acceptable for the range of values 
0.001–0.003 in most of the situations. The values of 0.01 and 0.1 are applicable in 
very rare scenarios of MANETs.

12.3.2  Probability of Path Selection Using Pheromone 
Concept

The period of decay, at the end of tick of which the pheromone will get decre-
mented by specific amount irrespective of the conditions or the future packets 
about to be sent which are likely to follow the same path. The decay rates decide 
the extent of decrement and also periodicity is the factor which accounts to final 
PDR of the particular scenario. The same analysis has been made on a MANET 
scenario using simulator developed. The results of the same are as shown in 
Fig. 12.2. The decay rate value 0.001 shows better performance in terms of higher 
probabilities of path selection.
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12.3.3  Effect of Stability Factor in Routing

The stability factor represents the local status of a node in a network and accounts 
the same during calculating the extent of decay due to which the pheromone decay 
value becomes dynamic and adaptable to the networking scenarios, in particular 
the pheromone control adapts to the nodes mobility, the packet transmission table 
that it has, and also the past history of it about the successful transmissions went 
through some specific reliable neighbor.

To adopt the stability factor concept into routing, new packet forwarding equa-
tion is prototyped and implemented. The impact of stability factor may be negli-
gible in cases where distribution of nodes is highly dense and nodes are moving 

Fig. 12.1  Combined view of decay rates versus PDR

Fig. 12.2  Probability of path 
selection for various decay 
rate
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relatively. But in cases where QoS and security are given importance, stability 
factor plays the major role in deciding the reliable path thereby giving the Best 
Quality of Service (QoS).

12.3.4  Number of Nodes Versus PDR (Data Goodput)  
and PACKET Delay of Nodes Versus PDR

As number of nodes increases, density of distribution of nodes in the network area 
increases; this increases the PDR of network scenarios. Figure 12.3 shows the 
obtained results. If the packet delay is less, the subsequent packet transmissions 
efficiently utilizes the pheromone laid on the network links by the previous suc-
cessful transmissions.

The link change rate measures the average number of links that change state, new 
or leaving, every second at each node. It is a relative measure of how fast the network 

Fig. 12.3  Pheromone 
intensity with time plotted 
against the decay period 
adopted

Fig. 12.4  Number of nodes 
versus PDR
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topology is changing, and thus the time available to acquire new information about 
the network. This metric is shown in Fig. 12.4 for each tested speed and node count.

It is also found that, as the speed of the node increases, the link change rate will 
increase rapidly.

12.4  Conclusion

After the thorough analysis of proposed technique following inferences can be 
drawn. ACO Routing with Pheromone Decay Technique is proven to be more effi-
cient than that without pheromone decay. The Goodput obtained in the case of PDT 
is always more than or equal to the one without PDT. ACO Routing with PDT never 
suffer from Congestion whereas the ACO without PDT will definitely encounter 
congestion depending on the routing scenarios. The goodput not only depends on 
the pheromone concentration but also on different network metrics such as Time 
Duration of Routing, Speed of Nodes, Mobility Method used, etc. The Goodput also 
depends on the number of nodes in the network, however, it cannot be considered 
as the performance metric in the present context. Stability factor determines local 
reliability thereby accounting to good overall throughput and more suitable to adopt 
only in the cases wherein the QoS and Security is more important. Decay rate of 
0.001 with stability factor factor ≅100 % in dense distributed randomly moving pat-
tern of ad hoc nodes is considered to be the best value for the decay for controlling 
the stagnation as well as allowing the routing to use the advantages of pheromone-
based ACO methodologies. The scenario mentioned in the above inference is the 
most generally observed environment in ad hoc networks. This inference is obtained 
by analyzing the bulk of real-time network topology with different requirements.

Performance of each accounting method scales with network size although 
there is a general negative trend. The improved performance is gained by moving 
away from the biological perspective and borrowing ideas from traditional linear 
filtering. The pheromone sensitivity and decay rate also have an effect on per-
formance. There seems to be a sensitivity threshold above which performance is 
unchanged, while the pheromone decay rate should be more carefully determined. 
Their relative effects can offset each other to some extent as well. Results are gen-
erally very good, delivering the large majority of packets to their destination with-
out any control traffic under very high mobility conditions.
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Abstract Majorly, the technique of store-and-forward is employed in networked 
systems for transmitting information through a network. However, the optimality 
of this approach was challenged by network coding theory. The network informa-
tion flow problem has proved to be solved by network coding, as it optimizes the 
flow of data in a network in an effective way. Network coding can improve the 
throughput, robustness, and security of a network and has already been imple-
mented at the physical layer, network layer, and is proposed at transport layer. 
In this paper, we have proposed a complete binary tree approach based on vir-
tual channels for implementing network coding at data link layer. The simula-
tion results have shown reduction in delay, number of transmissions, congestion 
in the network, and better utilization of bandwidth; thus, it has been shown that 
this approach led to significant improvements in the performance of a network by 
effectively utilizing the single channels as in case of link layer.

Keywords  Network coding  •  Encoding  •  Decoding  •  Complete binary tree (CBT) 
approach  •  Virtual channels
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13.1  Introduction

In this paper, the preliminaries of Network Coding, its variants and techniques and 
the functionality of link layer are discussed in brief.

13.1.1  Traditional Routing Versus Network Coding

In this section, we compare traditional routing and network coding. In traditional 
routing, data received at a node is simply selectively retransmitted by the node. In 
other words, routing in a network uses store-and-forward strategy. Network cod-
ing is an extension of routing which allows for any node in the network to per-
form operations on its received data before it transmits any data [1]. Hence, it is a 
method of attaining maximum information flow in a network. It is an elegant tech-
nique introduced to improve network performance and throughput. With network 
coding, a node is allowed to combine a number of received packets and then create 
one or several outgoing packets from them. So, outgoing packets are linear com-
binations of the original packets. An encoded packet generally carries information 
about several original packets, but in contrast to concatenation, it does not allow 
the recovery of original packet from the concatenated packet. Decoding informa-
tion also needs to be known for recovery.

The data link layer is the second layer in the Open Systems Interconnection 
(OSI) seven-layer reference model. It responds to service requests from the net-
work layer above it and issues service requests to the physical layer below it. It 
encapsulates network layer packets into frames and is concerned with local deliv-
ery of those frames from one hop to the next hop. This layer also includes mecha-
nisms to detect and then correct data transmission errors. It also contains flow and 
error control mechanisms.

13.2  Background

Network coding has a vast research background as it has gone through various 
improvements and has been used in wide variety of applications. The concept of 
network coding was fully developed by Ahlswede et al. [1] where the term net-
work coding was coined. Their proposed network model demonstrated the data 
processing at intermediate nodes. Subsequently, Li et al. [2] showed that the linear 
network codes sufficed to achieve the max-flow rate for the single-source multi-
cast scenario. Christos et al. [3] introduced a new scheme for content distribution 
of large files that is based on network coding. Network coding was applied in 
single-source multicast networks till 2005. Tracey et al. [4] presented a distrib-
uted random linear network coding approach for transmission and compression 
of information in general multisource multicast networks. After network coding 
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was implemented at network layer, Shenghli et al. [5] proposed network coding 
at physical layer. Unlike conventional network coding which performs coding 
arithmetic on digital bit streams after they are decoded, Physical Layer Network 
Coding (PNC) makes use of the additive nature of simultaneously arriving elec-
tromagnetic (EM) waves and applies the network coding arithmetic at the physical 
layer. Jay et al. [6] implemented network coding technique at transport layer by 
adding network coding specifications in TCP. Dong et al. [7] proposed some net-
work coding schemes to reduce the number of broadcast transmissions from one 
sender to multiple receivers. Baochun et al. [8] conceptualized benefits of using 
random network coding in P2P networks. Chen et al. [9] addressed the problem of 
flow control at end systems for network coding-based multicast ows. Jie et al. [10] 
used flow-based XOR network coding for lossy wireless networks.

13.3  Motivation

Network coding already exists at network layer and physical layer and has also 
been proposed on the transport layer. At data link layer the communication is 
based on hop-to-hop delivery, if network coding is implemented at the data link 
layer, it can prove to be significantly beneficial. In this paper, a complete binary 
tree approach based on virtual channels is presented for implementing network 
coding at the data link layer.

13.4  Proposed Work

In the proposed solution, it is assumed that a single channel is made of several 
virtual channels. Each virtual channel consists of respective unique local encod-
ing vector. Based on these local encoding vectors, each node maintains a local 
encoding matrix. For network coding to be optimal, number of frames available 
at any node must be greater than or equal to 2k, where k is the number of hops 
between source and destination. If this assumption does not hold then forwarding 
the frames without network coding is the best possible solution. Major steps in 
proposed solution are discussed below:

Packet Division. As the source nodes link layer receives the packet from network 
layer, these are converted to frames. It is assumed that the Source S has N frames to 
send.

Hop Count. Since topology of network is known so from source to destination 
total hops are counted.

Complete Binary Tree based Virtual Channel Creation. The N frames will be 
linearly combined on 2d virtual channels, where d is total hop count. And to get 
the maximum benefits of network coding number of incoming channels should 
be large as compared to number of outgoing channels. (i.e., N > 2d) as shown in 
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Fig. 13.1. To implement complete binary tree (CBT) structure for virtual channel 
next hops virtual channels number reduced by half till destination. Finally, a CBT 
structure is obtained from destination to source. The depth of this CBT is total hop 
count from source to destination.

Buffer Management at Each Hop. Each node maintains two buffers, which 
store Encoded Frames: an Input Buffer whose size is equal to the number of 
incoming virtual channels and an output buffer whose size is equal to the number 
of outgoing virtual channels. Sender and destination nodes keep only one buffer. 
Sender node uses its buffer to store the encoded frames and destination node stores 
the two received encoded frames in its buffer.

Encoding and Decoding. Each node consists of local encoding vector (LE) 
and input and output buffers which are used to combine linearly all input frames. 
The incoming encoded frames are stored in the Input Buffer and once encoded 
by the node using local encoding vectors; these are stored in the output buffer 
before being sent over the channel along various output virtual channels. The local 
encoding vectors are LEA1, LEA2, …, LEd as shown in Fig. 13.2.

The orders of the matrices are shown below:

Here, [LE] stands for local encoding vector local encoding vectors for respective 
virtual channels at link S-A1 are as follows:

[F] : N × 1

[LEA1] : 2
d × N

[LEA2] : 2
d−1 × 2

d

[LEA3] : 2
d−2 × 2

d−1

...

[LEd] : N × 2

[X] : N × 1

Fig. 13.1  Virtual Channel Creation

Fig. 13.2  Local Encoding Vectors
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These vectors of each virtual channel combined together give the local encoding 
matrix stored at the source node shown in Eq. (13.5).

This matrix, when multiplied by the matrix [F] which is the incoming frames vec-
tor of order N × 1, gives the matrix [YA1] of resultant order 2d * 1. Similarly, we 
have [LE]A2 and corresponding [YA2]2d−1x1, and so on. And [LE]D and [YD]2X1. 
Global encoding vector, G is calculated my multiplying all the local encoding vec-
tors in the following manner as shown in Eq. (13.6).

Encoding process is multiplication of matrices in following Eq. (13.7):

where, [G] is global encoding vector. This is known to destination for decoding pur-
pose. The decoding process is done at the destination using the following Eq. (13.8).

where

[F]N×1 = [G]N×N−1 × [XD]N×1

[G]N×N−1: Inverse of the Global Encoding Vector
[Xd]N×1: Received encoded frames at the destination.

13.5  Error Control Mechanism

For the proper delivery and acknowledgement of encoded frames, we use selec-
tive repeat ARQ, one of the error control mechanism available at data link layer. 
The selective repeat ARQ is deployed on the respective buffers containing encoded 

(13.1)[LA1] =
[
g1

1, g1
2, . . . , g1

N

]

1×N

(13.2)[LA2] =
[
g2

1, g2
2, . . . , g2

N

]

1×N

(13.3)
...

(13.4)
[
LAd

2

]
=

[
g2d

1 , g2d

2 , . . . , g2d

N

]

1×N

(13.5)[LEA1] =




g1
1 g1

2 . . . g1
N

g2
1 g2

2 . . . g2
N

...
...

. . .
...

g2d

1 g2d

2 . . . g2d

N




(13.6)

[G]N×N = [LED]N×2 . . . [LEA3]2D−2X2D−1 × [LEA2]2D−1×2D × [LEA1]2D×N

(13.7)[X] = [F] × [G]

(13.8)[X] = [F] × [LEA1] × [LEA2] × [LEA3] × . . . [LEd]
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frames, not on the received frames. The sequence numbers of encoded frames are 
chosen using modulo-m operation as shown in Eq. (13.9)

(as for selective repeat, m ≥ [2 × window size])
Window Size, n, is calculated using Eq. (13.10)

As described in Fig. 13.3, window slides when acknowledgement is received for a 
frame. Frames with sequence number 0 to (SNmin − 1) are deleted from buffer and 
this memory is freed to keep next encoded frames. Window slides when acknowl-
edgement is received for a frame.

SNminsmallest numbered frame that has not yet been acknowledged.
SNmaxthe number of next frame to be accepted from the higher layer.

13.6  Minimization of Delay

The number of hops between the source and the destination must not be very high 
for network coding to be optimal. If this happens to be high then the amount of 
delay is very high as the source node waits for large number of frames before 
encoding and forwarding. If this assumption does not hold true, then the proposed 
solution needs to be modified such that the delay introduced in minimum. If there 
are a large number of hops between the sender and the destination, i.e., the value of 
d is high then we divide the linear network, having d hops between the Source and 
the Destination, into subnetworks of k hops each (except the last subnet, which can 
have ≤ k hops). As shown in Fig. 13.4, the source and the destination of all the sub-
networks are temporary sources and destinations called codecs (except the Source 
of the 1st subnet and Destination of the last subnet) and network coding or simple 
forwarding can now be applied within each subnet. A Codec refers to an intermedi-
ate node that acts as a temporary destination as well as temporary source at times. It 
decodes the received frames and again encodes them and sends to the next hop.

(13.9)m ≥ 2 ×
Buffer Size

2

(13.10)n =
Buffer Size

2

Fig. 13.3  Window 
Management
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13.7  Implementation Details

The Network coding at data link layer has been implemented in two parts. First, 
the proposed work has been implemented on Netbeans IDE and second, the read-
ings for performance measures are taken by simulating network coding at data link 
layer on the simulator NS2.

Netbeans IDE The Network Coding at data link layer has been implemented on 
Netbeans IDE for the topology shown in Fig. 13.5. The Source, S reads four charac-
ters input from in file, converts them into a frame and forwards these frames to the 
hop one after the other. The Hop has a buffer of size four which stores the incoming 
frames. Once this buffer is full, the hop encodes these four frames into two frames 
by multiplying these with the local encoding vector. These two frames are forwarded 
to the destination, D, one after the other. The Destination then decodes these two 
frames to recover the original for frames by calculating the global encoding vector.

Simulator NS2 The topology for computing the performance measures is 
depicted in Fig. 13.6. Node 1 and Node 2 send one frame each to Node 3 via chan-
nel 1 and channel 2, respectively. Node 3 encodes the two received packets and 
sends the encoded packet to node 4. Node 4 then decodes two original packets 
from the encoded one. All the links have a bandwidth of 0.3 Mb/s, and a propaga-
tion delay of 10 ms. The buffer size on the links is set at 200. The TCP receive 
window size is set at 8 packets and the packet size is 52 bytes.

13.8  Simulation Results and Analysis

Time taken for different transmissions in this whole communication has been 
noted to evaluate certain parameters, and thus respective improvements for eval-
uating performance parameters in NS2. The Table 13.1 shows the sending and 
receiving time of packets at different nodes without using network coding.

Fig. 13.4  Minimization of Delay

Fig. 13.5  The implementation topology in Netbeans IDE
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The Table 13.2 shows the sending and receiving time of packets at different 
nodes using network coding.

We present the results with the help of graphs drawn using the values of time 
from Tables 13.1 and 13.2. As shown by the graph of Fig. 13.7, time taken by 
packet 1, 2 from nodes 1, 2, respectively, to reach next hop, i.e., node 3 is same. 
Without using network coding technique, node 3 forwards both the packets one 
by one, while when network coding is used, one transmission of encoded packets 
works in the place of two transmissions, hence taking lesser amount of time to 
reach node 4, the destination. In this particular case, Network coding reduces total 
communication time by 5.6.

Figure 13.8 shows the variation of number of packets in various channels with 
respect to time. When network coding is used, at time 0.434 s, channel 3 contains 
encoded packet and therefore it is the last transmission via this link. While without 
using network coding, channel 3 contains one more packet at time 0.451 s. Hence, 
it shows that network coding reduces the traffic at channel and also takes lesser 
time. The graph of Fig. 13.9 shows the values of throughput in different chan-
nels using network coding. The size of each packet is 52 Mb. The formula shown 
below has been used to calculate the throughput. Throughput = (Packet size)/
(time taken to send one packet) As shown by the graph for channel 3, when net-
work coding is used throughput improves by a good amount, since it takes lesser 
time and communicates two packets. The three packet transmissions that are used 
in this network communicate the contents of two packets. Without coding, these 
three transmissions cannot be used to communicate as much information and they 

Fig. 13.6  The NS2 topology

Table 13.1  Without network 
coding

Packet no. Sending time Receiving time

1 0.130 0.238
2 0.130 0.238
3 0.240 0.430
4 0.256 0.451

Table 13.2  With network 
coding

Packet no. Sending time Receiving time

1 0.130 0.238
2 0.130 0.238
3 0.331 0.436
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must be supplemented with additional transmissions. Figure 13.10 shows the vari-
ation of total number of transmissions with number of hops. This plot assumes: 

Fig. 13.7  Graph for Time vs. 
Packet Number

Fig. 13.8  Variation of 
number of packets in various 
channels with respect to time

Fig. 13.9  Values of 
throughput in different 
channels using network 
coding
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N = 2d where N is the number of frames sent by source, and d is the number of 
hops between source and destination.

In this paper, we have presented a complete binary tree approach to implement 
network coding at data link layer. We have also proposed a technique to minimize 
the delay when numbers of hops become very large. It is thus concluded that net-
work coding can be implemented at data link layer and this will reduce the number 
of transmitted frames, lead to a better throughput and minimize the delay in net-
work. In future, our approach can be simulated for a bigger topology. Some other 
performance measures like bandwidth utilization, congestion control, and security 
can also be evaluated. The proposed approach for minimizing delay in a very large 
network can be implemented on a frame-based simulator. This approach can also 
be implemented using selective repeat ARQ and Go-back n protocol.
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Abstract Reliable communication, optimal usage of energy and bandwidth are the 
critical issues in wireless sensor networks (WSNs). Efficient utilization of WSN 
resources prolongs the network life time. In this paper, we propose an event trig-
gered multipath routing algorithm for WSNs. The proposed scheme operates in the 
following steps. (1) The sensor node (first sensed) that detects an event (called as 
event node) triggers multiple path discovery from itself to the sink node. (2) Event 
node initiates the route initialization phase where it sends the beacon packet to 
neighbor sensor nodes. The beacon packet comprises of event type (critical/non-
critical), node id, location information, residual energy, available bandwidth, and 
hop distance. (3) Sink node computes the node disjoint paths. (4) Sink node com-
putes the path weight factor based on the energy efficiency, path efficiency, and 
bandwidth efficiency. (5) If event is noncritical, then sink node selects a path with 
highest weight factor (based on cost function) and sends the path information to 
event node. For critical information, multipath information is sent to event node. To 
test effectiveness of the proposed scheme, it is analyzed in terms of packet delivery 
ratio, energy consumption, overhead for critical and noncritical information.

Keywords  Wireless sensor network  •  Multipath routing  •  Event triggered
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14.1  Introduction

Wireless sensor networks (WSNs) comprises of a set of smart devices, called sensors, 
which are able to sense and transmit information about the environment on which 
they are deployed [1, 2]. Due to recent technological advances, the manufacturing 
of small and low-cost sensors become technically and economically feasible. Large 
number of sensors can be networked in many applications that require unattended 
operations like military applications, habitat monitoring, environmental monitoring, 
etc. These sensors have the ability to communicate either among each other or directly 
to an external base station (BS), called as sink. The deployment of more number of 
sensors allow sensing over larger geographical regions with greater accuracy. Using 
conventional methods of data gathering and processing in WSNs could lead to some 
of the problems like energy consumption, redundant data transmission, increased 
latency, bandwidth overheads, etc. Each sensor node has the capability to gather and 
route data either to other sensors or back to an external sink node. The critical issue in 
WSN is network lifetime which is mainly dependent on the sensor node battery. To 
tackle the problem, redundant transmissions can be minimized by certain techniques 
like data fusion, data aggregation, etc.

Routing in WSNs is very challenging due to the features that distinguish these 
networks from other wireless networks like mobile ad hoc networks or cellular 
networks [3, 4]. Due to the relatively more number of sensor nodes, it is difficult 
to build and maintain the global addressing scheme for the deployment of a more 
number of sensor nodes as the overhead of ID maintenance is high.

Some of the related works are as follows. There are several requirements for a 
routing algorithm in WSNs. The main objectives of WSN routing algorithm are: both 
energy efficient and energy balancing are to be achieved in order to prolong the life-
time of sensor networks, algorithm should follow a distributed control for scalable 
WSN and it needs to be robust to diverse potential event generation patterns [5]. The 
work given in [6] presents a work to prolong the network lifetime of WSNs using 
multipath routing based on a family of flexible routes with soft quality of service 
guarantees in terms of the packets delivery latency. The reduction in the total energy 
consumption of WSNs in multi-hop data aggregation is done by constructing energy 
efficient data aggregation trees [7]. An energy efficient clustering routing (EECR) 
algorithm for WSNs is presented in [11, 12]. Sensor network topology is organized 
into several clusters and selection of cluster head is based on the weight value and the 
residual energy that leads to uniform energy dissipation among the sensor nodes. A 
routing protocol for WSNs to support an information-fusion application is presented 
in [8]. In [9], agent-assisted QoS-based routing algorithm for WSNs is described. 
Multi-agent system is used to monitor changes in-network topology, network com-
munication flow, and each nodes routing state. Agents can participate in in-network 
aggregation, routing, and network maintenance. The Nonagent-based multipath rout-
ing (NABMR) in WSNs is a hazard aware multipath reliable routing algorithm [10].

Objectives of the proposed scheme are as follows. (1) Selection of disjoint 
paths from event node to the sink node. (2) Computation of the weight factors for 
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the available disjoint paths based on available residual energy, bandwidth, and dis-
tance. (3) Selection of path(s) based on the criticalness of an event.

The rest of the paper is organized as follows. Proposed event triggered mul-
tipath routing in WSNs is discussed in Sect. 14.2. Planned simulation is discussed 
in Sect. 14.3. Finally, Sect. 14.4 concludes the paper.

14.2  Proposed Work

In this section, we describe network environment, model for multipath routing in 
WSN for critical and noncritical data.

14.2.1  Network Environment

The network environment considered for data gathering, aggregation, and routing 
in WSNs is as shown in Fig. 14.1. It comprises of sensor nodes with diversified 
sensing competence and a sink node. Sensor nodes sense the data periodically and 
send it to sink node with multi-hop communication. In the proposed scheme an 
event node forms a cluster and is also called cluster head.

Some of the assumptions that are considered in this work are as follows.

•	 All nodes (sensors and sink nodes) in the network are static and have same  
initial energy.

•	 During deployment phase, each sensor node has full energy.
•	 All the sensor nodes are equipped with global positioning system (GPS), pro-

cessor, and transceiver for the communication.

Fig. 14.1  Network environment
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•	 All nodes reconfigure their transmission power.
•	 A sensor node (active node) participates in aggregation if and only if the sensed 

values in a particular time window drifts by a given threshold.
•	 A sensor node which detects the event forms the dynamic cluster.
•	 Cluster head gathers data from all sensor nodes within the cluster.

14.2.2  Event Triggered Multipath Routing

Figure 14.2 depicts event triggered multiple path discovery in WSNs. There are 
two paths that are computed by sink node that lead to event node or cluster head. 
Cluster head aggregates all the data of sensor nodes in the cluster, and sends to 
sink node. The discussion of aggregation is not in the scope of the paper.

14.2.2.1  Path Parameters

Sink node computes the path parameters (assuming n nodes in path) such as path 
length, the minimum and maximum of the path (Eqs. 14.1 and 14.2), path energy 
factor (Eq. 14.3), path distance factor (Eq. 14.4), and path cost function (Eq. 14.5).

(14.1)E
Rmin = Min{ER(1), ER(2), . . . ER(n)}

Fig. 14.2  Event triggered multipath routing in WSNs
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Where ERmin is the minimum residual energy among the nodes in a path.

Where ERmax is the maximum residual energy among the nodes in a path.
Energy factor (Efact) of path is given by Eq. (14.3).

The distance factor (Df) for each path is computed by using Eq. (14.4).

where Pd is the path distance and Phc is the hop count.
Cost function, Cf of each path is given by Eq. (14.5).

Sink node prioritize the paths by using Cf. For noncritical information transmis-
sion, a path with highest Cf is chosen whereas for reliable critical information 
transmission, paths with Cf in decreasing order are selected.

14.2.2.2  Operation Sequence

The sequence of the operation for the proposed scheme is as follows. (1) Sensor 
nodes read the neighbor node information, which can be used for aggregation. (2) 
A sensor node that detects an event, initiates the route discovery process from event 
node to sink node. Event node also acts as cluster head, which may aggregate the 
information within the cluster. (3) Event node floods the beacon packet toward the 
sink node. The beacon packets move from node to node and reach the sink node. 
If a beacon packet does not find sink node within given hops, such a beacon packet 
expires. Duplicate beacon packets will be rejected by the nodes. (4) Beacon packets 
that successfully reach the sink node deliver the path information to the sink node. 
The information comprises of: sensed information, type of information (critical or 
noncritical), residual energy in the traversed nodes, distance traveled, and hop count. 
(5) Sink node computes the multiple paths based on information received through 
beacon packets using shortest path algorithm (using hop count as metric) applying 
iteratively by truncating selected links for the path in every iteration. Multiple paths 
are ranked based on the cost function as discussed above. (6) Sink node checks and 
verifies the criticalness of the event. Discussion of verification is not in the scope of 
this work. (7) A path (single path) with highest Cf is chosen for critical information, 
whereas for reliable critical information transmission, paths with Cf in decreasing 
order are selected. Sink node sends the path(s) information over the chosen first path 
to event node. And, (8) Event node takes the action of sending data upon receiving 
the path information by using aggregation, if necessary. The forwarding nodes in the 
path may also aggregate the information.

(14.2)ERmax = Max{ER(1), ER(2), . . . ER(n)}

(14.3)Efact =

E
Rmin

ERmax
.

(14.4)Df =

Pd

Phc

(14.5)Cf = Efact + Df
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14.3  Simulation

The proposed scheme has been simulated in various network scenarios using C++ 
programming language. A discrete event simulation is done to test operation effec-
tiveness of the scheme. In this section, we describe the simulation model and the 
simulation procedure.

14.3.1  Simulation Model

WSN is generated in an area of l × b square meters. It consists of N number of 
static nodes, placed randomly. Each node is associated with energy Ef joules and 
transmission range R meters. The communication environment is assumed to be 
contention-free. The transmission of packets is assumed to occur in discrete time. 
A node receives all packets heading to it during receiving interval unless the 
sender node is in nonactive state. We assumed the channel as error free. Sensor 
MAC protocol (S-MAC) [13] is used for media access. Free space propagation 
model is used with propagation constant β.

14.3.2  Simulation Procedure

Simulation inputs for proposed scheme are as follows: l = 5,000 m, b = 5,000 m, 
number nodes N = 300, transmitting nodes (Nt) = 40–200, β = 2.5, Rc = 300–
500 m, Ef = 1 kJ, Trpkts = 256 per second, BWsingle-hop = 5 Mbps, size of sensed 
data at each node Sd = 5 Kbytes, size of the processing code Sproc = 3 Kbytes.

Simulation procedure for the proposed scheme is as follows.

1. Topology generation: Generate the WSN in the given area by placing nodes 
randomly. Each node maintains a data structure to store the information as 
specified by the scheme.

2. Sensor node gets the neighbor node information.
3. Apply the proposed scheme.
4. Compute performance parameters of the system.

14.3.3  Results

Figure 14.3 presents packet delivery ratio for given number of nodes involved in 
transmission. The amount of data generated increases with increase in number of 
nodes. As the number of nodes increase, the amount of data generated from source 
sensor nodes will increase. Hence, available bandwidth may not be sufficient for 
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successful transmission of the data thereby causing decrease in the packet delivery 
ratio. We can also notice from the results that the proposed EMPR performs better 
compared to ABMPR.

Figure 14.4 explains the energy consumption for the given number of trans-
mitting nodes. With increase in the number of nodes and communication range, 
the energy consumption increases. Energy consumption is due to gathering of 
partial topology information, path computation, path information transmission, 
and reception. The proposed scheme uses PDA for partial topology information 
gathering and SMA for path computation. The packet delivery ratio increases 

Fig. 14.3  Packet delivery ratio versus number of transmitting nodes

Fig. 14.4  Energy consumption in millijoules versus number of transmitting nodes
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with increase in transmission range since number of isolated nodes will be very 
less. LEDMPR performs better compared to ABMPR since LEDMPR uses partial 
topology information whereas ABMPR uses the total topology information.

Figures 14.5 and 14.6 presents the overhead with the given number of nodes 
and communication range for critical and noncritical data communication. For 
critical information communication, proposed scheme uses the multipath routing 
in order to achieve the reliable communication, whereas noncritical information 
communication uses the single path with highest weight factor. For increase in the 
number of nodes and communication range, the number of transmissions and com-
putations will increase.

Fig. 14.5  Overhead in percentage versus number of nodes (critical)

Fig. 14.6  Overhead in percentage versus number of nodes (noncritical)
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14.4  Conclusion

In this paper, we have proposed an energy efficient reliable event triggered mul-
tipath routing in WSNs. Multipaths are computed based on the path cost function 
depending on path energy factor and path distance factor. The proposed scheme is 
tested in terms of packet delivery ratio, energy consumption, overhead for critical 
and noncritical data. However, there are some limitations with respect to security 
and validation. We are planning to employ certain strategies based on certificates 
and digital signatures for path security and validation of beacon packets.
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Abstract Protection of forests and wildlife needs efficient, reliable, and real-time 
detection of events such as gunshots, wood cutting, distress call of animals, etc. In 
this paper, we propose a gunshot detection technique through acoustic signal pat-
tern recognition utilizing Mel-Frequency Cepstrum Coefficients (MFCC). In this 
work, MFCC is used to extract the features of gunshots from prerecorded analog 
sound files. Training of the system for gunshot detection has been done using a 
three layer Artificial Neural Networks (ANN) using extracted parameters of acous-
tic signals. For the creation of the database, 150 prerecorded gunshots have been 
used. From the database, 80 gunshot sound samples have been used for the train-
ing of the system. Testing has been done with the remaining 70 samples in the 
presence of noise. The algorithm has also been tested successfully using actual 
gunshot in noisy environment. Efficiency of algorithm is 95 % without noise and 
that decreases to 85 % in the presence of noise.

Keywords  Acoustics  •  MFCC  •  ANN  •  Gunshot detection  •  Association rules  •  
Decision tree
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15.1  Introduction

Continuous surveillance of forests is a very difficult task for human beings. But 
the increased hunting, poaching, and deforestation activities make a strong case 
for real-time and automated surveillance system for the protection of wildlife and 
forests, and to identify illegal activities.

This paper presents an algorithm that was developed to detect the gunshot 
sound amidst forest noises and clutter. For this, 150 prerecorded gunshot sound 
samples [1] have been analyzed to extract the significant parameters required for 
the detection of gunshot (Analysis is described in Sect. 15.3). Gunshot consists 
of muzzle blast, shock wave, hammer mechanism during fire, and surface vibra-
tion due to muzzle blast. This paper focuses on detection of gunshot by analyz-
ing muzzle blast sound. Feature extraction of gunshot sound has been done by  
Mel-Frequency Cepstrum Coefficients (MFCC) [2]. Of these 150 samples,  
80 sound samples have been utilized to train a three-layer artificial neural network. 
The three-layers comprise of an input layer that takes sample signals, hidden layer 
to process input signal, compare with decision rules to identify the signal, and an 
output layer that produces the result [3]. After training of system, decision tree-
based association rules were developed for testing of algorithm.

The Sect. 15.2 of this paper presents a short review of the literature with regard 
to gunshot sound characteristics, feature extraction of acoustic signal, identifica-
tion, and localization of event, Sect. 15.3 presents analysis of signal using spec-
trogram, Sect. 15.4 presents features extraction using MFCC, Sect. 15.5 presents 
training of the system, Sect. 15.6 presents the association rule learning, Sect. 15.7 
presents testing of the algorithm in the forest, and Sect. 15.8 concludes the paper.

15.2  Related Work

The literature is rich with a number of acoustic classification techniques.
Maher et al. [4] discussed some basic characteristics of gunshot like muzzle 

blast, mechanical action during firing (trigger and hammer mechanism, ejection 
of cartridge, etc.), supersonic projectile, and surface vibration due to muzzle blast. 
Each of these characteristics is useful to detect a gunshot. Author also discussed 
the effect of wind, humidity, temperature, and other ground obstacle on gunshot.

Chu et al. [5] presented the feature analysis for general environmental sound char-
acterization using matching pursuit (MP) algorithm to establish time-frequency fea-
tures. Authors of this paper combined the features of MP and MFCC for high accuracy 
in the recognition of environmental sound classification like: inside restaurants, play-
ground, train passing, inside casinos, nature-daytime, ocean waves, raining/shower, 
thundering, etc. Authors of this paper implemented K-nearest neighborhood (KNN) 
and Gaussian mixture model (GMM) to classify the sound. Authors have collected 14 
different environmental sounds to train and test the algorithm. The overall accuracy of 
recognition is 82.3 %, and it varied between 50 and 100 % for different environmental 
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sounds. The most difficult environment sounds reported were ocean wave 63 %, 
sounds from movie 73 %, sounds inside casino 70 %, and traffic noise 74 %.

Freire [6] discussed use of correlation of the audio signal with predefined tem-
plate (database of features of audio signals) to detect gunshot in a noisy environ-
ment. Three techniques linear predictive coding (LPC) coefficients, impulsivity 
parameter from stable distributions [7], and MFCC [2] have been used to extract the 
features of sound samples. The authors were able to detect the gunshot up to 30 dB 
SNR, and when noise is further increased to 25 dB SNR the system gives false posi-
tive result and when SNR was lowered 20 dB the system gives false negative results.

Ghiurcau et al. [8] discussed classification of different sounds originating from 
humans, cars, and birds to protect restricted areas like forest, lakes, natural parks, 
etc. The paper presents time-encoded signal processing and recognition (TESPAR) 
algorithm for sound classification. The Authors have created a database of 300 
recorded sounds including several types of environmental noise like rain, wind, 
etc. The noises are recorded separately and then added to testing samples. Authors 
reported 94 % success to classify the sound in case of recorded sound without 
noise that decreases to 85 % with decreasing SNR.

Smith [9] proposed a solution for gunshot detection and localization. Location 
of the gun is determined by time of arrival information of muzzle blast. Time of 
arrival is determined by microphone embedded in JTRS radio, which acts as sen-
sor node. Authors developed an algorithm that uses muzzle blast time of arrival 
information to determine the location of the shooter. The combination of correla-
tion filters and rake receiver has been used to detect and localize gunshots. The cor-
relation filter was used to remove uncorrelated surrounding noise from signal, and 
rake receiver use to eliminate multipath signals. The algorithm was tested in field 
with eight microphones and a GPS unit connected with laptops. The efficiency of 
algorithm was 90 % for actual gunshot and it has given 10 % false positive result. 
The testing with database (created by online available gunshots sound) was 96 %.

Aleksi [3] presented implementation of multichannel FPGA-based acoustic 
localization device (ALD) which can identify the direction of acoustic signal. The 
single board acoustic signal detector (ASD) used an electret microphone, and a 
signal conditioner using LM324N and a digitization unit. Eight ASDs were placed 
in different directions were connected to a single FPGA board through wire. The 
setup was tested in laboratory. A finite state machine was implemented on FPGA 
to recognize direction of acoustic signal. Due to simple processing, the acoustic 
resolution of the direction identification was not good.

15.3  Analysis of Gunshot Using Spectrogram

Spectrogram is a representation of time varying signal that shows variation of 
spectral density with time. The x-axis of spectrogram represents time, y-axis repre-
sents frequency, and different colors in spectrogram shows the intensity of signal. 
The spectral analysis of the sounds from pistol, rifle, Sniper, and shotgun are pre-
sented in the following figures.
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In Fig. 15.1, it can be observed that the frequency of sound generated by pistol 
instantaneously increases then constant for short period (5 ms here) and after that 
it fall to constant amplitude.

In Fig. 15.2, it can be observed that the frequency of gunshot rises suddenly and 
decreases slowly. The time duration for gunshot is approximately 1 s in this case.

In Fig. 15.3, it can be observed that the frequency of gunshot by sniper 
decreases slowly after a peak but takes more time to decrease in comparison to the 
gunshot by rifle.

In Fig. 15.4, it can be observed that the frequency and intensity of gunshot 
remains constant for certain milliseconds, after that it starts decreasing.

These observations would help us to identify the event (gunshot) by looking 
for the signature of event. The identified signature and it values are presented in 
Table 15.2.

15.4  Features Extraction of Sound

Generally, acoustic signals are analyzed in terms of a set of features or parameters 
of interest and based on the parameters, the acoustic signal is classified. In this 
paper, mel-frequency cepstrum coefficients (MFCC) are used to extract 22 param-
eters of interest to gunshot, which are listed in Table 15.1 [5, 10]. The process 
steps of MFCC to extract the features of sound signals are as follows:

1. Estimation of amplitude and intensity of sound.
2. Grouping of frequency into bands of equal bandwidth.

Fig. 15.1  Spectrogram of gunshot by pistol
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3. Fast Fourier Transform (FFT) of bands.
4. Computation of the logarithm of bands after FFT.
5. Discrete cosine transforms (DCT) Computation of bands after computation of 

logarithm.

Fig. 15.2  Spectrogram of gunshot by rifle

Fig. 15.3  Spectrogram of gunshot by sniper
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Fig. 15.4  Spectrogram of gunshot by shotgun

Table 15.1  Sound features extracted by MFCC technique

S. No. Features description

1 Rise time, i.e., the duration of rise
2 Decay time
3 Mean square error of line adjust in 2
4 Slope of line fixed into rms-energy curve after rise
5 Crest factor, i.e., max/rms of amplitude
6 Time between the end of attack and the maximum of rms-energy
7 Mean of normalized spectral centroid
8 Maximum of normalized spectral centroid
9 Standard deviation of spectral centroid
10 Mean of spectral centroid
11 Frequency of amplitude modulation, range 4–8 Hz
12 Standard deviation of normalized spectral centroid
13 Strength of amplitude modulation, range 4–8 Hz
14 Frequency of amplitude modulation, range 10–40 Hz
15 Heuristic strength of the amplitude modulation in range 4–8 Hz
16 Standard deviation of rise times at each Bark band
17 Strength of amplitude modulation, range 10–40 Hz
18 Mean error of fit between each of onset intensities and mean onset intensity
19 Mean error of the fit between each of steady-state intensities and mean steady-state 

intensity
20 Overall variation of intensities at each band
21 Average cepstral coefficients during onset
22 Standard deviation of fundamental frequency
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The process of parameter extraction using MFCC is shown in Fig. 15.5 as 
block diagram.

15.5  Training of System

The values of 22 parameters, that were discussed in the previous section were 
extracted from each sample signal using MFCC and are used to create a training 
set. Table 15.2 shows those 22 parameters that were extracted from three sam-
ples—two for pistols and one for rifle gunshot.

The extracted parameters were used for training gunshot recognition system 
using three-layer artificial neural networks (ANN).

The ANN uses back propagation model with momentum (Pattern Mode) learn-
ing rule. The input consists of 22 nodes, each node corresponding to one MFCC 
parameters, three hidden layers and one output node. The hidden layer has 11, 7, 
and 2 neurons Fig. 15.6. The Normalization of MFCC parameters was done in the 
range of 0.1–0.9.

15.6  Association Rules Learning

Association rules learning [11, 12] is a method to discover relationship between 
parameters of a large database. As an example, three parameters like tip in a hotel, 
quality of food, and quality of service could be linked through a relationship using 
association rules such as:

Good food + good service = good tip,
Good food + bad service = average tip,
Bad food + bad service = no tip.

After training of parameters, association rules make simple rules for decision mak-
ing. Based on the association rules a decision tree (Fig. 15.7) is created for gunshot.

According to decision tree, decision rules were decided for gunshot detection.
The selected rules are the following:

Fig. 15.5  Block diagram of 
MFCC process [5]
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Fig. 15.6  Architecture of training model (Neurons: 22-11-7-2-1)

Table 15.2  MFCC parameters extraction of gunshots

MFCC parameters Pistol 1 Pistol 2 Rifle

MFCC 1 0.081929043 0.076333389 0.103508487
MFCC-2 0.345215906 0.317205015 0.450695428
MFCC-3 −0.024371645 −0.020849554 −0.016643999
MFCC-4 −0.005237523 −0.005423513 −0.004682361
MFCC-5 0.017424131 0.004221518 0.007569891
MFCC-6 0.01241868 0.008793181 0.001160881
MFCC-7 0.518305829 0.490094856 0.611755731
MFCC-8 0.032149527 −0.00358984 0.003835878
MFCC-9 −0.028921397 −0.021176352 −0.012461979
MFCC-10 −0.002598315 0.004691264 0.000558011
MFCC-11 −0.006948696 −0.001085565 −0.009483835
MFCC-12 0.521672874 0.494138025 0.615330665
MFCC-13 0.034800541 −0.002446353 0.003520145
MFCC-14 −0.028187497 −0.018725576 −0.011411904
MFCC-15 −0.001422691 0.004074864 0.001267848
MFCC-16 −0.00527637 −0.002008294 −0.01077973
MFCC-17 0.524168656 0.49807753 0.617844461
MFCC-18 0.03571343 −0.001066534 0.001942664
MFCC-19 −0.026175635 −0.014829641 −0.010374597
MFCC-20 0.000199536 0.004610543 0.00075864
MFCC-21 −0.002661296 0.000608799 −0.00731112
MFCC-22 0.040353661 0.040353661 0.039908543
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Case 1

x2 < 0.115742 & x8 < 0.0202726 & x2 ≥ 0.01597984 & x14 < −0.010137

Case 2

x2 > 0.115742 & x22 > 0.0678466

Case 3

x2 > 0.115742 & x22 < 0.0678466 & x8 < −0.00664235

Case 4

x2 > 0.115742 & x22 < 0.0678466 & x8 > −0.00664235 & x2 > 0.438763

Case 5

x2 > 0.115742 & x22 < 0.0678466 & x8 > −0.00664235 & x2 > 0.438763

Fig. 15.7  Decision tree for gunshot detection based on MFCC parameters
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Case 6

x2 > 0.115742 & x22 < 0.0678466 & x8 > −0.00664235 & x2 < 0.438763 &

x1 < 0.0654665

Case 7

x2 > 0.115742 & x22 < 0.0678466 & x8 > −0.00664235 & x2 < 0.438763 &

x1 > 0.0654665 & x7 < 0.242854

Case 8

x2 > 0.115742 & x22 < 0.0678466 & x8 > −0.00664235 &x2 < 0.438763 &

x1 > 0.0654665 & x7 > 0.242854 & x3 < −0.0360553

Case 9

x2 > 0.115742 & x22 < 0.0678466 & x8 > −0.00664235 & x2 < 0.438763 &

x1 > 0.0654665 & x7 > 0.242854 & x3 > −0.0360553 & x5 > 0.0147022

where x1, x2,…, x22 are the parameters extracted by MFCC. These rules were 
implemented on MATLAB, and then results were checked using real gunshot. The 
results are described in next section.

15.7  Testing in the Forest Area

The gunshot recognition algorithm was tested in a forest area. A Microphone con-
nected to a laptop was used to capture the acoustic signals. Forest clutter and con-
siderable noise as clapping was present when gunshot was fired and was detected 
successfully. The Graphical user interface (GUI) of the algorithm is shown in 
Fig. 15.8. The start button is to enable the system for gunshot detection. It can 
be put in continuous monitoring mode also, in which it will record and process 
the recorded sound simultaneously. The spectrogram of the acoustic signal is plot-
ted as a graph. The area below the graph shows the result of detection. It displays 
either “Gunshot Detected” or “No Gunshot.”

Figure 15.9 shows the gunshot detection in heavy noise. The axis in GUI shows 
spectrogram of both gunshot and noise together. And it displays result as “Gunshot 
Detected.”

The algorithm is efficient to detect gunshot in forest environment; the actual 
gunshot testing is 95 % efficient with environmental noise which decreases up 
to 85 % decreased SNR. It generates 5 % false positive result for firecrackers 
(bomb). Algorithm has been tested with 70 gunshots in which 66 gunshots were 
detected. 50 gunshots were tested in the presence of noise in which 42 gunshots 
were detected.
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Fig. 15.8  GUI of gunshot detection system

Fig. 15.9  GUI of gunshot detection in heavy surrounding noise
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15.8  Conclusion and Future Work

This paper has proposed an algorithm to detect gunshot in noisy environment and 
forest clutter. MFCC was used to extract parameters of acoustic signals, three-
layer ANN was used to train the system to recognize the gunshot implemented 
by the association rules using decision tree. After implementation, algorithm was 
tested with recorded gunshot and other sounds, and also with actual gunshot in 
the presence of noise and forest clutter. The algorithm is able to detect gunshot in 
heavy noisy environment. It generates false positive results for explosion of fire-
crackers (bomb). The system gives false negative results for some shots of shot-
gun, and also when SNR is low. The future work has to refine the algorithm to 
reduce false positives and remove false negatives, implement the algorithm on 
FPGA and build a robust sensor system, which could help in localization by com-
pensating for wind and temperature effects.
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Abstract This paper proposes and analyzes an Energy Efficient Fault Tolerant 
QoS Adaptive Clustering Algorithm (FTQAC) for Wireless sensor networks suit-
able to support real-time traffic. The protocol achieves fault tolerance and energy 
efficiency through a dual cluster head mechanism and guarantees the desired 
QoS by including delay and bandwidth parameters in the route selection process. 
Simulation results indicate that FTQAC reduces overall energy consumption and 
improves network lifetime while maintaining required QoS.

Keywords  Clustering  •  Energy  efficiency  •  Fault  tolerance  •  Packet  delivery 
ratio (PDR)  •  Quality of service (QoS)  •  Wireless sensor networks

16.1  Introduction

Wireless sensor networks (WSNs) can be defined as the representative noninfra-
structure networks that are capable of wireless communication. Emerging WSNs 
have stringent QoS requirements that include fault tolerance, timeliness, and reli-
ability. The timeliness and reliability level for data exchanged between sensors and 
base station is of paramount importance especially in real-time scenarios. Thus, 
QoS routing is an important topic in sensor networks research, hence there is a 
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growing interest in the literature on proposals for QoS routing in WSNs. In order 
to satisfy the QoS requirements and energy constraints for WSNs, hierarchical 
(clustering) techniques have been an attractive approach to organize sensor net-
works based on their power levels and proximity.

Motivation: The cluster-based network model provides inherent optimization 
capabilities at cluster heads such as data fusion and reduce communication inter-
ference by using time division multiple access (TDMA). High-energy nodes can 
be used to process and send the information while low-energy nodes can be used 
to perform the sensing task. While earlier works (explained in the Sect. 16.2) were 
primarily focused on the above-mentioned aspects, more recent research have 
begun to consider fault tolerance, reliability, and quality-of-service and our pro-
posed protocol is motivated by these metrics.

Contribution: This proposed protocol Fault Tolerant QoS Adaptive Clustering 
Algorithm (FTQAC) employs an adaptive fault tolerant dual cluster head mecha-
nism in the cluster with respect to the working of the cluster head and guarantees 
the desired QoS by including delay and bandwidth parameters in the route selec-
tion process. Furthermore, the protocol evenly distributes the energy consumption 
to all nodes so as to extend the sensor network lifetime. We test the performance 
of our proposed approaches by implementing our algorithms using ns-2 simulator. 
Our results demonstrate the performance and benefits of our algorithm.

The rest of the paper is organized as follows: Sect. 16.2 gives a review of 
Related Works. Sections 16.3 and 16.4 explain the Network Model, notations, 
and assumptions and the algorithm. Section 16.5 presents the Simulation and 
Evaluation of the algorithm. Conclusions are presented in Sect. 16.6.

16.2  Related Work

In this section, a summary of the current state of the art in hierarchical routing 
protocols for WSNs are presented. Low-Energy Adaptive Clustering Hierarchy 
(LEACH) [1] is a self-organizing, adaptive clustering-based protocol that uses ran-
domized rotation of cluster heads to uniformly distribute the energy load among the 
sensor nodes in the network. Threshold sensitive energy efficient sensor network 
(TEEN) and its adaptive version (AdaPtive) threshold sensitive energy efficient sen-
sor network (APTEEN) [2] are clustering protocols that are comparable to LEACH, 
they are sensitive to sudden changes in WSNs. Two-Level Hierarchy LEACH  
(TL-LEACH) [3] algorithm elects two sensor nodes in each cluster as cluster heads, 
one node as primary cluster head and the other as the secondary cluster head.

Chen et al. [4], developed a local centralized method for electing a dual cluster 
head and introduce a parameter to measure the QoS support in hierarchical applica-
tions of WSNs. The dual cluster head model can also improve the survivability of 
wireless sensor networks. The shortcoming of the protocol is that the secondary clus-
ter is created only if the number of nodes in a given cluster is greater than a threshold, 
the protocol proposed in this paper always creates a secondary cluster to achieve fault 
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tolerance in the WSN. Muruganathan et al. [5], proposed a base station-controlled 
dynamic clustering protocol (BCDCP), which utilizes the high-energy base station 
to perform most energy intensive tasks and distributes the energy dissipation evenly 
among all sensor nodes to improve network lifetime. Peng et al. [6], propose a pro-
tocol that focuses on improving the energy efficiency and other QoS parameters by 
excluding the node with improper geographic location to be the cluster heads.

Hossein et al. [7], use cluster heads as higher power relay nodes in a two-tiered 
WSN and these relay nodes may form a network among themselves to route data 
toward the sink and provide energy efficient QoS routing in cluster-based WSNs. 
Aslam et al. [8], use Network Calculus to present a mathematical model of a 
TDMA-based medium access control protocol, where a cluster-based system is 
modeled and arrival/service curve is proposed. Shiva Prakash et al. [9] paper pro-
poses a Traffic-Differentiated Two-Hop Routing protocol the protocol achieves to 
increase packet reception ratio (PRR) and reduce end-to-end delay while consid-
ering multi-queue priority policy, two-hop neighborhood information, link reli-
ability, and power efficiency. Fapojuwo et al. [10], designed a Quality of service 
enhanced base station controlled dynamic clustering protocol (QBCDCP). The 
protocol achieves energy efficiency through a rotating head clustering mechanism 
and delegation of energy intensive tasks to the base station, while providing QoS 
support by including delay and bandwidth parameters in the route selection pro-
cess. In the proposed protocol, we employ a dual cluster head model to attain fault 
tolerance and improve the lifetime of the WSN, also the dual cluster head model 
aids in enhancing the end-to-end delay and packet delivery ratio (PDR).

16.3  Problem Definition

The topology of a wireless sensor network may be described by a graph G =  
(N, L), where N is the set of nodes and L is the set of links. The objectives are to,

•	 Improve the lifetime of the network.
•	 Reduce the average end-to-end packet delay.
•	 Minimize the packet delivery ratio (PDR).

16.3.1  System Model and Assumptions

In our system model, we assume the following:

•	 The wireless sensor network consists of N homogeneous sensor nodes, 
deployed at random locations in a sensor field. An example scenario is shown 
in Fig. 16.1, where the sensor field is a square area at a distance dBS from a sin-
gle fixed base station. The sensors are grouped into 1-hop clusters with a spe-
cific clustering algorithm. All sensor nodes are immobile and are powered by a 
constant nonrenewable on-board energy source.
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•	 All nodes are supposed to be aware of their residual energy and are capable 
of measuring the signal strength indicator (RSSI) of a received message, this 
measurement may be used as an indication of distance from the sender.

•	 The nodes in a cluster may perform either of three roles: primary cluster head, 
secondary cluster head, or sensing. Each cluster head performs activities such 
as scheduling of intra-cluster and inter-cluster communications, data aggrega-
tion, and data forwarding to the base station through multi-hop routing. The 
role of the secondary cluster head is to emulate the role of the primary cluster 
head in case of its failure. On the other hand, a sensing node may be actively 
sensing the target area.

•	 The cluster head, gathers data from the other nodes within its cluster, performs data 
aggregation/fusion, and routes the data to the base station through other cluster head 
nodes. The base station in turn performs the key tasks of cluster formation, cluster 
head selection, and cluster head to cluster head QoS routing path construction.

•	 The base station has knowledge via internal global positioning system (GPS) of 
the position of all nodes inside the sensor field. The base station has a constant 
power supply and thus, has no energy constraints.

•	 Radio Model: The energy required at the transmitter amplifier to guarantee an 
acceptable signal level at the receiver, when receiver and transmitter are sepa-
rated by a distance d, Ea(d) is:

where εFSd
2 and εTRd

4 denote the transmit amplification parameters correspond-
ing to the free-space and two-ray models, respectively, and do is the threshold 
distance.

(16.1)Ea(d) =
{

εFSd
2
, d ≤ do

εTRd
4
, d ≤ do

, do =
√

εFS

εTR

BS

Primary Cluster Head Secondary Cluster Head

Ordinary Sensing Node Qos Path

Base Station

Fig. 16.1  System model
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16.4  Algorithm

The proposed protocol FTQAC incorporates QoS requirements like fault toler-
ance, delay, and bandwidth information during route establishment. The operation 
of the protocol is split into phases. The first stage of FTQAC consists of the cluster 
splitting and primary cluster selection the second phase involves the selection of 
secondary cluster head. The last phase involves formation of the QoS route from 
cluster head to the base station. Time division multi-access (TDMA) and spread-
ing code are engaged to minimize inter-cluster interference to allow simultaneous 
transmissions in neighboring clusters.

16.4.1  Cluster Setup and Primary Cluster Head Selection

In the proposed protocol, the cluster splitting and primary cluster head selection is 
accomplished by the Base Station as in [5].

16.4.2  Secondary Cluster Head Selection

In the next phase, the primary cluster head (PCH) has the role of identifying the 
secondary cluster head (SCH), the steps involved are shown below.

1. Each new PCH sends message M1 to the sensing nodes in the cluster, the mes-
sage contains the node’s ID and a header to distinguish the message.

2. The sensing nodes record the Received Signal Strength Indicator (RSSI) of 
message M1. The sensing nodes send message M2 to the PCH. The message 
contains the node’s ID, ID code of the PCH, RSSI value of message received 
from the PCH, and the current residual energy of the node.

3. The PCH receives M2 from ordinary nodes, the cluster head calculates the aver-
age residual energy level of all sensing nodes in the cluster. It selects a SCH 
from one of the nodes which has the largest RSSI of message M1 among the 
qualified nodes whose residual energy is more than the average residual energy 
of all nodes in the cluster.

4. The PCH sets up TDMA schedule and transmits the schedule to the SCH and 
the sensing nodes in the cluster. The role of the SCH is to emulate the PCH 
in case of its failure. The PCH sends a message M3 periodically to the SCH 
informing its role and its current residual energy status. The SCH sends a ACK 
back to the PCH.

5. When the residual energy of the PCH is equal to or less than the Et (thresh-
old energy level) the PCH relinquishes its role to the SCH by sending a com-
mon message to all nodes in cluster. The new primary cluster updates the base 
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station of its delay, bandwidth and residual energy of the sensing nodes, it con-
tinues the functions of the cluster head using the same TDMA schedule.

6. The base station triggers reclustering process only when more than one-third 
of the SCHs have reached their Et, also it assigns the new Et level for the next 
round based on the average residual energy of selected PCHs. This process pre-
vents frequent reclustering and avoids excessive depletion of the cluster heads 
battery, this mechanism results in better power efficiency.

16.4.3  QoS Route Establishment

Algorithm 1: QoS Route Establishment
Phase III of Fault Tolerant QoS Adaptive Clustering Algorithm (FTQAC)
Input: C (Set of primary cluster heads (PCHID)),
DPCHID (Destination Primary Cluster Head ID), BWreq (Minimum bandwith required),
Dreq (End-to-end delay required), BWxy (Bandwith offered by link xy), Dxy (Delay
associated with link xy), Ea(dxy) (Power Amplifier energy of current cluster head, which is
a function of the distance between the cluster heads and radio propagation model)
Output: Optimal QoS Path from Base Station to requesting Primary Cluster Head
for each PCHID ∈ C do

if BWxy ≥ BWreq then
DSum = DSum + Dxy ;
EaSum = EaSum + Ea(dxy) ;
Add PCHID to R;
if PCHID == DPCHID then

if DSum ≤ Dreq then
Add the path R and EaSum of path to QR;

else
Discard R;

else
continue;

else
Discard R;

for each R ∈ QR do
Return QS with Min {EaSum}

return QS ;

The desired QoS metrics for route establishment, i.e., delay, bandwidth of 
cluster head nodes, and residual energy of the sensing nodes are aggregated and 
reported to the base station periodically. Delay and bandwidth are measured at 
cluster head nodes. The delay associated to traversing a particular cluster head 
is, the time duration between entering the input queue and leaving the output 
queue of the cluster head (Dxy). Bandwidth is computed at each cluster head 
as the number of free time slots within each cluster head (BWxy). When a con-
nection is desired, the base station sets up a QoS-based route QS between the 
cluster head where the connection is initiated and itself as shown in Fig. 16.1. 
The base station finds the route which minimizes the delays and power amplifier 
energy along the path, and has a minimum bandwidth greater than or equal to 
the requested bandwidth (BWreq) as shown in Algorithm 1. The algorithm may 
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produce more than one optimal path, the path having cluster heads with mini-
mum power amplifier energy (EaSum) is chosen. After a route is chosen, the base 
station communicates it to the concerned cluster head nodes, which schedule 
the connection by specifying the required number of time slots to maintain it. 
During the communication phase when the PCH is depleted of energy it trans-
fers its role to the SCH. But, the PCH is currently involved in the QoS path 
hence it informs both the downstream cluster head, upstream cluster head, and 
the base station of its duty transfer and then relinquishes its role. The traffic is 
redirected to the new PCH and the QoS level is maintained throughout the dura-
tion of the connection.

16.5  Performance Evaluation

To evaluate the proposed protocol, we carried out a simulation study using ns-2 
a discrete event simulator. The proposed protocol FTQAC is compared with 
QBCDCP. The simulation configuration consists of 100 nodes where each node 
is assigned an initial energy of 2 J, located in a 100 m2 area. The base station is 
located 25 m from the sensor field. The end-to-end delay objective Dreq is fixed 
at 10 s and BWreq was set at 16 Kbps by assigning each connection one out of 
16 available TDMA time slots. A comparison of the average residual energy of 
cluster heads and packet delivery ratio (PDR) for different loads are obtained for 
FTQAC and QBCDCP.

In QBCDCP during the communication phase if the primary cluster head is 
depleted of energy, the entire cluster does not function and causes the WSN to 
become unstable and inconsistent. This problem can be overcome by the dual 
cluster head model. In FTQAC the cluster will continue to work reliability since 
the SCH takes the role of the PCH when the threshold (Et) energy is reached. In 
QBCDCP the cluster formation is triggered frequently since the cluster head gets 
depleted of energy quickly. In Fig. 16.2a, the characteristics of both the protocols 
are similar initially since the energy level of the cluster heads are high, but dur-
ing he later stage of simulation the average residual energy of PCH in FTQAC is 
higher since the PCH relinquishes its role to the SCH. This model of dual cluster 
head has the feature of adaptive fault-tolerance and improves the robustness of the 
WSN. From Fig. 16.2a it is observed that there is about 15 % increase in the net-
work lifetime using the dual cluster head model.

As depicted in Fig. 16.2b the packet delivery ratio (PDR), decreases as the 
packet arrival rate increases. It is observed that FTQAC performs marginally bet-
ter than QBCDCP when the packet arrival rate is above 30 packets per second. 
In QBCDCP as the packet arrival rate increases the cluster head in the QoS path 
will get depleted of energy and the connection will be terminated, triggering route 
repair, and hence result in a lower PDR. In FTQAC, the role transfer from PCH to 
SCH will ensure that the scheduled connection will not be dropped hence main-
taining the packet delivery ratio.
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16.6  Conclusions

The FTQAC protocol achieves fault tolerance through a dual cluster head mech-
anism and guarantees the desired QoS using bandwidth, delay, and transmission 
energy metrics. The FTQAC provides an improvement of up to 15 % in lifetime 
over QBCDCP, while obtaining similar end-to-end delay objective over differ-
ent loads. The FTQAC is a feasible solution to the QoS routing problem in power 
constrained wireless sensor networks.
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Abstract Wireless Sensor Network has encouraged researchers to broaden up the 
field by critically evaluating and realizing its capabilities in various application 
areas. With every innovation there comes along lot of challenges. Conceiving an 
idea of implementing wireless sensor network has shown many challenges, i.e., 
node deployment, data clustering, data aggregation, energy efficiency, lifetime 
improvement, etc. In this paper, we have proposed a filtering scheme at the sensor/
relay node which filters out the spurious and redundant data and is applicable both 
for critical as well as noncritical applications. The proposed approach shows prom-
ising results by filtering out useless data. This technique improves energy efficiency 
and network lifetime of the network.

Keywords  Filtering  •  Clustering  •  Aggregation  •  Network  lifetime  •  Energy 
consumed  •  Delay

17.1  Introduction

Wireless sensor network (WSN) is intended to be deployed in tough and harsh envi-
ronments where sensors are exposed to herculean conditions. Energy efficiency 
and lifetime are the major concerns in WSN due to resource constraint battery life. 
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In-network processing, aggregation, data fusion, clustering has helped to overcome 
such issues to some extent. Despite so many alternatives, still there exists scope for 
improvement. Data filtering and fusion is the key approach in in-network data pro-
cessing which is used to combine data from multiple sources in such a way so that 
data does not lose its granularity. This technique fuses the data from all the sources 
and hence reduces the size. It is suitable both for centralized as well as for distrib-
uted systems. In centralized system, raw data is sent by sensor nodes and data fusion 
will be at the centralized node. In distributed system, various data fusion techniques 
can be implemented on distributed components. Hence, it is a multilevel process that 
deals with sensing data, estimating, and associating the correlated data from several 
sources. The data filtering and fusion appeared to be useful in reducing communica-
tion overhead by banishing redundant messages. Hence, it seems to be a very critical 
factor in increasing network lifetime and energy efficiency of WSN [1].

17.2  Literature Review

The algorithms presented by Du et al. (2006) and Zhou et al. (2006) presented algo-
rithms LBDAT [2] and HDA [3], respectively. Both of these algorithms are based on 
hierarchical approach for data aggregation and do not implement any data fusion pro-
cess to reduce data size. The algorithm AFST presented by Luo et al. [4] checks if 
fusion leads to improve energy then only fusion will be performed otherwise data will 
be relayed to the sink node as it is. Verdone et al. (2008) discussed about Parallel fusion 
architecture (PFA) and cooperative fusion architecture (CFA) in [5]. Zhu et al. [6] pro-
posed a correlation aware aggregation approach SCT. Hua et al. [7] proposed a model 
to optimize routing as well as aggregation simultaneously. Luo et al. [8] suggested that 
chain and tree structures were more optimal with minimum energy reliability infor-
mation gathering (MERIG). Xu et al. [9] reported a model on noisy WSN based on 
a Gaussian WSN with an objective of minimizing mean distortion level of recovered 
data through least square error (LSE) and proposed a cross-layer deign to optimize the 
fusion performance, energy consumption, and delay requirements. Renjith et al. [10] 
presented a survey of various data aggregation approaches for wireless sensor networks.

Zhang et al. [11] used Kalman filter at the leaf nodes as well as at the relay nodes 
to find out the optimal fusion and predicts the upper stream sensor’s data that can-
not be aggregated to the sink before deadlines. Ren et al. [12] proposed ADA, an 
attribute aware data aggregation scheme with a concept of packet attribute with 
potential field from physics and pheromone from ant colony systems. Cheng et al. 
[13] proposed a delay-aware network for WSNs with in-network data fusion with 
a tree-structured network in which sensor nodes are organized into multiple single 
layer clusters of different sizes so that they can communicate with fusion center in 
an interleaved manner. Lu et al. [14] proposed a distributed data fusion routing pro-
tocol to find optimal paths for a given distributed data fusion tree that consists of 
three steps: path discovery, path maintenance, and path adaptation. Lu et al. [15] in 
another paper proposed both optimal and approximate solutions to map application 
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task graph to network nodes and place fusion functions to achieve energy efficiency. 
In this paper, the author aimed to minimize energy cost of distributed data fusion 
application deployed in Active Networks. Khaleghi et al. [16] surveyed various 
data fusion approaches in wireless sensor networks. Sharma et al. [17] proposed a 
TWSW filtering approach but it does not cover criticality of the application and is 
majorly suitable for noncritical applications.

There is no filtering approach which caters the requirements of both kinds of 
applications for energy efficiency and improving network lifetime. This paper 
proposed a filtering approach that is suitable for critical as well as for noncriti-
cal application. This filtering approach filters out the data in such a way that spu-
rious and redundant data can be ignored for noncritical applications and crucial 
information is disseminated for critical applications. The results show that this 
approach is energy efficient for wireless sensor networks.

17.3  Assumptions and System Model

•	 Sensor nodes are homogeneous, can act as relays, aware of their locations, 
and placed in 2D space.

•	 The uniformly placed cluster head nodes have unlimited battery. They are 
aware of neighbor cluster head nodes and act as fusion centers.

•	 Sink node (BSN) in the network is stationary placed outside the area of 
observation with unlimited power.

•	 100 sensor nodes, 10 cluster head nodes, network area (100 × 100)m2, 
power parameter MicaZ, ZigBee Application with 127 bytes packet size, 
IEEE 802.15.4 standard at the MAC and Physical Layer, Linear Battery 
model (1,200 mAh) for sensor nodes, two-ray signal propagation model.

•	 The value for NSI, NDI, and α is 20 s, 100 s, and ±0.02 °C, respectively.

17.4  Proposed Algorithm

The proposed approach is a filtering window at the sensor/relay node that acts 
according to the severity of the application. NUValue and NLValue represent the upper 
and lower bounds, respectively of the filtering window. This approach is suitable 
both for critical as well as for noncritical applications. Following terminology has 
been used to represent our filtering approach:

(17.1)NUValue = Nm + Nstd

(17.2)NLValue = Nm − Nstd

(17.3)A = Average(Nb)
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where Nm is the mean value, Nstd is the standard deviation, Nb is the buffer, A is 
average value of buffered node’s data, NSI is sensing interval, NDI is data dissemi-
nation interval, Tt is total time of observation, α is the local deviation.

When data dissemination occurs, it checks whether past data is available to calcu-
late NUValue and NLValue. For no availability of past data, data dissemination takes place 
and Nm, NUValue, and NLValue values are calculated and stored for further processing of 
data. If past data is available then check for the criticality of the application. For critical 
applications, spurious data, i.e., data beyond the upper and lower bounds are dissemi-
nated further, otherwise data dissemination is blocked. For noncritical applications, 
the spurious data is blocked by setting the window size between NUValue and NLValue. 
It also blocks redundant data by setting the local deviation α. Hence, our filtering 
approach reduces inter-node data transmissions in the network which further improves 
energy efficiency and network lifetime of the network. The flowchart explains the 
algorithm in detail for both the critical and noncritical applications.

17.5  Results and Discussions

A voronoi ant systems (VAS) algorithm has been used in this work. VAS used 
voronoi scheme for clustering and ant systems for routing the data. VAS has 
proved to be better than other algorithms for wireless sensor networks [18].  

(17.4)B = Average(Nb) + α

(17.5)C = Average(Nb)−α
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We assume that the temperature of an agriculture land’s surface is to be monitored 
continuously. The proposed algorithm is evaluated on the basis of average end-to-
end delay, energy consumed, and network lifetime of the network.

This paper shows proposed filtering approach as pf and without proposed filter-
ing approach as wo-pf. Figures 17.1, 17.2, and 17.3 shows the result of the pro-
posed filtering approach by varying network size, number of cluster head nodes, 
and number of sensor nodes.

Fig. 17.1  Average end-to-end delay with varying network area

Fig. 17.2  Energy consumed with varying network area
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17.5.1  Varying the Network Size

The network area for the basic scenario was kept a square of (100 × 100)m2. The 
network size varied from (100 × 100)m2 to (500 × 500)m2 with an increase of 
(100 × 100)m2 every time. Variation in network size has a lot of impact on the 
network performance.

Figures 17.1 and 17.2 represent average end-to-end delay and energy con-
sumption, respectively with varying network size. The figures shows that average 
end-to-end delay and energy consumption have increased because node density 

Fig. 17.3  Network lifetime with varying network area

Fig. 17.4  An end-to-end delay with varying CH nodes
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directly affects the network performance. The sparsely populated sensor nodes in a 
network form a very difficult environment because of poor connectivity.

Figure 17.3 represents network lifetime with varying network size. As shown 
in the figure, the network lifetime is deteriorating with increasing network area 
because the average path length between two communicating nodes is increas-
ing and hence increasing the chances of link failure and hampers the repair 
mechanism.

Fig. 17.5  Energy consumed with varying CH nodes

Fig. 17.6  Network lifetime with varying CH nodes
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17.5.2  Varying Number of Cluster Head Nodes

The number of cluster heads varied from 1 to 10 with an increase of 1 cluster head 
node every time during simulations. By increasing the number of cluster head nodes 
in the network, number of clusters increases and hence decreasing the cluster size.

Figures 17.4, 17.5, and 17.6 shows the results by varying number of cluster 
head nodes from 1 to 10. An average end-to-end delay in Fig. 17.4 and energy 
consumption in Fig. 17.5 is improving because of decreasing cluster size with 

Fig. 17.7  An end-to-end delay with varying sensor nodes

Fig. 17.8  Energy consumed with varying sensor nodes



18517 A New Approach for Data Filtering in Wireless Sensor Networks

increase in number of cluster head. Small-sized clusters can do better clustering 
and improves the network performance.

Network lifetime shown in Fig. 17.6 also improves because number of clusters 
in a network directly influences the network performance as well-clustered net-
works provide good connectivity of the sensor nodes.

17.5.3  Varying the Number of Sensor Nodes

The number of sensor nodes was kept as 100 for the basic scenario. In this section, 
number of sensor nodes varied from 10 to 100 with an increase of 10 sensor nodes 
every time.

Figures 17.7, 17.8, and 17.9 show the results by varying number of sensor 
nodes from 10 to 100. An average end-to-end delay in Fig. 17.7 is improving 
because node density directly influences the network performance as well distrib-
uted networks form a very good environment because of good connectivity of sen-
sor nodes. Hence, more nodes of sensor nodes in an area having less inter-node 
transmission distance will reduce the average delay. The energy consumption in 
Fig. 17.8 is increasing because variation in number of sensor nodes increases the 
size of the network and hence increases the overall energy consumption.

Figure 17.9 shows improvement in network lifetime of the network because 
increase in density of nodes affects the average path length between two nodes 
that are communicating with each other. The chance of link failure reduces and 
network performs well.

Fig. 17.9  Network lifetime with varying sensor nodes
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17.6  Conclusions

This paper shows that the proposed filtering scheme outperforms the simulation 
when used with VAS. The VAS clustering approach is compared with already exist-
ing approaches and proved better than them. Hence, in this paper no other routing 
or clustering approach is taken into consideration. This paper is a step toward bal-
ancing the benefits of filtering along with clustering and routing in resource-limited 
environment. The proposed filtering technique outperforms in terms of all the above 
said parameters in varying conditions. Hence, our proposed approach shows prom-
ising results for improving network lifetime and energy efficiency of the network. 
Further research in this area will offer promising results. Various fusion techniques 
can also be used along with the filtering technique for in-network processing so that 
data communicated over the network can be further reduced. This filtering technique 
can be combined with any other clustering/routing algorithm for data filtering and 
improving energy efficiency and network lifetime of the network.

References

 1. Abdelgawad, A., Bayoumi, M.: Resource aware data fusion algorithms for wireless sensor 
networks. LNEE, vol. 118, pp. 17–34, Springer, Heidelberg (2012)

 2. Du, H., Hu, X., Jia, X.: Energy efficient routing and scheduling for real-time data aggrega-
tion in WSNs. J. Comput. Commun. 29, 3527–3535 (2006) (Elsevier)

 3. Zhou, B., Ngoh, L., Lee, B., Fu, C.: HDA: A hierarchical data aggregation scheme for sensor 
networks. J. Comput. Commun. 29, 1292–1299 (2006) (Elsevier)

 4. Luo, H., Luo J., Liu, Y., Das S.: Adaptive data fusion for energy efficient routing in wireless 
sensor networks. IEEE Trans. Comput. 55(10), 1286–1299 (2006)

 5. Verdone, R., Dardari, D., Mazzini, G.: Signal processing and data fusion techniques for 
WSANs. Wirelss Sens. Actuators Netw. (2008)

 6. Zhu, Y., Vedantham, R., Park, S., Sivakumar, R.: A scalable correlation aware aggregation 
strategy for wireless sensor networks. J. Inf. Fusion 9, 354–369 (2008) (Elsevier)

 7. Hua, C., Yum, T.: Data aggregated maximum lifetime routing for wireless sensor networks. J. 
Ad Hoc Netw. 6, 380–392 (2008) (Elsevier)

 8. Luo, H., Tao, H., Ma, H., Das, S.K.: Data fusion with desired reliability in wireless sensor 
networks. IEEE Trans. Parallel Distrib. Syst. 22(3), 501–513 (2011)

 9. Xu, M., Leung, H.: A joint fusion, power allocation and delay optimization approach for 
wireless sensor networks. IEEE Sens. J. 11(3), 737–744 (2011)

 10. Renjith, P.N., Baburaj, E.: An analysis on data aggregation in wireless sensor networks. 
In: IEEE International Conference on Radar, Communication and Computing, pp. 62–71 
(2012)

 11. Zhang, H., Ma, H., Li, X.-Y., Tang, S.: In-network estimation with delay constraints in wire-
less sensor networks. IEEE Trans. Parallel Distrib. Syst. 24(2), 368–380 (2013)

 12. Ren, F., Zhang, J., He, T., Chen, C., Lin, C.: Attribute-aware data aggregation using potential-
based dynamic routing in wireless sensor networks. IEEE Trans. Parallel Distrib. Syst. 24 
(5), 881–892 (2013)

 13. Cheng, C.T., Leung, H., Maupin, P.: A delay-aware network structure for wireless sensor net-
works with in-network data fusion. IEEE Sens. J. 13(5), 1622–1631 (2013)

 14. Lu, Z., Tan, S.-L., Biswas, J.: D2F: a routing protocol for distributed data fusion in wireless 
sensor networks. J. Wireless Pers. Commun. 70, 391–410 (2013) (Springer)



18717 A New Approach for Data Filtering in Wireless Sensor Networks

 15. Lu, Z., Tan, S.-L., Biswas, J.: Fusion function placement for active networks paradigm in 
wireless sensor networks. J. Wireless Netw. 19(7), 1–12, 1525–1536 (2013) (Springer)

 16. Khaleghi, B., Khamis, A., Karrey, F., Razavi, S.: Multisensor data fusion: a review of the 
state-of-art. J. Inf. Fusion 14, 28–44 (2013) (Elsevier)

 17. Sharma, T.P., Joshi, R.C., Misra, M.: Data filtering and dynamic sensing for continuous 
monitoring in wireless sensor networks. Int. J. Auton. Adapt. Commun. Syst. (IJAACS) 3(3), 
239–264 (2010) (Inderscience)

 18. Gautam, N., Sofat, S., Vig, R.: Energy efficient voronoi ant system clustering algorithm 
for wireless sensor networks. In: EAI 5th International Conference on Adhoc Networks 
(ADHOCNETS 2013), Barcelona, Spain (2013)



189

Abstract Vehicular Ad Hoc Network (VANET) is a kind of special mobile 
adhoc network. VANETs are used in many safely related services involving traf-
fic management, route planning, and safety messaging (intelligent transportation  
systems), etc. through inter-vehicle and vehicle-to-infrastructure communica-
tions. VANETs have unique characteristics like high mobility of nodes and rapid 
changing topology which pose many challenging research issues in areas like data  
dissemination, data sharing, and security. The traditional security features are not 
suitable for VANETs. In 2011, Das et al. proposed a protocol based on hierarchical 
model for node authentication in group communications in VANETs and claimed 
that their protocol is robust against conventional security attacks. In this paper, we 
will show that Das et al. scheme cannot withstand to various conventional secu-
rity attacks and fails to provide sender authentication which is important security 
requirement in VANETs. We then present our improved and generalized scheme 
(not specific to Das et al. scheme) to overcome the vulnerabilities stated in Das  
et al. scheme while preserving all the merits of their scheme.

Keywords  Wireless  communications  •  Vehicular  adhoc  networks  (VANET)  • 
Hierarchical model  •  Authentication  •  Security  •  Privacy  •  Confidentiality
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18.1  Introduction

Road traffic activities are one of the most daily routines of common man. The 
increasing road accidents and traffic congestion are becoming major problems. 
VANET, a subset of Mobile Adhoc Networks is developed for this purpose which 
provides scalable and cost-effective solutions for applications such as safety  
messaging [1, 2] dynamic routing using DSRC [1, 3, 4] (Dedicated Short Range 
Communication). The appropriate integration of On-Board Unit (OBU) and posi-
tioning devices such as GPS receivers along with RSU and WAVES (Wireless 
Access in Vehicular Environments) opens tremendous research opportunities and 
challenges for the researchers [1, 2, 4–6]. As VANETs are used in much safety  
critical applications, one of the applications considering in this paper is secure 
safety messaging which is meant for cooperative driving and avoidance of accidents.

18.1.1  Security in VANETs

The security is critical in VANETs. It is essential to make sure that life-critical 
information cannot be tampered (inserting or modifying) by an adversary. The pri-
vacy and authenticity of the entities are to be maintained. Huang et al. [7] have 
shown that the security requirements in MANETs and other adhoc networks 
are not appropriate to be directly used to VANETs. Raya and Hubaux [8] have  
proposed first of its kind of security protocols for VANETs in systematic and 
quantifiable way. In 1991, Arazi et al. [9] proposed first of its kind of protocol 
for VANET communication using public key cryptography in the form of digital  
signatures which was accepted by lots of researchers [10–12].

In 2011, Das et al. [13] proposed an authentication protocol for VANET which uses 
hierarchical model. Das et al. [13] claimed that their scheme is robust to various con-
ventional security attacks. We propose an improvement scheme over Das et al.’s [13] 
scheme to remedy their drawbacks while preserving all the merits of their schemes.

The rest of the paper is organized as follows. In Sects. 18.2, 18.3 a brief review 
of Das et al. [13] scheme is given. Section 18.4 describes the security weakness 
of Das et al. [13] scheme. In Sect. 18.5, our improved scheme is proposed and its 
security analysis is discussed in Sect. 18.6. The performance analysis of both the 
protocols is given in Sects. 18.7 and 18.8 provides the conclusion of the paper.

18.2  Review of Das et al. Protocol

In this section, we examine a cross-authentication protocol in VANET hierarchi-
cal model proposed by Das et al. [13] in 2011. Before going into the protocol, we 
explain the VANET hierarchical model and polynomial interpolation scheme on 
which the Das et al. [13] scheme is based on.
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18.2.1  VANET Hierarchical Model (VHM)

To address the scalability and cross-certification issues, Das et al. [13] pro-
posed a hierarchical protocol in which a complete hierarchy of CA is built 
which operates in a tree like structure to manage the network of vehicles. The 
VHM consists of two types of nodes: the powerful nodes and the leaf nodes. 
The powerful nodes are Certifying Authorities (CAs) as they considered being 
full of resources like memory and computation capability. The vehicles are 
light nodes having computation constraints. All the parents in the tree are CAs 
and the leaf nodes are vehicles. The root of the tree is Head CA (HCA) and 
next level of CAs is State level CA (SCA) which is nominated by HCA. Further 
SCA can have City CAs (CCA). The new level of CAs can be added according 
to the requirement of scalability. At leaf levels there will be no CAs but have 
vehicle nodes.

18.2.2  Polynomial Interpolation Scheme (PIS)

Based on Shamir [14] scheme, Dipanwitha [15] exploited polynomial inter-
polation scheme for multiparty authentication. Das et al. [13] scheme uses 
these PIS to frame the session key. As per this scheme there is a power-
ful node and light nodes similar to VANET heterogeneous environment. 
Let U = {U1, U2, U3, … ,Un} be the set of light nodes. Let ‘M’ be the 
powerful node. All the light nodes send their own contribution to power-
ful node with their IDs assumed by M. The powerful node “M” adds its own  
contribution and will have (IDi, Ci) for each node Ui where IDi be the  
identity and Ci is the contribution of the ith light node. Assuming each 
such pair from the “n” light nodes and one from “M”, “M” will have totally  
n + 1 points. Assuming each such pair on the cartesian plane with the unique 
x-coordinates, IDs being unique, there passes only one “n” degree polynomial 
through the n + 1 points. The “n” degree polynomial will be of the following 
form: a0 + a1x + a2x2 + a3x3 + ··· + anxn. These n + 1 coefficients (a0, a1, a2, 
a3…an) when padded are used as session key, i.e., session key = a0||a1||a2||a3||…
||an. A brief introduction to polynomial Interpolation scheme is available in [16].

18.3  VH Protocol

VH Protocol proposed by Das et al. [13] consists of mainly three steps: first one is 
to initially set up the infrastructure, generating the session key between parent CA 
and child CA, and leaf level authentication (between two vehicles when they try to 
exchange a safety message).
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18.3.1  Generating the Session Key Between Parent CA 
and Child CA

VH protocol requires setting up complete hierarchy of CA from top to bottom as dis-
cussed in Sect. 18.2.1. It is one-time infrastructure setup. The HCA will find trusted CA 
in state to take care of its own region. The public keys of all trusted CAs are known to 
other CAs. Those invited SCA are invited to send their contribution and their IDs are 
assumed by inviting CA (in this case CCA). The assumed IDs are not disclosed to the 
child CA. Based on the contributions received from the CCA, a session key is generated 
as discussed in Sect. 18.2.2 using polynomial interpolation scheme.

18.3.2  The Notations Used in Both the Schemes are Listed 
Below

H A collision free hash function
U Set of invited or vehicular nodes (based on context)
U0 CA supervising the vehicular nodes
(pui, pri): Public private key pair of the ith CA
xi Contribution of the ith CA
(pu0, pr0) Public Private key pair of the supervising CA
IDi: Automatically detected ID of the vehicle Ui

N Serial number of the vehicle which is given by CA, so that 
the vehicle is tractable by the CA and ignored by others

(PubKeyi, PriKeyi): Public Private key pair of ith vehicle node
(PubKeyCA, PriKeyCA) Public Private key pair of CA
Certui Certification of the vehicle Ui

SigPrCA Digital signature using the private key of CA

18.3.3  The Session Key Setup Between the Head CA 
and Trusted CA

Step 1. Ui → U0: Epu0 (xi||T) where T is the time stamp. Every vehicle will send its 
own contribution to the powerful node, encrypting with the public key of U0.

Step 2. U0 decrypts all the contributions using its private key, i.e., Dpr0 (xi||T).
Step 3. U0 assumes all the IDs of the invited CAs.
Step 4. Generates the session key ‘K’ with the contributions received as discussed 

in Sect. 18.2.2 with n + 1points.
Step 5. U0 → Ui: Epui (H(IDi||K||ID0)) where ID0 is the ID of the Head CA who 

is currently nominating the CAs. The ID0 value sent to each Ui is taken as 
the identity of each nominated CA.
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18.3.4  Leaf Level Authentication

Leaf level authentication works on the concept of polynomial interpolation scheme 
as discussed in Sect. 18.2.2. If any vehicle enters in the supervision area of any 
CA, it detects the vehicle and gets the ID of the vehicle.

Step 1. When a vehicle enters in the supervision area of any CA, CA detects the 
vehicle and gets the ID of the vehicle through an On-Board Unit installed 
in it. Then CA broadcasts a message which is encrypted with the ID of 
the vehicle. CA → Vehicle: EIDi(IDi||pu0||N) where the serial number N 
is only for supervising CA to identify the vehicle but other vehicles in the 
group just ignore the serial number.

Step 2. All the vehicular nodes at the leaf level send their contribution to the 
immediate CA, (U0 in the following case) and U0 generates the session 
keys as follows: Ui → U0: Epu0(IDi||xi||T) where T is the time stamp.

Step 3. U0 collects and checks if the time stamp is in permissible range. Session 
key is built using polynomial generated (discussed in Sect. 18.2.2). i.e., 
computes session key K = a0||a1||a2||a3||…||an.

Step 4. U0 calculates Pi for each Ui. Pi = K ⊕ (IDi||xi)
Step 5. All the Pi are concatenated and a secret is generated by U0. The secret 

that is broadcasted, i.e., U0 → U: P1||P2||P3||…||Pn.
Step 6. The Ui extracts his chunk automatically from the broadcasted secret and gets 

its Pi. Ui extracts the session key from Pi as follows: Pi ⊕ (IDi||xi) = K. Ui 
knows his ID i.e., IDi and contribution xi. This new session ‘K’ is used to 
encrypt and decrypt the safety messages among the vehicles.

Step 7. A → B: EK(M||T||NA) where M: Message to be sent to B, T: Timestamp, 
NA: The sequence number which is automatically assigned to the vehicle 
A by the CA for identifying the vehicle. The received vehicle ignores NA. 
As B also shares the same session key K, it decrypts the packet received 
using it and checks if the timestamp sent is in permissible range. If yes 
accept the packet else ignore it. All the message transmissions are broad-
casts not a direct transmission. The intended recipient receives the packet 
remaining all discards the packet.

18.4  Analysis of Weakness of Das et al. Scheme

In this section, we will show that Das et al. [13] scheme fails to provide user 
authentication, nonrepudiation of origin of safety message, tampering message, 
message integrity and vulnerable to sybil attack, node impersonation attack, and 
timing attack [1, 2, 6, 17].

Two major drawbacks in Abhjith Das et al. scheme is that the group key ‘K’ 
sent by the supervisory CA (who is head of the vehicle nodes) is used as session 
key to share the safety message between two individual nodes, i.e., A and B. As 
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the session key is known to every vehicle node in the group, any legitimate vehicle 
can decrypt the message. The second major drawback is that on entry of new vehi-
cle, each vehicle needs to send their contribution and the key is generated based on 
the new contributions by the head CA using PIS scheme. This method of generat-
ing a new GK and broadcasting it every time a vehicle enters a group is extremely 
inefficient and can cause network bottleneck at the CA when numerous vehicles 
leave and enter the group at the same time, which might be a very common case 
for VANETs.

18.4.1  Failure of Providing Message Confidentiality

The message sent by A to B, i.e., EK(M||T||NA) indicates that the sender belongs 
to the same group but does not provide the service of confidentiality from the 
insider attackers. An adversary from the group who possesses the session key 
can decrypt the message. Hence Das et al. [13] scheme fails to preserve message 
confidentiality.

18.4.2  Failure of Providing Entity Authentication

Consider a scenario in which vehicle ‘A’ sends a safety message to ‘B,’ i.e., 
EK(M||T||NA) encrypting with the common group session key. Now ‘C’ an adver-
sary who is part of a group can receive the message. As session key ‘K’ is known 
to everyone in the group, ‘C’ can decrypt the message DK(M||T||NA) and alter the 
identity NA.’C’ can send the altered safety message by replacing NA with a random 
number NR i.e., EK(M||T||NR) to ‘B’. On receiving the message, ‘B’ can decrypt the  
message and checks for the validity of T. If it is fine it will accept. In this scenario, it 
is not possible for ‘B’ to check the authentication of the sender. Hence Das et al. [13]  
scheme fails to provide entity authentication.

18.4.3  Failure of Assuring Message Integrity

Consider a scenario in which vehicle ‘A’ sends a safety message to ‘B,’ i.e., 
EK(M||T||NA) encrypting with the common group session key. Now ‘C’ an adversary 
who is part of a group can receive the broadcasted message. As session key ‘K’ is 
known to everyone in the group, ‘C’ can decrypt the message DK(M||T||NA) and can 
alter the message and broadcast an altered safety message EK(M*||T||NR). (Hence 
Das et al. [13] scheme also suffers from message tampering attack). On receiv-
ing the message, ‘B’ decrypts the message and checks for the validity of T, if it is 
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fine, it will accept. In this scenario, it is not possible for ‘B’ to check the integrity 
of the messages. Research shows that the encryption stands alone cannot provide 
message integrity. The messages may be tampered by the adversary. Hence, Das 
et al. [13] scheme fails to provide message integrity. However as mentioned in [8],  
the system should guarantee that life-critical information cannot be modified by an 
attacker.

18.4.4  Sybil Attack

Vehicle ‘A’ can illegitimately claims multiple false identities. ‘A’ can simply create 
arbitrary new false identities and frame safety messages like EK(M1||T||NR1), EK(
M2||T||NR2), EK(M3||T||NR3), etc. According to Das et al. [13] scheme, the received 
vehicle node will focus on the message and ignores the serial number or identity. 
Hence NR1, NR2 etc. are ignored by the receivers. So in Das et al. [13] scheme 
a single node can create pseudonymous identities, and can bypass the reputation 
system and consequently cause DoS to legitimate node.

18.4.5  Node Impersonation Attack

As discussed in Sect. 18.4.3, a legal vehicle ‘A’ can illegitimately impersonate 
some nonexistent nodes and creating safety messages like EK(M1||T||NR1), EK(M2

||T||NR2), EK(M3||T||NR3), etc. No unique identity of sender is needed to frame the 
safety messages, so any legitimate user having the session key ‘K’ can frame valid 
messages to circulate in the group. Hence Das et al. [13] scheme suffers from node 
impersonate attack.

18.4.6  Timing Attack

Consider a scenario in which a vehicle ‘A’ sends a safety message to ‘B’, i.e., 
EK(M||T||NA) encrypting with the common group session key. Now ‘C’, an adver-
sary who is part of a group, receives the message. As session key ‘K’ is known 
to everyone in the group, ‘C’ can decrypt the message DK(M||T||NA) and can add 
delay into the message EK(M||T + Δt||NR) without altering any content of the 
message and these messages are received after the permissible time range by the 
intended recipient. Safety messages are very time critical. If delay occurred in 
these messages, then the ultimate purpose of the protocol is not achieved. Hence, 
the Das et al. [13] scheme suffers from the biggest drawback of timing attack 
which makes the complete message useless.
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18.5  Our Proposed Authentication Protocol

In our proposed protocol, we use Public Key Infrastructure (PKI). Each vehi-
cle ‘i’ is assigned with a set of public and private key pairs (PubKeyi, PriKeyi). 
The supervising CA can issue and sign these public keys. The public key of the 
CA is dynamically transmitted to all the vehicles. The vehicles store these pub-
lic and private key pairs in tamper-proof hardware which will keep the informa-
tion safe from attackers. A certificate of public key of a vehicle V should contain 

CertV[PubKeyV] = PubKeyV || SigPriKeyCA [PubKeyV||IDCA]. In our protocol 
two types of session keys are considered, pairwise (between two communicating 
vehicles) and group key (for entire group broadcast). In our protocol, session key 
encrypts the message in addition to it the encrypted message is also signed by the 
sender private key which provides confidentiality and nonrepudiation.

18.5.1  Establishing Group Key Between Vehicles 
and Supervising CA

Step 1. CA → Ui: EIDi(PubKeyCA, PubKeyi, PriKeyi).CertUi. When a vehicular node 
Ui enters into the supervision area of any particular CA, On-Board Unit of that 
vehicle transmists a radio signal which inidiates the entry of Ui into the supervi-
sion area of CA. CA assigns an identity i.e., IDi to Ui and sends it to On Board 
Unit of Ui by secure control channel. The supervisor CA forwards a message 
which contains public key of CA, public key and private key pair assigned to Ui 
which is encrypted with IDi. Supervisor CA also forwards public key certifica-
tion of Ui i.e., CertUi = {PubKeyi||SigPriKeyCA [PubKeyi ||IDCA]}.

Step 2. CA calculates the Group Key GK (picks up any random number) of length 
128 bits.

Step 3. CA → Ui: Message = H(PubKeyA), EPubKeyA(GK), H(PubKeyB), 
EPubKeyB(GK) etc., SigPriKeyCA{Message} (where A, B are vehicles in the 
group). In our scheme, the supervisor CA calculates group key without using 
polynomial interpolation scheme. Once CA framed the group key, it broadcasts 
to all the vehicles under his supervision. CA will sign the message with its pri-
vate key. Group key generation is one-time operation performed by the CA.

Step 4. When a new vehicle enters the group, CA sends a broadcast signal contain-
ing a random number ‘n’, which informs the vehicle nodes to apply ‘n’ one 
bit cyclic shift on current GK instead of executing the complete key gen-
eration algorithm (which is the drawback in Das et al. scheme). Along with 
vehicle nodes, the CA also performs ‘n’ one cyclic shift on the current GK 
on entering new vehicle. If new vehicle enters, CA sends the current GK of 
the group to the new vehicle as follows: H(PubKeyN), EPubKeyN(GK), SigPr
iKeyCA{EPubKeyN{GK}, H(PubKeyN)}. Once the group key is established, 
if two vehicles A and B wants to exchange safety messages (not a broadcast), 
a pairwise session key is established between them.
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18.5.2  Establishing Session Key between Vehicles A and B

Two vehicles A and B which belong to same group and want to communicate; a 
pairwise session key is established between them.

Step 1. A → B: M1, T1, SigPriKeyA[M1||T1||GK], CertA.
  A sends a message to initiate the safety message communication with B, 

it signs the message with its private key. The message contains invita-
tion message M1, Time stamp, Group Key, and CertA. The GK indicates 
to B that A belongs to same group (not an outsider). Through CertA, B 
can cross-check the authentication of A. Once B authenticates A, it will 
responds to the request. A belongs to same group and the message is 
signed by sender private key which provides both senders authentication 
and nonrepudiation.

Step 2. B → A: M2, T2, SigPriKeyB[M2||T2||GK], CertB
  Similar to A, B also sends the reply message M2 and a message signed 

by its private key which contains M2, Time stamp and group key. B also 
forwards CertB.

Step 3. ‘A’ constructs the session key SK.
Step 4. A → B: EPubKeyB{M3||SK||T3||GK}, SigPriKeyA{MAC(M3||T3||GK, SK)}
  Once session key SK is framed, ‘A’ frames a message which is 

encrypted with the public key of B which contains the message M3, 
the session key SK, Time stamp, Group Key, and MAC of the con-
tents also signed by the private key of A, which assure authenticity and 
nonrepudiation.

Step 5. A → B: ESK[M4||T4], {MAC(ESK(M4||T4), SK)}
  Now once A and B shared the session key securely with mutual authentication,  

A sends a message to B which is encrypted with session key shared with B 
and also the MAC value of the message M4 (Safety message) with the session 
key which helps for B to check for the message integrity (which is not avail-
able in Das et al. scheme). As the session key is exchanged in a secure manner 
between A and B, once it receives the message encrypted with the SK, B is 
assured that the message is from A only which provides nonrepudiation. Even 
if the message is taken by any adversary in the group, he does not know the 
session key SK shared between A and B. Hence it is not possible to decrypt 
the message M4. Usage of MAC in step 5 also ensures the authenticity of the 
sender and message integrity. The encrypted function can be selected from 
symmetric encryption functions such as AES.

18.6  Security Analysis

In this section, we analyze the security features provided by our scheme.



198 C. S. Vorugunti and M. Sarvabhatla

18.6.1  Message Confidentiality

In our scheme, the session key is shared in very secure manner by the message 
EPubKeyB{M3||SK||T3||GK}. The message is encrypted with the public key of B, so 
that the decryption must be done with private key of B only. Hence it is not pos-
sible to any kind of user to get the SK shared between A and B. Once the session 
key is shared, the safety messages are exchanged by encrypting the message with 
the session key ESK[M4||T4]. Therefore, no one other than B can able to decrypt 
the message. Hence, the confidentiality of session key and safety message is 
assured in our scheme.

18.6.2  Entity Authentication

In our scheme, the receiver can check the authenticity of the sender in two ways. 
First, while initializing the request, A sends the message by signing with his private 
key which must be decrypted only with the public key of A. Along with the initiation 
message, A also sends the certification (CertA) issues by CA. From the certification 
sent by A, B will get the public key of A and decrypts the message. Hence A is authen-
ticated. While exchanging the message in session, A encrypts the message with SK 
which is shared between A and B only. Hence B ensures that the message is coming 
from A only. So in our scheme the receiver can authenticate the sender in two ways.

18.6.3  Message Integrity

In Das et al. [13] scheme there is no provision for the receiver to check the integ-
rity of the messages (No padding of digested code like MAC, etc.). In our scheme, 
A along with the safety message sends the message SigPriKeyA{MAC(ESK(M4), 
SK)}. Signing the message with the private key of A ensures that the message is 
from A only. Even if the message is taken by any adversary in the group, he does 
not know the session key SK shared between A and B. Hence it is not possible to 
decrypt the message M4. Hence our scheme assures message integrity.

18.6.4  Resisting Sybil Attack

In Sybil attack, Vehicle ‘A’ can illegitimately claims multiple false identities. ‘A’ 
can simply create arbitrary new false identities and frame safety messages. In 
our scheme, even A creates false identities but it is not possible for A to create 
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their certificates. The supervisor CA will issue public key certificates to the group 
members. Without providing the valid certificate issued by supervision CA, no 
intended receiver will respond to the invitation message. In the first place, it is not 
possible for A to create fake certificates. Hence in our scheme Sybil attack is not 
possible.

18.6.5  Resistance to Node Impersonation Attack

If vehicular node A tries to impersonate as any other legal node, it must 
posses the certificate issued by the CA for that node. The certificates are 
issued by only supervision CA and the certificates are CertV = VPubKey|| 
SigPriKeyCA[VPubKey||IDCA] are digitally signed by the CA with his private key. 
The private key of CA is not known to anyone. Hence even if a vehicular node 
illegitimately impersonates some nonexistent nodes and creates safety messages, it 
is not possible to frame a certificate which the recipient trusts. Hence our scheme 
is secure against node impersonation attack.

18.7  Performance Evaluation

In this section, we compare performance and security features of proposed scheme 
with Das et al. [13] scheme. The computation costs required by the leaf level 
nodes are considered. The comparison results are depicted in Tables 18.1 and 18.2. 
The first two columns of Table 18.1 compares the cost required in the initial group 
key and session key setting stage. The third and fourth column compares the cost 
required when a new vehicle enters the group.

From Table 18.1, we can conclude that the proposed scheme requires very less 
number of cryptographic operations in the initial key generation phase itself. Once 
a new vehicle enters, the Das et al. [13] scheme executes complete key genera-
tion algorithm, whereas our scheme executes only cyclic bit shift which requires 
very negligible operations. The major operation which requires more computation 
in the proposed protocol is digital signature. Fast and efficient digital signature 
implementations are available [10, 18]. Hence we can use digital signatures which 
require less computation. In Das et al. [13] scheme, the supervisor CA uses pol-
ynomial interpolation scheme to generate a session key which involves complex 
algebraic and calculus operations. Compared to the computation cost required 
for digital signatures, PIS requires O(n2) operations [19] where ‘n’ is the degree 
of the polynomial (no. of vehicles which submitted their contribution to the  
supervision CA).
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18.8  Conclusion

More recently, Das et al. proposed an efficient cross-authentication protocol in 
VANET hierarchical model and claimed that their protocol satisfies major secu-
rity features. However, in this paper we have shown that Das et al. scheme fails to 
provide major security features like entity authentication, message integrity, etc. 
and fails to resist various attacks like timing attack, Sybil attack, node impersona-
tion attack, etc. As part of our contribution, we have proposed an improved and 
efficient authentication protocol to remedy the security flaws in Das et al. scheme.
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Abstract Wireless sensor networks are composed of a large number of nodes 
equipped with radios for wireless communication, sensors for sensing the environ-
ment, and CPU’s for processing applications and protocols. A significant number 
of wireless sensor networks consist of battery-powered nodes to be able to operate 
unattended. Such networks require autonomy of management (self-organization), 
robustness, scalability, fault tolerance, and energy efficiency in all aspects of their 
operation. These properties are especially important for routing, since multi-hop 
communication is a primitive wireless sensor network operation that is robust, 
scalable, and adaptive with fault-prone as well as energy intensive. The objective 
is to design the routing protocol for robustness in self-organization in wireless sen-
sor networks. In this paper, we try to design the novel architecture of robustness 
in self-organization with the consideration of three different bioinspired methods, 
i.e., BeeSensor, self-organized data gathering scheme (SDG), and AntHocnet for 
comparative study.

Keywords  Wireless  sensor  networks  •  Ant  colony  optimizations  •  Bee  colony 
optimizations  •  Routing protocols  •  Self-organization

19.1  Introduction

A wireless sensor network is a need for today’s real-time applications as part of 
networks. The WSN is expected to remain operational for an extended period of 
time. During this time, new node may be added to the network, while other nodes 
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might incur in failures or exhaust their batteries, becoming unoperational. A rout-
ing protocol must be resilient to such dynamic and generally unpredictable vari-
ations and must sustain the availability of essential network. Therefore, network 
protocols and routing protocols must be empowered with self-organizing and self-
management properties in order to make the network functioning an autonomic 
system (Fig. 19.1).

19.1.1  Functions as of Self-Organizing

•	 Self-organizing function in wireless sensor networks by following methods.
•	 Sharing Resources (processing and communication capacity).
•	 Forming and maintaining structures.
•	 Adopting behavior associated with routing.
•	 Assigning the task and configuring the software components with disseminating 

and queuing information.
•	 Managing Resources (synchronize time and conserving power).
•	 Provide robustness by repairing the faults and attack.

The self-organizing systems completely rely on localized decision processes 
which have the three aspects of successfulness of self-organization. First, positive 
and negative feedback; second, interactions among individuals with environment; 
and third, probabilistic techniques. By concentrating radio interferences required 
to  develop  the  controlled  self-organization  by  initializing  with  MAC  layer.  The 
controlled self-organization is important for the realization of large-scale wireless 
sensor networks associated with robustness to network topology changes is also 
important for wireless sensor networks.

The communication protocols are not sufficiently flexible regarding environ-
mental changes. These environmental changes and control on each layer in wire-
less  sensor  network  architecture  operates  on  widely  different  timescales.  MAC 
layer supports for one hops communication where data transmission takes few 
milliseconds  in  most  sensor  networks.  Energy  efficiency  MAC  protocol  with 

Fig. 19.1  Self-organization in research field [19]
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sleep scheduling for prolonging lifetime are assumed in sensor networks. Whereas 
routing layers have to deal with topological changes to realize source to destina-
tion communications. In static sensors, nodes manage network topology by using 
HELLO message every tens of seconds. The external timescale operation control 
of self-organization is longer than routing layer. It is insufficient to discuss about 
the robustness within one layer. Here, we try to design the self-organized based 
routing protocols for the condition of channel selection, mobility, and node failure.

In MAC layer  the sleep control is expected so that power saving option is suc-
cessful.  The  MAC  protocol  with  the  sleep  control  allows  the  node  to  sleep  for 
every 10 ms. So that each node can communicate with other nodes only when it 
is awake. The cycle of sleep control means minimum unit time of one-hop data 
transmission. In MAC layer  during the selection of a next hope node when a node 
is in sleep mode, the data is held for a certain period of time. There is a condi-
tion for probabilistic channel selection for communication. The channel selection 
from spectrum sensing/sharing utilizing the available spectrum band is called as 
cognitive radios. In Nature, self-organization for sensor node in wireless sen-
sor networks which is to be analogous to biologically inspired methods, i.e., 
availability of different paths for ANTs and BEEs for searching the food among 
 different paths to reach to the destination i.e., sharing resources. Consider the 
insects’  colony as a cognitive radio network and the insects as a cognitive radio 
for  spectrum utilization. Task allocation is available channel and task associated 
stimuli as a permissible power to channel.

(a)  Selecting the channel that has the minimum channel selection probability 
(appropriate channels) and avoiding the interference at the same time (select 
the paths by ants and bees as availability of different paths).

In the proposed protocol, we consider that decentralized architecture needs a 
powerful autonomous entity that reflects a behavior of adaptation. Here we con-
sider the two main processes that are required (1) Signaling process where the 
routing tables are created and updated. (2) Routing process where the data packets 
are forwarded to sink node. The goal of the signaling process is to create phero-
mone gradient toward the sink. To achieve the goal, the forwarding attitude to the 
sink node is by emission and perception of pheromone signals and it is decreased 
by the pheromone evaporation in biological process. To achieve the signaling pro-
cess the following tasks has to be performed. (1) Forwarding attitude estimation 
(2) Pheromone emission (3) Pheromone perception and (4) Pheromone evapora-
tion. This is all about the signaling approach of more pheromone, i.e., more times 
path referred creates pheromone value high and less times referred pheromone 
value is less as shown in figure below. The node forwards the data packets to sink 
node with more pheromone value which has the concept of Positive feedback 
and Negative feedback. The positive feedback is the most powerful mechanism 
for building structure and negative mechanism that keep the process controllable. 
Here we consider the event detection in which the node decides whether or not to 
join the events in order to pheromone accumulated at that events wait for certain 
duration of time and leave the events. As the pheromone accumulates, the events 
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become higher and more nodes are attracted to join the events until enough nodes 
are there to complete the job of food searching. Deeper the color means higher 
pheromone level. The proposed method is more appropriate for the process of 
automaticity or self-organization. Here we consider the cluster-based data gather-
ing with multi-sink option for the node to node communication within the cluster 
called cluster pheromone (Fig. 19.2).

(b)   Manage the number of sensor nodes which are nearer to each other as a neigh-
boring node forming the groups called cluster (the node that has the fewer 
radiuses). Gathering the data as a response to sink node for HELLO message 
as a multi-hop communication and accomplish the task of join regarding to 
pheromone levels.

The next process is the routing process. Here we consider the distributed rout-
ing which is more robust to network variation. In wireless sensor networks, node 
selects the next hop to communicate and sends it to the sink node and if the num-
ber of nodes is more than (multi-hop) the selection of the nodes, it forwards it to 
the sink node. In the routing process, if the large sensor nodes are deployed in 
WSN, it is necessary to create the Clustering approach which is to be introduced 
here. For self-organization, the uses of clustering approach are data gathering and 
attaining self-recovery capabilities. Some species in the world of ants divide their 
eggs and larvae based on their size. The clustering algorithm called ant-based clus-
tering [1]. The architecture of self-organization in the topology changes provides 
the knowledge of self-organization. As shown in Fig. 19.3, the situations of node 
failure still the other node or other path is utilized for forwarding the data to the 
sink node. Though the topology changes still the sensor network is self-organized.

(c)   If sink node fails to send the data to the base station. To improve the problem 
at that moment the multi-sink operation is useful.

Ant-based clustering is a probabilistic approach where clustering is repeatedly 
realized by ants and stochastically selected eggs are picked up or dropped (join 
and leave operation of sensor nodes). We introduced such a probabilistic approach 
to the clustering of sensor nodes. Dynamic clustering adapting to changes in the 
environment can accommodate sink node failures. The solution is using the multi-
sink option.

Fig. 19.2  The ACO-based routing process with increasing pheromone values
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19.2  Literature Review

In wireless sensor networks, many reviews have been done on biological basis since 
1 0s onward. Most of the surveys are based on classical algorithms especially based 
on network layer. But here we concentrate on biological method based algorithms.

In wireless sensor networks [2] surveyed the classical and swam intelligence 
routing. The classical routing was surveyed in 2002 by Akyildiz et al. [3], Karaka 
and Kamal [4], Akkaya and Younis [5]. Whereas analogous to the property of 
classical routing, the social insects’ communities survey, called as swarm intelli-
gence (biologically inspired routing protocols)  identified by Macro Darigo and Gi 
Caro [6] is a novel field originally defined as “any-attempt to design algorithms 
or distributed problems—solving devices inspired by collective behavior of social 
insects and animal societies.”

The inspiration from these concepts the different engineering concepts are surveyed 
providing the distributed system that has different challenges observed that can show 
the adaptive fault tolerance, robust in self-organization and scalable routing behavior 
based on biologically inspired methods is ant colonies [6, 7], slimemold [8], particle 
swarm optimization [9], honey bees [10], flocks of birds, and schools of fishes.

19.3  Design Issues and Routing Factors in WSNs

A large number of researches have been carried out to overcome the constraints 
of WSN’s and solve the design and applications issues. The challenges and design 
issues in WSN are power consumptions, fault tolerance, scalability, productive 
cost, quality of services, data aggregations and fusion, node mobility, connectivity, 
security, congestion, self-organization, and latency.

1. Self-Organization: A WSN is expected to remain operational for an extended 
period of time. During this time new nodes might be added to the network, 

Fig. 19.3  The architecture of 
self-organized in topology
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while other nodes might occur in failures or exhaust their batteries and become 
unoperational. A routing protocol must be resilient to such dynamic and gen-
erally unpredictable variations and sustainable to long-term availability of net-
work services.

2. Scalability: Sensor nodes deployment in WSNs is application dependent and 
affects the performance of the routing protocol. Large number of nodes are 
deployed in the region having short communication range and high failure 
rates. The routing protocol is effectively acceptable to these challenges.

3. Fault Tolerance: If one of the sensor nodes fail, the algorithm can reorganize 
itself so that it continues to function without any disruption. The nodes are in 
working condition. The routing protocols are adaptive to topological changes.

19.4  Taxonomy of Routing Protocols

The taxonomy of routing protocols was surveyed and find out the some suitable 
architectures. According to many different authors’ review the taxonomy of rout-
ing protocols. According to Akkaya and Younis, group routing protocols for WSNs 
are categorised into four different forms (a) data-centric (b) hierarchical based (c) 
Location-based, and (d) QOS-aware, whereas data-centric protocols do not require 
a globally unique ID for each sensor node and perform multi-hop routing. For the 
development of new routing protocols, we concentrate on biologically inspired 
methods as discussed below:

19.4.1  Biological Methods

The studies of social behavior of organisms (individuals) in swarm prompted the 
design of very efficient optimization and algorithms. The state of art of many algo-
rithms are based on ant colony optimizations (ACO) and bee colony optimiza-
tions (BCO) techniques useful to solve combinatorial optimization and NP-hard 
problems.

19.4.2  Ant Colony Optimization

It is well known that the biological ants in real world are able to utilize swarm 
intelligence to find the solutions for different problems. ACO have been devel-
oped to mimic the behavior of real ants to provide heuristics solutions for opti-
mization problems. It was first proposed by Darigo [11] in his Ph.D. dissertation 
when searching for food biologically ants exhibit complex social behavior based 
on the hormones they deposited are called pheromones. Pheromones attract other 
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ants and outline a path  to  the  food source  that other ants can  follow. Remaining 
other ants walk along the path, more pheromone is laid and path will increase and 
required time is less. There is another possibility of pheromone evaporation for 
that purpose reduces the change for other ants to take path (Michael Brand et al. 
2010). This characteristic of ants is adapted on ACO algorithms to solve real prob-
lems. ACO meta-heuristics approached models are defined. In ACO a no. of artifi-
cial ants build solutions to optimization problems. The path optimization between 
nest and food is achieved by ants’ colonies by exploiting the pheromone quan-
tity dropped by ants. In WSN the path is chosen and data are transmitted through 
the labels on head of data packets, whereas in ACO the path is chosen based on 
pheromone left by ants in the path. Whereas there are forward ants and backward 
ants which have the responsibilities of forwarding ants to exploring paths and col-
lect the information from source to destination and backward ants to updating the 
information and pass to the other nodes [12].

Figure 19.4 shows the behavior of Ant colonies. The first ant finds the food 
source (F), via any way (a), then returns to the nest (N), leaving behind a trail phero-
mone (b) ants follow four possible ways, but the strengthening of the runway makes 
it more attractive as the shortest route. Ants take the shortest route as long portions 
of other ways lose their trail pheromones. These inspire the routing techniques.

19.4.3  Overview of ACO-Based Algorithms

In network routing, Ant Net routing using ACO techniques provides better results. 
Comparing all routing algorithms with ACO provides that ants are small and can 
be piggybacked in data packets and the frequent transmission of ants may be pos-
sible in order to update the information to solve link failure. An ACO algorithm, 
which aims at minimizing the complexity in the nodes, is optimal for a less num-
ber of nodes in the cluster but not suitable for ad hoc networks. The fault-tolerant 
routing protocols using greedy ACO choosing a single path achieve a high packet 

Fig. 19.4  Ant colony 
optimization
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delivery ration and throughput whereas the packet loss on the link is not taken into 
consideration.  The  proposed  RACO  is  reconstructed  for  considering  the  packet 
loss of the link using additional traffic model. The performance of ACO on various 
case studies in the traveling salesman problem (TSP) is analyzed using a two-stage 
approach and concluded that the performance of ACO is optimal than the existing 
ones for TSP.

19.4.4  Bee Colony Optimization

The bee is a social and domestic insect native to Europe and Africa. There are 
between 60,000 and 80,000 living elements in a hive. The bees feed on a nectar 
as a source of energy for their lives and use pollen as a source of protein in the 
rearing larvae known as Queen Males and Drones. A several thousands of ster-
ile females are called workers and many young bee larvae are called Broods. 
The basic working of BCO is another technique of swarm intelligence in which 
the social insects, i.e., bees are based on a few relatively simple rules of indi-
vidual insects’ behavior which is discovered by Lucic and Teodorovic [13] who 
first used these basic principles of collective bee intelligence in solving the 
combinational optimization problems. He introduced the bee system and tested 
in case of TSP. The main advantage of bees is self-organization using BCO. 
Many  self-organization  algorithms  have  been  developed  until  now  on  vari-
ous applications. The studies are mainly based on dance and communications, 
task allocation, collective decision, nest site selection, nest site selection, mat-
ing marriage, reproduction foraging, floral and pheromone layering, and navi-
gation behaviors of the swarm. Some known algorithms based on bee SI are 
virtual bee, BeeAdhoc, the marriage in honey bees, the BeeHive, bee system,  
BCO, and ABC.

19.4.4.1  Bee Communication

The communication language of bees is of extreme precision based on dances. 
Bee scouts after finding food return to hive; this type of worker “scouts” inform 
others about distances and directions of food sources. If the dance is faster, then 
the food distance is smaller. The accuracy of direction (angle between the food 
source and the sun relative to hive) is within 30°. The amount of food depends 
on the wriggling of the bee. The more the wriggling is, the more the quantity is. 
The bee has different types of behavior such as foraging behavior in which nest 
site searching, food source searching, and marriage behavior. In this way a bee 
starts communication. The BCO is utilized for solving problems on different engi-
neering aspects. The Self-organized routing approach in both classical-based and 
swarm-based routing protocols are discussed below.
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In this paper, we review the parameters affected and algorithm based on 
wireless sensor networks. In many applications such as TSP [11], Vehicular 
Networks [14], Quadratic assignment problems [15], routing optimization in 
Telecommunication Networks, job shop scheduling (JSP), graph coloring prob-
lem (GRP)  16] solved by swarm intelligence based algorithms specially ACO and 
BCO. The research on ACO based and BCO based on routing protocols from last 
many years to found the optimal solution on different networking problems. The 
list of algorithms inspired from biologically based concept.

19.4.5  Classical Routing Protocol Approach

The classical routing protocol discuss with swarm-based routing protocol by 
Akkaya and Younis. In which the routing protocol such as LEACH and Directed 
diffusion approach are considered for the scalability and self-organization issues. 
LEACH (Low-energy adaptive clustering Hierarchy) is an efficient algorithm for 
self-organization which has the same concept of clustering approach. After form-
ing clustering, each node will send the data to cluster heads and the cluster head 
schedules the node with TDMA and forwards it to the Base Station by direct com-
munication. In directed diffusion, the sink broadcasts the interest message to each 
neighbor node with low data rate of gradient specifies the required data rates and 
direction given to the interested node. It is efficient for fault tolerance process in 
WSNs. The Figs. 19.5 and 19.6 show the dynamic clustering in LEACH protocol 
and the directed diffusion.

In  MAC  layer   the  process  of  communication  while  forming  the  number  of 
cluster for more number of sensor nodes in wireless senor networks and the com-
munication between the intercluster and intracluster formation. In intercluster, the 
FDMA  communication  mode  and  in  intracluster  TDMA  communication  mode 
works. All the sensor nodes analogous to Ants and Bees search for next hops 

Fig. 19.5  Dynamic clustering in LEACH
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communication. Those nodes that are nearer to the sources nodes with less radii 
form the number of groups as a cluster and then the cluster heads are selected by 
election algorithm for handling the data aggregation process (Tables 19.1 and 19.2).

19.5  Proposed Work

19.5.1  Biologically Inspired Algorithms

The biologically inspired methods such as ACO and BCO algorithms in which 
we consider three bioinspired algorithms for our study, i.e., BeeSensor which is 
the combination of BeeHive and Bee Ad hoc routing algorithms proposed from 
BCO and AntHOCnet as a AODV routing protocol which is designed especially 
for Mobile Wireless Ad hoc Sensor Networks  and self-organizing data gather-
ing scheme (SDG). We try to design the novel architecture for self-organization 
based on the ability to adapt to topological changes in the network (changes 
such as join and leave operation in sensor networks). These algorithms are taken 
into consideration for comparison with the new proposed routing algorithms.

19.5.1.1  BeeSensor

Saleem and Farooq [10] have proposed Bee Sensor, a bee-inspired, reactive and 
event-driven multipath routing protocol for WSNs. Bee Sensor aims at energy 
efficiency, scalability, and long network lifetime. Energy efficiency is achieved 
by limiting the number of control messages, as well as of data packets through 
in-network aggregation. Paths are prioritized on the basis of their remaining 
energy levels to extend the network lifetime. In addition to forward and backward 
scout agents, Bee Sensor makes use of additional agents such as packers, forag-
ers, and swarms. Packers receive data packets from the upper layers of the node 
architecture, and hand them over to a forager for transportation to a sink node. 

Fig. 19.6  A process for directed diffusion
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In term, swarms transport a group of foragers back from the sink to the source 
node. Foragers are the main agents that transport events from the source to a sink 
node. Forward scouts carry the data, and are therefore launched on reactive basis. 
Intermediate nodes at Hl hops (or less) away from the source and deterministically 
broadcast them [17]. Here, we consider the BeeSensor from BCO for our research 
work.

19.5.1.2  Self-Organizing Data Gathering Scheme (SDG)

SDG protocol [18] aims to achieve scalability and reliability in sensor networks. 
In the protocol, a node uses another sink in case of failure. The protocol queries 
the fact that with a single sink, the sensor networks cannot tolerate energy, the 
sink remains isolated and the sensor network becomes useless as packets can no 
longer be routed to the sink. In the protocol, in order to minimize the routing over-
head-agents are only generated by sink nodes in the form of backward ants, which 
are broadcasted by sink nodes on proactive basis. Sensor nodes communicate data 
and event information to their sink through the usual ACO techniques of stochas-
tic forwarding. Node clustering in the algorithm is inspired from eggs and larvae 
grouping behaviors observed to their degree of similarity. Nodes at the borders of 
their cluster can dynamically change cluster membership according to a probabil-
istic mechanism that favors clusters with higher cluster pheromone [2].

19.5.1.3  AntHocNet

AntHocNet is based on the same principles thoroughly adapted to the challenges 
of  MANETs.  Nodes  obtain  routing  information  using  ant-like  agents  which 
repeatedly  sample  and  reinforce  good  paths.  Routing  information  is  maintained 
in arrays of pheromone variables, called pheromone tables. AntHocNet contains 
both reactive and proactive components: it is reactive in the sense that nodes only 
gather routing information for destinations which they are currently communicat-
ing with while it is proactive because nodes try to maintain and improve routing 
information as long as the communication is going on. Such hybrid architecture 
tries to combine the best of two worlds; while reactive algorithms are usually 
more efficient in terms of control overhead, proactive behavior allows better adap-
tively. Here is all for MANETS.

The design approach is based on following the horizontal categorization of 
self-organization (Fig. 19.7)

19.5.2  The Novel Architecture to be Proposed

See Fig. 19.8.
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19.6  Conclusion

In this paper, we take a step to overview the different proposed issues and chal-
lenges of routing protocols in wireless sensor networks. We discuss the issues 
based on robustness in self-organization for better performance of routing in wire-
less sensor networks and provide the novel design approach of our research work 
using bioinspired methods.

Fig. 19.8  Design approach of self-organized routing protocol

Fig. 19.7  Horizontal categorization of self-organization mechanisms in ad hoc sensor networks
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Abstract The nodes used in wireless sensor network (WSN) are mostly  battery 
operated and so energy is the most precious resource in any WSN application. 
Therefore, we need to develop algorithms which are energy efficient. In most 
WSN applications node density is made very high. Energy can be conserved if it 
is possible to turn off a substantial number of redundant nodes. Using clustering 
technique it is possible to turn off those nodes. In this chapter, we propose a fuzzy 
based, energy efficient clustering algorithm. We also find the time and communi-
cation complexities of the algorithm.

Keywords  WSN  •  Fuzzy clustering  •  Clustering algorithms

20.1  Introduction

The tiny sensor nodes used in wireless sensor network (WSN) are mostly battery 
operated and sustained operation will drain out the energy of nodes and reduce 
the lifetime of the network. Sensor nodes are very cheap, so in most applications 
a very high-density deployment  is  used. Communication module of  sensor node 
consumes most energy. So, turning off that part can conserve a significant amount 
of energy. Partitioning the whole deployment area into some clusters can achieve 
the goal. Cluster head  (a  special node) can be used as a gateway of a cluster  so 
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that all the cluster members can send their collected data to the cluster head and 
the cluster head in turn will forward those data to the sink node. So for most of the 
time, we can switch off the transceiver part of the cluster member nodes to con-
serve energy.

Related Work: In recent years, a large number of clustering algorithms are 
proposed for WSNs. The algorithm proposed in [1] elects cluster heads solely 
based on probability. The single hop communication model is used by the cluster 
heads to forward packets to the base station. Authors in [2] proposed another ver-
sion of une ual LEACH (ULEACH)  which uses energy  ratio  (current energy  to 
initial energy) and competition radius to elect cluster heads. Authors in [2] pro-
posed an algorithm to solve the hotspot problem by creating unequal sized clus-
ters varying the competition radius. Small-sized clusters are formed near to the 
base station and as we go away from it larger clusters are created. In their paper, 
[3  proposed an energy-driven une ual clustering (EDUC) algorithm which rotates 
of  the  role  of  CH  based  on  either  time  or  energy. Authors  in  4] introduced an 
une ual variant of HEED (UHEED). Comparison of UHEED shows that for most 
of the case it performs better than the HEED  5  LEACH  1  and ULEACH  2] 
algorithms.

The chapter is organized as follows: this section starts with the introduction and 
related works on clustering so far. Section 20.2 explains the proposed clustering 
algorithm. Section 20.4 analyzes the complexities of the algorithm. Section 20.5 
shows simulation results and compares performance of proposed algorithm with 
some existing well-known algorithms. Finally  Sect. 20.6 draws the conclusion.

20.2  Clustering Requirements

We have used the fuzzy communication model in [6]. Around a transmitting node 
five fuzzy regions are formed depending on five fuzzy distances of the receiver 
as “very near,” “near,” “moderate,” “far,” and “very far.” The constraints on algo-
rithm are (1) It must be a fully distributed one. (2) No synchronization between 
nodes is required. (3) Base station will be in one hop distance from at least one 
cluster head. (4) Prefer higher ranked nodes as cluster head and connector. (5) 
All cluster members must be within one hop distance from cluster head. (6) Each 
node will belong to only one cluster except connector node. ( ) Cluster members 
are selected within far distance from cluster head. (8) Cluster heads will be out of 
communication range with each other. (9) Neighboring clusters communicate via 
connector nodes. (10) A connector node will connect not more than two clusters. 
(11) Two neighboring clusters will be connected via only one connector node.

With these constraints, the whole deployment region will be partitioned into 
a number of overlapped clusters. After clustering, active nodes will form a con-
nected graph as shown in Fig. 20.1. These requirements identify the following cat-
egories of nodes (see Fig. 20.2):
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Base Station   Central  computer  with  large  resources   where  collected  data 
is sent for further processing. Cluster Head (CH): Remains active through-
out a single round of iteration carry forward data collected from member nodes 
toward the base station. Member Node: Any node other than the cluster head 
is treated as a member node. The member nodes can be further categorized as: 
Permanent Member (PM): Nodes received either a single join message from 
a  CH  or  being  not  selected  as  connector  node  after  exchanging  select message. 
These nodes remain in sleep mode throughout one round. Tentative Member 
(TM): Nodes received more than one join message and not yet become permanent 
member or connector. These nodes exchange select message to determine whether 
those will be a permanent member of a cluster or connector between two clus-
ters. Connector Node: TMs which receive more than one join message and their 
rank is highest among the other TMs involved in contention when exchanging 
select message. These nodes connect two adjacent clusters and move any message 
between the two clusters.

C
lusters

C
luster

H
eads

Con
ne

ct
or

s
Base Station

Wireless Connectivity

Fig. 20.1  Graph formed after clustering
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20.3  Algorithm

Each node executes the algorithm in an indefinite loop throughout its lifetime. 
Function Main() shows one such iteration. First a node finds its own fuzzy rank. 
Then find neighbors using hello message until it becomes a non-normal node. 
From  H  number  of  neighbors   a  node  elects  itself  as  CH  (calls  clusterHead()) 
either if its rank is highest or if its rank is equal to maximum rank found and then 
if its nodeID is minimum. Otherwise, wait for Δt2 time to receive J number of join 
message from already elected cluster heads. If a normal node receives at least one 
join message, it sets itself as TM (calls tentativeMember()) (Table 20.1).

Fig. 20.2  Sensor node categories

Table 20.1  Linguistic values 
of input and output variables

Input Output

remain Energy timesUnUsed Rank

Empty Immediately used Highest
Small Recently used Very high
Moderate Long used High
Large Very long used Medium
Very large Unused Moderately low
Full Low

Extremely low
Nil
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 Algorithm 1: Distributed clustering Functions
Function Main(Node ni){

calculateRank()
while ni.nodeType == NORMAL do

findNeighbors(ni)
nj = node with maximum rank among H neighbours
if (ni.rank > nj .rank) or ((ni.rank == nj .rank) and

(ni.nodeID < nj .nodeID)) then
ni.nodeType = CH /* cluster head */

else
wait for ∆t2 time
receive J number of join message
if j(∈ J) < 0 then

ni.nodeType = TM /* Tentative member node */

if ni.nodeType = CH then
clusterHead(ni)

if ni.nodeType = TM then
tentativeMember(ni, J join message)

}
Function findNeighbors(Node ni){

createHelloMessage(ni.rank, ni.niodeID)
broadcast hello message with specified power
wait ∆t1 time
receive H number of hello message
for ∀h ∈ H do

fdh = findFuzzyDistance(h)
store hello message h with fdh in neighbor[i]

}
Function calculateRank(Node ni){

remainEnergy = findFuzzyEnergy(ni.batteryRemainEnergy)
timesUnUsed = findFuzzyTimesUnused(ni.timesNotUsed)
findFuzzyRank(remainEnergy, timesUnUsed)

}
Function clusterHead(Node ni){

createJoinMessage(ni.nodeID)
broadcast join message with specified power
wait for ∆t3 time
receive N number of notify message
for ∀n ∈ N do

neighborCluster[i].clusterID = n.clusterID
neighborCluster[i].connectorID = n.connectorID

ni.state = ACTIV E
ni.timesNotUsed = 0

}
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Rank (calculateRank()) of a node depends on remaining battery energy 
(remainEnergy) and the time the node remains unused (timesUnUsed). At the 
beginning of each round, a node finds linguistic values of remainEnergy and 
timesUnUsed (see Table 20.2) and calculates the rank using the inference rules 
(see Table 20.2). To find Neighbors (findNeighbors()) after calculating the fuzzy 
rank, each node broadcasts a hello message with its rank and nodeID. Within Δt1 
time each node receives H number of hello  message  form  neighbors.  For  each 

Algorithm 2: Remaining functions
Function permanentMember(Node ni, join message j){

parent.clusterID = j.senderID
ni.fuzzyDistance = findFuzzyDistance()
reduce transmission power according to fuzzy distance to cluster head
ni.nodeType = PM
ni.timesNotUsed++
ni.state = SLEEP

}
Function tentativeMember(Node ni, J join message){

if J == 1 then
permanentMember(ni, join message)

else
for ∀j ∈ J do

fdj = findFuzzyDistance(j)

jmin = join message with minimum fuzzy distance
jnmin = join message with next minimum fuzzy distance
createSelectMessage(jmin, jnmin, ni.rank)
broadcast select message with double power
wait for ∆t4 time
receive S number of select message
find s select message that matches the sent message (s ∈ S)
sm = select message with maximum rank from s message
if (ni.rank > sm.rank) or ((ni.rank == sm.rank) and

(ni.nodeID < sm.senderID)) then
connectorNode(ni, select message s broadcasted)

else
permanentMember(ni, jmin join message)

}
Function connectorNode(Node ni, select message s){

createNotifyMessage(s.cluster1, s.cluster2)
send notify message to both s.cluster1 and s.cluster2
neighborCluster[0].clusterID = s.cluster1
neighborCluster[1].clusterID = s.cluster2
fdmin =find minimum fuzzy distance from ni to s.cluster1 and s.cluster2
reduce transmission power according to fdmin

ni.nodeType = CONNECTOR
ni.timesNotUsed = 0
ni.state = ACTIV E

}
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message received, calculate the fuzzy distance from the sender using technique 
discussed in [6]. A CH (clusterHead() called from Main()) first broadcasts a join 
message and waits for Δt3 time to receive N number of notify messages from N 
number  of  connector  nodes.  Store  neighbor  CH  information  in  neighborCluster 
array from notify messages. Then the cluster head resets the variable timesNo-
tUsed to identify that recently it is being used as an active node. A TM (tentative-
Member() called from Main()) receives J number of join messages from J number 
of newly elected CH. If the node receives only one message it becomes a PM of 
that cluster head. If it receives more than one message, find two message for which 
the fuzzy distance of the node are minimum and next to minimum from corre-
sponding CH. The node then broadcasts a select message (with its rank and id of 
this two CH) with double transmit power. After waiting for Δt4 amount of time, a 
TM receives S number of select messages from other TMs. Elects itself as a con-
nector if its rank is maximum among the select messages which matches with its 
own. In case of tie, minimum id node is elected. Otherwise, it will make itself as a 
permanent member to the cluster whose fuzzy distance is minimum. A PM (per-
manentMember()called from tentativeMember()) first sets the sender of the join 
message as its parent, saves fuzzy distance from the cluster head, and reduces the 
transmission power according to the fuzzy distance. Then it increments timesNo-
tUsed to increase the possibility of being selected as either a cluster head or con-
nector in the next iteration and go to sleep mode. Being elected as a connector 
node between two cluster heads specified in matching select message, it sends a 
notify message (with both CH information and its own id) to the two cluster heads. 
Save the two cluster information to neighborCluster array, calculate the minimum 
fuzzy distance (fdmin) between both the cluster heads, and reduce its transmission 
power according to fdmin. Reset the variable timesNotUsed to identify that recently 
it is being used as an active node.

Table 20.2  Inference rules to find the rank of a node

Input Output

remainEnergy timesUnUsed Rank

Empty Any Nil
Small Immediately used, recently used Extremely low
Small Long used, very long used Low
Moderate Immediately used, recently used
Small Unused Moderately low
Moderate Long used, very long used
Large Immediately used
Moderate Unused Medium
Large Recently used, long used
Very large, full Immediately used
Large Very long used, unused High
Very large, full Recently used, long used
Very large, full Very long used, unused Very high
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20.4  Complexity Analysis

Lemma 1 On average, number of neighbours of a node within its transmission 
range of radius r deployed randomly in a X × Y field with uniform probability dis-
tribution is proportional to total number n of nodes deployed.

Proof The probability of falling a node within the rectangular field is 1

XY
.  For  a 

particular node, the neighbors are those nodes which fall within its transmission 
range of radius r centered at the node. Probability of falling nodes within this cir-
cular region is πr

2

XY
. So for n nodes, the expected number of nodes belonging to this 

region becomes πr
2

XY
n. Thus, on average, the number of neighbors of a node is pro-

portional to the total number of nodes deployed. □

Lemma 2 The time complexity of the clustering algorithm for n number of sensor 
nodes deployed is O(n).

Proof  From  algorithm  we  see  that  rank  calculation  can  be  done  in  O(1) time. 
findNeighbors() processes H number of hello messages so its contribution is 
O(H).  clusterHead() process N number of notify messages in a single loop, thus 
its contribution is O(N). permanentMember() and connectorNode() both con-
tribute O(1). tentativeMember() first processes J number of join messages in 
a single loop and then processes S number of select messages in another loop 
so its contribution is O(J) + O(S). Now Main() processes J join messages (if 
not a cluster head) in a loop to contribute O(J). So, time complexity becomes 
O(H) + O(N) + 2 × O(J) + O(S). Since J < N ≪ S ≪ H, the overall time com-
plexity becomes O(H). From  lemma 4 we see  that H ∝ n; so the computational 
complexity becomes O(n). □

Lemma 3 Communication or message complexity of clustering algorithm for n 
number of sensor nodes is O(n).

Proof The algorithm uses four type of messages: (1) hello, sent once by each 
node in the network, generates O(n)  messages.  (2)  Each  elected  CH  broadcasts 
join message once. Thus, m number of CH formed in each round  generate O(m) 
messages. (3) Each tentative member (TM) broadcasts one select message, thus 
p number of TM contribute O(p) message. (4) Each connector sends two notify 
messages, thus q number of connectors contribute O(q) message. So, overall 
complexity becomes O(n) + O(m) + O(p) + O(q). Number of cluster heads and 
connector nodes elected in a round is much less than the total number of nodes. 
Select message is used to elect connector node among the tentative member 
around two clusters, i.e., it is a local phenomena and confined in a small region. 
Therefore, we can write m,q ≪ p ≪ n. So, the overall communication complexity 
is ≈O(n). □
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20.5  Simulation Results

For  simulation   we  assume  the  same  energy  model  as  defined  in  7]; these are 
Eelec = 50 nJ/bit, εfs = 10 pJ/bit/m2, εmp = 0.0013 pJ/bit/m4, and EDA = 5 nJ/bit/
signal. For all the cases discussed  we assume that the sink node is at (50  1 5). A 
node is considered dead if its battery energy is depleted to 99.9 %.

Case 1 In this case, we have done simulation with 1,000 nodes deployed in a 
500 × 500 m field, initial battery energy used 2 J, data packet size was 1,000 bits, 
and  cluster  radius  taken  5  m.  The  result  of  comparison  with  HEED  5] and 
UHEED  4   algorithms  is  shown  in Fig. 20.3. In this deployment, the first node 
fails  at  512   24   and  40  rounds  in  our   UHEED   and  HEED  algorithms   respec-
tively. The half nodes fail at 5,842, 462, 702 rounds in the three algorithms, 
respectively and the last node fails at 7,691, 3,321, and 912 rounds in the respec-
tive algorithms. This clearly shows that our algorithm gives far more better results 
than these two algorithms.

Case 2  We compare our algorithm with EECS  8  LEACH-E  7  and HEED  5] 
(presented data taken from [8]) on distribution of number of clusters generated 
in different rounds. We deployed 1,000 nodes in 200 × 200 m field, initial bat-
tery energy taken 1 J, data packet size was 4,000 bits, and cluster radius taken 
40 m. We have taken randomly selected 100 rounds and found the distribution (see 
Fig. 20.4). The  second  and  third figure  in Fig. 20.4  shows  the  results  for EECS 
and LEACH-E which depict that there are wide variations in the number of clus-
ters generated whereas in case of HEED and Our algorithm (fourth and first figure 
in Fig. 20.4, respectively) there are very small variation. Moreover, compared to 
HEED  our algorithm behaves much better as the number of cluster heads gener-
ated  is  concentrated  more  on  value  (55  rounds)  whereas  for  HEED  it  is  almost 
evenly distributed on (36 rounds) and 7 (42 rounds). Thus, our algorithm gives 
more predictable behavior.

Fig. 20.3  Lifetime 
comparison with 1,000 nodes 
in 500 × 500 area

 0

 200

 400

 600

 800

 1000

 0  1000  2000  3000  4000  5000  6000  7000  8000

# 
of

 n
od

es
 a

liv
e

Rounds

Our
UHEED

HEED



230 S. Bhowmik and C. Giri

20.6  Conclusion

In this paper, we proposed one energy efficient clustering algorithm. To make 
the clustering energy efficient in the first hand, we used unequal sized clustering 
technique rather than the equal sized one; in the second hand, we have used both 
energy-driven, rank-based as well as time driven (in rounds) cluster head election 
techniques. The simulation of the algorithm shows that it gives far better results 
than the existing algorithms.
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Abstract Recently wireless sensor network (WSN) is very popular for monitoring 
the remote or hostile environments. One major challenge in WSN is to build energy 
efficient network with total coverage & connectivity. The WSN consist of a large 
number of tiny nodes having sensing, computation & communication capability. The 
deployment of sensor nodes is the first step in establishing a sensor network. The large 
number of sensor nodes are deployed randomly & must be in the form of cluster, as a 
location of each particular node cannot be fully guaranteed a priori so that nodes must 
completely cover the target area. To build energy efficient network with the stochasti-
cally placed nodes, it is necessary to activate only vital number of nodes at any par-
ticular moment. In this paper we introduce a heuristic that will find out the mutually 
exclusive set called disjoint complete set of sensor nodes, where the member of each 
set together will completely cover the target area and work by turns. As the more num-
ber of sensor covers can be found the sensorsnetwork lifetime can be prolonged.

Keywords:  Wireless  sensor  networks  •  Connectivity  •  Coverage  •  Energy 
 efficiency  •  Disjoint complete set

21.1  Introduction

Wireless sensor network (WSN) build by a tiny nodes having sensing computa-
tion & communication capabilities, each nodes well-found with center  processing 
unit (CPU), battery, sensors and radio transceiver network through which nodes 
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established wireless connection, processing and transmission of data collected by the 
sensor nodes. The large number of sensors node deploy in a field to cover the target 
area for performing the task like animal tracking, environmental monitoring, military 
surveillance etc. WSN is most often set up in an ad hoc mode by means of small-size 
identical devices grouped into nodes distributed densely over a significant area. As 
the sensor nodes are battery operated and the size of cell is small so the amount avail-
able of energy of the node is also limited. Therefore, one of the important concerns in 
wireless sensor network is to save the energy by developing some new deployment 
strategies, architecture and application with low energy consumption. From the litera-
ture survey we observed that to obtain full coverage with minimal energy consump-
tion sthere is the problem of placement of sensor nodes. The sensor node operates 
between two different operating modes i.e. active mode and sleep mode. When the 
node operates in active mode it performs full operations like sensing, computation 
and communication. To perform those operations sensors consume a lot of energy 
while sensor operates in sleep mode it consumes comparatively less energy. To save 
the energy of WSN we need to operate the sensor in active and sleep mode periodi-
cally. With consideration of the problem we have develop the algorithm that organ-
ized the number of sensors available in a network into mutually exclusive sets and 
each set of the network complete cover the monitor area.

At any movement only one such set is active and consumes power. In another 
specified interval another set is activated and first one is deactivated this process 
will repeated till whole sets are used and the process repeats until the sensors are 
out of power. From the above discussion it is observed that the network lifetime 
depends on the number of allocated sets; therefore, more number of sets increas-
ing the lifetime of system hence the aim of the algorithm is to create maximum 
number of disjoint complete sets.

The sensor node resides some processing circuit and wireless and a wireless 
transceiver. In remote and inhospitable areas the large numbers of sensor nodes are 
deployed to cover the There are two types of deploying methods are used to cover 
the target area i.e. controlled deployment and random deployment [1]. In con-
trolled deployment the sensors are deploy with well design plan and such type of 
deployment plan will applicable in small areas. The aim of such deployment meth-
ods use a limited number of sensors in an area to reduce the system cost whereas 
in random deployment the sensors are randomly deployed in a large area and such 
type of deployment are applicable in a large inaccessible areas [2–7]. Once the 
sensor network deployed the sensor node organize the wireless network and send 
the observations (necessary data) to the base station by combine the observations 
the sensor network provides global view of monitor area to user. We assume for 
simulation purpose the sensing area of a sensor is circle and the radius of the circle 
is equal to the sensing range of a sensor.

The rest of the papers organized like first we discuss the approaches to design 
the energy efficient network consume less energy. The short description of com-
munication methods, energy conservation techniques (power save deployment 
methodology) and algorithms for computing the optimal transmitting ranges in 
order to generate a network with desired properties while reducing sensors energy 
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consumption (Scheduling) is provided power save techniques attempt to save 
nodes energy by putting its radio transceiver in the sleep state. Finally, we  discuss 
the idea of our novel location based power save scheme utilizing hierarchical 
structure with periodic coordination of network nodes activity.

21.2  Related Work

The scheduling is one of the effective methods to increase the lifetime of wireless 
sensornetwork [8, 9]. There are two operating modes of sensors active mode and 
sleep mode. When sensor operates in active mode performs full operations like 
sensing, computation and communication and to perform those operations sensor 
consumes enormous energy and when sensors are in sleep mode it consume rela-
tively small energy. Hence by scheduling we operate the sensors into two different 
operating modes active mode and sleep mode with a proper intervals.

In the literature the various methods have been proposed on sensing coverage 
and connectivity for organizing energy efficient wireless sensor network [10–12].
To cover the complete target area two types of deploying methods are used i.e. 
controlled deployment and random deployment [1]. In control deployment the 
sensors are deploy with well-design plan and such type of deployment plan will 
be applicable in small areas. The aim of such type of deployment methods use of 
smallest number of sensors in a limited area to reduce the cost of the system [2–7, 
9, 13, 14], whereas some methods consider dispatching a set of mobile sensors to 
satisfy the coverage and connectivity requirements [1, 2, 9, 13–20]. In some case 
when the target area and the number of sensor used to cover the target area is large 
hence sometimes it is very difficult to apply control deployment method to place 
the sensor positions prearrange in such cases random deployment method is used 
to place the sensors to the target area. In case of random deployment the number 
of sensors deployed densely to get the total coverage in large target areas.

By applying different scheduling rules we change the operating mode of the 
wireless sensor node. As the subset of the sensors cover the target area completely, 
the other sensors can be schedule to be in the sleep mode to save the energy. For 
example, in the randomized scheduling methods in [20], sensors are randomly 
assigned to multiple working subsets of sensors. For each subset of sensors, the 
algorithm used an extra-on rule for guaranteeing network connectivity and then 
updated the working schedule accordingly. Lin and Chen [16] later improved 
the approach of [20] by detecting and eliminating coverage holes in the subsets. 
Abrams et al. [21] designed three approximation algorithms for a variation of 
the SET k-cover problem. The work in [2–7, 14, 21–26] also provides methods 
for constructing working subsets of sensors, but their solutions trade off com-
plete coverage in exchange for prolonging the network lifetime. Slijepcevic and 
Potkonjak [24] proposed a greedy deterministic approach called the “most con-
strained–minimally constraining covering (MCMCC)” heuristic to completely 
cover the target area. MCMCC cannot guarantee finding the optimum, but it works 
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much faster than MC-MIP for problems in a large scale. In MCMCC, a function 
is defined favoring the sensor which covers the most constrained field, whereas 
the other fields covered by the sensor are minimally constraining. In [9] Cardie 
and Due proposed a “maximum covers using mixed integer programming (MC-
MIP)” algorithm to find the maximum number of disjoint complete cover sets 
for covering a set of target points. They transformed the problem into a maxi-
mum flow problem and then formulated it as a mixed integer programming. By 
using a branch and bound method, MC-MIP acts as an implicit exhaustive search 
which guarantees finding the optimal solution. However, as the numbers of sen-
sors and targets become larger, the running time of MC-MIP increases exponen-
tially. Whether a field is constrained or not depends on the number of sensors that 
can cover the field. Each complete cover set in MCMCC is constructed by select-
ing sensors according to the heuristic objective function. MCMCC can be applied 
for point-coverage and area coverage but MC-MIP address only point-coverage 
problem. As area coverage involves a much larger number of coverage targets then 
point coverage and each field in the target area must be completely covered. The 
aim of proposed algorithm is to find out the maximum number of disjoint com-
plete set for maximizing the lifetime of wireless sensor network. The proposed 
algorithmcan be applicable to both point-coverage and area-coverage disjoint set 
covers problems. Results show that the proposed algorithm can achieve high-qual-
ity solutions with a much faster optimization speed.

21.3  Problem Definition and Discussion

(a) Cover set

The lifetime of wireless sensor network increases by finding the maximum num-
ber of disjoint complete set. Suppose in L × W area a set S = {s1, s2… sN} of 
sensors are deployed. The objective of the sensor set covers problem is to find the 
maximum number T of disjoint complete cover sets and the corresponding cover 
sets Si, satisfying:

1. Each set Si = {si1, si2… si|Si} ⊆ S of sensors forms complete coverage to the 
target area, where |Siis the number of sensors that are activated in the ith sched-
ule, i = 1, 2, … T;

2. Each sensor belongs to no more than one cover set that is Si

where i = j, i, j = 1, 2, … T;
As each sensor Si monitors a certain area, complete coverage to a target area 

means that the whole area is under- monitored.
Figure 21.1 shows the complete coverage area covered by the sensors. Each 

sensor Si cover the area within the sensing range ri. Practically sensing range cov-
ered by the sensors is not circular shape but can be any irregular shape. In this 

(21.1)Si ∩ Sj = ϕ
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paper we simply consider sensing area of sensor in circle. From Fig. 21.1. it is 
observed that there is same area i.e. overlap areas cover by different sensors and 
these sensors forming the different fields [23]. Figure 21.2. The maximum disjoint 
cover set number (T) depend on the parameter like sensor’s location, their sensing 
ranges, total number of sensors & size of target area. To cover the complete target 
area all sensors must be activated all time.If not the target may not be cover and 
deployment may be fails [8]. As shown in Fig. 21.2 the three sensors forming the 
six different fields. When all of the sensors are activated and form the fields the 
upper limit of forming field T is denoted by T̃and can be estimated as the mini-
mum number of sensors that cover a field in the target area as

(21.2)
T̃ = min

j=1,2,...nf
(|Fj|)

Fig. 21.1  Illustration of 
complete coverage to an 
L × W area. Each sensor si 
is marked as a dot and has a 
sensing range ri. Each circle 
represents the sensing area of 
the corresponding sensor

Fig. 21.2  Example of 
six fields formed by three 
sensors. The area contained 
in the same field is covered 
by the same set of sensors by 
sensors
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where Fj denotes the set of sensors that cover the field j, nF is the number of fields 
formed by all of the sensors. In the case of Fig. 21.2, the values of |F1|, |F2|, … 
|F6| are 1, 2, 1, 2, 3, 2, respectively, so the value of T̃  is 1.

The K-coverage problem is known as to find maximum number of disjoint 
complete sets i.e. Calculation of upper limit of T i.e. T̃  [6], which can be addressed 
by polynomial-time algorithms. Because there are fields only covered by T̃ sen-
sors, the maximum number of disjoint complete cover sets is no larger than T̃  (i.e., 
T ≤ T̃) [8].

For the optimal coverage the whole area cover by the minimum number of sen-
sor nodes given by the equation

The minimum number of sensor node is denoted by N and r is the sensing range of 
the node which is very small as compare to

As all of the sensors have the same sensing range R hence in a successful 
deployment, we have

Where η is termed the redundancy rate.

(b) Calculation of the Coverage Percentage

It is very difficult to calculate coverage percentage directly to calculate the cover-
age percentage of the total sensing area simply divided the target area into grid 
and area inside the grid consider as covered area as shown in Fig. 21.3. For exam-
ple (as Fig. 21.3), in a target area there are three active sensors s1, s2 & s3, which 
is composed of grids with a size d. The sensors’ circular sensing areas are denoted 
as A1, A2, and A3. The numbers of grids covered by the three sensors are counted 
as 21, 21, and 20, respectively. The total number of grids covered by the sensors 
is 44. Therefore [8], the coverage percentage of the sensors to the target area with 
13 × 8 grids is approximately 44

3×8
≈ 42.3 % although the estimated coverage per-

centage is smaller than the actual coverage percentage, there are no blind points in 
the target area when the estimated coverage percentage is 100 %.

The three circular sensing areas A1, A2, A3 are covered by s1, s2, and s3 
respectively. The number in grids indicates their field indexes. Note that the grids 
contained in the same field are covered by the same set of sensors the indexes of 
fields have also been exemplified in Fig. 21.3. The grids in the same field are cov-
ered by the same set of sensors. The higher the resolution of grids is, the higher 
the accuracy is for representing fields in the target area. In order to approximate 
fields better, the grid size is selected based on the sensors’ sensing ranges. After 
determining the coverage percentage of each field, the fields can be regarded as 
targets [8] and can be used for computing the coverage percentage of sensors 
instead of using grids.

(21.3)
Total Area

N × r2
π

=
2π

√
27

(21.4)η =
NπR2

⌣

TLW

≥
2π
√

27
≈ 1.21
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21.4  Results Analysis and Discussion

In this section we describe the implementation, the simulation environment and 
the simulation results of the heuristic. With this algorithm we solved the SET 
k-cover problem by find out the maximum disjoint complete set. A. Simulated 
Annealing – Parameters. The performance of the algorithm is measure by approxi-
mate measurement of efficiency of algorithm. The sensors are randomly deployed 
in the field. At the beginning of the algorithm choose the clusterhead among these 
sensors. Any sensor become the clusterhead. The selection of the clusterhead is 
depend on the distance from the base station and energy level of the sensor. After 
choosing the clusterhead the sensors randomly joins the clusterhead and become 
the member of clusterhead. After forming the groups the algorithm forms the com-
plete cover set such that members of each group cover complete target area and 
the cost function of this subcollection is:

Where the subcollections i = 1,…, kj are those that cover all elements from A. For 
the subcollections i = kj+l, …, n, that do not cover all elements from A, the num-
ber of uncovered elements from A denoted as nz, is calculated. If a new solution 
has a higher value of the cost function than the current solution, the new solution 
is accepted. If the value of the cost function for the new solution is lower than the 
value for the current solution, the new solution is accepted as a current solution 

(21.5)CF = a ·
kj∑

i=1

1 + b ·
nj∑

i−k+1

1

mi

Fig. 21.3  Example for 
evaluating the coverage 
percentage of sensors to an 
area by dividing the target 
area into grids with a size d
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with a probability that decreases with the temperature of the system. According 
to the simulated annealing strategy, the temperature of the system is highest at the 
beginning and then gradually decreases. When the system cools down, the final 
solution is accepted as the best solution for that execution of simulated annealing. 
The motivation for such cost function is that those subcollections that do not cover 
the set A should add to the value of the cost function depending on the number of 
elements of A that are not covered by that subcollection. After an execution of the 
simulated annealing algorithm, the number of subcollections nJ+1 that is attempted 
in the next execution depends on:

•	 kj, the number of the subcollections from the jth execution that cover the set A,
•	 kmax, the maximum number of the subcollections achieved in all previous executions,
•	 upper Bound, the number of sets from the collection C containing the element 

covered by minimum number of sets, emin, in the following way:

If the number of the subcollections covering A is equal to nj, the next execution 
attempts to achieve higher number of the subcollections that cover A, while in the 
case where kj is smaller than nj, the attempted number of subcollections for the 
next execution of simulated annealing is decreased, but never below an already 
achieved best result k max. The simulation stops if afterlimit number of attempts k, 
the achieved number of subcollections covering A, does not change.

(a) Simulation Results

Figure 21.4 shows the senior of wireless sensor network having 100 sensors with 
ten targets and one base station randomly deployed in a field. The beginning of the 
algorithm first cluster head is to be selected. All sensors not to be communicated 
with the base station directly but the data will send to the basestation through 
the clusterhead. So the clusterhead communicate to the basestation. Any sensor 
becomes a clusterhead the selection of the clusterhead is depending on the energy 
level of the clusterhead and the distance from the basestation.

Figure 21.5 shows the data is to be transmitted to the basestation. The sensor 
sense the data from the environment after sense the data, send to process the data 
and after processing the data the basestation.The graph shows the throughput ver-
sus time. The throughput increases with time the graph Fig. 21.7 shows the Avg 
throughput of the sensor network. On x axis shows the total coverage of the net-
work and y axis shows the Avg throughput from the graph it is observed that as 
the throughput increases up to 30 meters but as the coverage increases above 30 
meters the throughput decreases (Figs. 21.6, 21.8).

(21.6)

kj = nj = nj + 1 = minupper Bound2.nj

kj nj = nj+1 = max

(
kj + nj

2
, kmax + 1

)
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The above graph shows the average energy consume by the sensor network on 
x axis we take the sensing range and on y axis we take the Avg energy consume 
from the graph it shows that for 100 sensors the Avg energy consume of the net-
work is between 15 and 40 joule for different sensing ranges (Fig. 21.9).

The graph shows the form cover set versus coverage from the graph it is 
observed that initially the cover set from maximum but as the sensing range of 
the sensor increases gradually decrease the formed cover set up to 30 meters and 
above 30 meters it increased again .

Fig. 21.4  A set of 100 sensors with 10 targets and one base station deploy randomly in a field

Fig. 21.5  Communication in sensors network
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Fig. 21.6  Graph of throughput versus time

Fig. 21.7  Avg throughput of the sensor network

Fig. 21.8  Avg energy consume by sensor network
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21.5  Conclusion

We efficiently monitor the physical environment with wireless sensor network. As 
sensor nodes are battery operated means there is limited energy in a sensor node 
hence to build energy efficient network is main concern in wireless sensor net-
work. In order to maximizing the lifetime of wireless sensor network nodes are 
divided into disjoint complete sets. Once we form disjoint complete set we acti-
vated only one set at a time and remaining are deactivated. We save energy of the 
network with the scheme. Our future work will explore the possible strategies of 
sensor networks deployment that will ensure total coverage of the monitor area.
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Abstract Wireless sensor networks (WSN) have attracted increasing usage in 
critical data centric applications like battle field surveillance, medical, ocean and, 
other real-time applications. External users are generally interested in accessing 
real-time aggregated data, directly from the desired sensor nodes, inside WSN, 
when needed. User authentication is a fundamental issue in these scenarios. 
It is of great challenge to check user authenticity, protects the users and system 
security, and privacy from malicious adversaries. In 2012, Das et al. proposed a 
dynamic password-based authentication scheme for WSN and claimed that their 
scheme provides better security compared to other related schemes and resists 
masquerade, replay, guessing, impersonation attacks. In this paper, we will show 
that the Das et al. scheme cannot confront any of the attacks they claimed that 
their scheme will resist. As a part of our contribution, we propose an efficient 
and secure password-based authentication scheme, for WSN, which resists all the 
major security attacks and requires very light storage and computational cost com-
pared to Das et al. and other relevant schemes, while preserving their merits.

Keywords  WSN security  •  Authentication  •  Wireless network security  •  Smart 
cards
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22.1  Introduction

Wireless sensor network (WSN) is a distributed heterogeneous system combining 
tiny sensors (varies from a count of hundreds to thousands), actuators, and low 
power nodes with limited computation, communication, and storage capabilities to 
sense and process the real-time data.

Generally WSNs are used to collect and process critical data like battle field 
monitoring, seismic activities, forest fire, etc. The data collected can be used to 
detect certain events like earth quake, bush fire, etc. and to trigger certain remedy 
activities. Usually, WSNs are deployed in remote places and are left unattended. 
Due to this the sensor nodes are prone to various security attacks like node cap-
ture, impersonation, denial of service, etc. by the adversaries which makes the crit-
ical data stored in the sensor obsolete.

The data collected and stored in a sensor node memory should be kept con-
fidential and must be available only to the authorized people. Therefore, a WSN 
must be able to distinguish the legitimate users from illegitimate users.

Various researchers proposed protocols for secure authentication of users trying 
to access the sensor data [2–12]. Unfortunately, most of the protocols are analyzed 
insecure shortly, after they were put forward [3–12]. In 2012, Das et al. [1] pro-
posed a dynamic password-based user authentication scheme for hierarchical WSN 
and claimed that their protocol achieves better authentication security, efficiency, 
and resists cryptographic attacks like replay attack, password guessing attack, pass-
word change attack, impersonation attack, smart card breach attack, etc.

The rest of the paper is organized as follows: In Sect. 22.2, a brief review of 
Das et al. scheme is given. Section 22.3, describes the security weakness of Das  
et al. scheme. In Sect. 22.4, our improved scheme is proposed and its security 
analyses are discussed in Sect. 22.5. The cost and security comparison of vari-
ous similar password-based user authentication schemes for WSN are given in  
Sects. 22.6 and 22.7 provides the conclusion of the paper.

22.2  Review of Ashok Kumar Das et al. Protocol

In this section, we examine the dynamic password-based user authentication 
scheme proposed by Das et al. [1] for WSN in 2012. The scheme is composed of 
following phases: predeployment, postdeployment, registration, login, authentica-
tion, password change, and dynamic node addition phase. The notations used in 
Das et al. [1] and our proposed scheme are listed below:

Ui User
BS Base station
Sj Sensor node
CHu Cluster head “u”
PWi Password of user Ui
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IDi Identity of user Ui

CIDu Identifier of cluster head CHu

h(.) A secure one-way hash function
Xs Secret information maintained by the base station
XA Secret information shared between user and base station
MKCHu Master key for cluster head CHu

y A secret random number chosen by user
Ti Time at which bas station received the registration request from user Ui

Tu Time at which the cluster head CHu is deployed into the WSN by base 
station

A||B Data A concatenates with data B
A ⊕ B XOR operation of A and B

22.2.1  Predeployment Phase

The base station (BS) performs the following steps in offline mode before the 
actual deployment of the sensor nodes and cluster heads in deployment field.

Step 1. The BS assigns a unique identifier CIDu to each cluster head CHu 
which will be deployed in the target field. For each deployed regular 
sensor node Si, the BS assigns a unique identifier, say SIDi.

Step 2. The BS then randomly selects a unique master key, say MKCHu for 
each cluster head CHu. The master key is known only to the cluster 
head CHu and the BS only. Similarly, the BS also assigns a unique ran-
domly generated master key, MKSi for each deployed regular sensor 
node Si, which will be shared with the BS only.

Step 3. Finally, the BS loads the following information into the memory of each 
cluster head CHu (u = 1, 2,…, m): (1) its own identifier, CIDu and (2) its 
own master key MKCHu. Each deployed regular sensor node Si headed by 
the cluster head CHu is loaded with the following information: (1) its own 
identifier, SIDi and (2) its own master key MKSi.

22.2.2  Registration Phase

This phase is invoked whenever a user Ui registers with the BS for the first time.

Step 1. The user Ui selects the identifier IDi, a random number y, and the pass-
word PWi. Ui then computes RPWi = h(y||PWi). Ui provides the com-
puted masked password RPWi and IDi to the BS via a secure channel 
for registration.

Step 2. The BS computes the following variables for Ui. fi = h(IDi||Xs), 
x = h(RPWi||XA), ri = h(y||x), and ei = fi ⊕ x = h(IDi||Xs) ⊕ h(RPWi||X
A). The secret information XS is only known to the BS. The secret infor-
mation XA is known to Ui and the BS.
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Step 3. The BS then selects all “m” deployed cluster heads in the network 
CH1, CH2,…,CHm, which will be deployed during the initial deploy-
ment phase, and computes the m key-plus-id combinations {(Ku, CIDu)| 
1 ≤ u ≤ m}, where Ku = EMKCHi (IDi||CIDu||Xs).

Step 4. For dynamic cluster head addition phase, the m′ cluster heads, CHm+1, 
CHm+2,…, CHm+m′, will be deployed later after the initial deployment 
in the network in order to replace some compromised cluster heads, if 
any, and add some fresh cluster heads along with sensor nodes. For this 
purpose, the BS computes another m′ key-plus-id combinations {(Ku + i, 
CIDu + i) |1 ≤ i ≤ m′}, where Ku + i = EMKCHi+i (IDi||CIDu + i||Xs). 
CIDu + i is the unique identifier generated by the BS for the cluster head 
CHu + i to be deployed during the dynamic node addition phase and 
MKCHu + i the unique master key randomly generated by the BS for 
CHu + i, which is shared between it and the BS.

Step 5. Finally, the BS issues a tamper-proof smart card with the following 
parameters stored in it : (1) IDi (2) y, (3) XA, (4) ri, (5) ei, (6) h(.), and 
(7) m + m′ key-plus-id combinations {(Ku, CIDu) | 1 ≤ u ≤ m + m′}. 
The value of m + m′ is chosen according to memory availability of the 
smart card.

22.2.3  Login Phase

Whenever the user Ui wants to access real-time data from a sensor of a deployed 
WSN, the user Ui needs to perform the following steps:

Step 1. Ui inserts his/her smart card into the card reader of a specific terminal 
and provides his/her password PWi.

Step 2. The smart card then computes the masked password of the user Ui as 
RPW′i = h(y||PWi). Using the computed masked password, the smart 
card further computes x′ = h(RPW′i||XA) and ri′ = h(y||x′), and then 
checks whether ri′ = ri, i.e., the computed ri equals to the received ri. If 
this verification fails, it means Ui entered the wrong password and the 
scheme terminates else the smart card proceeds to perform the follow-
ing steps.

Step 3. Using the system’s current timestamp T1, the smart card computes 
Ni = h(x′||T1).

Step 4. The user Ui selects a cluster head, say CHu from which the real-time data 
can be accessed inside WSN. Corresponding to CHu, the smart card selects 
the encrypted master key of CHu, i.e., Ku from its memory and computes 
a cipher text message EKi (IDi||CIDu||Ni||ei||T1). Finally, the user sends 
the message <IDi||CIDu||EKi (IDi||CIDu||Ni||ei||T1)> to the BS via a public 
channel.
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22.2.4  Authentication Phase

On receiving the login request message <IDi||CIDu||EKi(IDi||CIDu||Ni||ei||T1)> 
from the user Ui, the BS performs the following steps in order to authenticate 
the user Ui.

Step 1. The BS computes a key K using the stored master key MKCHu of the 
cluster head CHu as Ku = EMKCHi (IDi||CIDi||Xs). Using this com-
puted key K, the BS decrypts EKi(IDi||CIDi||Ni||ei||T1), i.e.,

Step 2. The BS checks, if retrieved IDi is equal to received IDi and also if 
retrieved CIDu is equal to received CIDu. If these holds, the BS fur-
ther checks if |T1 − T1

*| < ΔT1, where T1
* is the current system time 

stamp of the BS and ΔT1 is the expected time interval for the trans-
mission delay. Now if it holds, the BS further computes X = h(IDi||Xs), 
Y = ei ⊕ X, and Z = h(Y||T1). If Z = Ni, then the BS accepts Ui’s login 
request and Ui is considered as a valid user by the BS. Otherwise, the 
scheme terminates.

Step 3. Using the current system time stamp T2, the BS computes u = h(Y||T2) 
and produces a cipher text message encrypted using the master key 
MKCHu of the cluster head CHu as EMKCHi(IDi||CIDi||u||T1||T2||X||ei). 
The BS sends the message <IDi||CIDu||EMKCHi(IDi||CIDu||u||T1||T2||X||
ei)> to the corresponding cluster head CHj.

Step 4. After receiving the message in Step 3 from the BS, the cluster head 
CHu decrypts EMKCHi(IDi||CIDu||u||T1||T2||X||ei) using its own 
master key MKCHu as: DMKCHi[EMKCHi(IDi||CIDu||u||T1||T2||X||
ei)] = (IDi||CIDu||u||T1||T2||X||ei). CHu then checks if retrieved IDi is 
equal to received IDi and also if retrieved CIDu is equal to received 
CIDu. If these holds, CHu further checks if |T2 − T2

*| < ΔT2, where T2
* 

is the current system time stamp of the CHu and ΔT2 is the expected 
time interval for the transmission delay. If it holds good, CHu com-
putes v = ei ⊕ X = h(RPWi||XA), w = h(v||T2) = h(h(RPWi||XA)||T2). 
CHu then checks if w = u. If it does not hold, the scheme terminates. 
Otherwise if it holds, the user Ui is considered as a valid user and 
authenticated by CHu. CHu computes a secret session key SK shared 
with the user Ui as SK = h(IDi||CIDu||ei||T1). Finally, CHu sends an 
acknowledgment to the user Ui via other cluster heads and the BS and 
responds to the query of the user Ui.

Step 5. After receiving the acknowledgment from CHu, the user Ui computes 
the same secret session key shared with CHu using its previous system 
time stamp T1, IDi, CIDu, and ei as SK = h(IDi||CIDu||ei||T1). Thus, both 
user Ui and cluster head CHu will communicate securely in future using 
the derived secret session key SK.

DKu[EKu(IDi||CIDu||Ni||ei||T1)] = (IDi||CIDu||Ni||ei||T1).
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22.2.5  Dynamic Node Addition Phase

In dynamic node addition phase, if any of the existing sensor nodes or cluster 
heads are captured by an adversary or expired due to energy depletion, then new 
nodes need to be added into the network in order to replace those nodes. Unique 
identifier and randomly generated unique master key are assigned to a sensor 
node, cluster head, and loaded into their memory.

22.3  Analysis of Weakness of Das et al. Scheme

22.3.1  Huge Data Storage and Computation Requirement 
for Generating User Smart Card

In Das et al. scheme, the smart card memory is stored with key-plus-id com-
bination (Ku, CIDu) of all cluster heads in the WSN. Based on the Das et al. 
discussion, for a total of 22,000 sensor nodes to be deployed and if each clus-
ter head can handle 220 sensor nodes then there are total m = 100 cluster 
heads needed and for dynamic cluster head addition m′ = 100 cluster heads 
are reserved. So a total of m + m′ = 100 + 100{Ku, CIDu} details are stored, 
where Ku = EMKCHi {IDi,CIDu, Xs}. A total of 200 encryptions need to be per-
formed for each user smart card. If the system contains n users, then a total of 
(n * 200) encryptions need to be performed to load the smart card memory of 
corresponding user which requires huge computation cost from the BS. The 
major issue is that the user may not interested or in need of data from all the 
cluster heads. Hence storing all the m + m′ cluster head details is a major draw-
back in Das et al. scheme.

22.3.2  Smart Card Breach Attack

If a legal adversary E stolen the smart card of a valid user Ui and performed the 
smart card breach attack, as mentioned in [18]. E will come to know the iden-
tity IDi of the user, y, XA, ri, ei, h(.) and all the key- plus-Id combinations {(Ku, 
CIDu)} of the cluster heads. (The adversary E can note down all the key-plus-id 
combinations for further attacks). There is a data leakage of all the keys of clus-
ter heads which are used for encrypting the login request message to BS. Hence, 
Das et al. scheme suffers from a severe security threat of data leakage of critical 
encrypting keys to the outside world. On performing the smart card breach attack, 
the adversary E is revealed with the identity IDi of the user. Hence, Das et al. 
scheme also suffers from a drawback of failure to preserve user anonymity which 
is critical requirement in insecure WSN.
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22.3.3  Password Guessing Attack

If a legal adversary E attains the smart card of a legal user Ui and retrieved the 
data in it, the adversary “E” can have the following values: y, XA, ri = h(y||h(RPWi

||XA)) = h(y||h(y||PWi||XA)). The adversary E knows all the values in ri except PWi. 
By using the uniformly distributed dictionary, E can perform password guessing 
attack on ri. Guess a secret value PW* and check if ri = h(y||h(y||PWi

* ||XA)). If 
they are equal then the Ui password is PW*. Otherwise, E can repeat the process 
to get correct value PW*. Hence, in Das et al. scheme the legal user password 
can be revealed to the adversary. By knowing the IDi and PWi of a legal user, the 
adversary can perform all major cryptographic attacks.

22.3.4  User Impersonation Attack

In Das et al. scheme the smart card sends the login request message <IDi, CIDu, EKi 
(IDi, CIDu, Ni, ei, T1)> to the BS. As discussed in 3.2, the adversary E can have IDi, 
y, XA, ri, ei, h(.) and all the key-plus-id combinations {(Ku, CIDu)} of the cluster 
heads. Once ID of the user matches, the adversary E can intercept the login request 
sent by Ui to BS and can decrypt the login message by retrieving Ku from the Key-
plus-id pairs. On decrypting the login message, i.e., DKi(EKi(IDi, CIDi, Ni, ei,T1)), E 
gets IDi, CIDu, Ni, ei, T1. Now, E can frame the following values RPW = h(y||PWi), 
x = h(RPW||XA). Ni* = h(x||T1*). Now E can frame a new valid login request <IDi, 
CIDu, EKi(IDi, CIDu, Ni*, ei, T1*)> using the new time stamp T1*. The new login 
message will sure pass the authentication process of BS in Step 2. Therefore, the 
adversary E can successfully impersonate Ui by replaying the login request message. 
Hence Das et al. scheme suffers from user impersonation attack and replay attack.

22.3.5  Framing the Session Key Between the Legal User 
and Cluster Head by the Adversary

In Das et al. scheme, once the user is authenticated by the cluster head the session key 
will be framed between the cluster head and the user as: S.K = h(IDi||CIDu||ei||T1). 
An adversary E once written down all the smart card entries and key-plus-id combi-
nations of Ui in a paper and intercepted the login message sent by smart card as dis-
cussed in Sect. 22.3.3, this section will have IDi, CIDu, Ni, ei, T1. With these values, 
E can easily frame the session key S.K = h(IDi||CIDu||ei||T1), as E knows all the val-
ues required to frame SK. Hence an adversary can read, alter all the data exchanged 
between user and the cluster head on knowing the session key. Hence Das et al. 
scheme suffers from the biggest drawback of framing the session key by the adver-
sary and can intercept all the data exchanged between the user and the cluster head.
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22.4  Our Proposed Authentication Protocol

In this section, we present our improved dynamic password-based user authentication 
scheme for hierarchical WSN as a remedy to Das et al. scheme while preserving their 
merits.

22.4.1  Registration Phase

This phase is invoked whenever a user Ui wants to register first time. The follow-
ing steps are performed:

Step 1. User Ui selects IDi, PWi and a random number y, then calculates 
RPWi = h(y||PWi) and sends IDi, RPWi, y to the smart card SC in a 
secure channel.

Step 2. On receiving the registration request from Ui at Ti, the BS computes 
the following: fi = h(IDi||Xs||Ti), x = h(y||RPWi||Ti), ri = h(Ti||x||y), 
u = h(Ti||y||IDi), TIDi = (IDi||h(Ti)), ei = u ⊕ x.

Step 3. The BS issues the smart card containing {TIDi, (y||Ti), ri, ei, h(.)} to Ui 
in a secure manner.

22.4.2  Login Phase

Step 1. Whenever Ui wants to login into the system to access the sensor node 
data, Ui inserts his smart card into the card reader and enters y, PWi.

Step 2. The smart card will perform following actions: From the entered 
value “y,” retrieve Ti from (y||Ti) and computes the masked password 
RPW′ = h(y||RPWi).

Step 3. Compute: x = h(y||RPWi||Ti).
Step 4. Compute ri = h(Ti||x||y) and verifies whether ri computed equals ri 

received. If not then the smart card rejects the login request else Ui is 
authenticated and smart card proceeds by computing Ni = h(IDi||x||Ti|
|T1), TIDi1 = (TIDi||h(T1)).

Step 5. The user Ui selects the cluster head CIDu from which the real-time 
data can be accessed inside WSN. Smart card further computes 
Xa = h(IDi||T1||y||Ti||CIDu), TCIDu = (CIDu||T1).

Step 6. S.C frames the encrypted login request message EXa{IDi, CIDu, Ni, ei, 
Ti, T1} and finally sends the message <TIDi1, TCIDu, EXa{IDi, CIDu, 
Ni, ei, Ti, T1}> to BS.
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22.4.3  Authentication Phase

On receiving the login request from the smart card, the B.S performs the following 
steps.

Step 1. Receive and intercept the message: <TIDi1, TCIDu, EXa{IDi, CIDu, 
Ni, ei, Ti, T1}>.

Step 2. B.S searches among the list of cluster heads for CIDu which will have 
a match with TCIDu as TCIDu = (CIDu||T1).

Step 3. On identifying the CIDu, the BS retrieves T1 from (CIDu||T1) and 
computes h(T1).

Step 4. B.S gets TIDi from (TIDi||h(T1)) and retrieves IDi and h(Ti) from TIDi.
Step 5. B.S computes Xa = h(IDi||T1||y||Ti||CIDu) and decrypts the login mes-

sage, i.e., DXa {EXa{IDi, CIDu, Ni, ei, Ti, T1}} to get IDi, CIDu, Ni, ei, 
Ti, T1.

Step 6. B.S further computes x = ei ⊕ h(Ti||y||IDi), Ni = h(IDi||x||Ti||T1). If Ni 
computed = Ni received, user is authenticated by BS.

Step 7. B.S further computes P = h(Ni||T2||Ti) and frames an encrypted mes-
sage EMKCHi{IDi, CIDu, ei, u, P, Ti, T1, T2} and sends it to cluster 
head CHi.

Authentication by Cluster Head

Step 8. Receive and decrypt the login message DMKCHi{EMKCHi{IDi, CIDu, 
ei, u, P, Ti, T1, T2}} to get IDi, CIDu, ei, u, P, Ti, T1, T2.

Step 9. C.H frames ei ⊕ u = x and computes Ni = h(IDi||x||Ti||T1).
Step 10. C.H further computes P = h(Ni||T2||Ti) and verifies computed P = P 

received. If yes, user is authenticated and cluster head proceeds further 
else the request is rejected and the connection is closed.

Step 11. C.H frames the Session Key S.K = h(IDi||CIDu||Ti||T2||e||T1||Ti).
Step 12. Computes a cipher text message Ei{T2, T1, Tc, IDi, CIDu} and sends it 

to Ui.
Step 13. On receiving the acknowledgement, Ui decryts the message as Ui knows 

u, i.e., Di{Ei{T2, T1, Ti, IDi, CIDu}} to get T2, T1, Ti, IDi, CIDu.
Step 14. Ui frames the se,ssion key SK, h(IDi||CIDu||Ti||T2||e||T1||Ti). All the 

further communication between the user and cluster head is done by 
encrypting the message with the SK.

22.4.4  Dynamic Node Addition Phase

In our proposed scheme, if some sensor nodes or cluster heads are compro-
mised or sensor node expired due to energy depletion then new nodes will be 
added to replace those nodes. Similar to Das et al. scheme in our scheme also 
the BS assigns new ID and master key to sensor node, cluster head, and loads the 
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information into their memory. The BS updates the user Ui about the IDs of the 
new cluster heads added. While logging in, the user has to submit only the identity 
of cluster head from which the real-time data is needed. The SC and BS will take 
care of dynamic key generation and authentication. Thus, we completely elimi-
nated the dependency of WSN structure on smart card key-plus-id entries, which 
leads to critical data leakage and decryption of login messages by the adversary.

22.5  Security Analysis

22.5.1  Light Weight Data Storage and Computations 
for Generating User Smart Card

In Das et al. scheme the smart card memory is stored with key-plus-id combination 
(Ku, CIDu) of all cluster heads in the WSN. If a smart card breach attack is done by 
the adversary, then the critical encrypting keys will be revealed to the adversary. In 
our protocol, we are not storing any key-plus-id combinations of cluster heads in 
the smart card. Once the user is logged in and authenticated by the smart card, then 
the smart card frames Xa = h(IDi||T1||y||Ti|| CIDu), which acts as an encrypting key 
where Ti is the time at which the user sent the registration request to the BS and T1 is 
the time at which the smart card received the login request. Due to T1, the encrypt-
ing key Xa became purely random and will be useful only for that session. The smart 
card computes the encrypting key only when there is requirement from the user to 
access the real-time data from a particular cluster head. So a huge computation cost 
and storage cost is reduced compared to Das et al. scheme.

22.5.2  Resisting Smart Card Breach Attack

If a legal adversary E stolen, the smart card of a valid user Ui and performed the 
smart card breach attack, as mentioned in [18], E can extract the values TIDi, 
(y||Ti), ri, ei, h(.) where TIDi = (IDi||h(Ti)), ri = h(Ti||x||y), e = u ⊕ x where 
u = h(Ti||y||IDi), x = h(y||RPWi||Ti). As shown in the Table 22.1, an adversary does 
not know the IDi of the user Ui because we are not storing plain IDi in the smart 
card as done in Das et al. scheme [IDi is concatenated with h(Ti) to form TIDi]. 
As the adversary does not know the random number chosen by Ui, i.e., “y” (we 
are not storing “y” in smart card as done in Das et al. scheme), it is not possible 
for E to intercept Ti from (y||Ti) to frame h(Ti) and to get IDi from TIDi. Without 
knowing y, Ti, IDi, it is not possible for E to frame x, ri, u. Hence in our scheme, 
no  critical data of legal user Ui is revealed to an adversary and also Ui’s real  
identity, i.e., IDi. Hence, our scheme preserves user anonymity and resists critical 
data leakage.
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22.5.3  Resisting Password Guessing Attack

If a legal adversary E gets the smart card of user Ui and retrieved the data in 
it, the adversary “E” can have the following values: TIDi, (y||Ti), ri, ei, h(.) 
where TIDi = (IDi||h(Ti)), ri = h(Ti||x||y), e = u ⊕ x where u = h(Ti||y||IDi), 
x = h(y||RPWi||Ti). The adversary E must frame “u” to get “x” from “e.” As dis-
cussed above E does not know “y,” “Ti,” “IDi,” therefore it is not possible for E to 
frame “u” and compute “x” which contains RPW. Hence, in our scheme it is not 
possible for an adversary E to guess password of a legal user Ui and subsequently 
perform password change attack.

22.5.4  Resisting User Impersonation Attack

In our scheme, the smart card sends the login request message <TIDi1, CIDu, EXa{IDi, 
CIDu, Ni, ei, Ti, T1}> to the BS where TIDi1 = (TIDi||h(T1)), TCIDu = (CIDu||T1). 
We are storing TIDi in the smart card of the user. While sending the login request, the 
SC sends TIDi1, CIDu. To get TIDi, the smart card must know T1. To get T1 the smart 
card must decrypt the login message using Xa. To frame Xa, the adversary must know 
IDi, x, Ti, T1. Hence, it is not possible for an adversary to frame the key Xa. Therefore, 
the adversary cannot decrypt the message and modify the message content. Hence, in 
our scheme it is not possible for any kind of adversary to impersonate the valid user 
Ui by replaying the login request messages. As discussed, we are not storing the real 
identity IDi in the Ui smart card. While sending login request, the SC sends TIDi1. We 
have shown that it is impossible to find TIDi from TIDi1 and IDi from TIDi. Hence our 
scheme preserves user anonymity.

22.5.5  Impossible to Frame the Session Key Between 
the Legal User and Cluster Head by the Adversary

In our scheme, once the user is authenticated by the cluster head, a session key 
will be framed between the cluster head and the user where S.K = h(IDi||CIDu|| 
Ti||T2||e||T1||Ti). As discussed, the adversary E does not know any of the values IDi, 
CIDu, Ti, T2, T1, Ti except “e.” Therefore, it is not possible for any kind of user to 
frame the session key. Hence, in our scheme data exchange between the cluster 
head and user is completely secure.

Table 22.1  Types of users and the values known to them

Type of user Values known to the user Values not known to the user

Legal user (Ui) A legal user knows his own y, PWi, IDi, Ti T2, T1, Ti

Legal adversary (E) TIDi1, TCIDu of Ui y, PWi, IDi, Ti of Ui
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22.5.6  Resisting Server (Base Station) Masquerade Attack

In our protocol, the adversary masquerading as BS must frame a valid login mes-
sage EMKCHi{IDi, CIDu, ei, u, P, Ti, T1, T2} where P = h(Ni||T2||Ti). As discussed 
above, the adversary does not know the values of MKCHu, Ti, T1, T2, Ti. Without 
knowing the above mentioned values, it is not possible for the adversary to gener-
ate the valid login message to cluster head. Hence the proposed protocol is secure 
against server (BS) masquerade attack.

22.6  Performance Evaluation

In this section, we analyze the communication and computation cost required 
by our protocol and we compare the same with relevant protocols. In the below 
tables, the following notations are used: tpi: public-key computation; tpr: private-
key computation; th: hash computation; tenc: symmetric-key encryption; tdec: sym-
metric-key decryption; tkdf: key derivation function computation and tmac: message 
authentication code (MAC) (Tables 22.2, 22.3).

22.7  Conclusion

In this paper, we have reviewed authentication scheme proposed by Das et al. for 
WSN. Although their scheme can withstand privileged-insider attack, we have shown 
that their scheme is still vulnerable to major cryptographic attacks. Consequently, 
we have proposed an improved scheme to eliminate such problems. Compared with 
related schemes, the proposed scheme requires less computation cost and resists 
all major cryptographic attacks. As a result, the proposed scheme is able to provide 
greater security and will be practical in wireless sensor network deployment.
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