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Preface

SocProS is a 3-year old series of International Conferences held annually under the
joint collaboration between a group of faculty members from IIT Roorkee, South
Asian University Delhi and Liverpool Hope University, UK.

The first SocProS was held at IE(I), RLC, Roorkee, December 20–22, 2011,
with General Chairs as Prof. Kusum Deep, Indian Institute of Technology Roorkee
and Prof. Atulya Nagar, Liverpool Hope University, UK. It was a huge success and
attracted participation from all over the world, including places like UK, US,
France, South Africa, etc.

The second SocProS was held at JKLU, Jaipur, December 28–20, 2012 and was
as successful as SocProS 11. Encouraged by the success of first two SocProS
Conferences, this year this flagship conference—SocProS 13, which is the Third
International Conference on Soft Computing for Problem Solving is being held at
the Greater Noida Extension Centre of IIT Roorkee during December 26–28, 2013.

This year SocProS 13 was held as a part of the Golden Jubilee Celebrations of
Saharanpur Campus of IIT Roorkee.

Like other SocProS conferences, the focus of SocProS 13 lies in Soft Com-
puting and its applications to solve real life problems occurring in different
domains ranging from medical and health care to supply chain management to
image processing and cryptanalysis, etc.

SocProS 2013 attracted a wide spectrum of thought-provoking research papers
on various aspects of Soft Computing with umpteen applications, theories, and
techniques. A total of 158 research papers are selected for publication in the form
of proceedings, which is in Volumes 1 and 2.

The editors would like to express their sincere gratitude to the Plenary Speakers,
Invited Speakers, Reviewers, Programme Committee Members, International
Advisory Committee, Local Organizing Committee, without whose support the
quality and standards of the Conference as well as these Proceedings would not
have seen the light of the day.
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On the Institutional side, we would like to express our gratitude to Saharanpur
Campus of Indian Institute of Technology Roorkee Campus, Roorkee, India to
provide us a platform to host this Conference. Thanks are also due to the various
sponsors of SocProS 2013.

We hope that the papers contained in this proceeding will prove helpful toward
improving the understanding of Soft Computing at teaching as well as research
level and will inspire more and more researchers to work in the field of Soft
Computing.

Roorkee, India Millie Pant
New Delhi, India Kusum Deep
Liverpool, UK Jagdish Chand Bansal

Atulya Nagar
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About the Book

The proceedings of SocProS 2013 serve as an academic bonanza for scientists and
researchers working in the field of Soft Computing. This book contains theoretical
as well as practical aspects of Soft Computing, an umbrella term for techniques
like fuzzy logic, neural networks and evolutionary algorithms, swarm intelligence
algorithms etc.

This book will be beneficial for the young as well as experienced researchers
dealing with complex and intricate real world problems for which finding a
solution by traditional methods is very difficult.

The different areas covered in the proceedings are: Image Processing,
Cryptanalysis, Supply Chain Management, Newly Proposed Nature Inspired
Algorithms, Optimization, Problems related to Medical and Health Care,
Networking etc.
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Computational Study of Blood Flow
Through Elastic Arteries with Porous
Effects

Anil Kumar and S. P. Agrawal

Abstract In this paper, two different non-Newtonian models for blood flow, first a
sample power law model displaying shear thinning viscosity, and second a gen-
eralized Maxwell model displaying both shear thinning viscosity and oscillating
flow viscous-elasticity have been considered. The investigation depicts that the
model considered here is capable of taking into account the rheological properties
affecting the blood flow and hemodynamical features, which may be important for
medical doctors to predict diseases for individuals on the basis of the pattern of
flow for an elastic artery in porous effects. The governing equations have been
solved by Crank-Nichlson technique. The results are interpreted in the context of
blood in the elastic arteries keeping the porous effects view.

Keywords Elastic artery model � Crank-Niclson technique � Porosity � Wall
shear stress

1 Introduction

The control of the blood pressure has been possible by using porous effect in cases of
cholesterol and related diseases. Physiological fluid dynamics is relatively new area
that deals with fluid dynamics of porous medium of biological fluids. The study of
flow of Non-Newtonian fluid has gained considerable importance in various disci-
plines in recent years, several researchers like Liepsch and Moravec [8] studied the
flow of a shear thinning blood, analog fluid in pulsatile flow through arterial branch
model and observed large differences in velocity profile relative to these measured
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with Newtonian fluids having the high shear rate viscosity of the analog fluid.
Nazemi et al. [9] made important contributions to the identification of atherogenic
sites. Rodkiewicz et al. [14] used several different non-Newtonian models for blood
for simulation of blood flow in large arteries and they observed that there is no effect
of the yield stress of blood on either the velocity profiles or the wall shear stress.
Perktold et al. [12] modeled the flow in stenotic vessels as that of an incompressible
Newtonian fluid in the rigid vessels. Sharma and Kapoor [5] investigated a mathe-
matical analysis of blood flow through arteries using finite element method.
Srivastava [17] analysed the problem of blood flow through an axially non-
symmetric mild stenosis blood is represented by a Casson fluid and Newtonian fluid.

Application of the porous medium has been realisedas an elegant device for flow
control in fluid flow. Datta and Tarbell [2] studied the two different rheological
models of blood displaying shearing thinning viscosity and oscillatory flow visco-
elasticity. Katiyar and Mbah [4] investigated the effects of a grown mild stenosis in
the flow of blood through the elastic artery. Lee and Libby [7] made a study of
vulnerable atherosclerotic plaque containing a large necrotic core, and covered by
this fibrous cap. Korenga et al. [6] considered biochemical factor such as gene
expression and albumin transport in atherogenessis and in plaque rupture these have
been shown to be activated by homodynamic factors in wall shear stress. Rees and
Thompson [13] studied a simple model derived from laminar boundary layer theory
to investigate the flow of blood in arterial stenoses up to Reynold’s number of
1,000. Tang et al. [20] analysed triggering events are believed to be primarily
hemodynamic including cap tension, bending of torsion of the artery. Kumar [26]
studied a mathematical model of Blood flow in Arteries with Porous Effects.

Berger and Jou [1] investigated a wall shear stress down stream of axi-
symmetric stenoses in the presence of hemodynamic forces acting on the plaque,
which may be responsible for plaque rupture. Karner and Perktold [5] investigated
the influence of endothelial damage and of blood process on albumin accumulation
in the arterial wall. Stroud et al. [18] founded the difference in flow fields and in
quantities such as wall shear stress among stenotic vessels with same degree of
stenosis. Sharma et al. [16] developed a mathematical analysis of blood flow
through arteries using finite element Galerkin’s approach.

In the present study we are interested in the analysis of blood flow in elastic
arteries in the presence porous effects. In the present paper we extend the local flow
calculations to include the non-Newtonian rheology of blood in order to examine
the effects of the shear shining visco-elasticity of blood on flow phenomena in large
elastic arteries in the porous effects using a Crank-Nichlson technique.

2 Mathematical Model

In the present investigation of the local flow formulation for Newtonian fluid in
elastic artery in the porous effects has been considered. Here we consider a model
blood flow using a homogeneous, incompressible fluid in an isotropic thin walled

2 A. Kumar and S. P. Agrawal



tube with longitudinal constant when the fluid is subjected to an oscillatory
pressure gradient. The equations of motion are simplified by making the long
wave-length approximation j xR

C j � 1 where w is angular naturally R the vessel
radius, C represents wave-speed [3, 10, 11, 15]. The governing momentum
equation and continuity equation are in cylindrical coordinates as given below:
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where u, w are velocity components in the r and z axis respectively; t time, p
pressure; q the density; K the permeability parameter. For a purely elastic model, a
relation which is quite accurate for arteries [9] as given below:

R = R(p) ð3Þ

The boundary conditions in the radial direction are:
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where the derivative oR
oP explain to the elastic response of the artery and experi-

mental values for this are available [21, 22, 24, 25].
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The transformed boundary conditions are:

ow

or
¼ 0; u ¼ 0 at n ¼ 0; ð8Þ

and w = 0,

u ¼ oR

ot
at n ¼ 1; ð9Þ

we present have the formulation for the power low model of Walburn and Schneck
[23] and the visco elastic model of Thruston [19]. To solve the flow problem for a
power law fluid equation is written as [26]:

s ¼ �kj ow

or
jn�1 ow

or
; ð10Þ

where shear rate (c) has been replaced by ð� ox
or ) for one dimensional tube flow and

the absolute value has been introduced to insure that the viscosity is always
positive. Equation (4) and (10) is transformed into the new coordinate system.

s ¼ �k

R

����wn

R

���n�1ow

on
; ð11Þ

The momentum and continuity Eqs. (11) and (7) can be solved subject to
boundary conditions (8) and (9) to complete the flow field of non-Newtonian fluid
in an elastic artery with the porous effects.

In the initial simulation we will concentrate on simple oscillatory function
containing a single harmonic [27–30].

oPðtÞ
oz
¼ K þ k cos xtð Þ; ð12Þ

RðtÞ ¼ R 1þ kR cos xt � uð Þð Þ; ð13Þ

where R and K are the mean parameters, k and kr are amplitude parameter, / the
phase angle and x the frequency.

QðtÞ ¼ Q 1þ kh cos wt � hð Þð Þ; ð14Þ

And

swðtÞ ¼ s 1þ kr cos wt � uð Þð Þ; ð15Þ

where Q(t) and sw(t) are the flow rate and wall shear stress respectively. For our
simulation the amplitude of second harmonics has always less then 8 % of the first
harmonics indicating very small distortion.
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3 Computational Method

The spatially discrete form of the governing equations is obtained using Crank-
Nicholson scheme. The index for time usually appears as superscript in C.F.D.,
where n denotes conditions at time (t) and (n ? 1) denotes the conditions at time
(t ? Dt) [31]. The semi-discretized governing equations are written in the
following form:
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where ov
ot ¼

vnþ1
i �vn

i
Dt ; ov

ox ¼
vnþ1

i �vn
i

Dx þ OðDxÞ2 and the unknown wi
n+1 is not only

expressed in terms of the known quantities at time index n. The grid point i can not
by itself result in the solution of wi

n+1. The system of algebraic equations form
which the unknown wi

n+1 is to be found, for all i can be solved simultaneously. The
discretized boundary conditions are:
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The discretization technique avoids the viscous stability constraints which can
be quite restriction for these type of the computation. The algebraic equations are
solved by using Gauss-Siedal method.

The axial velocity are computed by solving the axial momentum Eq. (16)
supplemented by the appropriate constitutive equations and the redial velocity
calculated from Eq. (7). The pressure gradient parameters K; k

	 

were initially

chosen so that the flow wave forms produced for Newtonian fluid in the rigid tube
would have an amplitude approximately equal to the mean (kQ = 1 and mean flow
rates characteristic of the thoracic aorta under normal Q = 7.7 L/min, a = 12,
k = 18 dynes/cm3, K = 1;. Physiological flow simulation required iterative
computation in order to match the radius (R) and flow (Q) wave-forms with
system.

4 Results and Discussion

The results have been numerically worked out for various combinations of the
parameters involved in the solution. Figure 1 depicts that the mean wall shear
stress is the same for all models considered. This simply reflects the fact that in a
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rigid tube in the porous effects the mean wall shear stress should be independent of
fluid rheology depending only on the mean pressure gradients, as can be described
by time and space averaging the axial momentum equations. Figure 2 display the
mean flow rate as a functions of the mean pressure gradient at a ¼ 12;R ¼ 1:9 cm,
for different values of the P-Q phase angle.

Figure 3 depicts that the non-Newtonian effects on mean flow are significant,
there is vary small effects shear thinning behaviour on mean wall shear stress with
porous effects. Figure 4 exhibits the mean wall shear stress and mean flow rate.
We use the mean flow rate rather then the mean pressure gradient to estimate mean
wall shear stress in an elastic artery in the porous effects. The solid line denotes the
results for rigid tube with porous effects. Figure 5 depicts the amplitude of the first
harmonic of the flow rate drawn against the mean pressure gradient. Figure 6
displays the dependence of wall shear stress amplitudes on mean pressure gradient
for fixed pressure gradient amplitude. Figure 7 represents the effect rheology on
the wall shear stress waveforms, when the flow wave from a fixed. The mean wall
shear stress increase for a power law fluid compared to a Newtonian fluid whereas
for a rigid tube in the porous effects with a Newtonian fluid. The increase in mean
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wall shear stress for the non-Newtonian fluid is due to the higher mean pressure
gradient. This is consistent with our sinusoidal flow simulations where it is
observed that the wall shear stress amplitudes were smaller for the power law fluid
than the Newtonian fluid at the same pressure gradient (Fig. 6).
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5 Conclusions

The present algorithm is economical and efficient having a sharp convergence. It is
noticed that the porous effects has significant effect on the flow phenomena. The
investigation shows that the model considered here is capable of taking into account
the rheological properties affecting the blood flow and hemodynamic dynamic
features, which may be important for medical doctors to predict diseases for indi-
viduals on the basis of pattern of flow for the in elastic artery in the porous effects.
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A Modified Shuffled Frog Leaping
Algorithm for Long-Term Generation
Maintenance Scheduling

G. Giftson Samuel and C. Christober Asir Rajan

Abstract This paper discuss a modified Shuffled frog leaping algorithm to Long-
term Generation Maintenance Scheduling to Enhance the Reliability of the units.
Maintenance scheduling establishes the outage time scheduling of units in a par-
ticular time horizon. In a monopolistic power system, maintenance scheduling is
being done upon the technical requirements of power plants and preserving the
grid reliability. While in power system, technical viewpoints and system reliability
are taken into consideration in maintenance scheduling with respect to the eco-
nomical viewpoint. In this paper present a modified Shuffled frog leaping algo-
rithm methodology for finding the optimum preventive maintenance scheduling of
generating units in power system. The objective function is to maintain the units as
earlier as possible. Varies constrains such as spinning reserve, duration of main-
tenance and maintenance crew are being taken into account. In case study, test
system consist of 24 buses with 32 thermal generating units is used.

Keywords Generation maintenance schedule � Optimization � Shuffled frog
leaping algorithm

1 Introduction

The efficient operation of an electric power system requires the solution of several
inter related problems. One problem that has proven to be particularly unyielding
is that of determining when the thermal generating units should be taken off line
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for preventive maintenance. This is typically a long planning problem for power
companies and it is recognized to be a significant part of the overall operations
management of an electric power utility. As a result, utilities are interested in
including a unit maintenance scheduling component as a part of an Energy
management system.

The unit maintenance scheduling has been tackled by many authors using a
variety of objective functions. They are maximizing the minimum reserve, lev-
eling the risk of generation shortage, minimizing production cost and system
unreliability. Most of the earlier work in maintenance scheduling uses optimiza-
tion techniques have been employed to approach the problem. More specifically,
these are the Dynamic Programming method (DP), the Mixed Integer Program-
ming method (MIP),the Lagrangian relaxation method (LR), the Branch and
Bound method (BB), the Fuzzy Theorem (FT), the Artificial Neural Network
(ANN), the Simulated Annealing method (SA) and so on. The major limitation of
these approaches is to consider each generating unit separately in selecting its
outage interval, large computational time and complexity in programming.

Power system scheduling is to minimize the total generation cost subject to
system demand and reserve requirement and individual unit constraints. It has
been an active research over the years because of its significant economic impact.
To solve this difficult MIP problem, many optimization based methods have been
developed [1]. Among them, LR and its extensions are among the most successful
ones [2–6]. Many new requirements such as transmission network and environ-
ment constraints have also been incorporated in the problem formation. Fuzzy
optimization techniques have been developed to solve optimal power flow with
fuzzy constrains [7–9], and to schedule manufacturing system with possible
breakdowns [10] The Generic Algorithm method mimics the principles of natural
genetics and natural selection to constitute search and optimization procedures.
Simulated annealing mimics the cooling phenomenon of molten metal’s to con-
stitute a search procedure. The Generic Algorithm and Simulated Annealing
approaches have been reported to solve a range of optimization problems in
electrical power systems with encouraging results [11]. Fuzzy optimization tech-
niques have been developed to solve optimal power flow with fuzzy constrains
[12–14], and to schedule manufacturing system with possible breakdowns [15]
The major limitation of these approaches is to consider each generating unit
separately in selecting its outage interval, large computational time and complexity
in programming.

2 Problem Formulation

The objective is to find the generation maintenance scheduling, such that minimize
total operating cost over the operational planning period, subject to unit mainte-
nance and variety of system constraints.

12 G. G. Samuel and C. C. A. Rajan



Min FT ¼RT
t¼1R

N
i¼1 Fit Pitð Þ : ntf gUit þ RT

t¼1R
N
i¼1 Pit þ Ritð Þ : OMVC : ntf gUit

þ RT
t¼1R

N
i¼1 Pmaxi OMFC ntf g=8760 ð1Þ

Profit ¼
X

MCP � Pit � FT ð2Þ

where

Fit Pitð Þ ¼ AiP
2
it þ BiPit þ Ci Rs=hr ð3Þ

The objective function represents the profit, which is calculated as the differ-
ence between its total revenues and its corresponding costs which include pro-
duction cost, fixed cost and variable maintenance cost.

There are typical constraints for maintenance scheduling problems. Any main-
tenance timetable must satisfy a given set of constraints. In order to make the
maintenance schedule feasible, certain constraints should be fulfilled. Some of basic
constrains which should be set up are continuousness maintenance of some unit,
maintenance manpower, maintenance window, maintenance duration and so on.

2.1 Generator Output Limit

Each unit is designed to work between minimum and maximum power capacity.
The following constraint ensures that unit is within its respective rated minimum
and maximum capacities.

UitPimin� Pit� UitPimax ð4Þ

2.2 Spinning Reserve

Spinning reserve is a safety margin that usually is given as a demand proportion.
This indicates that the total capacity of the units running at each interval should not
be less than the specified spinning reserve for that interval.

XN

i¼1

Uit Pimax�Dtð1þ rt%Þ ð5Þ

2.3 Maintenance Resources

XN

i¼1

Ri kð Þ 1� Uitð Þ� /t ðkÞ ð6Þ
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2.4 Maintenance Window

The maintenance timetable stated in terms of maintenance variables (Si). The unit
maintenance may not be scheduled before their earliest period or after latest period
allowed for maintenance.

Uit ¼
1 t� ei ort� li þ di

0 si� t� si þ di

0; 1 ei� t� li

8<
: ð7Þ

2.5 One-Time Maintenance

Each unit has an outage for maintenance just once along the time horizon
considered.

XT

t¼1

svit ¼ 1 ð8Þ

2.6 Reliability Indices

For simplicity most of the time, no uncertainty is considered which means that
appropriate unit are provided. Nevertheless, unit forced outage rates can be
approximately taken into account derating their corresponding capacities.

Pþmax i ¼ 1� forið Þ � Uit � Pmaxi ð9Þ

XN

i¼1

Pmax i � 1� forið Þ �
XN

i¼1

Pi tð Þ�%rt � dt ð10Þ

I tð Þ ¼
PN

i¼1

PT
t¼1 Pit 1� Uitð Þ 1� forið Þ � DtPN

i¼1

PT
t¼1 Pit 1� forið Þ � Dt

ð11Þ

In this paper, we can see that researchers have focused much attention on
maintenance scheduling problems for power systems in order to improve the
economic posture of the generation companies. Reducing the total generation cost,
including the fuel cost, operation and maintenance cost is one of the main
objectives in power system maintenance scheduling.
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3 Shuffled Frog Leaping Algorithm

The Shuffled frog leaping algorithm is a meta-heuristic optimization method which
is based on observing, imitating, and modeling the behavior of a group of frogs
when searching for the location that has the maximum amount of available food
[16]. Shuffled frog leaping algorithm, originally developed by Eusuff and Lansey
in 2003, can be used to solve many complex optimization problems, which are
nonlinear, non differentiable, and multi-modal [17]. SFLA has been successfully
applied to several engineering optimization problems such as water resource
distribution [18], bridge deck repairs [19], job-shop scheduling arrangement [20],
and traveling salesman problem (TSP) [21]. The most distinguished benefit of
Shuffled frog leaping algorithm is its fast convergence speed [22]. The Shuffled
frog leaping algorithm combines the benefits of the both the genetic-based me-
metic algorithm (MA) and the social behavior-based PSO algorithm [23, 24].

The flowchart of Shuffled frog leaping algorithm is illustrated in Fig. 1.
Shuffled frog leaping algorithm is a population based random search algorithm
inspired by nature memetics. In the Shuffled frog leaping algorithm, a population
of possible solution defined by a group of frogs that is partitioned into several
communities referred to as memeplexes. Each frog in the memeplexes is per-
forming a local search. Within each memeplex, the individual frog’s behavior can
be influenced by behaviors of other frogs, and it will evolve through a process of
memetic evolution. After a certain number of memetics evolution steps, the
memeplexes are forced to mix together and new memeplexes are formed through a
shuffling process. The local search and the shuffling processes continue until
convergence criteria are satisfied (12).

The varies steps are as follows:

(1) The Shuffled frog leaping algorithm involves a population ‘P’ of possible
solution, defined by a group of virtual frogs(n).

(2) Frogs are sorted in descending order according to their fitness and then par-
titioned into subsets called as memeplexes (m).

(3) Froges i is expressed as Xi = (Xi1, Xi2, …..Xis) where S represents number of
variables.

(4) Within each memeplex, the frog with worst and best fitness are identified as
Xw and Xb.

(5) Frog with globle best fitness is identified as Xg.
(6) The frog with worst fitness is improved according to the following equation.

Di ¼ randðÞ Xb � Xwð Þ ð12Þ

Xneww ¼ Xoldw þ Di �Dmax� Di� Dmaxð Þ ð13Þ

where rand is a random number in the range of [0,1];
Di is the frog leaping step size of the i-th frog and Dmax is the maximum step

allowed change in a frog’s position. If the fitness value of new Xw is better than the

A Modified Shuffled Frog Leaping Algorithm 15



current one, Xw will be accepted. If it isn’t improved, then the calculated (12) and
(13) are repeated with Xb replaced by Xg. If no improvement becomes possible in
the case, a new Xw will be generated randomly. Repeat the update operation for a
specific number of iterations. The flowchart of local search of Shuffled frog leaping
algorithm is illustrated in Fig. 2.

After a predefined number of memetic evolutionary steps within each meme-
plex, the solutions of evolved memeplexes are replaced into new population. This
is called the shuffling process. The shuffling process promotes a global information
exchange among the frogs. Then, the population is sorted in order of decreasing
performance value and updates the population best frog’s position, repartition the
frog group into memeplexes, and progress the evolution within each memeplex
until the conversion criteria are satisfied.

Fig. 1 Flowchart of SFLA
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Fig. 2 Flowchart of local
search
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4 Simulation Result

The total operating cost of the GMS problem is expressed as the sum of fuel costs,
operation and maintenance variable costs (OMVC), operation and maintenance
fixed costs (OMFC) of the generating units. The fuel cost is the major component
of the operating cost, which is normally modeled by a quadratic input/output
curve.

The developed Shuffled frog leaping algorithm program has been carried out on
a Pentium IV 2-GHz PC with a 512 Mb RAM in MATLAB 7.3. Software package
and the test problem were simulated for ten independent trials using Shuffled frog
leaping algorithm.

A 24 bus system with thirty two generating units has been considered as a case
study. A time period of 52 weeks is considered and maintenance schedule problem
is solved for the thirty two unit systems.

The proposed methodology was tested for the test system [25]. IEEE RTS
(reliability test system) is a IEEE twenty four bus system with thirty two thermal
units. Tables 1 and 2 show the generator data for thirty two units. When we take
annual maintenance for generator, the forced outage is also considered. So the grid
collapse is avoided.

The annual peak load for the thirty two generator test system is 2,850 MW.
Table 3 gives data on weekly peak load in percentage of annual peak load.

The main parameters of Shuffled frog leaping algorithm have been selected as
suggested in [26]. The Shuffled frog leaping algorithm has an initial population of
200 solutions, a set of 20 memeplexes, and twelve generations within each
memeplex (before shuffling).

The Shuffled frog leaping algorithm has been tested on the thirty two unit
systems over a scheduling period of 52 weeks. The thirty two generator units
system Profit/cost factor are compared with result of DP, LR and GA are listed in
Table 4.

The result of the generation Maintenance scheduling of the best solution of
Shuffled frog leaping algorithm for thirty two unit systems is given in Table 5. It is
obvious that the total cost obtained by Shuffled frog leaping algorithm is less than
that of other methods.

EAs have a stochastic nature and in different cases do not converge to the some
solution. Therefore, the average of different cases is calculated for each problem. It
is obvious that the Shuffled frog leaping algorithm has satisfactory results in
comparison with other methods.

Figure 3 shows the performance of objective function of the Shuffled frog
leaping algorithm, when maintenance scheduling of the generating units solved for
thirty two unit systems. In this figure, the average function fitness of the meme-
plexes is illustrated. Figure 4 show maintenance scheduling of generating units
based on its desired objective. Its reliability profit is shown in Fig. 5.
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The reserve capacity profiles corresponding to thirty two unit systems are as
shown in Fig. 5 and maintenance scheduling based on desire objective function for
thirty two unit systems is shown in Table 5.

Table 1 Generator data for 32 units

Units Pmax (MW) Forced outage
rate (for)

Schedule maintenance
weeks/year

Manpower required
per week

1–5 12 0.02 1 10
6–9 20 0.1 1 10
10–13 76 0.02 3 15
14–19 100 0.04 4 15
20–23 155 0.04 5 15
24–29 197 0.05 6 20
30 350 0.08 8 20
31 and 32 400 0.12 8 20

Table 2 The fixed and variable cost of 32 units

Units Pmax (MW) Fixed O and M
cost (Rs/MW-year)

Variable O and M
cost (Rs/MWh)

1–5 12 4,50,000 18,000
6–9 20 4,05,000 15,000
10–13 76 4,00,000 13,500
14–19 100 3,50,000 11,250
20–23 155 3,15,000 9,500
24–29 200 3,10,000 9,000
30 350 2,70,000 7,300
31 and 32 400 2,25,000 5,750

Table 3 Weekly peak load in percent of annual peak

Week Peak load Week Peak load Week Peak load Week Peak load

1 86.2 14 75.0 27 75.5 40 72.4
2 90.0 15 72.1 28 81.6 41 74.3
3 87.8 16 80.0 29 80.1 42 74.4
4 83.4 17 75.4 30 88.0 43 80.0
5 88.0 18 83.7 31 72.2 44 88.1
6 84.1 19 87.0 32 77.6 45 88.5
7 83.2 20 88.0 33 80.0 46 90.9
8 80.6 21 85.6 34 72.9 47 94.0
9 74.0 22 81.1 35 72.6 48 89.0

10 73.7 23 90.0 36 70.5 49 94.2
11 71.5 24 88.7 37 78.0 50 97.0
12 72.7 25 89.6 38 69.5 51 100
13 70.4 26 86.1 39 72.4 52 95.2
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Table 4 Profit/cost factor for 32 units scheduling

System Method Total cost (pu) CPU time (s)

32 units DP 1.0535 918
LR 1.0687 850
EP 1.0392 422
PSO 1.0387 417
SFLA 1.0385 414

Table 5 Generation maintenance scheduling for 32 units

Start of
outage
(week)

Unit Start of
outage
(week)

Unit Start of
outage
(week)

Unit

1 – 19 17, 25, 31 37 32
2 24 20 17, 25, 31 38 4, 8, 22, 32
3 24 21 17, 25, 31 39 18, 22, 32
4 14, 16, 24 22 17, 31 40 12, 18, 22, 32
5 14, 16, 24 23 9, 23, 31 41 12, 18, 22, 32
6 14, 16, 24 24 6, 23, 31 42 12, 18, 22, 32
7 14, 16, 24 25 20, 23, 31 43 –
8 26 26 13, 20, 23 44 1
9 26, 27 27 2, 13, 20, 23 45 28

10 7, 26, 27, 30 28 13, 20 46 21, 28
11 26, 27, 30 29 15, 20 47 21, 28
12 26, 27, 30 30 3, 15, 19 48 21, 28
13 26, 27, 30 31 15, 19, 29 49 21, 28
14 10, 11, 27, 30 32 15, 19, 29 50 5, 21, 28
15 10, 11, 30 33 19, 29 51 –
16 10, 11, 25, 30 34 29 52 –
17 25, 30 35 29, 32
18 25, 31 36 29, 32

Fig. 3 Performance of
object function for 32 units
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5 Conclusion

In this paper, a new approach for solving the generation maintenance scheduling
problem based on modified Shuffled frog leaping algorithm and the optimum
maintenance scheduling over the planning period have been presented. The
algorithm has been tested on thirty two generating unit system.

The proposed method has been compared with other methods. The result
obtained is compared with the results of other method such as DP, LR and PSO.
From the result it is shown that the proposed algorithm provides true optimal
solution for minimum fuel cost and computation timing in all cases.

Fig. 4 Scheduling of
objective function for 32
units

Fig. 5 Reliability index for
objective function for 32
units
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Appendix

Ai, Bi, Ci the cost function parameters of unit I (Rs/MW2 hr, Rs/MW hr, Rs/hr)
Fit (Pit) production cost of unit I at a time t (Rs/hr)
Pit output power from unit i at time t (MW)
PDt system peak demand at hour t (MW)
N Number of available generating units
Rit reserve contribution of unit i at time t
nt number of units
Uit commitment state of unit i at time t (on = 1, off = 0)
OMVC operation and maintenance variable cost
OMFC operation and maintenance fixed cost
Ts and Te Starting and ending stage of the time interval for jth unit
I(t) Reliability index of grid in period t
at(k) kth maintenances resource at the tth period
b Maximum number of maintenance generator in the same area
di Maintenance duration of the ith generator
si Maintenance starting period of the ith generator
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Key-Based Steganographic Textual Secret
Sharing for Confidential Messaging

Neil Buckley, Atulya K. Nagar and S. Arumugam

Abstract Many email communications remain unencrypted between end points,
raising the need for additional encryption. This paper addresses the need by
proposing a new cryptographic scheme, which first encrypts a message using
key-based Shamir’s secret sharing (using multiple polynomial terms as opposed to
only the constant) and discretely hides the shares throughout a cover image using a
steganographic technique with number padding. It thus employs multi-layer
security requiring the key, the original cover image and the decryption algorithm
implementation to unlock the message. Its security is analysed, confirmed and an
example given.

Keywords Shamir’s secret sharing � Steganography � Email security � Internet
privacy

1 Introduction

Email and other electronic textual communication has become a mainstay of life,
but people rarely consider how secure their messages are from interception by
unintended parties. Although end-to-end email encryption is handled by the
respective networks, there is no de facto security ensuring privacy during
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transmission. Indeed, few users consider this security gap and less than half of
companies address it, even though third-party software exists [2].

It is relatively simple to intercept email, particularly for other users on the same
network, and its plain text format makes it easy prey. It is also worth noting that
cloud-based email is often temporarily stored in the local cache, raising a further
security risk on shared computers [1].

It is therefore wise not to send private information via email, such as bank
details, date of birth or other information risking identify theft. After all, as pointed
out by [2], we would not consider writing such information on a postcard, but use a
sealed letter.

Nevertheless, the sending of private information, such as commercial activity,
is often inevitable and there is the additional risk of the email accidentally arriving
at the wrong email address.

In this paper, we propose applying our key-based version of Shamir’s secret
sharing (SSS) algorithm [9] to bring about ‘‘textual secret sharing’’ for confidential
messaging. This technique relies on the fact that a number can be encoded into
several ‘‘shares’’ using polynomial curve properties. When a subset of the shares
are reunited, the secret number is revealed.

We contrast this with the related field of visual cryptography (VC), wherein the
content of an email can be converted into an image, which is divided into shares
using the algorithm originally proposed by [7]. Its power lies in the fact that, when
the shares are stacked, only human vision is required for decryption.

However, we propose that textual secret sharing is beneficial here, as VC results
in a noisy reconstruction, and we inevitably require computational decryption to
precisely reconstruct the original text.

2 Aims and Objectives

We propose a key-based extension to Shamir’s secret sharing and hybridise this with
steganography. The email message is encrypted into a (3, 3)-SSS, i.e. three shares,
all of which are required for decryption. However, although SSS conventionally
encodes the secret number into the polynomial’s constant term, we propose an
additional key of length j digits. Reducing the digits to modulo 3 provides the
sequence of coefficient indices into which each j-block of characters is encoded.

In short, our objectives are summarized as follows:

• Use our version of SSS to sparsely encode an email message across the three
colour channels of a cover image (Sect. 4.1).

• Demonstrate successful encryption and decryption (Sects. 4.1 and 4.2,
respectively).

• Discuss examples and applications in the real world (Sects. 5.1 and 5.2,
respectively).

• Analyse the security of our method (Sect. 5.3).
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3 Related Work

As discussed in Sect. 1, VC is often used to encrypt text. For example, [5] created
the VCRYPT software, which takes financial documents as input. They overcome
the contrast loss of VC using binary thresholding of gray levels in the decrypted
image to precisely reconstruct the original.

Similarly, [6] apply VC to CAPTCHA codes, storing their corresponding text as
share images in separate databases, then computationally reconstructing the image
on a webpage, algorithmically reducing the contrast loss.

Since schemes, such as those above, rely on computational decryption, we
propose Shamir’s secret sharing [9] as a better alternative for share generation, as
no extra algorithms are required for reversal of contrast reduction. It is simple to
implement, and requires Lagrangian polynomial interpolation for decryption.

Indeed, it is used to great effect by [10] to encrypt and share medical data.
Obviously, in such a context, VC would be unsuitable, due to contrast loss.

Rishiwal et al. [8] propose an alternative to Shamir’s scheme, but conceal the
shares within cover images, stating that ‘‘data can be transmitted more securely by
converting it into an image’’. Their method, however, still relies on polynomial
properties.

On the other hand, [3] propose secret number sharing based on the properties of
circles in multi-dimensional space. Their scheme requires the construction of a
circle in k-1 dimensions, where k is the threshold for cardinality of the qualified
superset. Furthermore, they claim considerably faster execution times than for
Lagrangian methods.

Wu et al. [11] apply SSS to image encryption and concealment in cover images,
but use a ‘‘bit location map’’, involving the steganographic shifting of the two least
significant bits of colour values. They refer to their scheme as ‘‘reversible’’,
meaning the secret image is losslessly recovered. Interestingly, they use the mean
squared error (MSE) with peak-to-noise ratio (PNSR) to measure and minimize the
disruption caused to cover images. Similarly, [4] use LSB concealment, but
interestingly correct for pixel value disruptions using genetic algorithms.

4 Proposed Method

4.1 Encryption

A confidential message comprises a sequence of ASCII characters up to a certain
length. Algorithm 1 describes its encryption into a cover image. The original
image can be in any format, but it is important that the stego-image remains
undistorted, for example, by jpeg encoding, so a raw bitmap is desirable. It is also
crucial that only the sender and recipient have access to the original image. The
key should also be kept confidential, but is useless without the original image.
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Guide to Notation.
q = number of pixels required per character
cascii = character ASCII value
w = image width
h = image height
l = message length (no. of characters)
i = key length
K = {k1, …, ki} = digits 1 to i of the key
B = vector of binomial coefficients
v{1,2,3} 2 X{1,2,3} = set of three collections of vectors, each comprising q-sized
vectors of padded Shamir y-coordinates.
(Note that vq

p denotes the q-th character encoded on the p-th channel, and
vq

p[r] refers to the r-th digit within that code.)

As we can see, y{1,2,3}evaluate from binomials whose coefficients are the ASCII
value of the current character and two random numbers. The key is implemented in
the index of the non-random (ASCII value) coefficient.

For example, with the key ‘‘13579246’’, character indices 1, 9, 17, etc. are
encrypted by taking the constant of the polynomial as the ASCII code, characters
2, 10, 18, etc. take it as the coefficient of ‘‘x2’’, characters 3, 11, 19, etc. take it as
the coefficient of ‘‘x’’, and so on.

After zero-padding the y-coordinates, they are steganographically embedded
into the cover image, as formulated in Algorithm 2, which assumes the cover
image has been loaded.
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.

Here, each pixel of the modified cover image encodes a single digit of an
encoded message character, such that valmodified - valoriginal = digit. (Also note
that q is encoded into the start of the red channel, which is needed for decryption.)
The sender can then attach this image to an email and transmit it.

4.2 Decryption

On receipt of the email, the recipient downloads the attachment and proceeds to
compare it with his/her copy of the original image. A pre-requisite for decryption
is the extraction of Shamir’s y-coordinates, but we must first decipher the
underlying code digits, detailed in Algorithm 3.

The resulting codeDigits{1…3} are a concatenation of all encoded characters,
therefore comprise mostly zeros, sparsely interspersed with the actual Shamir’s y-
coordinates. The next step, detailed in Algorithm 4, is the recovery of these
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numbers, i.e. the conversion of codeDigits back to a list of y-coordinates, denoted
henceforth by v.

The result of Algorithm 4 is the list of y-coordinates v{1…3} for respective
channels, and we know from Algorithm 1 that the equivalent x-coordinates equate
to the respective colour channel index, i.e. x = 1 (red), x = 2 (green) and x = 3
(blue). Therefore, we can use Lagrangian basis polynomials to extract the desired
coefficient.

Shamir [9] pointed out that, using such an interpolative method, an n-degree
polynomial requires n ? 1 coordinate pairs to fully resolve its coefficients. Given
our three channels (and Algorithm 1), we know that, for a given secret character, c,
we must interpolate a binomial using the respective coordinates

x 2 f1::3g; y 2 vf1::3gc ð1Þ

From this, we construct a linear combination, L, such that,

L1 ¼
x� x2

x1 � x2
:

x� x3

x1 � x3
; L2 ¼

x� x1

x2 � x1
:

x� x3

x2 � x3
; L3 ¼

x� x1

x3 � x1
:

x� x2

x3 � x2
ð2Þ

Since xi = i, we arrive at,

L1 ¼ 1=2x2 � 5=2xþ 3; L2 ¼ �x2 þ 4x� 3; L3 ¼ 1=2x2 � 3=2xþ 1 ð3Þ

Also, given that our required binomial is given by,

f ðxÞ ¼
X3

channel¼1

ychannelLchannel ð4Þ

we derive the following from the resulting coefficients:

8kn ¼ 0; cascii ¼ 3y1 � 3y2 þ y3

8kn ¼ 1; cascii ¼ �5=2y1 þ 4y2 � 3=2y3

8kn ¼ 2; cascii ¼ 1=2y1 � y2 þ 1=2y3

ð5Þ
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Here, depending on the current character index modulus i and the value of that
key digit modulus 3, we use Lagrange’s theorem to extract one of the three
binomial coefficients, evaluating to the ASCII value of the respective character.

All that then remains is to convert each value back to the original character to
decrypt the secret email message.

5 Discussion

5.1 An Example

We exemplify encryption and decryption using a notional 2000-character message
beginning with ‘‘A’’. For brevity, we focus only on this first character. We use the
key ‘‘8219’’ and a (notional) 250 9 250 cover image.

Here, cascii = 65, and since the character index is 1, we use the first key digit,
‘‘8’’. Now, 8 mod 3 = 2, so we take one of the binomial terms as 65x2. The other
coefficients are randomly set to give the following binomial and coordinates:

f ðxÞ ¼ 65x2 þ 45xþ 19

x ¼ f1. . .3g) yf1...3g ¼ f129; 369; 739g

Given that, l = 2000, wh = 250.250 = 62500, q = {3, 3, 3}, the zero-padding
gives us,

xchannel
1 ¼ 000. . .

zfflfflffl}|fflfflffl{wh=l�p1b c¼28

ychannel

Here, wh=l ¼ 31, so first four pixels of the cover image’s red channel are shifted
by, respectively, 0, 0, 3 and 1 values, in random directions, and character indices
29 to 31 are likewise shifted by 1, 2 and 9 in the red channel, 3, 6 and 9 in the
green channel and 7, 3 and 9 in the blue channel.

Every message character is henceforth encoded in this way. It is worth noting the
low computational cost of encryption, taking less than three seconds per 100 char-
acters using a laptop PC. Decryption proved likewise computationally inexpensive.

5.2 Application to Banking

Let us imagine a company, such as a bank, with a customer base with whom it
must communicate confidential information on a regular basis. If an action is
required from the customer, the bank must either communicate by post, incurring
paper and mailing costs, and/or via the customer’s online account. In the latter
case, the bank has no control over when the customer will next log in.
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The bank will likely, however, hesitate to communicate via email, due to the
security flaws highlighted in Sect. 1. We therefore propose our method as an ideal
solution. Figure 1 illustrates how it could be implemented.

To this, we add the following points:

• The original (cover) image is not released by the bank, even to the customer, as
it could be misused.

• The decryption key could be an existing password or one chosen specifically for
this.

• Algorithms 1 and 2 would be implemented in a proprietary system only
accessible by authorized personnel.

Furthermore, Algorithms 3 and 4 could be implemented using a server-side
scripting language, available for use by the customer.

5.3 Security Analysis

If the email containing the stego-image is intercepted by a malicious third party,
that person has no access to the secret message, even with complete access to the
user’s online account, as the decryption key is known only to the user.

It is possible for an incorrect key, K’ to unlock the message if K 0 � Kðmod3Þ,
but the probability of guessing K’ in a single brute-force attempt is 1=3i. For i = 8

digits, this evaluates to 1=6561. It is wise, nevertheless, to limit the number of
incorrect key input attempts to guard against multiple brute-force attacks. An
alternative is to increase the key length by employing a secret phrase, which
reduces to the key by ASCII conversion.

Fig. 1 Banking application of textual secret sharing with steganography
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The strength of our method nevertheless lies in the need to infiltrate multiple
points, i.e. the user’s email address to access the stego-image, the decryption key,
the original image, the decoding application, as well as any further login
credentials, which would necessitate an extremely concerted attempt.

Even with such a concerted attempt, we must remember that each new
communication entails a new stego-image, rendering the previously hacked stego-
image useless.

A hacking attempt will, of course, only take place if an email interceptor
guesses the true purpose of the attached image, so the use of an innocent-looking
cover image is beneficial.

In addition to image appearance, it is worth ensuring the image does not have a
‘‘noisy’’ appearance, arousing suspicion. To this end, we measure the peak-to-
signal noise ratio.

We embedded a 2763-character message into the cover image in Fig. 2a. The
result is the stego-image in Fig. 2b.

First, we measure the mean square error of shifted pixel values as,

MSEchannel ¼
1

wh

Xw

x¼1

Xh

y¼1

ðcx;y � sx;yÞ2 � f1:395; 1:963; 5:257g ð6Þ

where w and h are the image dimensions, cx,y is the respective colour value (on the
current channel) for the cover image, and likewise sx,y for the stego-image. Then,
we take the mean of the individual errors to arrive at MSE & 2.872. We can now
plug this value into the calculation,

PSNR ¼ 20 log10 255� 10 log10 MSE � 43:5494dB ð7Þ

By comparison, a jpeg compression on this image results in a PSNR of
43.0751 dB.

Fig. 2 a Original cover image. b Stego-image
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6 Conclusion and Further Work

In this paper, we developed a steganographic encryption algorithm with stego-
image pixel values calculated by our proposed key-based version of Shamir’s
secret sharing.

The secret message is spread throughout the three dimensions of a stego-image
(taking colour depth as the third dimension) by splitting it into three shares and
storing each share in its own channel such that each y-coordinate is zero-padded to
fill the available space.

Furthermore, unlike the conventional Shamir algorithm, we encode respective
ASCII values in one of three polynomial coefficients, as opposed to always using
the constant. The coefficient index is taken as the current key digit modulus 3.

We confirmed the security of our method, highlighting the need for multiple
points of attack, and a PSNR analysis confirmed that the stego-image is quanti-
tatively indistinguishable from a jpeg compression.

Future work will focus on improving security, for example by encrypting the
message text itself before embedding it, giving an extra security layer.

It is also worth noting the static nature of (5), i.e. the coefficients of y{1…3} remain
constant. This is because we are using a (3, 3)-SSS. By using a (3, n)-SSS with
n [ 3, where respective n values are encoded using the key, the coefficients would
alter, owing to differing share combinations. This would render it considerably more
difficult for an interceptor in possession of the original and stego-images to guess the
decryption algorithm.
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AnimVSS: Frame-Based Visual Secret
Sharing

Neil Buckley, Atulya K. Nagar and S. Arumugam

Abstract Visual secret sharing is a cryptographic paradigm encrypting images
into a number of individually random ‘‘shadow images’’. When stacked, they
reveal a contrast-reduced version of a secret image. In this paper, we consider
random grid shadow images, which have gained increasing attention in recent
years due to lack of pixel expansion inherent in Naor-Shamir visual cryptography.
We propose a methodology to use such grids to encode series of frames comprising
short animations, useful in situations when a mere static image is insufficient to
convey a secret instruction. Although this method results in significant contrast
degradation with longer animations, a method is devised to isolate the signal from
the noise in a computational XOR-based decryption.

Keywords Visual secret sharing � Random grids � Cryptography � Animation

1 Introduction

Information security is a mounting concern in today’s digital world, bringing about
the need for secure encryption of private and sensitive data. Although conventional
cryptographic algorithms often meet this need, they can entail complex key
management/distribution and decryption requirements.
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Naor and Shamir [8] proposed an alternative cryptographic paradigm called
visual cryptography (VC), whereby the secret, in the form of a binary image, is
split into shares, such that subsets of them can be printed onto transparencies and
stacked to reveal the secret. As such, human vision is sufficient for decryption.

The decoded image unfortunately loses at least half its contrast. This and pixel
expansion comprise the major disadvantage of VC, hence there is much prior
literature [7, 14] aiming to optimize these metrics.

Since each share must be random, maintaining security, the stacking (binary
OR) operation renders contrast loss inevitable, however pixel expansion is
avoidable using other visual secret sharing (VSS) methods, such as random grids.

Devised by [5], random grids (RG) comprise a randomly generated initial share
and subsequent shares built in such a way that, when stacked with the first share,
the required binary image is revealed. However, due to their limitation to (2, n)
and (n, n) secret sharing schemes, VC became the prominent methodology,
because of its more robust (k, n) sharing capability, where k � n. (That is, at least
k of the n shares are required.)

Although various methods have been developed to encode multiple secrets, as
discussed in Sect. 3, the ability to encode a short animation within two shares has
not been explored. As such, animation VSS is the subject of this research. We take
advantage of the optimality of random grid-based VSS to generate ‘‘AnimVSS’’
(animation visual secret sharing) schemes.

2 Aims and Objectives

In this paper, we propose the creation of animation VSS shares using random
grids, encoding each frame individually and arranging share pixel columns to
reveal each frame upon computational ‘‘shift-stacking’’. The objectives and layout
of this paper are summarized as follows:

In Sect. 4.1, random grid theory is explained and we use (2, 2)-RG to split each
frame into shares. We also introduce the two core metrics of frame count and
distance.

In Sect. 4.2, we discuss frame preprocessing and the composition of the Ani-
mVSS shares.

The results are given in Sect. 5, with a comparison of OR- and XOR-based
stacking, and the calibration of the two metrics.

In Sect. 6, we analyse our method with a comparative analysis against other
shift-stacking and multiple image methods in the literature, and discuss the
security and computational cost of our proposal.

Finally in Sect. 7, we conclude this work and propose future research.
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3 Related Work

The work of [4] bears similarity to ours in its shift-stacking shares to hide multiple
secrets. They focus on the use of two shares to hide two secrets, revealed by sliding
one across the other. They build the shares on a column-wise basis, enforcing the
respective secret image to be revealed upon the stacking of the respective share
when shifted a given number of pixels.

Trujillo et al. [10] similarly use shift-stacking, but for cheat-prevention in VC.
They use only two shares, but conceal two additional verification images, i.e.
watermarks, such that watermark 1 is revealed by shifting share 2 halfway down
share 1, and watermark 2 is revealed by shifting share 1 halfway down share 2.

This concept of concealing multiple secrets is indeed widely researched. There
are many ways of revealing respective secret images, but [6], for instance, go to
the extreme of taking an access structure of a scheme as a multi-image graph, each
node and edge associated with a distinct grayscale image, such that each share is
itself a grayscale cover image, and when two shares at either end of a respective
edge are stacked, a unique image is revealed.

Such methods rely on pixel expansion-based VC, but many researchers, such as
[14], avoid pixel expansion using probabilistic VC schemes (PVCS), as opposed to
conventional VC, which is deterministic. In a PVCS, each secret pixel is repre-
sented by only one ‘‘subpixel’’ per shadow image, as opposed to a matrix of them.
Normally, contrast is further lost using this method, but the aforementioned work
avoids this by adapting a deterministic scheme to a probabilistic one.

RG, however, is emerging as the preferred VSS method, not just for avoiding
pixel expansion, but the codebooks and basis matrices of VC. Indeed, [2] recently
overcame the aforementioned limitations of RG, developing an algorithm for
general threshold (k, n) schemes.

They achieve this by XORing the respective secret pixel with a random bit, then
iteratively applying the same operation to the result. They then assign elements of
the resulting bit sequence to random k shares and randomize the bit at the same
position in the remaining n-k shares.

4 Proposed Method

4.1 Frame-Wise Grid Creation

We denote the VCS of the ith animation frame, Fi, as Gi, comprising random grids
Gi

j; i 2 f1. . ./g; j 2 f1; 2g, where / is the number of frames. Gi
1 is randomly

generated, such that T ¼ 1=2, where T is the light transmission rate, i.e. the amount
of light that passes through the grid if bit 0 is assumed transparent.
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Crucially, a random grid must exhibit Tb ¼ 1=2 and Tw ¼ 1=2, i.e. the mean
transmission rates of grid pixels corresponding spatially to resp. black and white
frame pixels are one half.

Gi
2; i 2 f1. . ./g is then generated according to Algorithm 1. The value at a

required coordinate is denoted Xi
j ½x; y�; x 2 f1. . .wg; y 2 f1. . .hg, where X 2

fF;Gg and w and h are the image (equal to grid) dimensions. Furthermore, the
overbar indicates the binary operation b ¼ NOTðbÞ.

Here, Gi
2 is itself a random grid, as proved by Shyu (2012) and others. Hence

the result is a valid RG pair for each frame.

4.2 Merging the Grids

The aim is to merge all G j into a (/,d)-AVSSS (Animated Visual Secret Sharing
Scheme), where / is the frame count and d is the frame distance, i.e. the number of
columns the shares must be shifted relative to each other to reveal successive
frames. We refer to these as a scheme’s core parameters.

The (/,d)-AVSSS comprises AnimVSS grids AGj; j 2 f1; 2g, constructed from
the columns of our existing grids. Therefore, we denote the xth column as ðAÞGj½x�.
Algorithm 2 constructs AG1.
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Note the first routine in this algorithm, rescaling frame widths according to the
frame count and parameter x. Without this step, the animation grid width grows to
/w during construction. For this rescaling, we use nearest-neighbour interpolation.
As the frame count increases, the amount by which we must down-scale the frame
image also increases, reducing its quality. The purpose of x is therefore to permit a
customized rescaling amount, allowing for higher quality. The result is the Ani-
mVSS grid pair in Fig. 1.

5 Results

5.1 OR Versus XOR Shift Stacking

If the position of grid AG1 is constant, then the frames are reconstructed by shifting

AG2 leftward across it. Hence we denote this shifted second grid as AGðrÞ2 , where r
is the total pixel shift. The intended result of Algorithm 2 is therefore

AG1 � AGðidÞ2 �
z}|{1=/

Fi, where � is the XOR operation and 1=/ is the contrast loss.

Although [11] proved that reconstruction using this operation is perfect for (n,
n)-VSS, such as this, there is contrast loss here, given the redundant random
columns hiding the other respective frames. In physical stacking, however, half the
contrast is lost in a (2, 2)-RG, so the use of the OR (�) operation results in a total

contrast degradation of 1=2/.

Figures 2 and 3 show the computationally reconstructed frames of a (5, 1)-
AVSSS using OR and XOR, respectively. As we can see, XOR gives a clearer
reconstruction.

Unfortunately, contrast further degrades as / increases. As we see in Fig. 4b,
which is one reconstructed frame of the (10, 2)-AVSSS in Fig. 1.

To ameliorate this situation, Algorithm 3 isolates the signal from the noise for
each respective frame.

Fig. 1 Complimentary shares of a (10, 2)-AVSSS with x = 2

AnimVSS: Frame-Based Visual Secret Sharing 39



Fig. 2 Computational OR-based stacking of a (5, 1)-AVSSS

Fig. 3 Computational XOR-based stacking of a (5, 1)-AVSSS

Fig. 4 a Original frame, b XOR-stack of a (10, 2)-AVSSS, c The result of Algorithm 3

40 N. Buckley et al.



Here, every /th frame is extracted from the stack and placed into a new matrix
for the final reconstruction of the current frame, and a simple column replication
technique is used to go some way toward reversing the effect of the rescaling in
Algorithm 2. (Note that nearest-neighbour interpolation gives a similar result, but
although efficient, carries more computational cost.)

5.2 Parameter Calibration

Using Algorithm 2, a valid AnimVSS scheme does not result from all parameter /
and d values. Interestingly, for example, not all frames in the (4, 1)-AVSSS are
reconstructable. This is because Gi

2 columns (i 2 f1. . ./g) copied into AG2 are
subsequently overwritten as index i loops back to the next f1. . ./g iteration.

In the parameter intervals 1�/; d� 10, there are indeed 63 % valid schemes, as
illustrated in Fig. 5a, in which a black block signifies the presence of a valid scheme.

Also interestingly, if we expand Fig. 5a to 1�/; d� 200, we obtain the validity
plot in Fig. 5b. We can see that if / ¼ 1 is omitted, the validity plot is perfectly
symmetrical about the descending diagonal. Furthermore, if d ¼ 1, only odd-
numbered frame counts are valid. Finally, we can see in Fig. 5b that the probability
of a valid scheme with arbitrary parameters tends to unity as /; d!1.

6 Discussion

6.1 Comparisons with Other Shift-Stacking Research

To the best of our knowledge, this is the first study on the encryption of an
arbitrary number of secret images in the guise of animation frames using only two
shares, but we carry out a brief comparative study here against similar research
involving shift-stacking (Table 1).
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As we can see, our proposed method is advantageous over comparable research
for the purpose of animation in its ability to encode any number of frames into two
shares. However, it suffers from severe contrast loss, entailing the need for
Algorithm 3. (On that note, it is worth observing that the value of x should be set
to higher values with increasing frame counts, to counter the additional degra-

dation resulting from rescaling. Experiments indicate x ¼
/=10; if /[ 10

1; otherwise

ffi
.)

Fig. 5 Validity plots of AnimVSS schemes with varying parameter values up to 10 in A and 200
in B

Table 1 Comparative study with other multi-image shift-stacking research

Proposed
method

Method in [1] Method in [10] Method in [4]

Image (frame)
count

Any 2 2 Any, but limited by
number of shares

VSS methodology RG RG VC VC
Purpose Animation Multi-image

encryption
Watermarking Multi-image

encryption
and animation

Pixel expansion 1 or user-
defined

1 2 or more (c-1)/r for (n, n) and
(c-jg)/r for (k, n)
(c = column count,
r = row count,
j = stacked shares
count, g = arbitrary
parameter)

Observed
reconstruction
quality

Not discussed Degrades with
increasing
frame-count,
requiring
Alg. 3 for signal-
from-noise
isolation

Presence of
noise with
low shift
values and
perfect with
high shift values

Faint in contrast
but recognizable
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6.2 Security and Complexity Analysis

AnimVSS relies solely on (2, 2)-VSS, therefore is not vulnerable to cheating
through fake share creation in (k, n)-VC, as discovered by [3]. Furthermore, using
Algorithm 1 ensures each frame is encoded by two purely random grids, i.e.

Tb ¼ Tw ¼ 1=2, as shown by [9]. Therefore, none of the frames can be extracted by
a malicious outsider in possession of either individual AGj.

Computational cost can be considered as both the construction of the animation
shares using Algorithms 1 and 2, and the signal-from-noise isolation using
Algorithm 3. We implemented the algorithms on a laptop Windows 7 PC with
dual-core 2.09 GHz processor and 3 GB RAM using various parameter choices in
the range 2�/; d� 30. In all cases, share construction took less than 15 s and
Algorithm 3 took less than one second to extract and display each frame.

7 Conclusion and On-Going Research

This paper proposed a method to use random grid-based VSS to encrypt an
arbitrary number of secret images, in the guise of animation frames, in only two
grids. Successive frames are revealed by shifting one grid in relation to the other.
However, severe contrast loss in encountered with increasing frame counts, due to
the fact that increasing amounts of data are being stored into the same space.

More work is therefore required in the creation of AnimVSS schemes to
improve the quality. To this end we are investigating the void-and-cluster algo-
rithm, as devised by [12] and used to great effect by [13] to harmonise the pre-
viously poor (k, n)-RG secret image reconstructions.

In addition, it is worth noting that individual frame encryptions are independent
of each other. We are therefore seeking a method to ‘‘co-encrypt’’ grids for dif-
ferent neighbouring frames such that they maximally aid each other’s visual
quality after reconstruction.

On this note, we are also investigating the use of a fixed AG1, taking advantage
of the fact that it is possible to build any number of G2 grids from this fixed share
using Algorithm 1 taking the respective frame images as the different inputs. By
doing this, it will be possible for a participant to be in possession of a permanent
AnimVSS master share to decrypt the frames of any of an infinite number of
correctly constructed AG2 shares without having to be sent a new AG1. This will
further improve the security of our method, as only one indecipherable grid has to
be transmitted over potentially unsecured media.
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Searching Partially Bounded Regions
with P Systems

Hepzibah A. Christinal, Ainhoa Berciano, Daniel Díaz-Pernil
and Miguel A. Gutiérrez-Naranjo

Abstract The problem of automatically marking the interior and exterior regions
of a simple curve in a digital image becomes a hard task due to the noise and the
intrinsic difficulties of the media where the image is taken. In this paper,
we propose a definition of the interior of a partially bounded region and present a
bio-inspired algorithm for finding it in the framework of Membrane Computing.

Keywords Partially bounded region � Membrane Computing � Tissue P system

1 Introduction

In Mathematics, the apparently naive concepts of interior and exterior regions of a
simple closed curve have a long list of approaches and further refinements. From
the initial definition of a simple closed curve (or Jordan curve) in the plane R
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the image of an injective continuous map of a circumference into the plane,
/ : S1 ! R

2 and the well-known Jordan theorem which claims that the comple-
ment of a Jordan curve in the plane has two connected components, many
extensions, refinements and new proofs have been necessary [11]. Some of them
were generalizations of higher dimensions, and some other due to mathematical
monsters [5] as nowhere differentiable curves or Jordan curve of positive area.

In Digital Image Analysis, the problem of fixing the interior and exterior of a
curve has new features. First of all, in Digital Image Analysis, the image is not
infinitely divisible (as mathematical curves). The basic unit is the pixel and the
concepts of connection of components, frontiers and bounds must be based on it.
Such concepts have been widely studied in the literature. Nonetheless, the use of
real-world images provides a new type of problem. The noise, the resolution of the
picture or the intrinsic difficulties of the media where the image is taken are
sources of misleading interpretations in the concepts of interior or exterior of a
plain curve.

In this paper, we propose a definition and an algorithm for considering whether
a black connected component (BCC) surrounds, in some sense, a portion of white
region in a binary image. The practical application is immediate, since the BCC
can be considered as an imperfect closed curve, and the surrounded region as an
imperfect topological hole of the BCC. The definition of such partially bounded
regions is a hard task even for human experts. A typical case study is a medical
image where the expert must decide whether a set of pixels enclose a region or not.
As an example, Fig. 1a shows the detail of an image associated with the IgA
nephropathy, the most common glomerulonephritis throughout the world [1].
Figure 1b shows an amplified region of the image after a binarization process and
the algorithm presented in [4] for detecting connected components. Even for the
human eye, it is difficult to decide whether the black pixels surrounds a white
region. A computer assistant for such decision must consider that the hole can be
imperfectly surrounded by 4-adjacent black pixels.

Next, a novel definition of Partially Bounded Region of an image and an
algorithm for automatically finding them based on Membrane Computing1

Fig. 1 Images taken from a
IgA nephropathy

1 We refer to [9] for basic information in this area, to [10] for a comprehensive presentation and
the web site http://ppage.psystems.eu for the up-to-date information.

46 H. A. Christinal et al.

http://ppage.psystems.eu


techniques are presented. As it will be shown below, such techniques are inspired
in the flow of metabolites between cells of a living tissue or between the organelles
in a eucaryotic cell. This flow of metabolites takes place in parallel in Nature and
can be interpreted as a flow of information.

The paper is organized as follows: Firstly, we recall the computational bio-
inspired used model used (Sect. 2). Next, our definition of Partially Bounded
Region is presented, together with our Membrane Computing algorithm (Sect. 4).
Finally, some conclusions are shown.

2 Membrane Computing

Membrane Computing [10] is a model of computation inspired by the structure and
functioning of cells as living organisms able to process and generate information.
The computational devices in Membrane Computing are called P systems.
Roughly speaking, a P system consists of a membrane structure, in whose com-
partments one places multisets of objects which evolve according to given rules.
These multisets encode the information and the rules deal with them performing
the computation. Following a biological inspiration, the multisets of objects rep-
resent the chemicals placed in a vesicle of a living being. Such chemicals are sent
to other vesicles or transformed according to biochemical reactions, represented
here by computational rules. These rules are usually applied in a synchronous non-
deterministic maximally parallel manner. In this paper, the so-called (because of
their membrane structure) tissue P Systems [6] are considered.

2.1 Tissue P Systems

The chosen P system model in this paper is the tissue P systems model which has
been widely used to solve computational problems in other areas (see, e.g., [2, 3]),
but recently, they have been also used in the study of digital images (see, e.g.,
[4, 7, 8] and references therein).

Informally, a tissue P system of degree q� 1 can be seen as a set of q cells
labeled by 1; 2; . . .; q. The cells are the nodes of a virtual graph, where the edges
connecting the cells are determined by the communication rules, i.e., as usual in
tissue P systems, the edges linking cells are not provided explicitly: If a rule
ði; u=v; jÞ is given, then cells i and j are considered linked. The application of a rule
ði; u=v; jÞ consists of trading the multiset u (initially in the cell i) against the
multiset v (initially in j). After the application of the rule, the multiset u disappears
from the cell i and it appears in the cell j. Analogously, the multiset v disappears
from the cell j and it appears in the cell i. In what follows we assume the reader is
familiar with the basic notions and the terminology underlying P systems.
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Formally, a tissue P system of degree q� 1 is a tuple of the form P ¼ C;R; E;ð
w1; . . .;wq;R; iin; ioutÞ where q is the number of cells and

1. C is a finite alphabet, whose symbols will be called objects. These objects can
be placed in the cells or in the surrounding space (called the environment),

2. R � C is the input alphabet. The input of the computation performed by the P
system is encoded by using this alphabet,

3. E � C is a finite alphabet representing the set of the objects in the environment.
Following a biological inspiration, the objects in the environment are available
in an arbitrary large amount of copies;

4. w1; . . .;wq are strings over C representing the multisets of objects placed inside
the cells at the starting of the computation;

5. R is a finite set of rules of type ði; u=v; jÞ for 0� i 6¼ j� q; u; v 2 C�

6. iin; iout 2 f1; 2; . . .; qg denotes the input cell and output cell, respectively.

The biological inspirations of this model are intercellular communication and
cooperation between neurons. Rules are used as usual in the framework of
membrane computing, that is, in a maximally parallel way (a universal clock is
considered).

A configuration is an instantaneous description of the tissue P system and it is
represented as a tuple ðw1; . . .;wqÞ. Given a configuration, we can perform a
computation step and obtain a new configuration by applying the rules in a parallel
manner as it is shown above. A configuration is halting when no rules can be
applied to it. A computation is a sequence of computation steps such that either it
is infinite or it is finite and the last step yields a halting configuration (i.e., no rules
can be applied to it). Then, a computation halts when the P system reaches a
halting configuration. The output of a computation is the multiset placed in the
output cell in a halting configuration collected from its halting configuration by
reading the objects contained in the output cell.

2.2 Example

Let us consider the following tissue P system with cell division of degree 3, P ¼ ðC;
R; E;w1;w2;w3;R; iP; i0Þ; where C ¼ fa1; a2; b; c; p; q; r; xg, R ¼ fa1; a2g and
E ¼ fxg. The multisets in the initial configuration are w1 ¼ b, w2 ¼ c and
w3 ¼ r. The set of rules are R1 � ð1; a1b=x3; 0Þ, R2 � ð1; x=p; 2Þ, R3 � ð1; x=q; 2Þ,
R4 � ð1; q=r; 3Þ and R5 � ½cffi2 ! ½pffi2 ½qffi2. Finally, the input cell is iP ¼ 1 and the
output cell is i0 ¼ 3. Notice that rules R1. . .;R4 determine a virtual graph with the
cells as nodes. From R2 and R3 we can consider an edge between cell 1 and cell 2.
Analogously, R4 determines an edge between cell 1 and cell 3. We also know by rule
R1 that cell 1 can trade some objects with the environment.

Let us consider as input of our computation the multiset a1a2 (one copy of a1

and two copies of a2) placed in the input cell 1. By considering the input, the initial
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configuration C0 has three cells, labelled with 1, 2, 3 and with the multisets
w1 ¼ a1a2

2b, w2 ¼ c and w3 = r. In the first step of computation, rules R1 and R5

are applied. Rule 1 interchanges the objects a1b from cell 1 with three copies of
x taken from the environment. Rule 5 divides the cell 2. Hence, the configuration
C1 has four cells: two of them labelled with 1 and 3 (respectively) and the other
two cells have the label 2. The multiset in the cell labelled by 1 is w1 ¼ x3a2, the
cell labelled by 3 contains the multiset w3 = r and the cells labelled by 2 have,
respectively, the multisets w2 = p and w2 = q. In the following step of compu-
tation rules R2 and R3 are applied. These rules send one copy of the object x to the
corresponding cell labelled by 2 against one copy of p and q (respectively).
Therefore, the configuration C2 has the same four cells as in the configuration C1,
but with the multisets w1 ¼ xa2pq, w3 ¼ r and the cells labelled by 2 have the
same multiset w2 ¼ x. Finally, in the third computation step the rule R4 is applied
and the object q in the cell 1 is interchanged with the object r in the cell 3. We get
the final configuration C3 with w1 ¼ xa2

2pr, w3 ¼ q and w2 ¼ x in both cells
labelled by 2. As the output cell is cell 3, the multiset r placed in this cell in the last
configuration is the output of the configuration.

3 Digital Imagery

A point set is simply a topological space consisting of a collection of objects called
points and a topology which provides for such notions as nearness of two points,
the connectivity of a subset of the point set, the neighborhood of a point, boundary
points, and curves and arcs. For a point set X in Z, a neighborhood function from
X in Z, is a function N : X ! 2Z . For each point x 2 X, NðxÞ � Z. The set NðxÞ is
called a neighborhood for x.

There are two neighborhood function on subsets of Z2 which are of particular
importance in image processing, the von Neumann neighborhood and the Moore

neighborhood. The first one N : X ! 2Z2
is defined by NðxÞ ¼ fy : y ¼ ðx1 	 j; x2Þ

or y ¼ ðx1; x2 	 kÞ; j; k 2 f0; 1gg, where x ¼ ðx1; x2Þ 2 X 
 Z2. While the Moore

neighborhood M : X ! 2Z2
is defined by MðxÞ ¼ fy : y ¼ ðx1 	 j; x2 	 kÞ;

j; k 2 f0; 1gg, where x ¼ ðx1; x2Þ 2 X 
 Z2. The von Neumann and Moore neigh-
borhood are also called the four neighborhood (4-adjacency) and eight neighborhood
(8-adjacency), respectively.

An Z-valued image on X is any element of ZX . Given an Z-valued image I 2 ZX ,
i.e. I : X ! Z, then Z is called the set of possible range values of I and X the spatial
domain of I. The graph of an image is also referred to as the data structure
representation of the image. Given the data structure representation I ¼ fðx; I
ðxÞÞ : x 2 Xg, then an element ðx; IðxÞÞ is called a picture element or pixel. The
first coordinate x of a pixel is called the pixel location or image point, and the
second coordinate IðxÞ is called the pixel value of I at location x.
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For example, X could be a subset of Z2 where x ¼ ði; jÞ denotes spatial location,

and Z could be a subset of N or N3, etc. So, given an image I 2 ZZ2
, a pixel of I is

the form ðði; jÞ; IðxÞÞ, which be denoted by IðxÞij. We call the set of colors or
alphabet of colors of I, CI � Z, to the image set of the function I with domain
X and the image point of each pixel is called associated color. We can consider an
order in this set. Usually, we consider in digital image a predefined alphabet of
colors C � Z. We define h ¼ jCj as the size (number of colors) of C. In this paper,
we work with images in grey scale, then C ¼ f0; . . .; 255g, where 0 codify the
black color and 255 the white color.

A region could be defined by a subset of the domain of I whose points are all
mapped to the same (or similar) pixel value by I. So, we can consider the region Ri

as the set fx 2 X : IðxÞ ¼ ig but we prefer to consider a region r as a maximal
connected subset of a set like Ri. We say two regions r1; r2 are adjacent when at
less a pair of pixel x1 2 r1 and x2 2 r2 are adjacent. We say x1 and x2 are border
pixels. If Iðx1Þ\Iðx2Þ we say x1 is an edge pixel. The set of connected edge pixels
with the same pixel value is called a boundary between two regions.

4 Partially Bounded Regions

Given a binary 2D digital image, the HGB2I problem consists on calculating the
number of connected components and the representative curves of the holes of
these components. We can divide this problem in two sub-problems: the H0

problem consists on calculating the number of connected components and the H1

problem, which consists on calculating the number of holes. In [4], the HGB2I
problem was solved by using tissue P systems. In this paper, we extend the design
of such P systems in order to find Partially Bounded Regions (PBR).

Definition 1 Let I be a black and white image and C1 a connected component of
black pixels of I. Let P be a white pixel of the image I.

– We will say that C1 bounds the pixel P on the north (resp. south, east and west)
if there is at least one black pixel of the image I on the north (resp. south, east
and west) of P and the first of such black pixels belongs to C1.

– We will say that the region of white pixels C2 is partially bound by C1 if it is
connected, all its pixels are bounded by C1 at least on three sides (from north,
south, east or west) and it is maximal, i.e., it is not a proper subset of a region
with these properties.

4.1 Looking for Partially Bounded Regions

Given an input image, the stages of our algorithm for automatically finding such
regions are: Stage 1: Distinguishing BCCs; Stage 2: Minimal region containing
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a BCCs; Stage 3: Marking candidates as possible PBRs; and Stage 4:
Choosing PBRs.

Stage 1: Distinguishing BCCs. The first step for marking the PBR is to identify
the different BCCs of the image. The algorithm from [4] to solve H0 problem
assigns a different label to each of them. So, up to now, we consider we have
applied the previous algorithm, i.e., we have all the BCC labeled, and each
component with a different label.

Stages 2 and 3: Minimal region containing a BCCs. The minimal rectangle
containing the connected component C is found. All the white pixels in such
rectangle receive the same label as the black pixels of the BCC. (Rules R1 to R2 in
the tissue P System described below.)

Marking candidates as possible PBRs. Each white pixel inside of a minimal
rectangle is associated to a label. We associate the label N to this pixel if there is a
black or a white pixel with this label above it, the label S if there is a black or a
white pixel with this label below it; and we follow exactly the same way for the
labels E (right) and O (left). (Rules R3 to R10 in the tissue P system). We keep the
pixels with at least the three labels from fN; S;E;Og (Rule R11).

We define a family of tissue P system to develop the steps considered in the
stages 2 and 3. For each image I with size n2, we define a tissue P system,
PðnÞ ¼ ðC;R; E;w1;R; iin; ioutÞ where:

– C ¼ wij : 1� i; j� n
� �

[ ðaij; ðk; lÞÞ : a 2 b; r;wf g ^ 1� i; j; k; l� n
� �

[ N; S;O;Ef g;R ¼ ðaij; ðk; lÞÞ : a 2 b;wf g ^ 1� i; j; k; l� n
� �

;

E ¼ ðaij; ðk; lÞÞ : a 2 b; r;wf g ^ 1� i; j; k; l� n
� �

;

– w1 ¼ ;,
– iin ¼ iout ¼ 1 is the output cell.

R is the following set of rules:

– First, we will paint the white pixels adjacent to black pixels, maintained the
label:

– R1 � ð1; ðwi0j0 Þðbij; ðk; lÞÞ=ðri0j0 ; ðk; lÞÞðbij; ðk; lÞÞ; 0Þ for ði; jÞ, ði0; j0Þ adjacent
positions in the image.

– Now, we will find the corners of our new red line and we will expand this
connected component using these corners. In this way, the red component will
be expanded if and only if it is concave, so it will grow in the interior part of the
black connected components. Anyway, it will be able to grow on the exterior
part too, but it will stop (see Fig. 2b), because of it will not be bigger than the
minimal rectangle that contains this connected component.

– R2 �
ð1;ðx; ðk; lÞÞ ðy; ðk; lÞÞ
ðz; ðk; lÞÞ w

=
ðx; ðk; lÞÞ ðy; ðk; lÞÞ
ðz; ðk; lÞÞ ðr; ðk; lÞÞ;0Þ

where x; y; z 2 fb; rg
– Once any rule of type R2 cannot be activated, we will start working with the

colored pixels with the same label as our connected component. The important
key is to transfer to each red pixel in which direction it has black pixels with the
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same label. We will preserve the red pixels which has black pixels (with the
same label) in the four directions. To do this, we will work with the following
rules:

– R3 � ð1; ðbij; ðk; lÞÞðrijþ1; ðk; lÞÞ=ðbij; ðk; lÞÞðrijþ1; ðk; lÞ;EÞ; 0Þ
R4 � ð1; ðrij; ðk; lÞ; uÞðrijþ1; ðk; lÞ; vÞ=ðrij; ðk; lÞ; uÞðrijþ1; ðk; lÞ; vEÞ; 0Þ for u; v 2
fN; S;E;Og�, E 2 u and E 62 v. In this case it is only possible to transfer from
left to right. That is, if a pixel adjacent to the given one, that is not on the left of
the first one, has the label E, this rule will not be executed.

– R5 � ð1; ðbij; ðk; lÞÞðrij�1; ðk; lÞÞ=ðbij; ðk; lÞÞðrij�1; ðk; lÞ;OÞ; 0Þ
R6 � ð1; ðrij; ðk; lÞ; uÞðrij�1; ðk; lÞ; vÞ=ðrij; ðk; lÞ; uÞðrij�1; ðk; lÞ; vOÞ; 0Þ for u 2
fN; S;E;Og� and O 2 u and O 62 v. In this case it is only possible to transfer
from right to left. That is, if a pixel adjacent to the given one, that is not on the
right of the first one, has the label O, this rule will not be executed.

– R7 � ð1; ðbij; ðk; lÞÞðriþ1j; ðk; lÞÞ=ðbij; ðk; lÞÞðriþ1j; ðk; lÞ; SÞ; 0Þ
R8 � ð1; ðrij; ðk; lÞ; uÞðriþ1j; ðk; lÞ; vÞ=ðrij; ðk; lÞ; uÞðriþ1j; ðk; lÞ; vSÞ; 0Þ for u 2
fN; S;E;Og� and S 2 u and S 62 v. In this case, the unique possibility is to
transfer from down to up. That is, if a pixel adjacent to the given one, that is not
at the bottom of the first one, has the label S, this rule will not be executed.

– R9 � ð1; ðbij; ðk; lÞÞðri�1j; ðk; lÞÞ=ðbij; ðk; lÞÞðri�1j; ðk; lÞ;NÞ; 0Þ
R10 � ð1; ðrij; ðk; lÞ; uÞðri�1j; ðk; lÞ; vÞ=ðrij; ðk; lÞ; uÞðri�1j; ðk; lÞ; vNÞ; 0Þ for u 2
fN; S;E;Og� and N 2 u and N 62 v. In this case, it is only possible to transfer
from up to down. That is, if a pixel adjacent to the given one, that is not at the
top of the first one, has the label N, this rule will not be executed.

Fig. 2 a and d Input images; b and e Minimum regions containing a BCC. We can see two labels
(colors), one of each connected component c and f Candidate regions to PBRs (marked with an
star)
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– Just the previous rules conclude, the colored pixels that have black pixels (with
the same label) in their four directions, will be assigned a new label by rule R11.

– R11 � ð1; ðrij; ðk; lÞ;X Y ZÞ=ðgij; ðk; lÞÞ; 0ÞÞ for X 6¼ Y 6¼ Z and X; Y ; Z 2 fN; S;
E;Og:

Stage 4: Choosing PBRs. We take the pixels belonging to a candidate region
and adjacent to a white pixel in the input image. If their number is lower than a
threshold then this region is a PBR, but if number is greater than this threshold
then it is rejected. This threshold is taken in function of the maximal distance
between two pixels of the minimal region containing the BCCs. The definition of a
family of tissue P systems to develop this stage is extremely easy. We can see a
similar family in [7]. We can see in Fig. 3 the results of our algorithm when it is
applied in the images of Fig. 2a, b.

5 Conclusions

Biological and medical images are intrinsically full of imperfect data. Even with
the current technology, the noise cannot be fully avoided. The resolution of the
camera, the absence of the proper light or an aqueous media can affect the accu-
racy of the image. In some technical areas, it is crucial to determine the interior of
a connected set of pixels, even in case of it is not limited by a clear frontier.
Solving such problem is a hard task even for expert human eyes.

In this paper, we propose a definition of partially bounded region which can
help in this task. Finding a definition which cover each possible case is not pos-
sible, since the number of different cases from real-life images goes beyond any
definition, but the proposed one can help in a vast amount of cases.

In this paper, we also use techniques from the bio-inspired paradigm of
Membrane Computing. This new computational paradigm have features which
makes it suitable for dealing with digital images and it has been successfully
applied recently to Digital Image Analysis. For example, the subset of the integer
plane or space taken to be the support of the image and the set of possible features
associated to each 2D point can be considered finite and hence, the transformation

Fig. 3 a and b PBRs of the
images in Fig. 2a and d,
respectively
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of an image into another can be performed in a discrete way. Other of such
features is that the treatment of the image can be parallelized and locally modified.
Regardless how large is the picture, the process can be performed in parallel in
different local areas of it. Another interesting feature is that the information of the
image can also be easily encoded in the data structures used in Membrane
Computing.

Acknowledgments MAGN acknowledges the support of the project TIN2012-37434 of the
Ministerio de Economa y Competitividad of Spain.
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Power System Stability Enhancement
Using Fuzzy Logic Based Power System
Stabilizer

V. K. Tayal, J. S. Lather, Piyush Sharma and S. K. Sinha

Abstract In this paper a linearized Heffron-Philips model of a Single Machine
Infinite Bus (SMIB) power system with a Fuzzy Logic Power System Stabilizer
(FPSS) is developed for different membership functions. For FPSS, speed devia-
tion and acceleration deviation are taken as inputs. Comparison of the effective-
ness (steady state error, ess, overshoot (Mp) and settling time (ts) of FPSS for
different membership functions with conventional PSS and without PSS is done.
The performance of the SMIB system has improved significantly compared to
SMIB system without PSS/with PSS. The results of the simulation show that for
low frequency oscillations, FPSS is more effective in damping compared to con-
ventional controllers. Further this paper investigates the design and implementa-
tion of a Reduced Rule Fuzzy Logic Power System Stabilizer (RLFPSS).
A Reduced Rule Fuzzy Logic Power System Stabilizer for different membership
functions is proposed. The effectiveness of the RLFPSS for different membership
functions is illustrated with simulation carried out in MATLAB.
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1 Introduction

In the present scenario of modern era the stability of electric power system is one
of the most important concerns in any electric power system network. This can be
traced from the fact that in steady state the average electrical speed of the gen-
erators must be in synchronism. The stability of power system can be defined as
that property.

Power system stability [1] can be classified into: Transient stability and Small
signal stability. Transient stability of a system was conventionally suppressed
using AVR (Automatic voltage regulator), has the electric system has been seen
with oscillations of frequencies ranging from 0.1 to 2 Hz. These regulators have
high gain leading to destabilizing effect on power system and also these are
designed for specific operating condition hence limiting to specific level of per-
formance [2]. The solution to this problem is provided by fuzzy logic control.
Fuzzy Logic [3–5] has the features of simple concept, easy implementation, and
computational efficiency. This provides an easy method to draw the definite
conclusion from hazy, uncertain or inexact information. So in this paper the fuzzy
logic based power system stabilizer model is evaluated on a single machine infinite
bus (SIMB) power system, and then the performance of Conventional power
system stabilizer (CPSS), Fuzzy logic based power system stabilizer (FPSS) and
Reduce Rule based on Fuzzy logic based Power system stabilizer for different
membership functions have been compared. The paper is organized as follows;
Sect. 2 describes the modelling of power system. The designs of the conventional
power system stabilizer and Fuzzy logic based power system stabilizer have been
described in Sect. 3. The MATLAB/SIMULINK simulation results are presented
and discussed in Sect. 4. The conclusion is mentioned in Sect. 5. Appendix
includes various parameters of the system and controllers.

2 Modeling of Power System

SMIB (Single Machine Infinite Bus) system consists of a synchronous machine
connected to an infinite bus through a transmission line as shown in Fig. 1.

The fourth-order nonlinear system is described by the following set of
equations.

o
:

¼ x

_x ¼ 1
M
ðTm þ Te þ D:xÞ

_eq
0 ¼ 1

T
0
do

Efd � e0q � Xd � X
0

d

� �
id

� �
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_Efd ¼
1
Ta

KA Vref � Vt

� �� �
� 1

Ta
Efd

Figure 2 shows the block diagram of Single Machine infinite bus (SMIB) power
system model. This diagram was developed by Heffron and Phillips so to represent
a single synchronous generator connected to the grid through a transmission line.
Heffron and Phillips model [6] is a linear model. It is quite accurate for studying
LFOs and stability of power systems. It has also been successfully used for
designing classical power system controllers, which are still active in most power
utilities.

Fig. 1 Single machine infinite bus system (SMIB)

 

Delta Eq'

Delta Efd

Pe

Wb

s
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Speed Deviation

Power Angle Deviation
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1
K5

K4

1
K4K3

K3*Tdo'.s+1
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1
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1
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Fig. 2 MATLAB/SIMULINK model of Heffron and Phillips without contoller
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3 Controllers

Controller is a device fabricated in a chip form, analogue electronics, or computer
that supervise and actually alters the working conditions of a considered dynamical
system. This paper deals with two types of power system controllers discuss below.

3.1 Conventional Power System Stabilizer (CPSS)

The Power System Stabilizer is used to provide a sufficient damping to electro-
mechanical oscillations in SMIB energy system. So CPSS [7–11] is used to achieve
desired transient behavior and low steady state error. The input to controller is
speed deviation Dx. The PSS as represented in Fig. 3 has three components. These
are phase compensation block, signal washout block and gain block.

The controller gain Ks is an important factor as the damping provided by the
PSS increase in proportion to an increase in the gain up to a certain critical gain
value, after which the damping begins to decrease. The phase compensator block is
used to make the system ‘‘settle down’’ quickly. The outcome value of the con-
troller has to be gradually drawn towards zero in steady state condition. Therefore
a washout transfer function [Tw.S/(Tw.S ? 1)], which has a steady state gain zero
is used. The value of washout time constant Tw, may be in the range of 1–20 s.

3.2 Fuzzy Logic Controlled Power System Stabilizer (FPSS)

The fuzzy power system stabilizer is a two-input component which have single
output. These inputs are angular speed deviation and angular acceleration while
output of fuzzy logic controller is a voltage signal.

3.2.1 Fuzzy Logic Control System

Aristotle, 384–322 BC defines Logic as the mark of an instructed mind to rest
satisfied with that degree of precision which the nature of the subject admits, and
not to seek exactness where only an approximation of the truth is possible.

Concept of fuzzy logic has been given by Lotfi Zadeh in 1965. This logic is
used in many applications in the industry because of some advantages: simple and
faster methodology, reduce a design development cycle, simple to implement,
reduce hardware cost, improve the control performance, simplify design com-
plexity. So it is used as a controller in a power system as a fuzzy power system
stabilizer [12–20]. The designing process is carried out with the help of MATLAB
2009a (MATLAB, The MathWorks Inc., 1995). A fuzzy controller comprises of
three stages: fuzzification, fuzzy rule and defuzzification.
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3.3 Fuzzification

Fuzzification is the process of making a crisp quantity to fuzzy. This paper simply
recognizes that many of the quantities which are considered to be crisp and
deterministic are actually not deterministic at all. They carry considerable uncer-
tainty. If the uncertainty forms arise because of elusiveness, vagueness or ambi-
guity then fuzzy may be variable and can be represented by a membership function.
In this system there are two input speed and acceleration which is converting into
fuzzy value. Each of the input and output fuzzy variables [21, 22] is assigned seven
linguistic labels. Seven membership functions are generating better result proved
by some testing are defined as NH (Negative High), NM (Negative Medium), NS
(Negative-Small), ZR (Zero), PS (Positive-Small), PM (Positive-Medium), PH
(Positive High) membership functions are used to convert the fuzzy values between
0 and 1 for inputs and output value both which are shown in Table 1.

Membership functions are used to convert the fuzzy values between 0 and 1 for
inputs and output value both as shown in Fig. 4.

3.4 Fuzzy Rule Base System

Fuzzy rules are defined to reduce the error in the system after analyzing the
function of controller. For each fuzzy value there are seven membership functions,
so 49 combinations are possible which are shown in Table 1 of speed and
acceleration. There is an output for each of the membership functions and the
linguistic variables can be determined by using IF-Then fuzzy rules [23].

Ks Tw.S
Tw.S+1

T1.S+1
T2.S+1

Gain Wash out Lead-Lag

Input Output

Fig. 3 Structure of conventional lead-lag controller

Table 1 Rule base of fuzzy logic controller

Speed Deviation Acceleration

NH NM NS ZR PS PM PH

NH NH NH NH NH NM NM NS
NM NH NM NM NM NS NS ZR
NS NM NM NS NS ZR ZR PS
ZE NM NS NS ZR PS PS PM
PS NS ZR ZR PS PS PM PM
PM ZR PS PS PM PM PM PH
PH PS PM PM PH PH PH PH
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In a defuzzification part fuzzy values which are obtained from inference system
converts into the specific values. For the inference Mamdani’s minimum fuzzy
implication and Max–Min compositional rule are used. For the defuzzification
centroid method is used. At first, a parameters satisfying FLC is designed,
according to design rules and with assumption given in Sect. 3. Figure 5 shows the
Heffron Phillips MATLAB/SIMULINK Model of Single Machine Infinite bus
(SMIB) equipped with FLC.

3.5 Reduced Rule Fuzzy Based Power System Stabilizer

In Sect. 4 for a two input fuzzy controller 7 membership functions for each input
were used. Due to large rule-base system, the design of a Fuzzy PSS is very tedious
task. In the proposed Fuzzy PSS, only two fuzzy membership functions [23] are
used for the two inputs angular speed and acceleration and three membership
functions for the output parameter as shown in Fig. 6. Depending upon the nature of
output (increasing or decreasing) four rules are derived for the fuzzy logic con-
troller (Table 2). These four rules are sufficient to cover all possible situations.

4 Simulation Results

Figures 7, 8, 9, 10, 11, 12, 13 and 14 shown the Speed Deviation (Dx), Power angle
Deviation (Dd) of the SMIB system without controller, controlled by conventional
controller, FLC and Reduced Rule fuzzy PSS respectively for the different types of
membership functions. The System parameters (a) Speed Deviation (Dx) (b)
Power angle Deviation (Dd) of generator obtained with the proposed controllers are
given in Table 3. The outputs of SMIB system without PSS (a) Speed Deviation
(Dx) (b) Power angle Deviation (Dd) of generator are shown in Fig. 7.

Fig. 4 Membership
functions for fuzzy controller
for input and output variables
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The responses clearly show that system has large overshoot (Mp), large settling
time (ts) and error steady state is 0 and 2 for Speed Deviation and Power angle
respectively.
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Input2
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Input2

Input1

1

Input1 Fuzzy Logic 
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Derivative

Fig. 5 MATLAB/SIMULINK model of plant controlled by fuzzy power system stabilizer

Fig. 6 Reduced membership function for a input speed and acceleration, b output voltage

Table 2 Reduced rule base
of a Fuzzy PSS

Output Acceleration

N P

Speed N N Z
P Z P
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The outputs of SMIB systems with conventional PSS (a) Speed Deviation (Dx)
(b) Power angle Deviation (Dd) of generator are shown in Fig. 8. The responses
show that system has still larger overshoot (Mp), larger settling time (ts) and error
steady state is 0 and 2 for Speed Deviation and Power angle respectively. This can
be further improved by fine tuning of controller parameters.

The outputs of SMIB system with Fuzzy PSS for a triangular membership
function (a) Speed Deviation (Dx) (b) Power angle Deviation (Dd) of generator
are shown in Fig. 9. The responses show that system has smaller overshoot (Mp),
smaller settling time (ts) and error steady state is 0 and 2 for Speed Deviation and
Power angle respectively. So performance improved by using Fuzzy PSS. This can
be further improved by fine tuning of controller parameters.

The outputs of SMIB system with Fuzzy PSS for a Trapezoidal membership
function (a) Speed Deviation (Dx) (b) Power angle Deviation (Dd) of Generator
are shown in Fig. 10. The responses show that system has smaller overshoot (Mp),
smaller settling time (ts) and error steady state is 0 and 2 for Speed Deviation and
Power angle respectively. So performance improved by using Fuzzy PSS. This can
be further improved by fine tuning of controller parameters.

The outputs of SMIB system Fuzzy PSS for a Gaussian membership function
(a) Speed Deviation (Dx) (b) Power angle Deviation (Dd) of Generator are shown
in Fig. 11. The responses show that system has smaller overshoot (Mp), smaller
settling time (ts) and error steady state is 0 and 2 for Speed Deviation and Power
angle respectively. So performance improved by using Fuzzy PSS. This can be
further improved by fine tuning of controller parameters.

The outputs of SMIB system with Reduced Rule Based Fuzzy PSS for a Tri-
angular membership function (a) Speed Deviation (Dx) (b) Power angle Deviation
(Dd) of Generator are shown in Fig. 12. The responses clearly show that system
has much smaller overshoot (Mp), much smaller settling time (ts) and error steady
state is zero for both Speed Deviation and Power angle.

Fig. 7 Output of SMIB system without PSS a Speed Deviation (Dx), b Power angle Deviation
(Dd) of generator
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The outputs of SMIB system with Reduced Rule Based Fuzzy PSS for a
Trapezoidal membership function (a) Speed Deviation (Dx) (b) Power angle
Deviation (Dd) of Generator are shown in Fig. 13. The responses clearly show that

Fig. 8 Output of SMIB system conventional lead-lag PSS a Speed Deviation (Dx), b Power
angle Deviation (Dd) of generator

Fig. 9 Output of SMIB system fuzzy PSS for triangular membership function a Speed
Deviation (Dx), b Power angle Deviation (Dd) of generator

Fig. 10 Output of SMIB system Fuzzy PSS for Trapezoidal membership function a Speed
Deviation (Dx), b Power angle Deviation (Dd) of generator
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system has much smaller overshoot (Mp), much smaller settling time (ts) & error
steady state is for both Speed Deviation and Power angle.

The outputs of SMIB system with Reduced Rule Based Fuzzy PSS for a
Gaussian membership function (a) Speed Deviation (Dx) (b) Power angle

Fig. 11 Output of SMIB system Fuzzy PSS for Gaussian membership function a Speed
Deviation (Dx), b Power angle Deviation (Dd) of generator

Fig. 12 Output of SMIB system reduced rule Fuzzy PSS for triangular membership function
a Speed Deviation (Dx) b Power angle Deviation (Dd) of generator

Fig. 13 Output of SMIB system reduced rule Fuzzy PSS for trapezoidal membership function
a Speed Deviation (Dx), b Power angle Deviation (Dd) of generator
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Deviation (Dd) of generator are shown in Fig. 14. The responses clearly show that
system has much larger overshoot (Mp), smaller settling time (ts) and error steady
state 0 and 1.5 for Speed Deviation and Power angle respectively.

5 Conclusion

In this paper initially the effectiveness of power system stabilizer is reviewed. The
proposed method has been simulated on a SMIB Energy system with FLC and
conventional controller using complete state space model. The Matlab/Simulink
simulation results showed that in the presence of small disturbances in the system,
fuzzy controller is more effective as compared to the conventional controller. The
Fuzzy Logic Power System Stabilizer gives zero steady state error, smaller
overshoot and settling time as compared to conventional power system stabilizer.
The Fuzzy PSS with SMIB system is simulated for Triangular, Trapezoidal and
Gaussian membership functions for input and output. The Fuzzy PSS for Trian-
gular membership function gives best performance (Table 3).

The simulation results further confirmed that the proposed Reduced Rule Fuzzy
logic Power System Stabilizer with simple design approach and smaller rule base
can provide better performance for different membership functions as compared to
the conventional power system stabilizer (CPSS) and Fuzzy Logic Power system
stabilizer (Table 3). The Reduce Rule Fuzzy Logic Power System Stabilizer gives
zero steady state error, much smaller overshoot and settling time compared to
conventional and Fuzzy PSS.

Further, the Reduced Rule Fuzzy PSS is tested for Triangular, Trapezoidal and
Gaussian membership functions for input and output. The Reduced Rule Fuzzy
PSS with Trapezoidal membership function provide best performance (Table 3).

Fig. 14 Output of SMIB system reduced rule Fuzzy PSS for Gaussian membership function
a Speed Deviation (Dx), b Power angle Deviation (Dd) of generator
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Appendix

Parameter Values
Generator: M = 7.0 s., D = 0, Xd = 1.8, Xq = 1.76, X0d = 0.3, T0do = 7.2940,

xb = 314
Exciter: (IEEE Type ST1): KA = 200, TA = 0.02 s.
T1 = 0.154, T2 = 0.033, KS = 9.5, TW = 1.4
K1 = 0.7636, K2 = 0.8644, K3 = 0.3231, K4 = 1.4189, K5 = 0.1463, K6 =

0.4167
Input1 = 1.8, Input2 = 29.56, Output = 1.06.
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An Improved Quantum Inspired Firefly
Algorithm with Interpolation Operator

A. Manju and M. J. Nigam

Abstract Firefly Algorithm (FA), a population based algorithm has been found
superior over other algorithms in solving optimization problems. Later the authors
formulated a quantum Delta potential well model for FA (QFA) by placing the
fireflies in an exponent atmosphere with global updating operator and weighting
function. In this paper, to improve the speed of convergence and provide a proper
balance between local and global search ability of QFA, an interpolation based
recombination operator for generating a new solution vector in the search space
has been introduced. Above algorithm is compared with various other algorithms
using several benchmark functions. Statistical performance using t-test on the
results exhibits the superiority of proposed QFA.

Keywords Quantum inspired FA � QPSO � Exponential atmosphere �
Interpolation

1 Introduction

Nature inspired optimization algorithms have been gaining its importance over past
several decades wherein the steps in the process of evolution, communication
between the animals in search of food, mates, territory etc. have been mathemati-
cally formulated. Quantum inspired version of such algorithms is found to meet the
increase in complexity of technology and various real world problems [1]. Recent

A. Manju (&) � M. J. Nigam
Department of Electronics and Computer Engineering,
Indian Institute of Technology Roorkee,
Roorkee, Uttarakhand 247667, India
e-mail: manju.senthil@gmail.com

A. Manju
SKP Engineering College, Tiruvannamalai, Tamilnadu 606611, India

M. Pant et al. (eds.), Proceedings of the Third International Conference
on Soft Computing for Problem Solving, Advances in Intelligent Systems
and Computing 258, DOI: 10.1007/978-81-322-1771-8_7, � Springer India 2014

69



member of such population based algorithm is firefly algorithm (FA) introduced by
Yang [2] which can obtain global as well as local optima simultaneously and
effectively. FA is superior over other algorithms in the sense that it could handle
multimodal problems of combinational and numerical optimization more naturally
and efficiently [3, 4].

In fact, FA befits exploiting search space not only by improving individuals’
experience, but also obtaining a population of local optimal solutions simulta-
neously [5]. Another advantage is the independent working of fireflies making it
suitable for parallel implementation. Fireflies accumulates strongly around each
optimum and does not jump like Genetic algorithms (GA) [6]. Fireflies are
assumed to be present in atmosphere of uniform density [2]. Motivated by the fact
that the density of the atmosphere decays exponentially with height, named as
exponential atmosphere model [7], recently the authors have improved the FA by
placing the fireflies in exponential atmosphere where the extinction coefficient
varies with distance between the fireflies [8]. Above algorithm when carried out
using Global and weighing operator, provides an insight of analogy with the
Quantum inspired particle swarm optimization (QPSO). Movement of fireflies in
the exponential atmosphere has been found to be equivalent to a particle moving in
a multi dimensional space, represented by a dirac delta function. Based on such
analogy quantum Delta potential well model for FA (QFA) has been proposed by
the authors [9]. Employing QFA on well known Benchmark problems exhibits
stronger local and global searching capability of the algorithm.

Like any other evolutionary algorithm (EA), the performance of QFA deteri-
orates with the increase in dimensionality of the objective function. In an attempt
to improve QFA, a quadratic interpolation based recombination operator has been
used along with the algorithm. Quadratic interpolation enhances PSO and QPSO
[10] which motivates the authors to employ it with QFA. The proposed algorithm
is employed on various benchmark functions and comparison of the algorithm
based on Statistical analysis (t-test) with other algorithms has been performed.
Rest of the paper is organized as follows: In Sect. 2, the basic QFA is outlined, and
Sect. 3 describes the proposed improved QFA. Experimental settings and results
are presented in Sect. 4. Finally, the conclusion and further research are discussed
in Sect. 5.

2 Quantum Inspired Firefly Algorithm

FA proposed by Yang [2] employs three idealized rules: (1) all fireflies are unisex
so that one firefly will be attracted to other fireflies regardless of their sex;
(2) Attractiveness is proportional to their brightness, thus for any two flashing
fireflies, the less brighter one will move towards the brighter one. The attrac-
tiveness is proportional to the brightness and they both decrease as their distance
increases. If there is no brighter one than a particular firefly, it will move
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randomly; (3) The brightness of a firefly is affected or determined by the landscape
of the objective function.

In FA, there is a swarm of m agents (fireflies) and xi represents a solution for
firefly i. Initially all fireflies are dislocated in S (randomly or employing some
deterministic strategy). Each firefly has its distinctive attractiveness b which
implies how strong it attracts other members of the swarm. Firefly attractiveness
can be represented by monotonically decreasing function of the distance
rj = d(xi;xj) to the chosen firefly j, e.g. the exponential function: b ¼ b0e�crj ,
where b0 2 (0, 1) and c 2 (0, 1) are predetermined algorithm parameters: maxi-
mum attractiveness value and absorption coefficient, respectively.

Furthermore every member of the swarm is characterized by its light intensity
which can be directly expressed as an inverse of a cost function f (xi). To effectively
explore the considered search space it is assumed that each firefly i is changing its
position iteratively based on two factors: attractiveness of other swarm members
with higher light intensity i.e. Ij [ Ii; Vj = 1,…m, j = i which is varying across
distance and a fixed random step vector ui: where ui ¼ aðr and � 1

2Þ, with
a 2 (0, 1), being algorithm’s parameter. It should be noted as well that only if no
brighter firefly can be found such randomized step is being used [2, 11].

It is worth pointing out that the exponent cr can be replaced by other functions
such as crm when m [ 0. Distance between any two fireflies i and j at xi and xj is
measured as Cartesian distance.

The firefly i movement is attracted to another more attractive (brighter) firefly
j is determined by:

xi ¼ xi þ b0e�cr2
i;jðxj � xiÞ þ ui ð1Þ

where the second term is due to the attraction, while the third term is randomi-
zation with the vector of random variable being drawn from a Gaussian distri-
bution. Yang in [12] used Levy distribution instead of Gaussian one. The
absorption coefficient c is customized based on the characteristic length as given in
[12].

Above firefly algorithms employed either constant or varying attenuation
coefficient based on characteristic length of the search space. Fireflies are assumed
to be present in atmosphere of uniform density. But typically, the density of the
atmosphere decays exponentially with height named as exponential atmosphere
model [7].

Using the above concept the attenuation coefficient in Eq. (1) is assumed to be
exponentially varying with distance [8] as c ¼ e�dri;j , where the coefficient d,
proportional constant of density can be adjusted such as c 2 (0, 1).

Inspired by Quantum mechanics and trajectory analysis of PSO [13] Delta
potential well model of PSO was introduced by Sun et al. [14]. Unlike PSO, QPSO
needs no velocity vectors for particles, and has fewer parameters to adjust, making
it easier to implement. The iterative equation of QPSO is very different from that
of PSO as given below
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Xiðt þ 1Þ ¼ piðtÞ � b: mbestðtÞ � XiðtÞj j: lnð1=uÞ ð2Þ

where mbest is the mean value of the pbest positions of all particles [14] and b is
the only parameter of adjustment of speed of convergence, named as contraction–
expansion coefficient.

Adding a global updation term and inertia weight factor to the FA updation
formula of fireflies in exponential atmosphere [8] a quantum Delta potential well
model for FA (QFA) has been arrived [9]. In the process of formulation of QPSO
in [14] the potential energy of the particle, V(x) is equated to a dirac delta function.
In Basic FA with fireflies in atmosphere with constant attenuation coefficient, the
velocity function does not constitute a dirac delta function. But when the fireflies
are placed in exponentially varying attenuation coefficient, the potential energy of
the particle can be equated to the function V(x) in [14]. Searching procedure of
proposed QFA is similar to that of QPSO except for the updation part which
happens only when it finds the brighter ones.

3 Improved QFA with Interpolation Operator

Like any other EA, the performance of QFA deteriorates with the increase in
dimensionality of the objective function. As suggested in [15], integration and
hybridization of swarm algorithm with evolutionary parameters is performed to
overcome each others weakness leading to a new approach. In an attempt to
improve QFA, a quadratic interpolation based recombination operator has been
used along with the algorithm. Quadratic operators are nonlinear multiparent
(polygamy) crossover operator which makes use of three particles (parents) of the
swarm to produce a particle (offspring) which lies at the point of minima of the
quadratic curve passing through the three selected particles. This was found
enhancing PSO and QPSO [10] which motivates the authors to employ it with QFA.

A new firefly in the search space is generated by invoking quadratic interpo-
lation recombination operator [16]. At the end of each generation the new firefly is
accepted in the algorithm if it is better than the worst particle. The process is
repeated until a better solution is obtained. In this way diversity is increased as a
new solution is created and included in the algorithm, apart from the usual way of
retaining particle having the best fitness function value to take part in recombi-
nation process.

The new solution exi ¼ 1
2
ðbi2 � ci2Þf ðaÞ þ ðci2 � ai2Þf ðbÞ þ ðai2 � bi2Þf ðcÞ
ðbi � ciÞf ðaÞ þ ðci � aiÞf ðbÞ þ ðai � biÞf ðcÞ ð3Þ

where a = xmin (the firefly having minimum (or best) fitness function value),
{b, c} = randomly chosen fireflies from the remaining members. (a, b and c
should be three different fireflies). The computational steps of the improved
algorithm is given below
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Step 1: Initialize the current positions and personal best positions of all the fireflies
Step 2: For t = 1 to the maximum number of iterations,execute the following steps
Step 3: Compute mean best position mbest
Step 4: For each firefly in the population, execute from step 5 to 7.
Step 5: Compute fitness value f(xi); if f(xi) \ f(Pi) then Pi = Xi;
Step 6: Select the gbest position g = arg min (f(Pi)); among fireflies.
Step 7: Update each fireflies position using Eq. (2).
Step 8: Find a new particle using Eq. (3)
Step 9: If the new firefly is brighter than the worst firefly in the population

Then replace the worst firefly by the new firefly.
Step 10: Go to step 2 until maximum iterations reached.

4 Experiment Results

Proposed algorithm is tested on Five Benchmark functions, all minimization
problems with minimum value zeros. Asymmetrical initialization as in [17] is
employed. Mean best fitness and standard deviation are recorded for 100 trial runs.
Scalability of the algorithm is investigated by considering different population
sizes M and different dimensions. The population sizes are 20, 40 and 80 and the
maximum generation is set as 1,000, 1,500 and 2,000 corresponding to the
dimensions 10, 20 and 30 for five functions, respectively. The algorithms used for
comparison are (i) Standard FA algorithm (FA), (ii) FA based on characteristic
length (FA1), (iii) algorithm with exponential atmosphere concept (FA2),
(iv) Global weighed FA (FA3), (v) QFA and (vi) QFA with interpolation operator.
In all the cases value of b0 is set to 1 and a = 0.2, as in [12] and w decreases
linearly from 0.9 to 0.4. c0 = 0.8 in characteristic length based FA and Propor-
tional constant of density (d) is set as 0.3 in case of exponential atmosphere.

Further to exhibit the superiority of the proposed algorithm, Standard PSO and
QPSO algorithms described in [17] is also considered with the same experimental
settings. Mean best fitness and standard deviation values for the functions are
given in Tables 1, 2, 3, 4 and 5 revealing the striking potential of the proposed
algorithm in obtaining the optimal solution with high precision. As in
Tables 6, 7, 8, 9 and 10, all t-test values are high, exhibiting the improvement of
QFA by the Interpolation operator for higher dimensions also. From Table 2 and 3
we can see that the standard deviation of FA3 is higher than the proposed QFA,
exhibiting the spread of the fitness value from the mean. This is due to the
introduced global operator in FA, predominant in multimodal function and uni-
modal with long curves. Above effect is vivid from their t- test values also.

Figures 1, 2, 3, 4 and 5 give the comparison of convergence processes of
proposed QFA with other algorithms, when the population size is 20, dimension 30
and number of generations is 2,000. Sphere and Dejong’s functions being uni-
modal are used to test local search ability of the algorithm. Faster convergence
exhibited by the QFA with interpolation operator proves the corresponding
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improvement in local search process (Figs. 1 and 5). Multimodal functions like
Rastrigin and Griewank demands slower searching as the sign of improvement in
global search. But significant improvement in exploration is not found as the
required minima are obtained very soon (around 250 generations in case of Gri-
ewank and 1,000 for Rastrigin function) and the process of Global searching is not
improved (Figs. 2 and 3). Monomodal function like Rosenbrock, with long curves
and slightly decreasing valley where the particles are ought to escape from the

Table 6 t-test value for Sphere function: comparison of proposed QFA with other algorithms

M D Gen PSO QPSO FA FA1 FA2 FA3 QFA

20 10 1000 1.93E ? 00 1.3009 5.619082 14.78231 8.045625 13.2164 1.0011196
20 1500 4.87E ? 00 2.976255 19.61559 24.85507 20.62131 11.85208 1.0034552
30 2000 5.16E ? 00 2.813225 31.17322 32.87982 33.71603 12.32457 1.0442879

40 10 1000 3.71E ? 00 1.258081 21.56479 22.52706 17.9471 10.35812 1.0013954
20 1500 2.43E ? 00 1.157876 27.28169 32.15622 29.8959 0.097958 1.3351077
30 2000 4.68E ? 00 1.672562 34.33377 35.03385 36.94447 8.185147 + inf

80 10 1000 3.50E ? 00 1.313831 22.17579 18.47386 17.4736 8.212404 0
20 1500 1.77E ? 00 1.822145 27.88343 26.95178 25.18045 7.513184 + inf
30 2000 6.84E ? 00 2.565003 33.58867 34.88048 37.23554 9.232777 + inf

Table 7 t-test value for Rosenbrock function: comparison of proposed QFA with other
algorithms

M D Gen PSO QPSO FA FAI FA2 FA3 QFA

20 10 1000 3.80E ? 00 3.195922 5.960711 5.466207 5.295192 7.586887 2.4684
20 1500 5.54E ? 00 6.116499 7.178686 7.135396 7.127861 21.60073 3.3195222
30 2000 6.48E ? 00 6.588558 8.347646 9.72405 9.4534 22.8911 3.7875401

40 10 1000 4.07E ? 00 6.078315 4.992206 5.034172 4.410958 37.27762 2.0818786
20 1500 4.19E ? 00 9.462447 6.772793 6.710337 6.173865 25.76496 1.7115544
30 2000 6.40E ? 00 10.03967 7.024308 6.652375 7.065332 20.9505 2.2443327

80 10 1000 4.64E ? 00 6.696456 4.62887 3.702839 4.006583 57.12631 1.3533111
20 1500 6.36E ? 00 10.92338 6.082255 7.509064 7.667172 44.13134 5.9997838
30 2000 5.26E ? 00 12.01023 6.152848 6.765471 6.882973 33.82019 5.0945489

Table 8 t-test value for Rastrigin function: comparison of proposed QFA with other algorithms

M D Gen PSO QPSO FA FAI FA2 FA3 QFA

20 10 1000 9.75E ? 00 7.382311 22.80041 23.75724 22.24476 7.651063 7.1198325
20 1500 1.71E ? 01 11.88589 15.8623 19.5362 20.21946 9.143454 5.4565818
30 2000 2.29E ? 01 14.78467 16.03902 15.52522 15.15873 6.781026 6.463609

40 10 1000 5.83E ? 00 5.56989 11.19847 9.497934 11.3676 2.820784 4.7260531
20 1500 2.01E ? 01 13.24394 16.44084 16.52287 15.7631 3.297269 5.754693
30 2000 2.61E ? 01 16.34099 17.77414 14.7421 17.67105 1.852424 7.0203458

80 10 1000 6.92E ? 00 6.48258 13.31674 9.980397 13.37677 2.467692 6.4276015
20 1500 2.02E ? 01 14.05422 20.95808 19.55603 20.39247 4.074135 6.1263052
30 2000 1.92E ? 01 11.71316 15.89119 16.49256 15.35445 0.253091 4.9657022
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narrow area of the optimal solution, tests both the local and global search ability of
the algorithm. QFA offers better results when compared to QFA with interpolation
operator in such cases (Fig. 4).

Table 9 t-test value for Griewank function: comparison of proposed QFA with other algorithms

M D Gen PSO QPSO FA FAI FA2 FA3 QFA

20 10 1000 9.41E ? 00 5.377823 33.05142 28.16716 17.51268 9.950268 4.5569569
20 1500 1.19E ? 01 8.439222 38.50094 29.2527 21.86346 9.915118 1.3466719

30 2000 8.45E ? 00 5.898348 38.49532 21.3331 27.07099 9.172985 2.8565368
40 10 1000 6.00E ? 00 2.551025 28.65671 20.50562 15.45156 10.69289 1.4746499

20 1500 1.09E ? 01 8.134781 17.00885 9.235837 5.198067 11.04686 1
30 2000 6.52E ? 00 7.778421 5.807234 9.953469 7.130529 8.500801 1

80 10 1000 6.80E ? 00 1.958846 22.41517 19.69117 14.03474 12.52678 0.1013027
20 1500 1.35E ? 01 10.45502 3.560728 8.821145 57.12389 11.30502 1.3470981
30 2000 8.37E ? 00 6.522279 10.42839 12.17851 9.00188 9.062689 1.2687561

Fig. 1 Comparison of convergence process in Sphere function

Table 10 t-test value for Dejong function: comparison of proposed QFA with other algorithms

M D Gen PSO QPSO FA FA1 FA2 FA3 QFA

20 10 1000 2.80E ? 00 1.005255 1.064479 4.694397 5.472177 6.58523 1.3792252
20 1500 1.56E ? 00 1.094861 1.238772 12.82747 7.382698 7.172007 + inf
30 2000 2.99E ? 00 1.697209 10.20559 14.67721 12.79232 1.400179 + inf

40 10 1000 1.04E ? 00 1.000299 9.738858 10.87919 7.332287 5.838485 + inf
20 1500 2.14E ? 00 1.083669 11.44347 12.95319 14.73208 6.201063 + inf
30 2000 3.31E ? 00 2.084407 16.85759 19.06727 19.11422 4.20384 + inf

80 10 1000 2.48E ? 00 1 8.015767 8.396435 6.475084 4.844067 + inf
20 1500 2.01E ? 00 1.340916 10.9005 14.4946 13.40723 3.024149 + inf
30 2000 2.49E ? 00 1.734166 14.62463 16.67362 16.21199 2.469169 + inf
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Since the parameter setting in QFA is same as in QFA with interpolation
operator, faster convergence of QFA with interpolation operator owes to the effect
of variation operator. Presence of such recombination operator leads the fireflies to
converge quickly to the global best, thereby improving local searching at the stake
of global searchability.

Fig. 2 Comparison of convergence process in Rosenbrock function

Fig. 3 Comparison of convergence process in Rastrigrin function
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5 Conclusions and Further Research

Following the foot steps of formulation of QPSO from PSO algorithm, we have
described the quantum-behaved Firefly algorithm from FA. Searching process of
QFA is improved using Interpolation based recombination operator. Disadvantage
of premature and slow convergence of QFA has been dealt by the proposed
algorithm as demonstrated by the simulation results. Introduction of various other
operators and hybridization of the algorithm to improve the tradeoff between
exploration and exploitation would be an interesting direction in future.

Fig. 4 Comparison of convergence process in Griewank function

Fig. 5 Comparison of convergence process in De Jong’s function
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Discrete Wavelet Transform Based Fault
Detection and Classification in a Static
Synchronous Series Compensated
Transmission System

M. Geethanjali, M. Anju Alias and T. Karpaga Senthil Pandy

Abstract Protection of a transmission line which includes Flexible AC Trans-
mission system (FACTS) devices using distance protection is a challenging task.
In this paper, a power system with Static Synchronous Series Compensator (SSSC)
is placed at the center of the transmission line is taken into analysis. In this paper a
statistical algorithm is proposed which detects and classifies the type of fault and
locates it in the SSSC compensated transmission line. The proposed algorithm is
based on wavelet transform of the three phase current measured on the sending end
of the line and Classification And Regression Tree (CART), a commonly available
statistical method is used to classify the fault. Wavelet transform of current signal
provides the hidden information of the fault location which is the input to the
CART. The algorithm developed is simple and effective in detecting, classifying,
and estimating the location of fault. The effective and efficient way of handling
faults are exhibited using various fault cases and their corresponding simulation
also shows it.
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1 Introduction

In the present energy scenario, it is not easy to develop new generation facilities
and transmission infrastructure to meet the energy crisis and environmental con-
sensus. Therefore it is vital to utilize the energy generated properly and to enhance
the power transfer capability of the present power transmission system. The power
flow is a function of the transmission line impedance, magnitude of the sending
and receiving end voltages and the phase angle between two voltages. By con-
trolling anyone of these power flow parameter, it is possible to control active and
reactive power flow in the transmission line. The above technique is accomplished
with the help of FACTS devices. During fault, the presence of FACTS devices in
the network affects the steady state and transient character of the current and
voltage signal which has the impact in the operation of the relay and its function.

Few researchers determined the fault location and fault resistance with the use
of current and voltage signals without classifying the fault type and phases
involved [1]. Protection of compensated and uncompensated transmission line is
discussed in literatures [2, 3]. A number of algorithms insisting series compen-
sation as well as TCSC compensation were proposed for fault location and clas-
sifying them through numerical methods, fuzzy logic and wavelet transform [1–5].

In this paper, a static synchronous series compensators (SSSC) is used as
FACTS device in the power transmission system. SSSC is placed at the midpoint
of the transmission system and provides required compensation for the system.
The SSSC generates nearly three phase sinusoidal voltage that is in quadrature
with line current with help of power electronics based voltage source converter. As
the name of FACTS indicates it is connected in series to the transmission line
using series coupled transformer. The SSSC is designed to provide inductive or
capacitive compensation as per power system loading condition [6]. The SSSC is
preferred over the TCSC compensated transmission line. The problems encoun-
tered with TCSC are as follows: (i).Significant increase of steady state current with
series compensation which may be greater than line to ground fault current (ii).
The protection arrangement using metal oxide varistor (MOV) protects the
capacitor from overvoltage during fault. (iii). Inversion of voltage and current and
The harmonics in voltage and current signal produced due to the decaying DC
component due to resonance between the system inductance and capacitance and
other non fundamental frequency related issues in the system [7–11].

In this paper, a test system is built using MATLAB/SIMULINKVer-
sion7.10.0.499 (R2010a). The proposed power system model is a simple 11 kV
network equipped with the SSSC at the midpoint of transmission line via series
coupling transformer.

The test system is shown in Fig. 1.
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2 Wavelet Analysis

Wavelet transform is a mathematical high precise tool for signal processing and
specially suited for non stationary and non periodic wide band signals. The
Wavelet transform produces a time scale which is used for localizing both time
and frequency. The continuous wavelet transform (CWT) of a continuous signal
x(t) is given by Eq. (1).

CWT a, bð Þ¼
Z �1
1

x tð ÞW�a;bdt ð1Þ

where W(t) is called as the mother wavelet because it belongs a family of
special wavelets which is given by wa;b tð Þ ¼ 1ffiffi

a
p W�a;b

t�b
a

� �
are its scaled and shifted

versions, the constants ‘a’ corresponds to scaling parameter and constant ‘b’
corresponds to the shifting parameter. In this paper, DWT is used for the fault
classification purpose. The DWT of a digital signal x(t) is given by Eq. (2).

DWT x;m; nð Þ ¼ 1ffiffiffiffiffiffi
am

o

p
X

m

X
m

x kð Þw � k� nb0am
0

am
0

� �
ð2Þ

where a ¼ am
0 b ¼ nb0 am

0 ; a0 ; b0 are fixed constants and generally assigned as
a0 = 2 and b0 = 1. k, m and n are integers.

The DWT is implemented by multi resolution analysis (MRA). In this DWT
process, the input signal is analyzed at various frequency bands and resolution.
The signal is decomposed into approximate and detailed versions with the help of
successive high pass and low pass filters. Every stage of decomposition are called
as level. The details obtained at various levels comprises of the features for the
fault detection and classification.

Fig. 1 One line diagram of test system
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3 SSSC Mathematical Model

The SSSC is operated in voltage control mode, and therefore, a voltage-controlled
voltage source inverter (VC-VSI) is used as SSSC hardware. The SSSC injects
three-phase voltages in series with the line connecting the load with the supply
system. For the SSSC, an energy storage device is used on the DC bus of the
inverter to produce the desired (phase and magnitude) output voltages. The SSSC
circuit can be represented by following mathematical equations.

ea;b;c ¼ Rc þ Rtð Þica;cb;cc þ Lc þ Ltð Þ dica;cb;cc

dt
ð3Þ

where Rt = Rts ? Rtp is the injection transformer windings resistance and
Lt = Lts ? Ltp is the injection transformer windings leakage inductance. The
quantities (ea, b, c) are the inverter (SSSC power converter) pole voltages. The
three-phase output currents of the SSSC are obtained by solving the differential
equations in Eq. (3). As shown in Eq. (4), for series compensation, the injected
voltage vectors produced by the SSSC are added with the supply voltage vectors,
resulting in compensation of the desired reactive power.

vsa;sb;sc ¼ van;bn;cn � Rsisa;sb;sc � Ls
disa;sb;sc

dt
þ vabc inj ð4Þ

The injected voltage (Va-inj, b-inj, c-inj) imposed on the injection transformer
primary are realised by the voltage control of the SSSC power circuit. The
mathematical relationship between the injected voltages and inverter currents are
given in Eq. (5).

vabc inj ¼ ðRts þ RtpÞica;cb;cc þ ðLts þ Ltp
dica;cb;cc

dt
Þ ð5Þ

3.1 SSSC Control Scheme

Unlike Shunt compensation, the SSSC system requires a constant DC bus voltage,
which is ensured by using a 700 V DC supply to feed power to SSSC DC bus.
The load currents (iLa, Lb, Lc) are sensed, and the voltages appearing at both sides
((VaS, bS, cS) and (VSa, Sb, Sc)) of the injection transformer are computed to
determine the real (p) and reactive (q) powers consumed by the load and fed by the
supply system. The difference between the reactive power consumed by the load
and supplied by the source is produced by the SSSC. The instantaneous value of
real (p) and reactive (q) powers consumed by the load and supplied by the source
are expressed in Eq. (6).
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psuply ¼ v/sis/ þ vbsisb

qsuply ¼ �vbsiLa þ vasiLb

pload ¼ vasisa þ vbsisb
qload ¼ �vbsiLa þ vasiLb

ð6Þ

To eliminate voltage sag at the PCC, it is preferred that the majority of the
reactive power consumed by the load be produced by the SSSC via PI controller
based scheme, The required reactive power (q) is obtained from the difference
between the load side reactive power demand and the supply side reactive power
output. Shown in Eq. (7) the SSSC reference voltages in a-ß frame (v*a_inj,
v*b_inj,) are computed using the desired value of reactive power that is to be
supplied from the SSSC.

v�/ inj
v�b inj

� �
¼ iL/ iLb

�iLb iLa

� ��1 p ¼ 0
�q�

� �
ð7Þ

In Eq. (7), setting the real power (p) equal to zero ensures that the SSSC feeds
only reactive power and requires the minimal amount of energy storage on its DC
bus. For voltage control, the a-ß frame (v*a_inj, v*b_inj,) reference voltages are
transformed into the abc reference frame. After being transformed into the abc
reference frame, these reference voltages are compared with the actual injected
voltages (voltages across injection transformer). The obtained difference voltage
signals are compared with a triangular waveform control signal. Comparison of
the difference voltage signals with the triangular wave form results in switching
signals for the SSSC devices. The switching signals ensure that actual injected
voltages follow the reference injected voltages.

4 Wavelet Transform and Entropy Calculation

In this paper, the wavelet entropy theory is applied to detect, classify and to
identify the fault position. Wavelet entropy (WE) is formed by combining Wavelet
transform and Shannon entropy together. The collective operation of the wavelet
entropy will ensure the usage of advantage of both methods to explain the char-
acteristics of the signal. Wavelet transform of transient signal is expressed by
multi-resolution decomposition fast algorithm. The approximation coefficients are
the high-scale, low-frequency components of the signal produced by filtering the
signal by a low-pass filter. The detailed coefficients are the low-scale, high-
frequency components of the signal produced by filtering the signal by a high-pass
filter.

Let x(n) be the discrete input signal. The input signal x(n) is transformed at
instant ‘k’ and with scale ‘i’. It has a high frequency component coefficient Di(k)
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and a low frequency component coefficient Ai(k). The reconstruction is made
through Di(k) and Ai(k).

Di kð Þ : ½2� iþ1ð Þfs; 2
�ifs�

Ai kð Þ : 0; 2� iþ1ð Þfs

h i
i ¼ 1; 2; . . .. . .::m

ð8Þ

where fs is the sampling frequency.
The original input signal x(n) [7] can be described by the sum of all components

x nð Þ ¼ D1 nð Þ þ A1 nð Þ þ D2 nð Þ þ A2 nð Þ
¼
Xn

i¼1
Di ðnÞ þ Ai ðnÞ

ð9Þ

Non Normalized Shannon entropy is used in this paper. The non normalized
Shannon entropy is given by [7] Eq. (10)

Ei ¼ �
X

k
Eik log Eik ð10Þ

where Eik is the wavelet energy spectrum at scale i and instant k and it is defined
as in Eq. (11)

Eik ¼ DiðkÞj j2 ð11Þ

5 Proposed Wavelet Entropy Algorithm

1. Get the values of three phase current and ground current. Ground current is
obtained as a sum of three phase current.

2. Apply the discrete wavelet transform and compute the entropy of current
coefficient.

3. Compute the summation of absolute entropies of the coefficients of each
current (sumia, sumib, sumic, sumig).

4. Denote PP1 with the phase having maximum entropy sum (A, B, C).
5. Denote PP2 with the phase having second maximum entropy sum (A, B, C).
6. Denote PP3 with the phase having minimum entropy sum (A, B, C).
7. Check if sumig \ threshold:- No Fault condition is observed.
8. Check else if sumig \ 1:- LL Fault (Line to Line Fault), Phases included:-

PP1 and PP2, Distance measurement is performed on basis of PP1.
9. Check else if sumig \ PP3:- LLLG Fault (Three Phase Fault), Phases included:-

PP1, PP2, PP3 and Ground, Distance measurement is performed on basis of PP1.
10. Check else if sumig \ PP2:- LLG Fault (Double Line to Ground Fault),

Phases included:- PP1, PP2 and Ground, Distance measurement is performed
on basis of PP1.

11. Check else if sumig \ PP1:- LG Fault (Single Line to Ground Fault), Phases
included:- PP1 and Ground, Distance measurement is performed on PP1.
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6 Results and Discussion

As shown in Table 1, in case of no fault in the system, ‘sumig’ is less than
threshold which is equal to 4 9 10-4 i.e. almost zero. In LL fault, ‘sumig’ is less
than 1. For example, for a BC fault, ‘sumib’ and ‘sumic’ are greater than sumia. In
the case of other faults like LLLG, LLG and LG faults ‘sumig’ is greater than
1000, because ground is included in each case. In LG fault, for example an AG
fault, ‘sumia’ is greater than ‘sumib’ and ‘sumic’. Similarly in case of LLG fault,
for example an ABG fault, ‘sumia’ and ‘sumib’ are greater than sumic and so on
(Fig. 2).

As shown in Table 2, the maximum absolute entropy sum (PP1) decreases
according to the fault location varies from source end to load end. Fault location of
LLLG fault is determined from the fault current. For example, if the fault current is
between 3.4333 9 108 and 2.6072 9 108, then fault location is between 5 and
9.9 % of transmission line. In the same way other fault locations are determined.

Appendix: System Parameters of Fig. 1. (Base MVA 5 100)

Generator Rated Voltage: 11 kV
Short Circuit Level: 6GW
X/R Ratio: 7

Transformer1(Y/Y) Rated Voltage: 11 kV/110 kV
Transformer2(Y/Y) Rated Power: 250 MVA

Leakage Resistance: 0.002pu
Leakage Resistance: 0.08 pu

Table 1 Sum of absolute entropies of current coefficients

Fault type Sumia Sumib Sumic Sumig

AG 2.5483 9 107 5.8703 9 105 4.1480 9 105 1.6964 9 107

BG 4.5765 9 105 2.8271 9 107 4.0080 9 105 1.9092 9 107

CG 3.7388 9 105 6.6103 9 105 2.9192 9 107 1.9740 9 107

ABG 4.6055 9 107 4.0620 9 107 4.2309 9 105 1.0481 9 107

BCG 4.2071 9 105 5.5829 9 107 4.8236 9 107 1.2320 9 107

CAG 3.9857 9 107 6.5025 9 105 4.9017 9 107 1.2789 9 107

ABCG 4.9467 9 107 5.9098 9 107 6.0642 9 107 2.6895 9 106

AB 4.7952 9 107 3.9743 9 107 3.3125 9 105 0.0062
BC 3.2136 9 105 4.4413 9 107 4.2364 9 107 0.0054
CA 4.0987 9 107 5.3583 9 105 3.8513 9 107 0.0049
No fault 3.2134 9 105 5.3581 9 105 3.3126 9 105 0
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Transformer3(Y/Y) Rated Voltage: 110 kV/33 kV
Transformer4(Y/Y) Rated Power: 300 MVA

Leakage Resistance: 0.002 pu
Leakage Resistance: 0.08 pu

Transmission Line Resistance: 0.01809 pu
Reactance: 0.0195 pu

Load1 Active Power: 15 MW
Load2 Reactive Power: 50 MVAR

Fig. 2 Flow chart of the proposed wavelet entropy algorithm used to detect and classify fault in
a static synchronous series compensated transmission system
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SSSC Rated power: 70 MVA
Nominal DC Voltage: 700 V
Nominal AC Voltage: 6.6 kV
Number of Pulses: 12

Series Coupling Transformer Rated Voltage: 6.6 kV/48 kV
Rated power: 70 MVA
Leakage Resistance: 0.001 pu
Leakage Reactance: 0.05 pu
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Between 5.3636 9 107 and 4.9868 9 107 Between 55 and 59.9
Between 4.9867 9 107 and 4.2068 9 107 Between 60 and 64.9
Between 4.2067 9 107 and 3.7841 9 107 Between 65 and 69.9
Between 3.7842 9 107 and 3.3695 9 107 Between 70 and 74.9
Between 3.3694 9 107 and 3.0676 9 107 Between 75 and 79.9
Between 3.0675 9 107 and 2.8870 9 107 Between 80 and 84.9
Between 2.8871 9 107 and 2.8533 9 107 Between 85 and 89.9
Between 2.8532 9 107 and 2.6611 9 107 Between 90 and 94.9
Less than 2.6610 9 107 Above 95
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SVM and Random Forest Classification
of Satellite Image with NDVI
as an Additional Attribute to the Dataset

K. Joshil Raj and S. SivaSathya

Abstract Image Classification is a widely researched subject both in the academic
circles as well as industry having varied use in wide ranging applications in a
multidisciplinary area. These techniques are being used in the fields of robotics,
military applications, telecom, Oil and gas exploration, agriculture, creation of
mapping products for military/civil applications and also by various departments
of the Government for assessment of environmental damage, land use monitoring,
radiation monitoring, urban planning, growth regulation, soil evaluation, and crop
yield assessment. This paper addresses the issue of use of SVM and Random
Forest algorithms for the classification of the Alwar satellite image data set. The
normalized difference vegetation index (NDVI) is an estimate of the photosyn-
thetically absorbed radiation over the land surfaces. We use NDVI as an additional
attribute in the satellite image dataset to study the impact on the classification
accuracy by these two algorithms. The experiments were performed using Alwar
satellite image dataset, which has been previously classified using various other
classification algorithms. The prediction accuracy and the kappa coefficient
achieved for training data and the classified image generated from the test dataset
after use of both the classifier systems is finally compared.
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1 Introduction

Image Classification is a widely researched subject both in the academic circles as
well as industry having varied use in wide ranging applications in a multidisci-
plinary area [1]. It is widely used to generate land use pattern maps, for land cover
classification, soil pattern classification and for prediction of underground mineral/
water deposits [2]. These techniques help in reducing or eliminating the require-
ment of an actual ground survey and also provide information of inaccessible
terrains. Recent advances in remote sensing technologies and the increasing
availability of satellite data with high resolution provide an enormous amount of
spatial information for the exploitation in real life problems.

Image classification was initially done manually (by visual identification by
experts or by ground survey) which was later replaced by Statistical techniques [3]
like Parallelepiped Classification, Minimum Distance to Mean Classification,
Maximum Likelihood Classification and Computational techniques. As the
computational power increased and with the latest research in the field of Com-
putational Intelligence, several new techniques have been proposed for Image
Classification with great efforts for improving the classification accuracy. Image
classification is the task of extracting information classes from a multiband raster
image. The intent of the classification process is to categorize all pixels in a digital
image into one of several land cover classes.

The organization of the paper is as follows: Sect. 2 presents a brief note on the
data set used for performing the experiments and also the related work that has
been used in the previously published research works using different approaches
for classifying this satellite image data set. Section 3 gives out a review of the
algorithms used in the proposed work (SVM and Random Forest). Section 4
describes the procedure used in the preparation of the dataset and the conduct of
the experiments using the different algorithms. Section 5 has detailed experimental
results obtained after using various combinations of the algorithms and datasets,
each with different error matrices and accuracies. It also presents a comparison of
the proposed classifiers with the various other classifiers used in the previously
published work on this satellite image data set. Section 6 presents Conclusion and
future scope of the proposed work.

2 Satellite Image Dataset

Remote sensing data are available as multispectral and hyperspectral data. Each
pixel has values corresponding to different bands of the electromagnetic spectrum.
Classification techniques are used to identify pixels having similar values for
different bands so as to classify them into different classes. Multispectral satellite
data of size 472 9 576 (257712 pixels) of the Alwar region Rajasthan has been
sourced from the Digital Terrain Research Lab (DTRL), a DRDO lab. This data
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have been cited and used by many researchers for the purpose of image classifi-
cation. This is an Indian Remote Sensing satellite’s (IRS-P6) optical band image
dataset with data for Green (G), Red (R), Near-Infrared (N) and Middle-Infrared
(M) bands. The ground resolution of these images is 23.5 m and is taken from
LISS (Linear Imaging Self Scanning Sensor)-III, sensor. The dataset also contains
values for attributes of Radarsat microwave images Radarsat-1 (RS1) and
Radarsat-2 (RS2) and Digital Elevation Model (DEM). Major land-use types of the
area are vegetation, urban, water, rocky and barren.

2.1 Vegetation Index

There are a variety of vegetation indices that help in monitoring the vegetation in a
satellite image. Reflectance is low in the red region (0.6–0.7 l) because of the
absorption of leaf pigments (chlorophyll). The infrared region (0.8–0.9 l) shows
high reflectance because of the scattering by the cell structure of the leaves.
Vegetation index can be achieved by comparing the measure of infrared reflec-
tance to that of the red reflectance. Normalized Difference Vegetation Index
(NDVI) [1] can be calculated by taking the difference of (NIR-red) and normal-
izing it to balance out the effects of uneven illumination such as the shadows of
clouds or hills.

NDVI ¼ NIR � redð Þ= NIR þ redð Þ

We also create a new training data with Normalized Difference Vegetation
Index (NDVI) as an additional attribute. Thus the new dataset has 8 attributes
(Red, Green, NIR, MIR, RS1, RS2, DEM and NDVI).

There has been several reported work using various algorithms like Minimum
Distance Mean classifier, Maximum likelihood classifier, ACO, CAnt Miner
Algorithm, Hybrid ACO—BBO, ACO/SOM, Hybrid ACO2/PSO, Hybrid ACO2/
PSO/BBO [4], Semantic web based classifier, Cuckoo search Algorithm [5], Fuzzy
classification, Rough Set/BBO ? Ant Miner, Rough - Fuzzy Tie up approach,
Fuzzy/BBO, Rough Set/BBO, BBO [6] and FPAB/BBO [7] on Alwar satellite
image data set for image classification.

3 Classification Using SVM and RF Algorithms

3.1 SVM

SVMs are a set of related supervised learning methods used for classification and
regression. An SVM [8] constructs a hyperplane or a set of hyperplanes in a high-
dimensional space, which can be used for classification, regression and density
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estimation problems. Intuitively, a good separation is achieved by the hyperplane
that has the largest distance to the nearest training data points of any class since in
general the larger the margin the lower the generalization error of the classifier.
SVM proposed by Vapnik [9], maps input (real-valued) feature vectors into a high
dimensional feature space through some nonlinear mapping. Computing the hyper
plane to separate the data points i.e. training an SVM leads to a quadratic opti-
mization problem. SVM uses a feature called kernel to solve this problem. For
nonlinearly separable problems SVM transforms the data into a higher dimen-
sional feature space and subsequently employs a linear hyperplane. There are
many kernel functions; like a polynomial, radial basis functions etc. SVMs classify
data by using support vectors, which are members of the set of training inputs that
outline a hyper plane in feature space [10]. The primary advantage of SVMs is the
lowest expected probability of generalization errors. The other advantages of using
SVMs for classification are speed and scalability [11]. SVMs are relatively
insensitive to the number of data points and the classification complexity does not
depend on the dimensionality of the feature space, so they can potentially learn a
larger set of patterns and thus be able to scale better.

3.2 Random Forest

Random forest [12] is an ensemble classifier that consists of many decision trees
and outputs the class that is the mode of the class’s output by individual trees. It
runs efficiently on large databases, generates an internal unbiased estimate of the
generalization error as the forest building progresses and can handle thousands of
input variables without variable deletion. Random forests (RF) are a combination
of predictors such that each predictor depends on the values of a random vector
sampled independently and with the same distribution for all predictors in the
forest. The generalization error of a forest of classifiers depends on the strength of
the individual classifier in the forest and the correlation between them. To grow
these ensembles, often random vectors are generated that govern the growth of
each classifier in the ensemble. After a large number of classifiers are generated,
they vote for the most popular class. We call these procedures random forests.

4 Procedure for Satellite Image Classification Using SVM
and RF

SVM and RF of the Weka [13] data mining tool is used to generate 10 fold cross
validation accuracy and the kappa coefficient on the training data set. Fine tuning
of the parameters of the algorithms is done to generate the maximum accuracy and
the kappa coefficient. The classification model is also generated using the training
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dataset for classification of the test dataset. Test dataset is prepared in MATLAB
[14] using the seven tiff images of the same area in different bands. The test image
dataset is also classified using the same algorithms. Display of the classified image
depicting the land cover information as a tiff image is done in MATLAB. The
parameters used for SVM and Random Forest classifications are shown in Tables 1
and 2 respectively.

4.1 NDVI as an Additional Attribute

The NDVI index is used as an additional attribute for each pixel for the purpose of
classification of the training and the test data set. Display of the vegetation
information of the test dataset using the NDVI index with different thresholds is
compared with vegetation information of the test dataset derived after image
classification.

5 Experimental Results

The results (land cover information) obtained by applying the algorithms (SVM
and Random Forest) on the Alwar dataset are shown in Figs. 1, 2 and 3.

The confusion matrices generated by the SVM and Random Forest classifica-
tions are given in the Tables 3, 4 and 5.

Table 1 Parameters of SVM SVM type C-SVC
Cost 1
Gamma 0.0001
Kernel RBF
Cross validation 10 folds

Table 2 Parameters of RF Random features 4
Number of trees 10
Out of bag error 0.014
Cross validation 10 folds
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5.1 Accuracy Assessment

The producer’s accuracy and user’s accuracy are given in the Tables 6 and 7
respectively. Also the overall accuracy and Kappa coefficient of each algorithm is
illustrated in Table 8.
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Fig. 1 Classified image
using SVM
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Fig. 2 Classified image
using RF
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Fig. 3 Classified image
using random forest with
NDVI as an attribute
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Table 3 Confusion matrix of SVM classification

Barren Rocky Urban Veg Water Total

Barren 190 0 1 0 0 191
Rocky 2 286 0 0 0 288
Urban 1 0 415 1 0 417
Veg 0 0 0 329 0 329
Water 0 0 0 0 206 206
Total 193 286 416 330 206 1431

Table 4 Confusion matrix of RF classification

Barren Rocky Urban Veg Water Total

Barren 189 1 1 0 0 191
Rocky 2 286 0 0 0 288
Urban 0 0 416 1 0 417
Veg 0 0 0 329 0 329
Water 0 0 0 0 206 206
Total 191 287 417 330 206 1431

Table 5 Confusion matrix of RF classification (with NDVI attribute)

Barren Rocky Urban Veg Water Total

Barren 190 1 0 0 0 191
Rocky 2 286 0 0 0 288
Urban 0 0 416 1 0 417
Veg 0 0 0 329 0 329
Water 0 0 0 0 206 206
Total 192 287 416 330 206 1431

Table 6 Producer’s accuracy

SVM Random forest Random forest
(With NDVI)

Barren 98.44 98.95 99.47
Rocky 100 99.65 99.65
Urban 99.75 99.76 100
Vegetation 99.69 99.69 99.69
Waterbody 100 100 100
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5.2 Comparisons with Existing Classification Techniques

Comparisons with previous published classification results on the Alwar satellite
image dataset in various papers has been collated and shown in Table 9.

It can be seen after comparison of the results with previously published work,
that both SVM and Random Forest are able to achieve a higher kappa coefficient
and overall accuracy.

5.3 Comparison of the Image Classification Results of SVM
and RF Algorithms

The satellite image classified using SVM and Random Forest algorithms were
compared and also related to the actual terrain data of the area as obtained from the
recent high resolution Google satellite data of Alwar region. Even though, both
SVM and Random Forest generate similar 10 fold cross validation accuracy and
the Kappa coefficient on the training data set, however their classification results
vary greatly on the test dataset. As can be seen from the Table 11, the number of
pixels classified as rocky and urban varies greatly among the different classified
images. This can also be seen in the figures depicting classified images using the
different algorithms. We could identify eight areas with major differences in the
image classification results and they have been highlighted in the images with a
circle. The comparison is also given in the Table 10.

The reason for such a variance in the classified image using the different
algorithms is due to the heterogeneity of the pixel data in different bands and the
requirement of a large training data for some of the algorithms. SVM performs
better on the test data since it requires very less training data to generate the
support vectors at boundary locations between the different classes. Thus the
results depict that SVM gives more accurate results on the test satellite image data

Table 7 User’s accuracy SVM RF RF (NDVI)

Barren 99.47 98.95 99.47
Rocky 99.30 99.30 99.30
Urban 99.52 99.76 99.76
Veg 100 100 100
Water 100 100 100

Table 8 Overall accuracy
and kappa coefficient

Overall accuracy Kappa coefficient

SVM 99.65 % 0.9955
RF 99.65 % 0.9955
RF (NDVI) 99.725 % 0.9964
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as compared to the Random Forest algorithm. In case of circle 1 and 2, the results
are extremely different when compared with recent high resolution Google maps
Satellite data of Alwar region. This can attributed to the low resolution of our
dataset which increases the problem of mixed pixels due to the heterogeneity of
the pixel data and also the temporal variation of the data. Our dataset is old as
compared to the Google data which is of very recent origin. Circle 1 is depicts the
cantonment area in Alwar and shows more vegetation in the Google data which
has increased over a period of time. Circle 2 depicts the residential area in Alwar
which shows more urban characteristics in the recent Google data (Table 10).

5.4 Use of NDVI as an Additional Attribute

It can be seen that using NDVI as an additional attribute in the data set increases
the classification accuracy of the Random Forest algorithm. However there is no
change in the classification accuracy by using NDVI as an additional attribute in
classification by SVM. The classification accuracy remains the same as the
original dataset. It can also be seen from Figs. 4 and 5 that the vegetation indices
like NDVI can provide an indication to the presence of vegetation in an image.
The vegetation land cover information derived using SVM and RF are shown in
Figs. 6, 7 and 8 respectively. It is seen that even though simply displaying NDVI

Table 9 Comparison of kappa coefficient and overall accuracy achieved using various algo-
rithms on the Alwar image dataset

S. No Algorithms Kappa Coefficient Overall Accuracy

1. Cuckoo search algorithm 0.9465 0.957
2. BBO 0.6715 0.742
3. Fuzzy classification 0.9134 –
4. Rough-fuzzy tie up approach 0.9700 –
5. CAnt miner algorithm 0.964 –
6. Hybrid ACO–BBO 0.96699 0.986
7. Hybrid ACO2/PSO 0.975 –
8. Hybrid ACO2/PSO/BBO 0.98182 0.974
9. Semantic web based classifier 0.9881 –

10. Minimum distance mean classifier 0.7364 –
11. Maximum likelihood classifier 0.7525 –
12. Fuzzy/BBO 0.6921 0.757
13. ACO/SOM 0.70755 0.77
14. Rough set/BBO 0.67150 0.742
15. ACO/BBO 0.76369 0.814
16. FPAB/BBO 0.67927 0.748
17. Rough set/BBO ? ant miner 0.97 –
18. SVM 0.99 0.996
19 Random forest 0.99 0.997
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Table 11 Number of pixels classified as different land cover type using SVM and RF algorithms

Algorithms
Land cover type

No of pixels

SVM Random forest Random forest (with additional
NDVI feature)

Barren 50296 48155 60704
Rocky 85430 105544 99847
Urban 74250 55645 42298
Vegetation 44885 45674 52123
Waterbody 2851 2694 2740
Total 257712 257712 257712

Fig. 4 Vegetation
highlighted (green) using the
NDVI (threshold [ 0.4)

Fig. 5 Vegetation
highlighted (green) using the
NDVI (threshold [ 0.5)

Fig. 6 Vegetation
highlighted (green) in the
SVM classified image
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also gives the indication of the presence of vegetation, however use of image
classification algorithms for identifying the vegetation land cover information are
much more accurate.

6 Conclusion

In this paper we have presented two classification techniques to classify high
resolution satellite images. We have compared our results achieved using SVM
and Random Forest algorithms with the previously published results using various
other algorithms on this dataset. We have also classified a test satellite image data
set and compared the results. In addition, use of NDVI as an additional attribute to
the dataset and its effect on the image classification task has been studied. The
inclusion of an NDVI as an additional attribute has contributed to the increase in
the classification accuracy as well as the kappa coefficient. Further research will
include attribute reduction/feature selection wherein the aim will be to reduce the
number of attributes (bands) to achieve the same accuracy or greater accuracy and
the Kappa coefficient for the satellite image data set. The endeavor will also be to
try out another novel algorithms and study their performance on this dataset.
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‘G’, DTRL, DRDO who provided me the Satellite Data for the experimental study.

Fig. 7 Vegetation
highlighted (green) in the RF
classified image

Fig. 8 Vegetation
highlighted (green) in the RF
classified image with NDVI
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Bi-directional Pixel-Value Differencing
Approach for Steganography

Himakshi, Harsh Kumar Verma, Ravindra Kumar Singh
and Charan Kamaljit Singh

Abstract A hybrid image steganographic approach has been proposed in this
paper to enlarge the data hiding capability of cover image as well as to improve the
quality of stego image. This research is a hybrid combination of cryptography,
steganography and data compression. The basic building block of this approach is
Wu and Tsai’s method (PVD), LZW compression scheme, Vernam cipher and
gray code. In this approach, chunks of the secret data are embedded by altering the
pixel values of the consecutive pixels in the cover image according to their hiding
capacity. The hiding capacity of the two consecutive pixels depends on their
difference value, which is calculated by pixel-value differencing technique (PVD).
Two layer data hiding is the key feature of this approach that’s why it is called a
Bi-Directional approach. Two layer data hiding approach improves the data hiding
capacity and quality of stego image as well. In second layer data hiding we
consider left pixel of the pixel pair as the right pixel and vive-versa. It improves
the quality of stego image. In this technique stego image is totally indistinguish-
able from the original image by the human eye. It is also secure against the RS
detection attack.
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1 Introduction

In recent years, enormous research efforts have been invested in the development
of digital image steganographic techniques. The major goal of steganography is to
enhance communication security by inserting secret message into the digital
image, modifying the nonessential pixels of the image [1]. The image after the
embedding of the secret message, so-called stego image, is then sent to the
receiver through a public channel. In the transmission process, the public channel
may be intentionally monitored by some opponent who tries to prevent the mes-
sage from being successfully sent and received [2]. The opponent may randomly
attack the stego image if he/she doubts the stego image carries any secret message
because the appearance of the stego image shows obvious artifacts of hiding effect
[3]. For this reason, an ideal steganography scheme, to keep the stego image from
drawing attention from the opponent, should maintain an imperceptible stego
image quality. That is to say, if there are more similarities between the cover
image and the stego image, it will be harder for an attacker to find out that the
stego image has important secret data hidden inside it. This way, the secret data is
more likely to travel from the sender to the receiver safe and sound [4]. An
alternative was proposed by [5], it make use of a stego key to provide additional
security on the secret data.

For the past decade, many steganographic techniques for still images have been
presented. A simple and well- known approach is directly hiding secret data into
the least-significant bit (LSB) of each pixel in an image. One method proposed by
Jarno Mielikainen [6] is a modified version of the least-significant-bit (LSB)
method, resulting in improved imperceptibility. It allows an embedding of the
same amount of information as LSB matching but with fewer changes to the cover
image. This makes the detection of the proposed method harder than the con-
ventional LSB matching method [7]. Proposed a statistical method for detection in
LSB technique. Although LSB technique is susceptible to noise over the network
but it is useful when one have to store valuable information like Pan Card details,
Form16 etc., on a system which is accessible to many of them. The LSB-based
methods mentioned above, directly embed the secret data into the spatial domain
in an unreasonable way without taking into consideration the difference in hiding
capacity between edge and smooth areas. In general, the alteration tolerance of an
edge area is higher than that of a smooth area [8].

That is to say, an edge area can conceal more secret data than a smooth area.
With this concept in mind, Wu and Tsai presented steganographic scheme that
offers high imperceptibility to the stego image by selecting two consecutive pixels
as the object of embedding [9]. The payload of Wu and Tsai’s scheme is deter-
mined by the difference value between the pixels. In Wu and Tsai’s method, they
determine whether the two consecutive pixels belong to an edge or smooth area by
checking out the difference value between the two consecutive pixels. If the dif-
ference value is large, that means the two pixels are located in an edge areas, and
more secret data can be hidden here. On the contrary, if the difference value is
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small, that means the two pixels are located in a smooth area, and less secret data
can be embedded. Therefore, their scheme produces stego images that are more
similar to the original images than those produced by LSB substitution schemes,
which directly embed secret data into the cover image without considering the
differences between adjacent pixels. Furthermore, Chung-Ming Wang has pro-
posed a new method based on modulus function to resolve the issue of falling-off-
boundary problem [10]. Tri-way pixel-value differencing (TPVD) is also used to
improve the capacity of the hidden secret information and to provide an imper-
ceptible stego image for human vision [11]. PVD method was also modified for
more robust histogram quantization [12].

2 Wu and Tsai’s Method

The embedding process of Wu and Tsai’s method uses a cover image F sized
M � N:Fi is a sub-block of F that has two consecutive pixels broken down by
partitioning F in raster scan order such that F ¼ Fiji ¼ 1; 2; ::;M�N

2

ffi �
: By defi-

nition each Fi has two elements Pði;LÞ and Pði;RÞ: The pixel values of Pði;LÞ and
Pði;RÞ are Pði;xÞ and Pði;yÞ respectively. The difference value di of Pði;xÞ and Pði;yÞ can
be derived by Eq. (1).

di ¼ P i;xð Þ � P i;yð Þ
�� �� ð1Þ

On the other hand, they design a range table R which consists of n contiguous
sub-ranges Rj; in other words R ¼ Rjji ¼ 1; 2; ::; n

ffi �
. The major job of the range

table is to provide information about the hiding capacity of each Fi. Each sub-
range Rj has its lower and upper bound values, say lj and uj, so that we have
Rj 2 lj; uj

� �
. The width wj of each Rj is selected to be a power of 2, and can be

computed by wj ¼ uj � lj þ 1: Each sub-block Fi relates to its sub-range Rj from
the range table R such that Rj ¼ min di;wj

� �
and di 2 ½lj; uj�: This way, hiding

capacity of two consecutive pixels can be obtained by

ti ¼ log wj

	 

ð2Þ

Here, ti is the number of bits that can be hidden in Fi. Read ti bits from the
binary secret data stream and transform into its decimal value t0i. A new difference
value d0i can be generated by putting lj and t0i together: d0i ¼ t0i þ lj: Now the secret
data can be embedded into Fi by modifying its P i;xð Þ and P i;yð Þ such that di ¼ d0i:
The details of the embedding criteria are as follows:
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P
0

i;xð Þ;P
0

i;yð Þ

� �
¼

P i;xð Þ þ dm=2e;P i;yð Þ � bm=2c
� �

;

if P i;xð Þ �P i;yð Þ and d
0

i [ di;

P i;xð Þ � dm=2e;P i;yð Þ þ bm=2c
� �

;

if P i;xð Þ\P i;yð Þ and d
0

i [ di;

P i;xð Þ � dm=2e;P i;yð Þ þ bm=2c
� �

;

if P i;xð Þ �P i;yð Þ and d
0

i � di;

P i;xð Þ þ dm=2e;P i;yð Þ � bm=2c
� �

;

if Pði;xÞ\Pði;yÞ and d
0

i � di;

8>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>:

ð3Þ

where m ¼ jd0i � dij:
We can gain new pixel values P0 i;xð Þ and P0 i;yð Þ after the calculation in Eq. (3) and

replace P i;xð Þ and P i;yð Þ in the cover image with the new values so that the
embedding process is accomplished. An illustration of how P i;xð Þ and P i;yð Þ can be
adjusted by Wu and Tsai’s scheme for the purpose of hiding secret data is shown in
Table 1.

In Table 1, assume the pixel values of sub-block Fi are P i;xð Þ ¼ 32, P i;yð Þ ¼ 32,
and the width wj of their sub-range is 8 with lj ¼ 0 and uj ¼ 7. Then, 3 bits of the
secret data is taken out and put into Fi. All the possible ways of adjusting P i;xð Þ and
P i;xð Þ are shown in Table 1. Obviously, the falling-off-boundary problem will occur
and would not conform Eq. (3) if 0�Pði;xÞ � 3 and 0�Pði;yÞ � 3:

The recovery process of Wu and Tsai’s method is quite simple and easy. Given
two consecutive pixels P0 i;xð Þ and P0 i;yð Þ of the stego image, compute their difference

value d0i and obtain d0i ¼ jP0 i;xð Þ � P0ði;yÞj: Use the original range table R in the

embedding phase to obtain the same Rj and wj. The length ti of the hiding capacity
also can be gained by using Eq. (2). Calculate the real difference value d00i ¼
d0i � lj and convert the decimal value d00i into a binary string whose length is ti bits.
For example, assume d00i ¼ 510 and ti ¼ 3, and then secret data 1012 is extracted.

3 Proposed Method

Proposed method is a two layer data hiding scheme. The motivation behind this
approach is to improve the quality of stego image as well as to maximize the data
hiding capacity of cover image. A basic building block of this approach includes
Wu and Tsai’s method [9, 10], LZW compression scheme [13, 14], Vernam cipher
[15, 16] and gray code [17]. Wu and Tsai’s method is used to hide data in gray
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level image and LZW compression scheme is used to compress data. Vernam
cipher provides an essential security on the secret data using a user key. Seemingly
insignificant use of gray code can play a vital role in data compression. Gray code
provides a high level movement of bits, which in effect improves the compression
ratio.

Step wise explanation of this approach is give below.

3.1 The Embedding Process

Step 1: Take a ‘‘key’’, ‘‘secret message’’ and a gray level image ‘‘cover image’’
form user.

Step 2: Apply ‘‘Vernam cipher’’ on the ‘‘secret message’’ using the ‘‘key’’. It
produces ‘‘cipher text’’.

Step 3: Concatenate a ‘‘start string’’ ($’ or any other) at the start of the ‘‘cipher
text’’ and a ‘‘finish string’’ (‘$ or any other) at the end of the ‘‘cipher text’’.

Step 4: Apply ‘‘LZW compression’’ scheme on the ‘‘cipher text’’ to make it
compact. This compact message is known as ‘‘compressed message’’.

Step 5: Apply ‘‘Wu and Tsai’s embedding process’’ to hide ‘‘compressed mes-
sage’’ in the ‘‘cover image’’. It is the first layer data hiding and produced
image is called as ‘‘intermediate Image’’.

Step 6: If complete ‘‘compressed message’’ has been hidden in the ‘‘cover image’’
then goto Step15.

Step 7: Find the ‘‘pixel difference value’’ di, ‘‘lower bound’’ lj, ‘‘upper bound’’ uj

and its ‘‘hiding capacity’’ ti using Wu and Tsai’s method and calculate
‘‘1st layer difference’’ d1i, by d1i ¼ di � lj for each pair of ‘‘interme-
diate image’’.

Step 8: Create a ‘‘difference string’’ by concatenating binary values of ‘‘1st layer
difference’’ in ti bits.

Step 9: Convert ‘‘difference string’’ into ‘‘gray code’’ (for getting better com-
pression ratio on ‘‘difference string’’).

Table 1 An illustration of Wu and Tsai’s embedding process

Secret data
(decimal value)

P i;xð Þ ¼ 32 P i;yð Þ ¼ 32 New difference value
of P i;xð Þ and P i;yð Þ

0 No modify No modify 0
1 +1 No modify 1
2 +1 -1 2
3 +2 -1 3
4 +2 -2 4
5 +3 -2 5
6 +3 -3 6
7 +4 -3 7
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Step 10: Apply ‘‘LZW compression’’ on ‘‘gray code’’ of ‘‘difference string’’.
Step 11: Concatenate ‘‘difference string’’ with ‘‘remaining compressed message’’

using a ‘‘joint string’’ (‘_’ or any other). ‘‘Joint string’’ will be used to
separate the ‘‘difference string’’ from ‘‘remaining compressed message’’.

Step 12: Apply ‘‘Wu and Tsai’s embedding process’’ once again to hide ‘‘differ-
ence string’’ in the ‘‘intermediate image’’. Here we consider left pixel as
right pixel of the pair and vice versa (it will improve the quality of stego
image, because in first layer data hiding we add [m/2] in left pixel and
subtract [m/2] from right pixel. Now it will add in right pixel and sub-
tract form left pixel. So the pixel difference of the stego image and cover
image will be very close).

Step 13: If complete ‘‘difference string’’ has been hidden in the ‘‘intermediate
image’’ then goto Step16.

Step 14: goto Step1 and choose a bigger image.
Step 15: Apply ‘‘Wu and Tsai’s method’’ once again to hide ‘‘compressed mes-

sage’’ in the ‘‘intermediate image’’. It will improve the quality of the
image. Here we consider left pixel as right pixel of the pair and vice
versa.

Step 16: ‘‘Intermediate image’’ will be your ‘‘stego image’’.

3.2 The Recovery Process

Step 1: Take a gray level image ‘‘stego image’’ and a ‘‘key’’ (which is used at the
sender end) form user.

Step 2: Apply ‘‘Wu and Tsai’s recovery process’’ to extract the message from the
‘‘stego image’’. Here we consider left pixel as right pixel of the pair and
vice versa.

Step 3: Apply ‘‘LZW de-compression’’ scheme on the ‘‘extracted message’’ to get
full length message.

Step 4: If ‘‘start string’’ ($’ or any other) and ‘‘finish string’’ (‘$ or any other) are
found in the ‘‘extracted message’’ then chop the message between it. And
goto step13.

Step 5: (Ignore Step3 & 4) Find ‘‘difference string’’ and ‘‘remaining compressed
message’’ from the ‘‘extracted message’’. Message after the ‘‘joint string’’
(‘_’ or any other) will be the ‘‘remaining compressed message’’. And
string before the ‘‘joint string’’ (‘_’ or any other) will be the ‘‘difference
string’’.

Step 6: Apply ‘‘LZW de-compression’’ scheme on the ‘‘difference string’’.
Step 7: ‘‘Difference string’’ is in ‘‘gray code’’ so convert it into binary.
Step 8: Find the ‘‘lower bound’’ lj and its ‘‘hiding capacity’’ ti using ‘‘Wu and

Tsai’s method’’. Read ti bit from the ‘‘difference string’’ and convert it
into decimal value, this is called the ‘‘1st layer difference’’ d1i. Now add
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‘‘lower bound’’ lj in ‘‘1st layer difference’’ to find the ‘‘difference’’ di ¼
d1i þ lj for each pair of stego image.

Step 9: Now extract the data of 1st layer hiding by considering di as ‘‘difference’’
of the pixel pairs, lj as ‘‘lower bound’’ and ti as ‘‘hiding capacity’’ using
‘‘Wu and Tsai’s recovery process’’.

Step 10: Now concatenate ‘‘extected message’’ with ‘‘remaining compressed
message’’.

Step 11: Apply ‘‘LZW de-compression’’ scheme once again.
Step 12: Chop ‘‘cipher text’’ between ‘‘start string’’ ($’ or any other) and ‘‘finish

string’’ (‘$ or any other)
Step 13: Apply ‘‘Vernam cipher’’ to decrypt the ‘‘cipher text’’ to get the original

‘‘secret message’’.

4 Results and Analysis

4.1 Basic Terms

4.1.1 Range Table (R)

A range table R consisting of 6 sub-ranges Rj, for j = 1, 2,…, 6 are being con-
sidered for this approach (Table 2).

4.1.2 Peak Signal-to-Noise Ratio (PSNR)

The peak signal-to-noise ratio (PSNR) is considered to evaluate the stego image
quality. A larger PSNR value indicates the fact that the discrepancy between the
cover image and the stego image is more invisible to the human eye. The PSNR is
defined as follows:

PNSR ¼ 10 log10
2552

MSE
dB

And

MSE ¼ 1
M � N

 �XM�1

i¼0

XN�1

j¼0

aij � bij

� �2

Here, aij is the pixel of the cover image where the coordinate is ði; jÞ, and bij is
the pixel of the stego image where the coordinate is ði; jÞ:M and N represent the
size of the image.
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4.1.3 RS Detection Attack

In this section, we analyze the performance of the proposed method in terms of the
stego image quality and the robustness against the RS detection attack. If pixel
value alteration is less, then it will be considered as optimal quality. And if pixel
value alteration is more then it will be considered as worst quality [10].

The RS detection method by [18] can directly judge whether the stego image is
secure without visual inspection. Fridrich et al. [18] utilize the dual statistics
method to classify all the pixels of a stego image into three pixel groups: the
regular group Rm or R�m, the singular group Sm or S�m, and the unusable group.
The stego image will pass the RS steganalysis when Rm ffi R�m and Sm ffi S�m:
Otherwise, the stego image will be judged as a suspicious object.

4.2 Experimental Results

For implementation of the proposed method, four gray level cover images (jpeg
format) shown in Fig. 1a, c, e, g of size 256 9 256 pixels namely aircraft, baboon,
baby and lena were considered. We implemented Wu and Tsai’s method (PVD)
along with our proposed method in matlab to hide text message in these cover
images. We used 5 different input set for the evaluation purpose. Hiding capacity
of cover image and PSNR value of the image were calculated for each input data
set, and their cumulative average is taken for the final result. Table 3 shows the
hiding capacity and quality of stego image for both algorithms.

Figure 1b, d, f, h are the stego images of our proposed method.

4.2.1 Peak Signal to Noise Ratio

According to experimental results proposed method is 1.08 times better than PVD
method in context of stego image’s quality (Fig. 2). Stego image of proposed
method is totally indistinguishable from the original image by the human eye. And
it is secure against the RS detection attack.

Table 2 Range table

Sub ranges [Rj] Range Lower bound [lj] Upper bound [uj] Width [wj]

R1 0–7 0 7 8
R2 8–15 8 15 8
R3 16–31 16 31 16
R4 32–63 32 63 32
R5 64–127 64 127 64
R6 128–255 128 255 128
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Fig. 1 Cover images and Stego images. a Aircraft (Cover image), b aircraft (Stego image),
c baboon (Cover image), d baboon (Stego image), e baby (Cover image), f baby (Stego image),
g lena (Cover image), h lena (Stego image)
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4.2.2 Data Hiding Capacity

Data hiding capacity is the key feature of the proposed method. It makes use of
LZW compression scheme and two layer data hiding for the same. Experimental
results explores that proposed method is 3.68 times better than PVD method in
context of data hiding capacity (Fig. 3).

Table 3 Test data set

Cover
image

File size
(bytes)

Wu and Tsai’s method (PVD) Proposed method

Hiding capacity
(bits)

PSNR
(dB)

Hiding capacity
(bits)

PSNR
(dB)

aircraft 19288 268523 46.9216 971343 49.6182
baboon 22620 345783 45.1823 1272746 47.9731
baby 34232 262125 48.0274 969435 53.8732
lena 17061 252761 47.9402 945276 51.3205
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5 Conclusion

Proposed method is a two layer data hiding approach. It uses LZW compression
scheme, Vernam cipher and Wu and Tsai’s method (PVD) to improve its per-
formance. Verman cipher provides an essential level of security, LZW compres-
sion provide a lossless compression and PVD hide the secret message in the cover
image. Proposed method has been implemented on matlab and experimental
results concluded that proposed method performances betther than Wu and Tsai’s
scheme in terms of data hiding capacity and quality of stego image. Data hiding
capacity of proposed method is 3.68 times of PVD method and quality of stego
image is 1.08 times better than PVD method. Besides, the proposed method is
secure against the RS detection attack.
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Unsupervised Classification of Mixed Data
Type of Attributes Using Genetic
Algorithm (Numeric, Categorical,
Ordinal, Binary, Ratio-Scaled)

Rohit Rastogi, Saumya Agarwal, Palak Sharma,
Uarvarshi Kaul and Shilpi Jain

Abstract Data mining discloses hidden, previously unknown, and potentially
useful information from large amounts of data. As comparison to the traditional
statistical and machine learning data analysis techniques, data mining emphasizes
to provide a convenient and complete environment for the data analysis. Data
mining has become a popular technology in analyzing complex data. Clustering is
one of the data mining core techniques. In the field of data mining and data
clustering, it is a highly desirable task to perform cluster analysis on large data sets
with mixed numeric, categorical, ordinal, and ratio-scaled with binary and nominal
values. However, most already available data merging and grouping through
clustering algorithms are effective for the numeric data rather than the mixed data
set. For this purpose, this paper makes efforts to present a new amalgamation
algorithm for these mixed data sets by modifying the common cost function, trace
of the within cluster dispersion matrix. The genetic algorithm (GA) is used to
optimize the new cost function to obtain valid clustering result. We can compare
and analyze that the GA-based clustering algorithm is feasible for the high-
dimensional data sets with mixed data values that are obtained in real life results.
Core Idea of Our Paper: By this paper, we try to describe a technique for
estimating the cost function metrics from mixed numeric, categorical and other
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type databases by using an uncertain grade-of-membership clustering model with
the efficiency of Genetic Algorithm. This technique can be applied to the problem
of opportunity analysis for business decision-making. This general approach could
be adapted to many other applications where a decision agent needs to assess the
value of items from a set of opportunities with respect to a reference set repre-
senting its business. For processing numeric attributes, instead of generalizing
them, a prototype may be developed for experiments with synthetic and real data
sets, and comparison with those of the traditional approaches. The results con-
firmed the feasibility of the framework and the superiority of the extended
techniques.

Keywords Clustering algorithms � Categorical dataset � Numerical dataset �
Clustering � Data mining � Pattern discovery � Genetic algorithm

1 Introduction

The basic operation in Data Mining is partitioning a set of objects in database into
homogeneous groups or clusters. It is useful in a number of tasks, such as unsu-
pervised classification, image processing, sequence analysis, market research,
pattern recognition, spatial analysis, economics etc.

An important characteristic is that data in data mining often contains all types
of mixed attributes in real life practical applications. The traditional way to treat
categorical, nominal, ratio-scaled or ordinal attributes as numeric with the help of
dissimilarity matrices (after calculating Euclidean/Manhattan/Minkowaski dis-
tances is by applying normalization (standard deviation/Z-score or min–max
normalization on the results) and the related algorithms for numeric values, but the
drawback of this process is that it does not always produce meaningful results,
because many categorical domains are not ordered [1].

Most of the already available unsupervised classification algorithms either can
handle both data types but are not efficient when clustering large data sets or can
handle only the numeric attributes efficiently. To process such large data sets with
mixed numeric and categorical and other values, we define a new cost function for
clustering by modifying the common used trace of the within cluster dispersion
matrix. For minimizing the cost function (to get optimal solution) we introduce
genetic algorithm (GA) in clustering process. Since GA uses search strategy
globally and fits for implementing in parallel, the benefit of high search efficiency
is achieved in GA based clustering process, which is suitable for clustering large
data sets [2].

The rest of the paper is organized as follows. The next section gives some
mathematical preliminaries of the algorithm. Then we discuss the Genetic-
Algorithm briefly with modified and efficient cost function for all the data sets. In
last section there are summaries to the discussions.
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2 Betterment by Using of Genetic Algorithm and Cost
Function

With the basic features of GA like encoding, crossover, mutation, appropriate
fitness function and reproduction with survivor selection, the GA can be able to
design better clustering and unsupervised classification operations [3].

The proposed approach can be described with experiments and their results.
The algorithm can be run on real-life datasets to test its clustering performance
against other algorithms. At the same time, its properties are also empirically
studied. One observation from the above analysis is that our algorithm‘s compu-
tation complexity is determined by the component clustering algorithms. So far,
many efficient clustering algorithms for large databases are available, it implicate
that our algorithms will effective for large-scale data mining applications, too [4].

Cost function is a function that determines the amount of residual error in a
comparison and needs to be minimized in optimization experiment. Let
X = {x1, x2, ………, xn} denote a set of n objects and Xi = {xi1, xi2, ……., xim}
T be an object represented by m attribute values. Let k be a positive integer. The
objective of clustering X is to finds a partition that divides objects in X into k
disjoint clusters.

For a given number of objects n, the number of possible partitions of the object-
set is definite but highly large. It is not practical to investigate every partition in
order to find abetter one for a classification problem. A common solution is to
choose a clustering criterion to guide the search for a partition. A clustering
criterion is called cost function.

3 Cost Function for Numeric Data and Mixed Data
Clustering

The widely used cost function is the trace of the within cluster dispersion matrix.
Oneway to define the cost function is

C Wð Þ ¼
Xk

i¼1

Xn

j¼1
w2

ij d xj; xi

ffi �ffi �2
;wij 2 0; 1f g ð1Þ

Here, wij is the membership degree of xj belonging to cluster i. W is an k � n
order partition matrix. The function d (.) is a dissimilarity measure often defined as
the Euclidean distance. For the data set with real attributes, i.e., X , Rm, we have

d xj; xi

ffi �
¼

Xm

l¼1
xjl � xil

�� ��2� �1=2
ð2Þ

Since, wij indicates xj belonging to cluster i, and wij 2 [0, 1] we call W to be a
hard k-partition. For Mixed Data Clustering cost function can be calculated by
following rules.
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For clustering the numeric data, we use max–min normalization for numeric
data. First we will normalize numeric data so as to prevent the dominance of
particular attribute. For which the normalization formula is as follows:-

ni ¼
xi � min xið Þ

max xið Þ � min xið Þ
� Rh� Rlð Þ þ Rl ð3Þ

where, xi is the ith object, Rh and Rl are the higher and lower ranges respectively.
N is the new normalized matrix containing all types of data.

For normalizing the ratio scaled values, first, we will take log of the ratio-scaled
values, given as

f nð Þ ¼ log nð Þ ð4Þ

For normalizing the ordinal values, First we assign ranks to the values as, better
the value higher the rank and vice versa. Now, based on their ranks we will
normalize them. Give 1 to the highest rank and 0 to the lowest one and other ranks
get the value as:

i rð Þ ¼ 1
no: of different ordinal values� 1

� r� 1ð Þ ð5Þ

For normalizing the categorical scaled values, If the two values match put value
1 and otherwise 0.

d a; bð Þ ¼ 0 a ¼ b
1 a 6¼ b

�
ð6Þ

4 Re-defining Cost Function

When N has attributes with numeric and mixed values, assuming that each object
is denoted by ni = [ni1

r , …., nit
r , ni,t+1

r , ….., nim
c , ni,m+1

r , ….., ni,y
b , ni,y+1

o , ……niu
o ,

ni,q+1
r , ……, nis

rs], the dissimilarity between two mixed-type objects ni and nj can be
measured by the following Eq. (7).

d ni; nj

ffi �
¼

Xt

l¼1

nr
il � nr

jl

��� ���
 !2

þi1 �
Xm

l¼tþ1

nc
il � nc

jl

��� ���
 !2

2
4

þ i2 �
Xy

l¼mþ1
nb

il � nb
jl

��� ���� �2
þi3 �

Xu

l¼yþ1

no
il � no

jl

��� ���
 !2

þi4 �
Xu

l¼yþ1

nrs
il � nrs

jl

��� ���
 !2

3
5

1=2

ð7Þ
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where all the terms are squared Euclidean distance measure on the mixed
attributes [5].

Using Eq. (7) for mixed-type objects, we can modify the cost function of Eq. (1)
for mixed data clustering. In addition, to extend the hard k-partition to fuzzy
situation, we further modify the cost function for fuzzy clustering as:

C wð Þ ¼
Xk

I¼1

Xn

j¼1
w2

ij

� Xt

l¼1
xr

jl � pr
il

��� ���2þi1 �
Xn

j¼1
w2

ij

Xm

l¼tþ1
xc

jl � pc
il

��� ���2

þi2 �
Xn

j¼1
w2

ij

Xy

l¼mþ1
nb

il � nb
il

�� ��2
þi3 �

Xn

j¼1
w2

ij

Xu

l¼yþ1
no

il � no
il

�� ��2 þi4 �
Xu

l¼yþ1
nrs

il � nrs
il

�� ��2�;
wij 2 0; 1½ �

ð8Þ

Let

Cr
i ¼

Xn

j¼1
w2

ij

Xt

l¼1
xr

jl � pr
il

��� ���2

Cc
i ¼ i1 �

Xn

j¼1
w2

ij

Xm

l¼tþ1
xc

jl � pc
il

��� ���2

Cb
i ¼ i2 �

Xn

j¼1
w2

ij

Xy

l¼mþ1
nb

jl � nb
il

��� ���2

Co
i ¼ i3 �

Xn

j¼1
w2

ij

Xy

l¼yþ1
no

jl � no
il

��� ���2
ð9Þ

We rewrite Eq. (8) as:

C Wð Þ ¼
Xk

i¼1
Cr

i þ Cc
i þ Cb

i þ Co
i

ffi �
ð10Þ

5 GA-Based Clustering Algorithm for Mixed Data

To obtain the optimal fuzzy clustering of the large data set with mixed values,
genetic algorithms are employed to minimize the cost function. Since GA is a
global search strategy in random fashion, it has high probability to achieve the
global optima. Moreover, GA is fit for implementation in parallel, so GA-based
clustering algorithm will be suitable for large data set. GA is a search strategy
based on the mechanism of natural selection and group inheritance in the process
of biology evolution. It simulates the cases of reproduction, mating and mutation
in reproduction. GA looks each potential solution as an individual in a group
(all possible solutions), and encodes each individual into a character string. By a
pre-specified objective function, GA can evaluate each individual with a fitness
value [6]. In the beginning, GA generates a set of individuals randomly, then some
genetic operations, such crossover, mutation and etc., are used to perform on these
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individuals to produce a group of offspring. Since these new individuals inherit the
merit of their parents, they must be better solution over their predecessors. In this
way, the group of solution will evolve toward more optimal direction [7].

6 GA-Based Clustering Algorithm

6.1 Algorithm

Step 1. Begin
Step 2. Define pop-size as desired population size
Step 3. Randomly initializes pop-size population
Step 4. While (Ideal best found or certain number of generations met)

O Evaluate fitness
O While (number of children = population size)
O Select parents
O Apply evolutionary operators to create children
O End while

Step 5. End While
Step 6. Return Best solution
Step 7. End

To employ GA to solve the clustering, the following three problems should be
settled first.

(1) How to encode the clustering solution into the gene string?
(2) How to design a reasonable fitness function for our clustering problem?
(3) How to select or design genetic operators including their parameters to

guarantee fast convergence.

6.2 Encoding, Fitness Function and Genetic Operators

From the cost function in Eqs. (1) and (8), it is clear that the objective of clustering
is to obtain a (fuzzy) partition matrix W. Then using the fitness function (stated
below) we can improve the chances of a particular data point to be chosen. Then
after selecting that particular cluster we can further subdivide the data points in the
cluster, based on their fitness values [8].

Note that since we process data with mixed attributes, besides the numeric
parameters, there are other mixed parameters in gene string. Due to this, it is not
ordered for the binary attributes; they can be directly encoded rather than should
be normalized first [9].

We are taking the fitness function such that fitness value is inversely
proportional to the cost function value, i.e., the smaller the cost function is, the
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better the fuzzy clustering partition. For this case, the GA asks for a bigger fitness
value. Hence, we define the fitness function by using the clustering cost function.
Exponentially increased cost function will sharply reduce the fitness function.

f gð Þ ¼ 1

1þ eC Wð Þ ð11Þ

Our GA-based clustering algorithm involves all the basic genetic operators,
such as selection, reproduction, crossover and mutation. What we need to do is to
specify the probability parameters for each operator. For the N individuals in a
generation of population, we sort their fitness value in ascending order and label
each individual with its order. The selection probability is specified as:

Ps g ið Þ
ffi �

¼ f gið ÞPn
i¼1 f gið Þ

ð12Þ

The operation probabilities for crossover and mutation are adaptively assigned
as

Pc gi; gj

ffi �
¼

a1 fmax�f 0ð Þ
fmax��f

f 0 ��f
a2 otherwise

�
ð13Þ

Pm gið Þ ¼
a3 fmax�f gið Þð Þ

fmax��f
f gið Þ��f

a4 otherwise

�
ð14Þ

where, fmax ¼ maxN
l¼1 f glð Þf g

�f ¼
PN

l¼1 f glð Þ; f 0 ¼ f gj

ffi �
, and ai 2 0; 1½ �

Apart from above operators, we define a new operator for the clustering
algorithm, Gradient operator. The changes in the existing weights are done as per
the formula: Here, The gradient operator includes two steps iteration as:

wij ¼
Xk

l¼1

d xj; xi

ffi �ffi �2

d xj; xi

ffi �ffi �2; 8i; j ð15Þ

7 A Real-Life Practical Sample Data Table of Mixed Data
Types

We are representing the real life concept of our approach by taking the data of 5
employees working in a company. Here we will use every kind of data (related to
all data types) to show that our method works for every kind of data. In this
example, we are taking the weighted matrix (wij) as (Table 1) [10].
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Table 1 Weighted matrix

1 2 3 4 5

1 0
2 0.4 0
3 0.2 0.2 0
4 0.1 0.3 0.2 0
5 0.5 0.2 0.1 0.4 0

Test-1 contains salary of an employee (numeric data)
Test-2 shows whether the employee is male or female(binary data- Male = 1/Female = 0)
Test-3 shows the department to which employee belong (categorical data)
Test-4 depicts the ability of an employee (ordinal values)
Exc.-Excellent, Fair or Good
Test-5 shows avg. credit points alloted according totheir performance (ratio-scaled values)
Last Column shows the log value of ratio-scaled data type

Table 2 Table representing data of five employees

Object-id Test-1 (K) Test-2 Test-3 Test-4 Test-5 Log

1 25 M Code-A Exc. 445 2.65
2 40 F Code-B Fair 22 1.34
3 55 M Code-C Good 164 2.21
4 27 M Code-A Exc. 1210 3.08
5 53 F Code-B Fair 38 1.58

Table 3 Normalised matrix 1 2 3 4 5

1 0 0 0 0 0
2 0.5 1 1 1 1.31
3 1 0 1 0.5 0.44
4 0.0666 0 0 0 0.43
5 0.9333 1 1 1 1.07

Table 4 Table evaluated
using expression 16

1 2 3 4 5

1 0
2 4.9961 0
3 2.4436 2.2569 0
4 0.1893 3.962 2.1213 0
5 5.0159 0.2453 1.6153 4.1607 0
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The Table 2 is converted into the normalized matrix using the above Eqs. (3),
(4), (5), and (6) (Table 3).

We calculate the expression (stated below) to be further used in Eq. (8)
(Tables 4, 5).

Xn

j¼1
d xj; xi

ffi �
ð16Þ

Now for Eq. (8) we are calculating the value of the expression:
Xn

j¼1
w2

ij d xj; xi

ffi �ffi �2 ð17Þ

Table 5 Further evaluated
table

1 2 3 4 5

1 0
2 0.0799 0
3 0.0977 0.0903 0
4 0.0018 0.3566 0.0848 0
5 1.2539 0.0098 0.0165 0.6571 0

Table 6 Table representing
fitness value using expression
11

1 1.3455
2 0.5366
3 0.2013
4 1.1063
5 1.9373

Table 7 Further evaluated
table

1 0.2066
2 0.3689
3 0.4498
4 0.2497
5 0.1259

Table 8 Table representing
selection probability

1 0.1474
2 0.2633
3 0.3204
4 0.1782
5 0.0898
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Now we will calculate the expression:

Xk

i¼1

Xn

j¼1
w2

ij d xj; xi

ffi �ffi �2 ð18Þ

Now using the Eq. (11) we find the fitness value of the above calculated values
(above 5 tuples) (Tables 6, 7).

First we arrange the above values in ascending order and label each one of them
and then using Eq. (12), Calculate the selection probability Psðg ið ÞÞ (Table 8).

8 Analyses on our Experimental Results

By the above calculated tables, we can easily verify the dissimilarity matrices of
our real life experimental data shown in tabular structure.

We can comfortably decide the set of clusters based on the fitness values. We
are taking the threshold value for our method to be 0.22. Data item 1 and 5 whose
fitness value lie below the threshold value can be grouped together in the cluster
and the other three tuples can be grouped in another.

Now these clusters can be improved using GA and using the selection
probability.
Result. So there can be two clusters:
C1 data items 1 and 5.
C2 data items 2, 3 and 4.

9 Conclusions

Here we have presented the genetic algorithm to cluster large data sets. The
clustering performance of the algorithm can be evaluated using a large data set.
The proposed results can be used to demonstrate the effectiveness of the algo-
rithms in discovering structures in data.

The emphasis of this paper is put on the issue that employs the genetic algo-
rithm to solve the clustering problem. Though the application is specific for the
business, our approach is general purpose and could be used with a variety of
mixed-type databases or spreadsheets with categorical, numeric and other data
values, and temporal information. With improved metrics, artificial intelligence
algorithms and decision analysis tools can yield more meaningful results and
agents can make better decisions.

This approach, then, can ultimately lead to vastly improved decision-making
and coordinating among business units and agents alike. If a class attribute is
involved in the data, relevance analysis between the class attribute and the others
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(or feature selection) should be performed before training to ensure the quality of
cluster analysis. Moreover, most variants of the GA use Euclidean-based distance
metrics. It is interesting to investigate other possible metrics like the Manhattan
distance or Cosine-correlation in the future. To faithfully preserve the topological
structure of the mixed data on the trained map, we integrate distance hierarchy
with GA for expressing the distance of categorical values reasonably.
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RoHeMaSys: Medical Revolution
with Design and Development
of Humanoid for Supporting Healthcare

Deepshikha Bhargava and Sameer Saxena

Abstract Healthcare robot technology is one of the emerging issues in the field of
robotics, and not only researchers are working in the field of Humanoid but also
many companies and institutes have develop Humanoids. The humanoid on
healthcare has abilities to support physical and mental health which pertain to
functions and interaction with a person. This paper presents an overview towards
building an agent based humanoid that will work for the purpose of improving
healthcare processes using a system called Robot Healthcare Management System.
This paper highlights upon, a healthcare system with a humanoid by using speech,
gesture, and emotions. This paper begins with the Introduction and the need of the
system in Sect. 1. The Sect. 2 explores the literature relevant to research area.
Further this paper discusses the motivation of research and its objectives in
Sects. 3 and 4 respectively. The next section highlights upon the role, multi-agent
architecture and the functionality of agent engine. At the last paper explores the
research methodology and finally concludes.

Keywords RoHeMaSys � Agents � Visual agent (VA) � Audio agent (A2) �
Visual-audio agent (VA2)

1 Introduction

The Robot Healthcare Management System is an agent based system will provides
functionality as a Humanoid to support physical and mental health of a human.
This system is abbreviated as ‘‘RoHeMaSys’’ in this paper. According to the
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Health Insurance Portability and Accountability Act (HIPAA), ‘‘Healthcare is
broadly defined as the treatment, management and prevention of illness and the
preservation of the physical and mental well being of a person with the help of
medical and allied health professionals’’. The goal of a healthcare system,
according to the World Health Organization is to ensure the good health and
respond to the expectations of the population as well as fair financial contribution
from the people and the government [28].

1.1 Humanoids

A humanoid is a robot with its overall appearance based on that of the human body
[34]. In general humanoid robots have a torso with a head, two arms and two legs,
although some forms of humanoid robots may model only part of the body, for
example, from the waist up. Some humanoid robots may also have a ‘face’, with
‘eyes’ and ‘mouth’. Androids are humanoid robots built to resemble a male human,
and Ganoids are humanoid robots built to resemble a human female [21]. A humanoid
may be defined as something that looks like a human and having characteristics like
opposable thumb, ability to move to the different directions and even able to give
some facial expression [35–37]. A Humanoid robot is fully automated and it can
[29,30] adapt to its surroundings and can continue with its goals as given by Human.
Humanoid may be friend, teach our children and also can make some decisions
[31,33]. The humanoids may change the interaction with machine. Apart from their
traditional roles, humanoid robots can be used to explore theories of human intelli-
gence [22]. The concept of Humanoids is being widely implemented in Robotics and
these robots are called Humanoid Robots or may be simply ‘‘Humanoids’’[38–40].

1.2 Need of Humanoid Based Healthcare System

To live with a healthy and happy life in any age is most important issues for a
human. So the Researchers, companies are more concentrated on healthcare
technology. Healthcare robot technology is one of the challenging issues in the
robotics field, and lots of companies and institutions are trying to develop a
healthcare robot technology. The healthcare robot must have certain abilities that
should allow it to help a person mentally and/or physically. Management of
complex medication for older people poses a significant challenge wherein use of
information technology could play an important role in improving clinical efficacy
and safety of treatment. The use of computing devices, however, presents a special
challenge to older/Sick people/children suffering from some mental and health
problem given their physical and cognitive limitations. Robotic platforms show the
functionality of the user interface to make personalized interaction engaging and
empowering, and for proactively reaching out to older/Sick people/children suf-
fering from some mental and health problem to support their healthcare.
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The recent trends in robotics are to develop a new generation of robots that are
capable of moving and acting in human centric environment, interacting with
people, and participating in our daily lives. This has introduced the need for
building robotic systems able to learn how to use their bodies to communicate and
to react to their users in a social and engaging way. Social robots that interact with
humans have thus become an important focus of robotics research [7]. KASPAR
which is particularly suitable for human-robot interaction studies specially those
who are suffering from autism [14]. Future service robots applications in health-
care may require systems to be adaptable in terms of verbal and non-verbal
behaviours to ensure patient perceptions for quality healthcare [8].

2 Literature Survey

The concept of human-like automatons is nothing new. Already in the second
century BC, Hero of Alexander constructed statues that could be animated by water,
air and steam pressure. In 1495 Leonardo da Vinci designed and possibly built a
mechanical device that looked like an armoured knight. It was designed to sit up,
wave its arms, and move its head, exile neck while opening and closing its jaw. By
the eighteenth century, mechanical dolls were able to write short phrases, play
musical instruments, and these dolls can perform other simple, life-like acts [23–26].

Wabot-1 was the first full-scale anthropomorphic robot built in the world. An
anthropomorphic manipulator was also developed at NRad in the middle 1980s and
was nick-named Greenman. The robot musician Wabot-2 is able to communicate
with a person, read a normal musical score with his eyes and play tunes of average
difficulty on an electronic organ. The WHL-11 biped walking robot was developed
by Hitachi Ltd based on the WL-10R with a computer and hydraulic pump installed.
The WASUBOT was another musician robot. Manny was a full scale anthropo-
morphic manikin. It took 12 researchers 3 years and $2 million to develop this
robot. An anthropomorphic robot called ‘‘Hadaly’’ was also developed in 1995, to
study human-robot communication. Honda also introduced 6 feet tall and weighs
about 460 pounds ‘‘Human’’ robot a light-weight, human-size and low-cost
humanoid robot was developed named Saika. This robot combining a touch screen
and voice based interface could offer an effective platform to improve quality of life
in elder care [5, 32]. KASPAR [14], a humanoid robot, equipped with tactile sensors
able to distinguish a gentle from a harsh touch, and to respond accordingly [27].

3 Motivation of Research

The paper reviewed in Sect. 2 motivated the researcher to pursue the research as
mentioned below (Fig. 1):
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(i) To understand that how a robot will be helpful in healthcare [7].
(ii) To explore the new area to design a new interface of humanoid for the purpose

of reaching out to users [5].
(iii) To discover the high level communication with humans in the form of

humanlike skills such as gestures, dialog communication with mutual sym-
pathy [3].

(iv) To explore the humans-in sensing, kinematics configuration and performance
with the help of software agents [4].

(v) To design & development of humanoid for healthcare [14, 27].

4 Objectives

The objective of this research is to design and develop a Robot Healthcare
Management System (RoHeMaSys) with the help of Humanoid. To achieve the
research goal the research objective are:

Fig. 1 Research methodology
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(i) Identify the problem area wherein the humanoid can be improvised and
explored.

(ii) Formulate the design of Robot healthcare management system using humanoid.
(iii) Develop a humanoid for the purpose of providing solution in healthcare.
(iv) Demonstrate the utility of the proposed system.
(v) Test and Implement the System.
(vi) Performance Analysis of the System.
(vii) Identify and review application areas.

5 Agent Based RoHeMaSys

In this paper the agent based architecture is used to provide the solution to the
problem. Here the agent used in the system is a multi-agent wherein different agents
are used like intelligent agent, information agent and interface agent [50]. The
RoHeMaSys is an agent which is interacting with the users like old age persons,
patients suffering from Autism and kids; and then responds to the user according to
the object at specific distance d. The role of RoHeMaSys can be seen in Fig. 2.

As mentioned above, RoHeMaSys is following a multiagent architecture
wherein the user is getting the response from the agent with the help of following
agents:

(i) Interface Agent: For interact with the user with response or actions.
(ii) Information Agent: To search, send and receive the information or decision

from Knowledgebase.
(iii) Intelligent Agent: To learn the old or new actions/decision from or to

knowledgebase.
(iv) Visual Agent (VA): To identify the visual object and forward the data.
(v) Audio Agent (A2): To identify the audio object and forward the data.
(vi) Visual-Audio Agent (VA2): To identify the Visual and Audio objects and

forward the data.

The above mentioned agents work under the umbrella activities of Agent
Engine RoHeMaSys as mentioned in Fig. 3:

The agent based system of RoHeMaSys functions for the purpose providing
correct information about the object to the user. The following steps are followed
to perform these functions:

Step # 1 Users (Old age persons, Patient suffering from Autism, kids etc.) are
linked with the agent RoHeMaSys called Agent Engine.

Step # 2 The interface agent of Agent Engine collects and forwards the infor-
mation of the object which is in front of the user at distance d. This agent
is also responsible for identifying the object whether it is Visual, Audio
or a combination of both.
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Step # 3 Based upon this result the information of the object will be transferred to
the relevant agent like VA or A2 or VA2.

Step # 4 As per the information collected, the concerned agent will send the
relevant information (visual, audio or Mix) to Information agent.

Step # 5 The information agent will search in any one of the knowledgebase for
availability of object data.

Fig. 2 Role of RoHeMaSys

Fig. 3 Multi-agent architecture of RoHeMaSys
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Fig. 4 Functionality of agent engine-RoHeMaSys

RoHeMaSys: Medical Revolution with Design and Development 139



Step # 6 The intelligent agent will identify whether the object is new or the old one.
If the object is new then the response and the actions will be stored in
relevant knowledgebase and also sends the same response to the interface
and information agent for the purpose of storage and response to the user.

Step # 7 If the object is old then the results or actions will be directed to the
interface agent which in-turn will respond to the user.

Step # 8 The functionality of agent engine RoHeMaSys can be explored through
Fig. 4:

6 Conclusion

If we have a specific physical disability the humanoid robots will be programmed to
mitigate that disability. If we have a specific mental disability, humanoid robots may
help us to adjust and, if necessary, the humanoid may be programmed to detect,
identify, and respond to any abnormal behaviour to influence positive outcomes.

To provide care to the society with old age who are suffering with Alzheimer,
dementia, arthritis, osteoporosis, and countless other diseases. Some may be lucky
and live as healthy as a horse in old age, but most will experience disease that may
require assistance with medicine, bathing and feeding until a cure is found for any
specific disease, the elderly must turn to their friends, their family, their aides, their
service animals–or to their humanoid robots.

The security of the kids is another major issue, the humanoid can inform if the
child is in danger area or humanoid can be used to even play with child. The agent
based Humanoid can provide therapy to children suffering with autism. Humanoid
can also work as a security guard in the offices, shopping mall and other public areas.

The future work concentrates upon design and development of a system to
provide solutions in above stated area.
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Abstract A novel hybrid swarm intelligent algorithm of DE and PSO is proposed
in this paper based on a tri-breakup concept in the population. The algorithm thus
design is named as DE-PSO-DE, shortly DPD algorithm. By this proposed
mechanism, all individuals in the population are portioned into three group’s
namely inferior, mid and superior group, based on their fitness values. DE is
employed to the inferior and superior group whereas; PSO is used in the mid
group. Initially the suitable mutation operators for both DEs (used in DPD) are
investigated. Later, top 4 DPDs (Viz. DPDs those use best 4 combinations of
mutation strategies in DE) are chosen for further study. DPD combines the global
search ability of DE and the local search ability of PSO. The process of hybrid-
ization offsets the weaknesses of each other. In addition, two strategies namely
Elitism and Non-redundant search have been incorporated in DPD cycle. The
supremacy of DPD is realized over a set of typical unconstrained benchmark suite
problems. Lastly, all top 4 DPDs are used in solving three real life problems. The
numerical and graphical results confirm that the proposed DPD yields more
accurate values with faster convergence rate. Finally, a particular DPD is rec-
ommended as the best amongst all DPDs to solve unconstrained global optimi-
zation problems.
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1 Introduction

Optimization plays a very significant role in different applications. There are quite a
good number of modern algorithms proposed in the last two decades to solve
optimization problems. Due to the variant characteristics in the problem structure,
no single algorithm performs consistently for all range of problems. There are many
algorithms recommended by different authors in the literature for this task. Dif-
ferential evolution (DE) is a population-based parameter optimization technique
originally proposed by Storn and Price [1]. In DE new individuals are generated by
mutation and crossover. Although DE is very powerful, there is very limited the-
oretical understanding of how it works and why it performs well. The particle swarm
optimization (PSO) is motivated from the simulation of simplified social behavior
first developed by Kennedy and Eberhart [2]. Due to its simplicity in coding and
consistency in performance, it has already been widely used in many areas.

In recent years, some attempts have been made to combine the merits of DE and
PSO. Hendtlass [3] proposed a hybrid model that each individual obeys the con-
ventional swarm algorithm, but from time to time the DE is run which may move
one individuals form a poorer area to a better area to continue the search. Pant and
Thangaraj [4] proposed a new hybrid version of DE and PSO for solving both test
and real life global optimization problems. Ming-Feng Han et al. [5] proposed a
dynamic group-based differential evolution using a self-adaptive strategy using
1/5th rule (namely GDE). It is based on partitioned the population in two parts in
order to applied two different mutation strategies of DE for an effective search of
optimal solution. It has both exploitation and exploration abilities.

In this paper, a novel hybrid global optimization method, termed as DPD (DE-
PSO-DE), is introduced as an efficiency solver for global optimization problems.
DPD is based on a tri-breakup population scheme, in which the individuals of first
and last population is enhanced by DE and the individuals of the middle population
is evolved by PSO. The mechanism of hybridization inspires the system to keep a
good balance between exploration and exploitation in the search space. Moreover it
also helps to maintain the diversity in the population during simulation.

The rest of the paper is organized as follows. Section 2 describes the Com-
ponents of Hybridization Arrangement. Section 3 motivates and in describes the
proposed DPD algorithm. Section 4 uses benchmark problems for experimental
analysis of result. Section 5 contains the results and discussions. Three different
real life problems are solved in Sect. 6. The conclusion is drawn at the last in
Sect. 7.

2 Components of Hybridization

The components participated in framing the hybrid system (DPD) is briefly
described in this section as follows.
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2.1 Differential Evolution (DE)

The three main operators of DE are mutation, crossover and selection.

(a) Mutation: There are many mutation strategies in DE, some well-known
mutation strategies are listed as follows:

i. ‘‘DE/rand/1/bin’’: vi ¼ xr1 þ F � ðxr2 � xr3Þ
ii. ‘‘DE/rand/2/bin’’: vi ¼ xr1 þ F � ðxr2 � xr3Þ þ F � ðxr4 � xr5Þ
iii. ‘‘DE/best/1/bin’’: vi ¼ xbest þ F � ðxr2 � xr3Þ
iv. ‘‘DE/best/2/bin’’: vi ¼ xbest þ F � ðxr2 � xr3Þ þ F � ðxr4 � xr5Þ
v. ‘‘DE/rand-to-best/1/bin’’: vi ¼ xr1 þ F � ðxbest � xr2Þ þ F � ðxr3 � xr4Þ
vi. ‘‘DE/current-to-best/1/bin’’: vi ¼ xi þ F � ðxbest � xiÞ þ F � ðxr2 � xr3Þ
vii. ‘‘DE/rand-to-best/2/bin’’: vi ¼ xr1 þ F � ðxbest � xr2Þ þ F � ðxr3 � xr4Þ

þF � ðxr5 � xr6Þ
viii.‘‘DE/current-to-best/2/bin’’: vi ¼ xi þ F � ðxbest � xiÞ þ F � ðxr2 �

xr3Þ þ F � ðxr4 � xr5Þ
where F 2 0; 1½ � is the mutation coefficient, xbest represents the best
individual in the current generation, i 6¼ r1 6¼ r2 6¼ r3 6¼ r4 6¼ r5 6¼ r6;

i; r1; r2; r3; r4; r5; r6 2 1; . . .;Np

ffi �
, xi is referred to the target vector; vi is

the mutant vector.

(b) Crossover:

Uj;i;Gþ1 ¼ Vj;i;Gþ1; if ðrandj � CRÞ or ðj¼ jrandÞ
Xj;i;G ; if ðrandj [ CRÞ or ðj 6¼ jrandÞ

n
ð1Þ

where j = 1, 2, …, D; randj [ [0, 1]; CR is the crossover constant takes values
in the range [0, 1] and jrand [ (1, 2, …, D) is the randomly chosen index.

(c) Selection:

xi;Gþ1 ¼ Ui;Gþ1; if f ðUi;Gþ1Þ � f ðXi;GÞ
Xi;G; otherwise

n
ð2Þ

2.2 Particle Swarm Optimization (PSO)

Particle swarm optimization is a stochastic global optimization method inspired by
the choreography of a bird flock. PSO relies on the exchange of information
between individuals (called particles) of the population (called swarm). In PSO,
each particle adjusts its trajectory stochastically towards the positions of its own
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previous best performance (pbest) and the whole swarm global best performance
(gbest). In PSO particle’s velocity and position are updated as follows:

v ¼ x � vþ c1r1ðpbest � xÞ þ c2r2ðgbest � xÞ ð3Þ

xiN ¼ xiN þ viN ð4Þ

where x is called the ‘‘inertia weight’’; c1 and c2 are ‘‘acceleration coefficients’’, r1

and r2 are random numbers uniformly distributed in the interval [0, 1].

2.3 Elitism

If crossover or mutation performed in an EA algorithm then good candidates may
be lost in offspring that are weaker than the parents. Often the EA will re-discover
these lost improvements in a subsequent generation but there is no guarantee. To
combat this we can use a feature known as elitism. Elitism is therefore is a
mechanism to retain the overall best individuals. At the end of iteration both the
populations obtained (before and after the iterations) are combined and the best
half is considered for next generation.

2.4 NRS Algorithm

In proposed algorithm, Non-redundant search (NRS) [6] is used as a local search.
The NRS algorithm improves the search ability to find the optimal solution for
mainly two reasons: (i) Deletion of individuals with the same chromosome in the
current population. (ii) Addition of new individuals selected randomly instead of
these redundant ones. Consequently NRS helps in improving the search ability.

3 Proposed Method: DE-PSO-DE (DPD)

Each of DE and PSO has some advantages and disadvantages. With hybridization
they co-operate to each other for throwing out their inherent drawbacks. Hence,
researchers started applying hybridization techniques between them. In fact, the
hybrid techniques, being powerful, yields promising results in solving specific
problems. In the past decade, numerous hybrids of DE and PSO have been sug-
gested with diverse design ideas from many researchers. GDE (a group-based DE)
developed by authors in [5], for global optimization problem. In each cycle of
GDE algorithm, the population is being partitioned into two groups according to
their fitness, in order to apply two different strategies of mutation in DE. The local
mutation model is applied to the superior group in order to explore the search
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space near the current best and the global mutation model is applied to the inferior
group in order to search the overall potential solution. Inspired by [5] the following
observations are noted. Due to the robust behavior of mutation operators, DE has
the ability to balance exploration and exploitation, over search space. As reported
in [5], DE works better at two different situations where the local search or the
global search is essential. However, due to the inherent shortcomings of DE,
sometimes, stacking in some local minimal or choosing the path to premature
convergence is unavoidable. Hence many a time the diversity in the population
need to be maintained.

Therefore introduction of another mechanism becomes essential in the group
based hybridization methods, proposed in [5]. It is also observed that the behavior
of PSO is to wildly seek the potential solution. It diversifies the candidate solutions
in a better way and probably also helps in avoiding some shortcomings of DE, in
the hybrid system. Hybridization process hopefully helps to get rid of falling in
premature convergence and getting trapped in local optima.

The purpose of incorporating these two giant techniques in a single one is to
provide a better and more robust algorithm for solving global optimization
problems. Keeping in view the above observations and inspired by the concept of
GDE, a tri-breakup-population based mechanism is proposed in this paper. It
initiates with a random population. The strings are then sorted according to the
increasing order of their fitness. Now the population is being allowed to break into
three groups A, B and C namely inferior group, mid group and superior group
respectively. Of course the population size is kept fixed to a multiple of 3 to favor
the tri-breakup mechanism. According to the local and global searching behavior
of DE (as observed above), it is allowed to being employed in both the inferior and
superior groups. At the same time Particle Swarm Optimization (PSO) is used in
the mid-group to overcome the shortcomings of DE. Therefore the synergy of DE-
PSO-DE (DPD) is the hybrid method proposed in this paper. The detailed
mechanism (flow diagram) of the proposed DPD is also outlined in Fig. 1.

4 Experiment Setting and Benchmark Problems

4.1 Selection of Mutation Operators for DE in DPD

In DE Algorithm, the role of mutation operator is as a kernel operator. On the basis
of review of the past literature [4, 8], researcher used many mutation strategies in
DE. For DE, selecting a mutation operator is indeed a difficult task.

Therefore, in the present study, 8 different strategies of most efficient mutation
operators have been reconsidered for analysis. The list of those strategies is
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reported in Sect. 2.1. While dealing with DPD, DE is being used two times in a
generation. Hence, all combinations of mutation strategies are considered a

(DE with 8 different strategies of mutation) + PSO + (DE with 8 different
strategies of mutation) = DPD

PSO

Initialize 

Evaluation of Fitness

Sorting the particles in 
the population

Start

DE DE

Group 'A'

Mutation

Crossover

Selection

Group 'B' Group 'C'

Mutation
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Combine offspring from 
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Stopping 
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Stop

G
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 =
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Fig. 1 Flowchart of DPD algorithm
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Therefore, a total of 8 9 8 = 64 combinations with all possible permutation of
mutation operators, are generated by considering one case at a time. For com-
parison, all combinations (i.e. all forms of DPD) are tested in a set of 23 bench-
mark problems (quoted in [7] ) which is a mixture of both scalable and non-
scalable functions. 20 independent runs with 200 iterations are fixed to start the
simulation. The average function value of 20 runs for each function is recorded by
each of 64 combinations. For a fixed function, the top 20 combinations are col-
lected according to the better function values obtained. The numbers of functions
solved by each of the combinations out of 23 problems are reported in Table 2. It
is observed from the Table 1 that, since (3, 3), (3, 7), (3, 5), (3, 1) mutation
combinations solved maximum no of benchmark problems, which is shown in bold
face. Hence, they are being renamed as DPD-1, DPD-2, DPD-3, and DPD-4,
respectively. These four top DPDs are considered for further study.

4.2 Experimental Setting

In order to evaluate the performance of the proposed DPD algorithms, a test suite
quoted in [5, 8] (reported in Table 2) with different characteristics have been
picked up. Simulations were conducted on a CORE i3, 2.8 GHz computer, 2 GB
of RAM, in the C-Free Standard 4.0 Environment.

In the first phase, DPD compared with DE-PSO [4] and HSO [7]. For PSO, the
acceleration constants C1 and C2 are both set to 2.0, the inertial weights are set to
Wmax = 0.9, Wmin = 0.4. However for DE in DPD, the mutation factor in group 1
i.e. FA = 0.5 and for group 3 i.e. FC = 0.8; and the crossover weight
CRA = CRC = 0.9. The population size for DPD is set to a value, multiple of 3 to
favor the population-tri-breakup system. After an extensive analysis, for dimensions
30, 50, 100 it is fixed to 30, 51, and 99 respectively, for all problems in [4] and
[7].Termination criteria for DPD algorithm are same as DE-PSO [4] and HSO [7].

5 Experiment Results and Discussion

Considering the 30, 50, 100-dimensional 12 benchmark problem set [4] (taken from
Table 2) as test bed, the mean function values obtained by top 4 DPDs are reported
in Table 3 with DE-PSO [4] results. Better values are highlighted by bold face
against each function. It is observed from Table 3 that all DPDs outperform of 12
benchmark test functions, in general. DPD-1 performs better than rest three DPDs.
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Only for function f11 (30-dim) DE-PSO performed marginally better solution in
terms of mean values. From Table 3 it is noted that in general, DPDs are more stable
than DE-PSO, as they can be executed with less standard deviations.

Again DPD algorithm applied to standard benchmark problems from [7]
(Table 2) and the results were averaged over 50 runs. The results were compared
with HSO [7]. Table 4 lists the comparison results including the best values, mean
values and standard deviations. Better values are highlighted by bold face. It is
observed from Table 4 that all top 4 DPDs produced better or highly similar results
as HSO algorithm for all function. Comparing between DPDs, DPD-1 performs
better than rest three DPDs. Only for Quartic Function, DPD-2 produced better
result as compared to rest three DPDs as well as HSO. From Table 4 the standard
deviation of DPD is significantly low compared with HSO. This illustrated that the
results generated by DPD is robust.

Overall, among non-DPDs (i.e. DE-PSO and HSO), HSO performs better, but it
is worse than DPDs. Therefore, HSO is considered for convergence-comparison
graph with all DPDs. In order to visualize the rate of convergence of DPDs, a set
of 6 typical test functions with varying difficulty levels, are considered. These
functions are Sphere, Schwefel, Rosenbrock, Rastrigrin, Ackley and Griewank.
Staring from the same seed, all algorithms allowed running over generations for a
fair comparison, it implies all the methods start from same initial population. For
the above 6 functions, the convergence graphs are shown in Fig. 2a–f. Undoubt-
edly from Fig. 2a–f, it is clear that for each of the functions DPDs converges faster
than HSO, within few initial generations only. In the other hand, while comparing
the convergence amongst DPDs, DPD-1 is the best one.

Table 1 Selection of mutation operator for DPD in 64 different combinations
Combination No. of

functions
solved

Combination No. of
functions
solved

Combination No. of
functions
solved

Combination No. of
functions
solved

(1, 1) 04 (3, 1) 20 (5, 1) 01 (7, 1) 13
(1, 2) 09 (3, 2) 19 (5, 2) 01 (7, 2) 11
(1, 3) 06 (3, 3) 23 (5, 3) 01 (7, 3) 15
(1, 4) 08 (3, 4) 18 (5,4) 03 (7, 4) 12
(1, 5) 08 (3, 5) 20 (5, 5) 02 (7, 5) 11
(1, 6) 05 (3, 6) 19 (5, 6) 01 (7, 6) 11
(1, 7) 08 (3, 7) 21 (5, 7) 02 (7, 7) 13
(1, 8) 05 (3, 8) 18 (5, 8) 02 (7, 8) 10
(2, 1) 02 (4, 1) 16 (6, 1) 10 (8, 1) 09
(2, 2) 01 (4, 2) 19 (6, 2) 09 (8, 2) 06
(2, 3) 00 (4, 3) 13 (6, 3) 08 (8, 3) 08
(2, 4) 01 (4, 4) 18 (6, 4) 10 (8, 4) 06
(2, 5) 02 (4, 5) 16 (6, 5) 09 (8, 5) 07
(2, 6) 01 (4, 6) 17 (6, 6) 10 (8, 6) 10
(2, 7) 03 (4, 7) 17 (6, 7) 10 (8, 7) 09
(2, 8) 03 (4, 8) 17 (6, 8) 10 (8, 8) 07
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6 Real World Application

In this section three popular real life non-linear optimization problems taken from
[4], which are listed below (RP 1–RP 3). These problems are:

RP-1: Gas transmission design
RP-2: Optimal thermohydralic performance of an artificially roughened air

heater
RP-3: Optimal capacity of gas production facilities

Table 2 Benchmark functions used in the experimental study, S is the domain of the variables,
fmin is the function value at global minima, and C is function characteristics with values U:
unimodal, M: multimodal, S: separable, N: non-separable

F Function name S C fmin

f1 Rastrigin [-5.12, 5.12] MS 0
f2 Sphere [-5.12, 5.12] US 0
f3 Griewank [-600, 600] MN 0
f4 Rosenbrock [-30, 30] UN 0
f5 Schwefel [-500, 500] MS -418.9829 * n
f6 Schwefel 2.22 [-10,10] UN 0
f7 Schwefel 1.2 [-100, 100] UN 0
f8 Schwefel 2.21 [-100, 100] US 0
f9 Penalized [-50, 50] MN 0
f10 f10(a) Penalized 1 [-50, 50] MN 0

f10(b) Penalized 2 [-50, 50] MN -1.1428
f11 Ackley [-32, 32] MN 0
f12 f12(a) Quartic [-1.28, 1.28] US 0

f12(b) Dejong’s noisy
f13 Step function [-100, 100] US 0
f14 Foxholes [-65.536, 65.536] MS 0.998004
f15 Kowalik [-5, 5] MN 0.0003075
f16 Six hump camel [-5, 5] MN -1.0316285
f17 Branin [-5, 10] and [0,15] MS 0.398
f18 GoldStein-price [-2, 2] MN 3
f19 Hertman3 [0, 1] MN -3.86
f20 Hertman6 [0, 1] MN -3.32
f21 Shekel5 [0, 10] MN -10.1532
f22 Shekel7 [0, 10] MN -10.4029
f23 Shekel10 [0, 10] MN -10.5364
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6.1 Results and Discussion

For the real world problems, results from DE-PSO [4] are considered for com-
parison. To run all 3 problems, the parameter setting for DPDs are same reported
in Sect. 4.2. Termination criteria for DPD are same as DE-PSO [4]. The com-
parative result is reported in Table 5 best results are shown in bold face. From
Table 5, it is seen that out of 3 real life problems, all 4 DPDs achieved marginally
better solution. Moreover, DPDs are more stable than DE-PSO. However, while
comparing among top 4 DPDs, DPD-1 is the better option.
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Fig. 2 Convergence graphs of DPDs with HSO. a Convergence for sphere (30-dim),
b convergence for Schwefel (30-dim), c convergence for Rosenbrock (30-dim), d convergence
for Rastrigin (30-dim), e convergence for Ackley (30-dim), f convergence for Griewank (30-dim)
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7 Conclusion

Based on DE and PSO algorithm, an integrated swarm intelligent approach (DPD)
is presented. By using global information obtained from DE and PSO, the
exploration and exploitation abilities of DPD algorithm are balanced. The DE
population uses the global best to generate offspring in every generation. The PSO
acquires the best individual after few generations. DPD uses an information
exchange mechanism that helps to avoid the premature convergence. Population
uses the global best to generate offspring every generation. Form the numerical
results it can be concluded that DPD performs better than other compared algo-
rithms for most of the benchmark functions under consideration. Therefore, tri-
beak-up technology for the population really makes the DE-PSO-DE faster and
robust. Secondly, based on the searching process of an efficient mutation operator,
it is worth to conclude that DPD-1 (that uses the scheme ‘‘DE/best/1/bin’’:
Vi ¼ xbest þ F � xr2

� xr3
ð Þ) in both DEs used in DPD is recommended, because

the same conclusion is drawn from both numerical result comparison and con-
vergence graph.

Table 5 Result comparison for real life problems

Item DE-PSO DPD

DPD-1 DPD-2 DPD-3 DPD-4

RP1: Gas transmission compressor design
x1 53.4474 54.99997 54.99997 54.99997 54.99979
x2 1.1901 1.1 1.1 1.1 1.100001
x3 24.7186 10 10 10 10
f(x) 296.436e ? 4 173.1614e + 04 173.1614e + 4 173.1614e + 4 173.1619e + 4
GAvg 129.6 110.5 110.5 110.5 126.3

RP2: Optimal thermohydralic performance of an artificially roughened air heater

x1 0.15301 0.1155168 0.003760192 0.005937828 0.1047784
x2 10 10 10 10 10.00001
x3 3000 4168.170 15198.12 8988.574 4666.775
f(x) 4.21422 4.214220 4.214220 4.214220 4.214220
GAvg 83.9 83.5 86.8 86.8 87.39

RP3: Optimal capacity of gas production facilities

x1 17.5 17.5 17.5 17.5 17.5
x2 600 599.9921 600 600 597.4764
f(x) 169.844 169.8437 169.8437 169.8437 169.8538
GAvg 9.9 9.1 9.1 9.1 9.4
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Energy Management Routing in Wireless
Sensor Networks

Vrince Vimal and Sanjeev Maheshwari

Abstract Wireless Sensor Networks sensor nodes collect, process, and commu-
nicate data acquired from the physical environment to an external Base-Station
(BS). Its flexibility in terms of the shape of the network and mobility of the sensor
nodes makes it special. Sensor nodes in WSNs are normally battery-powered, so
energy has to be carefully utilized in order to avoid early termination of sensors’
lifetimes. Also sensors position in network is also initially not determined so
sensor should be capable of generating optimal routing path and transmitting data
to the base station. Second constraint with the sensors is bandwidth. Considering
these two limitations it is necessary routing and sensing algorithm that use inno-
vative methods to preserve energy of sensors. In this paper we use neural network
to conserve energy of WSN and increase the life of network.

Keywords WSN � Neural network � Energy optimization

1 Introduction

Wireless Sensor Networks (WSNs) comes under wireless ad hoc networks in
which sensor nodes collect, process, and communicate data acquired from the
physical environment to an external Base-Station (BS). Some of them are capable
of sensing a special phenomenon in the environment and send the data back to one
or several base stations. A quality of WSN that makes it unique is its flexibility in
terms of the shape of the network and mobility of the sensor nodes. WSN can be
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deployed in areas where regular sensor networks (even wired networks) cannot
operate. Today the application of Sensor Networks can be seen in different aspects
of our lives; it is successfully applied in medical applications, military purposes,
disaster area monitoring, etc. [1, 2].

But these networks are facing various challenges such as, sensor nodes in
WSNs are normally battery-powered, and hence energy has to be carefully utilized
in order to avoid early termination of sensors’ lifetimes [3]. Since wireless sensors
are not physically connected to any central resource of energy, they are completely
dependent on their battery source to operate.

Each wireless sensor node is physically not connected to any source of energy,
and thus its own battery is the only dependable power supply for it. Sensor nodes
are also constrained on bandwidth. Considering these two limitations, it is nec-
essary to design routing and sensing algorithms that use innovative methods to
preserve the energy of the sensors [4]. Since the lifetime of the network is highly
dependent on the lifetime of the sensor’s batteries [5]. The lifetime of the network
can only increase by preserving the energy in the sensor nodes. Number of
techniques has been evolved to increase the lifetime of the wireless sensor net-
work. Since most of the energy consumption of each node is due to sensing and
routing operations, many of the proposed techniques try to optimize these two
tasks. Some approaches update the routing path when a sensor node in a path is
low in energy [6].

For efficient energy management it is also important monitor a network
resources continuously. This same concept has been already investigated in many
other environments, e.g., power plants [7], and in many distributed systems [8].
Many recent experimental studies have shown that, especially in the field of sensor
networks where low power radio transmission is employed, wireless communi-
cation is far from being perfect [9–12].

In this paper we are using neural networks to conserve the energy of WSNs and
increase the lifetime of the network. Next sections describe how neural network
can be used for efficient distribution of energy in WSNs.

2 Feed Forward Neural Network

The feed forward neural network can learn the input–output pattern pairs by
defining the error between desired output and actual output [13].

Ex ¼
1
2

X
Tj � Aj

ffi �2 ð1Þ

This represents the total error performance of the network during the training.
Here, Tj be the target output and Aj be the actual output. To minimize the error
signal, each coupling-strength is to be updated by an amount proportional to the
partial derivative of Ex with respect to wjh (weights between hidden and output
layer units).
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Where Sj
h is the output from hidden layer?

Similarly the partial derivative of Ex with respect to wih (weights between input
and hidden layer units)
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Here Sj
i is the input, which are critical temperatures

dh
j ¼

X
j

Aj � Tj

� �
Aj 1� Aj

� �
Sh

j 1� Sh
j

� 	
whj

dh
j ¼ do

j Sh
j 1� Sh

j

� 	
whj

so that we can write Eq. (3) as:

oEx

owih
¼ do

j Sh
j 1� Sh

j

� 	
whjS

i
j ð4Þ

In both Eqs. (2) and (4), is common, which is back-propagated from the units of
output layer to the units of hidden layer and coupling strengths will be changed in
order to reduce the error signal of the network.

The coupling strengths of output and hidden layers can be updated by following
equations.
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Dwjh sþ 1ð Þ ¼ �g
XNn

n¼1

oEx

owhj
þ a Dwhj sð Þ
ffi �

ð5Þ

and,

Dwih sþ 1ð Þ ¼ �g
XNn

n¼1

oEx

owih
þ a Dwih sð Þ½ � ð6Þ

where, s represents the sweep number (i.e. the number of times the network has
been through the whole set of cases at which time the coupling strengths are
updated), n runs over all cases, Nn is the total number of cases, g represents the
learning rate parameter and a represents the momentum term which is the relative
contribution of previous change in coupling strengths.

2.1 Most Significant Node Prediction Using Neural
Networks

In order to predict Most Significant Node (MSN) in a WSN we are depicting a set
of input patterns for a five layered feed forward neural network. These input
patterns belong to one wireless sensor node and by using them as the inputs of the
neural network we can predict the energy level of the sensor at the last of WSN’s
lifetime. These patterns may be in the form of features coded from sensor node’s
distance from the neighboring border, node’s distance from sink, Sensor’s number
of neighbors, the number of neighbors which initially route their data through this
sensor. After deploying sensor nodes, base-station receives sensor nodes positions
and neighbors’ information, thus it can easily calculate these patterns for each
sensor and the neural network can be able to predict their final energy level. The
neural network can be trained with different network parameters. A well-trained
neural network would be able to receive each sensor’s features as the inputs and
predict its final energy level. Thus, if the neural network be executed for each one
of WSN at the start of the WSN’s lifetime it would be possible to predict the Most
Significant Sensor nodes of the WSN. The result of this prediction is dependent of
initial energy management scheme followed by the WSN.

3 Experiment-1

To train our neural network architecture we did an experiment. Our experiment
generates random WSNs and calculates all the mentioned characteristic features
for each sensor, then it continues to operate until the lifetime of the network ends;
at this point our experiment calculated all the sensor’s final energy levels and thus
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it can use them as the training output of our neural network. Having all the
characteristic features and final energy levels of each sensor, the experiment trains
the neural network with these input–output feature patterns. Considering equal
energy level for all the sensor nodes, the wireless sensor network starts to operate
and use the battery of all the sensor nodes. We have also considered a working
cycle for all the nodes, meaning that each node is equipped with an internal clock
and operates at specific time periods which give the node enough time to route the
gathered data. Thus the WSN works in discreet amount of time. The experiment
implemented in Visual C++ and Mat lab. In our experiment we used 150 randomly
generated WSNs with 90 sensor nodes. At the end of each WSN’s lifetime our
experiment runs a training operation on the neural network and trains the neural
network using the information from all 90 sensors. The experiment repeats this
operation for each one of the 150 random WSNs. After training, we tested the
neural network with some newly generated WSNs and the results thus obtained are
according to our predictions.

Each WSN is simulated to have 50 randomly scattered sensor nodes. The
simulation results showed that in average the lifetime of the network is 24.09. This
value is very much dependent on the neural network precision in predicting the
energy levels of the sensor nodes; thus it is possible to increase this average
lifetime of the WSN by increasing the training iterations which results in creating a
more precise neural network. We applied different iterations to our neural network
and for each one of these iterations, we observed the average lifetime of 50 random
networks. Figure 1 showing the result thus obtained. It can be seen that on
increasing the number of iterations and having a more precise neural network, the
average lifetime of the random 50 WSNs increased.

3.1 Most Significant Node Prediction Using Neural
Networks

The set of Group Head nodes can be selected on the basis of the routing cost metric
explored by the equation

RCM ¼
Ek

Ar ETðNS
k ;N

D
mÞ þ ERðNS

k ;N
D
mÞ

� � ð7Þ

where, Ek be the energy associated with the delivery ratio of the packet, delivered
correctly from source node Ns to the destination node ND; ET Ns

k;N
D
m

� �
is the

energy transmitted from Ns and ER Ns
k;N

D
m

� �
is the energy received at ND, Ar be the

range area of the network.
The densely populated areas of the network will be overcrowded with Group

Head nodes, while the barely populated areas will be left without any Group Head
node. In such a situation, it is likely that the high cost sensors from poorly covered
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areas will have to perform expensive data transmissions to distant Group Head
nodes which will further reduce their lifetime (Fig. 2).

We are using here, five layered feed forward neural network architecture system
just like in Fig. 1. We have provided input patterns in form of the sensor nodes
competing for Group Head. The node with smallest value of is selected as Group
Head.

4 Experiment-2

Now, we have designed the similar experiment to Experiment 1 with a different
task. In this experiment we used 600 randomly generated WSNs with 400 sensor
nodes. The node’s sensing range was considered 50 m. We provide arbitrary
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number of competing sensor to our neural network system and seek the conver-
gence for selecting Group Head. The experiment convergence was found to be
extremely slow for large data range but is quite good for low range data. Figure 3
reports the convergence of the network while successful selection of the Group
Head.

5 Conclusion

In this paper we proposed a neural network approach for energy conservation
routing in a wireless sensor network. Our designed neural network system has been
successfully applied to our scheme of energy conservation. We have applied neural
network to predict Most Significant Node and selecting the Group Head amongst
the association of sensor nodes in the network. After having a precise prediction
about Most Significant Node, we would like to expand our approach in future to
different WSN power management techniques and observe the results. Here, we
used arbitrary data for our experiment purpose; it is also expected to generate a real
time data for the experiment in future. The selection of Group Head is proposed
using neural network with feed forward learning method. And the neural network
found able to select a node amongst competing nodes as Group Head.
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Axially Symmetric Vibrations of Circular
Sandwich Plates of Linearly Varying
Thickness

Rashmi Rani and Roshan Lal

Abstract In this paper axisymmetric vibration of circular sandwich plates with
honeycomb core of linearly varying thickness has been studied. The facings are of
the same thickness and of the same material, are treated as membranes. The
facings take the shape of conical shell due to linear thickness variation in the core
and hence membranes forces of the facings contribute to the transverse shear of the
core. The equations of motion for such a plate have been derived by Hamilton’s
energy principle. The frequency equations have been obtained by employing
differential quadrature method for three different boundary conditions at the edge,
namely, clamped, simply supported and free. The lowest three roots of these
frequency equations have been obtained for various values of different plate
parameters and reported as the frequencies for the first three modes of vibration.
Three dimensional mode shapes for specified plates have been presented. Com-
parison of results with published work has been made.

Keywords Sandwich plate � Honeycomb core � Differential quadrature method

1 Introduction

Sandwich structures are widely used to build large portions of aerospace, auto-
motive and ship structures since past few decades because of their high specific
bending stiffness ratio, damping characteristics, excellent fatigue tendency, variety
of design and strength properties. Examples are aerodynamic fairings (belly fair-
ing, leading and trailing edge fairings) or control surfaces (rudders, ailerons) [1].
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Sandwich plates of variable thickness are commonly used as structural elements in
many industrial applications, and thus help the designer in reducing the weight and
size of a structure without compromising its strength and stiffness. Hence, it
becomes necessary to analyze the dynamic behavior of sandwich plates with fair
amount of accuracy.

In the literature, dynamic behavior of sandwich plates of uniform/non-uniform
thickness of various geometries have been investigated by many researchers and
reported in references [2–12], to mention a few. Out of these, Ref. [2, 3] are the
excellent survey of the work up to 2008 on numerical assessment of classical and
refined theories for the analysis of sandwich plates. In these studies, various
numerical methods such as Bessel functions [4], Galrkin’s method [5], spline finite
point method [6], B-spline FSM [7], Discrete layer annular finite element method
[8], isoparametric finite element method [9], Finite element method [10], 3D FEM
[11], Cubic spline method [12] have been used to obtain the natural frequencies of
various models under different constraints.

Recently, differential quadrature method has been emerged as a successful
numerical technique with remarkable accuracy to analyze the vibrational charac-
teristics of homogeneous/composite plates in numerous studies and few of them
are listed in references [13–16]. Keeping this in view, the present work is an
attempt to apply this method to study the axisymmetric vibration of circular
sandwich plates of linearly varying thickness. This analysis takes into account the
contribution of the face sheets membrane forces to the stresses of the core due to
linear thickness variation in the core. The governing differential equations of
motion are obtained by Hamilton’s principle. Differential quadrature method has
been employed to obtain the frequency equations for three different boundary
conditions. These frequency equations have been solved numerically using
MATLAB. The lowest three roots of these equations have been reported as first
three natural frequencies corresponding to the first three modes of vibration. Effect
of various plate parameters such as taper parameter, core thickness and face
thickness has been studied graphically on the natural frequencies for all the three
boundary conditions. Three-dimensional mode shapes have been plotted for
specified plate. The frequency parameter has been compared.

2 Equation of Motion

2.1 Displacement–Strain Relations

Consider a circular sandwich plate of radius a and thickness 2 hc þ hf

ffi �
referred

to cylindrical polar coordinate (r, h, z), z = 0 being the middle surface of the plate
and also the plane of symmetry. The line r = 0 is the axis of the plate. A cross-
sectional view of the plate with linearly varying core thickness hc(r), the facing
thickness hf(\\hc) and facing slope / is shown in Fig. 1. Any location in the
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lower or upper facing is identified by its r—coordinate or by its s—coordinate,
where s = s(r). The thickness variation of core with radial distance is given by:

dhc

dr
¼ � tan /; hc ¼ hoð1� a

r

a
Þ; ð1Þ

where a is taper parameter and ho is the thickness of the core at the centre of the
plate. The variables s and r are connected by ds = sec /dr. During axisymmetric
vibration, the movement of the line element A0B0 will consist of a rotation
w(r, t) about the midpoint in the vertical plane parallel to the r-axis and a vertical
displacement w(r, t), both assumed to be small. These movements will impart to
any point in the core and on the line element A0B0 a radial displacement
ur(r, z, t) = zw(r, t) and a vertical displacement uz(r, z, t) = w(r, t). These dis-
placement components give rise to the strain

ecrz ¼
ow

or
þ w ð2Þ

in the core. All the other strain components ecr ; ech , ech z and ecr h can be neglected
due to the assumption of honeycomb core.

The displacement at the interface of the core and lower facing i.e. at the point
B of line element A0B0 in the radial and vertical direction are given by

urðr; z; tÞf gz¼ hc
¼ hcw; uzðr; z; tÞf gz¼ hc

¼ wðr; tÞ: ð3Þ

Fig. 1 Cross-section of circular sandwich plate with core of linearly varying thickness
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Using Eq. (3), the tangential (s—wise) and normal (n—wise) components of
displacement of point B at the interface of the core and the lower facing are given
by

us ¼ hcw cos / � w sin / ; un ¼ w cos / þ hcw sin /: ð4Þ

The displacements given in Eq. (4) give rise to the following meridional and
circumferential strains

efs ¼
ous

os
¼ dhc

dr
wþ hc

ow
or

� �
cos2 /� ow

or
sin / cos /;

efh ¼
1
r

us cos /þ un sin /ð Þ ¼ hc

r
w;

9>>=
>>;

ð5Þ

in the lower facing. The corresponding strains in the upper facing are -efs and
�efh . The suffixes c and f are used for core and face sheet.

2.2 Stress–Strain Relations

The face sheets and the core are assumed to be homogeneous and isotropic, with
the following stress–strain relations:

rcr c ¼ Gcecr z ; rfs ¼ kf ðefs þ mf efhÞ;
rfh ¼ kf ðefh þ mf efsÞ

ð6Þ

where Ec, Ef and mc, mf are Young’s moduli and Poisson’s ratio of the core and the
facings, respectively.

3 Equations of Motion

By Hamilton’s energy principle, the equations of motion are obtained as

oMr

or
þ 1

r
ðMr � MhÞ � Qr ¼ 2 ðqc

h3
c

3
þ qf hf h2

c sec /Þ o2w
ot2

; ð7Þ

oQr

or
þ 1

r
Qr ¼ 2ðqc hc þ qf hf sec /Þ o2w

ot2
; ð8Þ

where

Mr ¼ Mcr þ 2hcNfs cos /; Mh ¼ Mch þ 2hcNfh sec /;

Qr ¼ Qcr � 2Nfs sin /;Qr ¼ Qcr þ 2
dhc

dr
Nfs cos /;
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The stress resultant given by

ðQcr ; Mcr ; MchÞ ¼
Zhc

�hc

ðksrcrz ; zrcr ; zrchÞdz;

ðNfs ; NfhÞ ¼
Zhf

0

ðrfs ; rfhÞdn

where ks is the shear constant. Using non dimensional variable the Eqs. (7) and (8)
can be written as

x ¼ r=a; W ¼ w=a; Hf ¼ hf=a; Hc ¼ hc=a; Ho ¼ ho=a; Rc ¼ kc=lc; Rf ¼ kf=lc;

U0
d2W
dx2
þ U1

dW
dx
þ ðU2 � X2P2ÞW þ U3

d2W

dx2
þ U4

dW

dx
¼ 0; ð9Þ

U5
d2W
dx2
þ U6

dW
dx
þ U7W þ U8

d2W

dx
þ U9

dW

dx
� X2P10W ¼ 0; ð10Þ

where

U0 ¼ 3Rf Hf Hccos3/x2; U1 ¼ 3Rf Hf x cos3 /ðHc þ 2
dHc

dx
Þ;

U2 ¼ 3Rf Hf ðx
dHc

dx
cos3 / � Hc sec /Þ � 3ksx

2; P2 ¼ �x2Hc Hc þ 3Hf Rq sec /
ffi �

;

U3 ¼ �3Rf Hf x
2sin/ cos2/; U4 ¼ 3Rf Hf x sin/ mf � cos2/

ffi �
� 3x2;

U5 ¼ �Rf Hf Hcx sin / cos2 /;

U6 ¼ Hcx � Rf Hf sin /ð2x
dHc

dx
cos2 / þ mf Hc þ Hc cos2 /Þ;

U7 ¼ Rf Hf sin /ðsin / cos /� mf
dHc

dx
Þ þ Hc þ x

dHc

dx
;

U8 ¼ x ksHc þ Rf Hf cos / sin2 /
ffi �

;

U9 ¼ Rf Hf cos / sin2 /þ Hc þ x
dHc

dx
;P10 ¼ �x Hc þ Hf Rqsec/

ffi �
;

X2 ¼ qca2x2=Gc and

Rq ¼ qf =qc

The solution of Eqs. (9) and (10) in conjunction with the boundary conditions at
the edge x = 1 together with regularity condition at the center constitute a
boundary value problem in the range (0, 1). Due to the presence of variable
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coefficients in above equations, their exact solution is not possible. Keeping this in
view, an approximate solution is obtained by employing differential quadrature
method.

4 Method of Solution

Let x1, x2, …, xm be the m grid points in the applicability range [0, 1] of the plate.
According to differential quadrature method [17], the nth order derivatives of
W(x) and W(x) w.r.t. x can be expressed discretely at the point xi as follows:

Wn
x ðxiÞ ¼

Xm

j¼1

Cn
ijWðxjÞ; ð11Þ

Wn
xðxiÞ ¼

Xm

j¼1

Cn
ij WðxjÞ; n ¼ 1; 2 i ¼ 1; 2; . . .; m: ð12Þ

where Cij
n are weighting coefficients given by

Cð1Þij ¼
M1ðxiÞ

ðxi � xjÞM1ðxjÞ
; i; j ¼ 1; 2; . . .; m; but j 6¼ i; ð13Þ

in which M1ðxiÞ ¼
Ym
j¼1
j 6¼i

ðxi � xjÞ ð14Þ

and

CðnÞij ¼ nðCðn�1Þ
ii Cð1Þij �

Cðn�1Þ
ij

xi � xj
Þ; i; j ¼ 1; 2; . . .; m; but j 6¼ i; and n ¼ 2;

ð15Þ

CðnÞii ¼ �
Xm

j¼1
j 6¼i

CðnÞij ; i ¼ 1; 2. . .m; and n ¼ 2; ð16Þ

Now, discretizing Eqs. (9) and (10) at the grid points x = xi, i = 2,
3, …, (m - 1), and substituting the values of first two derivatives of W and W
from Eqs. (11) and (12), we get

Xm

j¼1

ðU0; iC
ð2Þ
ij þ U1; iC

ð1Þ
ij ÞWj þ

Xm

j¼ 1

ðU3; iC
ð2Þ
ij þ U4 ;iC

ð1Þ
ij ÞWj þ ðU2; i � X2P2; iÞWi ¼ 0;

ð17Þ
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Xm

j¼1

ðU5; iC
ð2Þ
ij þ U6; iC

ð1Þ
ij ÞWj þ

Xm

j¼1

ðU8; iC
ð2Þ
ij þ U9; iC

ð1Þ
ij ÞWj þ U7; iWi � X2P10; iWi ¼ 0;

ð18Þ

The satisfaction of Eqs. (17) and (18) at (m - 2) internal grid points
xi, i = 2, …, (m - 1) provide a set of (2m - 4) equations in terms of unknowns
Wj = W(xj) and Wj = W(xj), j = 1, 2, …, m. The resulting system of equations
can be written in matrix form as

U½ � C½ � ¼ 0½ �; ð19Þ

where U and C are the matrices of orders (2m - 4) 9 2m and 2m 9 1, respec-
tively. The above (m - 2) internal grid points chosen for collocation are the zeros
of shifted Chebyshev polynomial of order (m - 2) with orthogonality range (0, 1),
given by

xkþ 1 ¼
1
2

1 þ cosð2k � 1
m� 2

p
2
Þ

� �
; k ¼ 1; 2; . . .; ðm� 2Þ:

5 Boundary Conditions and Frequency Equations

The following three sets of boundary conditions have been considered here:

(i) Clamped (C) (ii) Simply supported (S) (iii) Free (F).
(i) W = W = 0: for clamped edge, (ii) W = Mr = 0: for simply supported edge,
(iii) Mr = Qr = 0: for free edge,

By satisfying the relations (i), (ii) and (iii) together with the regularity condition
(iv) W = Qr = 0 at x = 0 a set of four homogeneous equations has been obtained.
These equations together with the field Eq. (19) give a complete set of 2m equa-
tions in terms of 2m unknowns. For a clamped plate, the set of these 2m homo-
geneous equations can be written as

U

UC

" #
C½ � ¼ 0½ �; ð20Þ

where UC is a matrix of order 4 9 2m.
For a non-trivial solution of Eq. (20), the frequency determinant must vanish

and hence

U

UC

�����
����� ¼ 0: ð21Þ
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Similarly, for supported and free plates, the frequency determinants can be
written as

U

US

�����
����� ¼ 0; ð22Þ

U

UF

�����
����� ¼ 0; ð23Þ

respectively.

6 Results and Discussions

The numerical values of the frequency parameter X have been obtained by cal-
culating the roots of the characteristic polynomial obtained from Eqs. (21–23)
employing DQ method. The lowest three roots have been reported as the first
three natural frequencies corresponding to different boundary conditions. The
values of various plate parameters for these three modes of vibration are taken as
a = - 0.5(0.5)0.5, Ho = 0.1(0.1)0.30, Hf = 0.005, 010, 0.02.

The material for the core and facings are to be aluminum honeycomb and alu-
minum respectively, for which the various constant are Rf = 4800.00, mf = 0.30 and
Rq = 26.70 [18]. In order to choose the appropriate number of grid point a computer
programme has been developed to evaluate the frequencies, was run for m = 5(1)18
for different sets of plate parameters for all the three boundary conditions. The
numerical values show a consistent improvement with the increase in the number of
grid points m. In all the computations, the number of grid points has been taken as
m = 14, since further increase in m does not improve the result even in the fourth

place of decimal. In this regard, the normalized frequency parameter X=X� for first
three modes of vibration for a specified plate i.e a = - 0.5, Ho = 0.10, Hf = 0.005
are presented in Fig. 2a, b and c for clamped, simply supported and free plates,
respectively as maximum deflection were observed for this data.

Figure 3a, b and c shows the effect of taper parameter a on the natural fre-
quencies for clamped, simply supported and free plate respectively. From this
graph it is observed that the values of frequency X for clamped plate are grater
then simply supported plate but less then free plate. The values of frequency
parameter decrease with increase in negative values of a up to a = 0 for all the
three boundary conditions and after then it increased for clamped and free plate
except the second and third mode of vibration for Ho = 0.1 while, for simply
supported plate the frequency parameter increase for the positive values of a for
Ho = 0.2. This may be attributed to the fact that with the increases in positive
values of a, the facings membrane forces are increased, which reduce the core
shear stress and therefore deflection due to shear.
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Figure 4a, b and c depict the effect of core thickness at the centre Ho on the
frequency parameter X for a = - 0.5 for clamped, simply supported and free
plate, respectively. From the figure it is clear that the frequency parameter
increases for increasing values of Ho first rapidly and then slowly for all the three
boundary conditions. This rate of increase with increasing value of Hf and in the
order of boundary condition F [ C [ S. The difference between the frequency
parameter X for Hf = 0.005 and Hf = 0.010 decrease with the increase in the core
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thickness at the centre. This may be due to the fact that the transverse shear of the
core plays a significant role for higher values of Ho as compared to the bending
stiffness of the plate.

Figure 5a, b and c shows the effect of face thickness Hf on the frequency
parameter X for all the boundary conditions namely clamped, simply supported
and free plate, respectively and for all the three modes of vibration. It is clear from
the figure that the frequency parameter decreases with the increasing values of Hf
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for all the three boundary conditions. This rate of decrease increase from Ho = 0.1
to Ho = 0.2 for all the three modes of vibration and for all the three plates. This
rate of decrease for simply supported plate is greater than clamped plate but
smaller then free plate. This can be attributed the fact that bending stiffness of the
plate increases with the increasing values of Hf. Three dimensional mode shapes
for specified sandwich plates taking, and have been plotted and shown in Fig. 6a, b
and c for clamped simply supported and free plate respectively. A comparison of
numerical results for circular sandwich plates with those of obtained by Chebyshev
method has been presented in Table 1. A close agreement for all the three
boundary conditions has been found.
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Ho = 0.10, Hf = 0.005, a = -0.5. a Clamped plate, b simply supported plate, c free plate
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7 Conclusions

Axisymmetric vibrations of circular sandwich plate of variable thickness have
been investigated. In this analysis, face sheets are treated as membranes while the
core is taken to be of linearly varying thickness. Energy formulations have been
obtained for the governing differential equation for such plates which have been
solved employing the differential quadrature method. It is found that frequency
parameter for C plate is higher than that for S plate and lower than that for F plate
for the same set of the values of plate parameters.
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Solve Shortest Paths Problem by Using
Artificial Bee Colony Algorithm

P. Mansouri, B. Asady and N. Gupta

Abstract Nature-inspired algorithms are among the most powerful algorithms to
solve optimization problems. This paper intends to provide a detailed description
of a new iterative method to solve the shortest path problem for given directed
graph(dgraph) G = (V, E) from source node s to target node t. Each edge i; jð Þ 2 E
has an associated weight wij. This problem is known as NP-hard problems, so an
efficient solution is not likely to exist. Weights are assigned by the network
operator. A path cost is the sum of the weights of the edges in the path. The
efficiency of this approach is shown with some numerical simulations. For large
data network, this method reaches to shortest path from s to t in polynomial time.

Keywords Shortest path problem � Optimization � Artificial bee colony algorithm

1 Introduction

One of the most fundamental algorithmic graph problems is shortest paths prob-
lem(SPP), also it is an NP-hard combinatorial optimization problem that has long
challenged researchers. The objective of the SPP is to find the shortest paths
between two nodes with minimum weights(cost). For solving this problem some
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traditional methods as the network simplex method are, O n3ð Þ Bellman-Ford
algorithm, O n2ð Þ Dijkstra algorithm, Floyd-Warshall algorithm, and so on [1].
However, for more complex and large scale problems, decreasing of computing
time is important, when applying the conventional methods. Bio-inspired algo-
rithms are among the most powerful algorithms for optimization [2–8], especially
for the NP-hard problems same as the traveling salesman problem and etc. Particle
swarm optimization (PSO) was developed by Kennedy and Eberhart in 1995 [9],
based on the swarm behavior such as fish and bird schooling in nature, the so-
called swarm intelligence. Though particle swarm optimization has many simi-
larities with Genetic algorithms, but it is much simpler because it does not use
mutation/crossover operators. Instead, it uses the real-number randomness and the
global communication among the swarming particles. In this sense, it is also easier
to implement as it uses mainly real numbers. Yuster presented an approximation
algorithm for the all pairs shortest path problem in weight graphs in 2012 [12]. His
algorithm solved the APSA problem for weighted directed graphs, with positive
real weights. Artificial bee colony algorithm (ABC) defined by Dervis Karaboga in
2005, motivated by the intelligent behavior of honey bees [10, 11]. It is as simple
as Particle Swarm Optimization (PSO) and Differential evolution (DE) algorithms,
Genetic algorithm (GA) [5], biogeography based optimization (BBO), and uses
only common control parameters such as colony size and maximum cycle number.
ABC as an optimization tool, provides a population-based search procedure in
which individuals called foods positions are modified by the artificial bees with
time and the bee’s aim is to discover the places of food sources with high nectar
amount and finally the one with the highest nectar. In ABC system, artificial bees
fly around in a multidimensional search space and some (employed and onlooker
bees) choose food. Development of an ABC algorithm for solving generalized
assignment problem which is known as NP-hard problem is presented in detail along
with some comparisons [11]. Sources depending on the experience of themselves
and their nest mates, and adjust their positions. In this paper, we focus on the single
source shortest paths problem: given a dgraph G = (V, E) with m vertices, we want
to find a shortest path from a given source vertex s 2 V to each target vertex t 2 V.
In Sect. 2, the ABC algorithm and Shortest path problem are described. In Sect. 3,
presenting the accuracy and complexity of proposed method with some examples.
Finally, in Sect. 4, we discuss about ability of the proposed method.

2 Artificial Bee Colony Algorithm

Artificial bee colony algorithm (ABC) is an algorithm based on the intelligent
foraging behavior of honey bee swarm, purposed by Karaboga in 2005 [10]. In
ABC model, the colony consists of three groups of bees: employed bees, onlookers
and scouts. It is assumed that there is only one artificial employed bee for each
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food source. In other words, the number of employed bees in the colony is equal to
the number of food sources around the hive. Employed bees go to their food source
and come back to hive and dance on this area. The employed bee whose food
source has been abandoned becomes a scout and starts to search for a new food
source. Onlookers watch the dances of employed bees and choose food sources
depending on dances. The pseudo-code of the ABC algorithm is given in Fig. 1.

In ABC which is a population based algorithm, the position of a food source
represents a possible solution to the optimization problem and the nectar amount
of a food source corresponds to the quality (fitness) of the of solutions in the
population. At the first step, a randomly distributed initial population (food
source positions) is generated. After initialization, the population is subjected to
repeat the cycles of the search processes of the employed, onlooker, and scout
bees, respectively. An employed bee produces a modification on the source
position in her memory and discovers a new food source position. Provided that
the nectar amount of the new one is higher than that of the previous source, the
bee memorizes the new source position and forgets the old one. Otherwise she
keeps the position of the one in her memory. After all employed bees complete
the search process, they share the position information of the sources with the
onlookers on the dance area. Each onlooker evaluates the nectar information
taken from all employed bees and then chooses a food source depending on the
nectar amounts of sources. As in the case of the employed bee, she produces a
modification on the source position in her memory and checks its nectar amount.
Providing that its nectar is higher than that of the previous one, the bee mem-
orizes the new position and forgets the old one. The sources abandoned are
determined and new sources are randomly produced to be replaced with the
abandoned ones by artificial scouts.

1. Initial food sources are produced for all employed.
2. Repeat UNTIL (requirements are met)
(a) Each employed bee goes to a food source in her memory and deter-
mines a neighbor source, then evaluates its nectar amount and dances in 
the hive.
(b) Each onlooker watches the dance of employed bees and chooses one of 
their sources depending on the dances, and then goes to that source. After 
choosing a neighbor around that, she evaluates its nectar amount.
(c) Abandoned food sources are determined and are replaced with the new 
food sources discovered by scouts. item The best food source found so far 
is registered.

Fig. 1 Artificial bee colony algorithm
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3 The Artificial Bee Colony Algorithm for Solving Shortest
Paths Problem

We want to present a procedure for solving a Shortest Paths Problem (SPP) by
using the ABC algorithm (ABC-SPP). In Order to, we define the mathematical
model of the SPP as following.

3.1 Mathematical Model

Let G = (V, E) be a directed graph of given network with $m$ nodes. Assume that
each edge i; jð Þ 2 E has an associated length (or weight) wij� 0 and it contains a
directed path from source node s to every other node in the network. Our propose
is to find the shortest path from source node s to target node t that has minimum
cost, or a path that takes least time to traverse. This viewpoint gives rise to the
following linear programming formulation of the SPP. The objective cost function
is as following (Fig. 2):

min z ¼
X

i

X
j
xijwij; i; jð Þ;

s:t

X
j;ði;jÞ2E

xij �
X

k;ðk;iÞ2E

xki ¼
1; i ¼ s;

0; i 6¼ s; t;

�1; i ¼ t:

8><
>:

xij 2 0; 1½ �;wij� 0;

Corresponding to linear programming formulation of the SPP, with penalty
function term it is converted into one of the following unconstrained minimization
problems

minE x;Kð Þ ¼zþ ½K1ð
X

j; 1;jð Þ2E

x1j � 1Þ þ K2ð1þ
X

i; i;mð Þ
ximÞ�þ

K3

X
i
ð
X

j
ð
X

k
ðxij � xkiÞÞÞ; i; jð Þ; k; ið Þ 2 Eð Þ; i 6¼ s; t;

ð1Þ

where z ¼
P

i

P
j xijwij; i; jð Þ 2 E; i; j; k ¼ 1; 2; . . .;m; i 6¼ j 6¼ k; and penalty coef-

ficients are Ki � 1; i ¼ 1; 2; 3. Based on the above explanation of mathematical
model of SPP, the main steps of the proposed method is as following:

In the first step, initial population P of n� 2 solution pk is generated randomly
by using ABC algorithm, that included of some edges i; jð Þ 2 E; i; j ¼ 1; 2; . . .;m;
i 6¼ j; k ¼ 1; 2; . . .; n between nodes s and t (it is clear that in the initial population,
there exist a solution p that included some edges relates to a path between s and t
and is not optimal solution). In the second step, if in each solution(path), first node
and last nodes are s and t respectively, go to next step and compute penalty
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function, else change population of solution. AS ABC algorithm is a optimization
algorithm, then after some iteration, propose method reach to optimal solution of
function (1). So, shortest path from node s to node t will be achieved without need
to visit all paths between s and t. We illustrate propose method with some
examples.

4 Numerical Example

4.1 Example 1

In this example, we want to find shortest path between node 1 and node 14 by
using ABC-SPP algorithm. Consider a network with 14 nodes and 29 edges in the
Fig. 3.

When there are no negative weights(costs). This problem is formulated ith
proposed method as following:

1.   Initialize population of solution(paths) between s and t is generated 
by ABC algorithm, that included some edges , , 

2.  In each solution(path) of the initial population,
if in the first edge and the last edge of this path sequentially,  
then first node is s and end node is t,   continue,
else change the initial population,
end

end

.
3.  Compute penalty function as following formula:

where and 
penalty coefficients are 
4.  In each solution of evaluate fitness of the population.
5.  Cycle=1,
6.  While (stopping criterion(not met), 

a. Forming new population and  select sites for neighborhood search.
b. Select the fittest edge from each path.
c. Assign remaining edges to search randomly and evaluate their  

finesses.
d. Cycle=Cycle+1,

.

Fig. 2 Main steps of the ABC-SPP
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min E x;Kð Þ ¼ x12 þ 3x17 þ 2x14 þ 6x15 þ x26 þ 3x210 þ 4x311

þ 2x314 þ 2x48 þ 12x49 þ 8x59 þ 3x57 þ 4x611 þ 3x612 þ 5x67 þ 2x63

þ 2x712 þ 4x710 þ 14x813 þ 10x98 þ 4x912 þ 8x1014 þ 2x1110 þ 3x1112

þ 6x1114 þ 7x1214 þ 2x1310 þ 3x1312 þ 2x1314 þ K ðx12 þ x17 þ x14 � 1½ Þ
þ x26 þ x210 � x12ð Þ þ ðx311 þ x314 � x63Þ þ x48 þ x49 � x14ð Þ
þ x59 þ x57 � x15ð Þ þ x611 þ x612 þ x67 þ x63 � x26ð Þ
þ x712 þ x710 � x67 � x57 � x17ð Þ þ x813 � x48 � x98ð Þ
þ x98 þ x912 � x49 � x59ð Þ þ x1014 � x210 � x710 � x1110 � x1310ð Þ
þ x1110 þ x1112 þ x1114 � x311 � x611ð Þ
þ x1214 � x612 � x712 � x912 � x1112 � x1312ð Þ
þ ðx1310 þ x1312 � x813Þ þ ðx314 þ x1014 þ x1214 þ x1314 � 1Þ�

Assumption that K = 1000. By using Table 1 and proposed method the optimal
solution is same as z� ¼ 7 and optimal solution is :

X� ¼ 1; 0; 0; 0; 1; 0; 1; 0; 0; 0; 0; 0; 1; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0½ �:

Therefore, shortest path between node 1 and node 14, which is corresponding to
the optimal solution is

1! 2! 6! 3! 14:

Fig. 3 A directed network in Example 1
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4.2 Example 2

Consider a network with 18 nodes and 44 edges in the Fig. 4.
When there are no negative weights (costs). This problem is formulated with

proposed method as following:

min E x;Kð Þ ¼ x12 þ x13 þ 3x17 þ 2x14 þ 6x15þ
4x18 þ x26 þ 3x210 þ 2x213 þ 4x311 þ 2x318þ3x39þ
12x414 þ 2x49 þ 8x59 þ 9x510 þ 4x513 þ 4x611þ
3x612 þ 5x67 þ 2x63 þ 2x712 þ 4x713 þ 4x811þ
14x814 þ 10x914 þ 8x912 þ 4x1013 þ 8x1015 þ 8x1112þ
2x1118 þ 3x1113 þ 6x1218 þ 7x1215 þ 6x1318þ
3x1317 þ 2x1416 þ 3x1417 þ 2x1415 þ 4x1517þ
3x1618 þ 3x1612 þ 2x1617 þ 6x1718 þ K½ðx12 þ x17þ
x13 þ x14 þ x15 þ x18 � 1Þ þ ðx26 þ x210 þ x213�
x12Þ þ ðx311 þ x318 þ x39 � x13 � x63Þ þ ðx414 þ x49�
x14Þ þ ðx59 þ x510 þ x513 � x15Þ þ ðx611 þ x612þ
x67 þ x63 � x26Þ þ ðx712 þ x713 � x17 � x67Þþ
ðx811 þ x814 � x18Þ þ ðx912 þ x914 � x39 � x49�
x59Þ þ ðx1013 þ x1015 � x210 � x510Þ þ ðx1112þ
x1113 þ x1118 � x311 � x611 � x811Þ þ ðx1215 þ x1218�
x612 � x712 � x912 � x1112Þ þ ðx1318 þ x1317 � x213�
x513 � x713 � x1013 � x1113Þ þ ðx1416 þ x1417þ
x1415 � x414 � x814 � x914Þ þ x1517 � x1015 � x1215�
x1415Þ þ ðx1618 þ x1612 þ x1617 � x1416Þ þ ðx1718�
x1317 � x1417 � x1517Þ�

Table 1 The weight of edges

Edge Weight Edge Weight Edge Weight

(1,2) 1 (5,9) 8 (9,12) 4
(1,7) 3 (5,7) 3 (10,14) 8
(1,4) 2 (6,11) 4 (11,10) 2
(1,5) 6 (6,12) 3 (11,12) 3
(2,6) 1 (6,7) 5 (11,14) 6
(2,10) 3 (6,3) 2 (12,14) 7
(3,11) 4 (7,12) 2 (13,10) 2
(3,14) 2 (7,10) 4 (13,12) 3
(4,8) 2 (8,13) 14 (13,14) 2
(4,9) 12 (9,8) 10
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Assumption that K = 1000. By using Table 2 and proposed method the optimal
solution is same as z� ¼ 3 and optimal solution is

X� ¼ 0; 0; 1; 0; 0; 0; 0; 0; 0; 1; 0; 0; 0; 0; 0; 0; 0; 0; . . .; 0; 0; 0½ �

Therefore, shortest path between node 1 and node 18, which is corresponding to
the optimal solution is

1! 3! 18:

Fig. 4 A directed network in Example 2

Table 2 The weight of edges

Edge Weight Edge Weight Edge Weight Edge Weight

(1, 2) 1 (9,14) 10 (10,13) 4 (16,12) 3
(1, 3) 1 (5, 9) 8 (10,15) 8 (16,17) 2
(1, 7) 3 (5,10) 9 (11,12) 8 (16,18) 3
(1, 4) 2 (5,13) 4 (11,18) 2 (17,18) 6
(1, 5) 6 (6,11) 4 (11,13) 3 (4,14) 12
(1, 8) 4 (6,12) 3 (12,18) 6 (2, 6) 1
(6, 7) 5 (12,15) 7 (2,10) 3 (6, 3) 2
(13,18) 6 (2,13) 2 (7,12) 2 (13,17) 3
(3, 9) 3 (7,13) 4 (14,16) 2 (3,11) 4
(8, 11) 4 (14,17) 3 (3,18) 2 (8,14) 14
(14,15) 2 (4, 9) 2 (9,12) 8 (15,17) 4
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5 Conclusion

In this work, we present a new iterative method to solve the shortest paths problem
for given directed graph by using ABC algorithm. For this purpose, we used the
penalty function to construct the optimization problem. By solving optimization
problem, we find the optimal solution of penalty function that occur at shortest
path between given nodes s and t.
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Speed Control of Three Phase Induction
Motor Drive Using Soft Computing
Technique

Arunesh Kumar Singh, D. K. Chaturvedi and Jitendra Singh

Abstract Variable speed AC Induction motors powered by switching power
converters are becoming more and more popular, because of advances in solid state
power devices, microprocessors and evaluation of soft computing technique. The
most common principle of this kind, is the constant V/Hz principle. By making V/f
constant, the magnitude of the magnetic field in the stator is kept at an approxi-
mately constant level throughout the operating range So three-phase induction
motor drive systems driven by V/f (V/Hz) controlled PWM voltage source inverter
have been widely used in the industrial applications. Soft Computing (SC) tech-
niques are recently having significant impact on power electronics and motor
drives, which is already a complex and multidisciplinary technology that is going
through dynamic evolution in the recent years. Fuzzy Logic, Neural Networks,
Neuro-Fuzzy and Evolutionary Computations are the core methodologies of soft
computing (SC). In this paper, ANN controller and Fuzzy logic controller has been
implemented for speed control of 3-phase induction motor by using soft computing
techniques. Out of these two techniques ANN based control takes less settling time
and has almost no overshoot. The result of the ANN controller is smoother than the
fuzzy logic controller but its output can be improved by tuning it.

Keywords Induction motor speed control � Soft computing � Fuzzy controller �
ANN controller
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1 Introduction

The three-phase induction motors are the most widely used electric motors in
industry. They run at essentially constant speed from no-load to full-load when
they are directly connected to service mains/supply. However, the speed is fre-
quency dependent and consequently these motors are not easily adapted to speed
control. We usually prefer d.c. motors when large speed variations are required.
Nevertheless, the 3-phase induction motors are simple, rugged, low-priced, easy to
maintain as compare to d.c. motor and can be manufactured with characteristics to
suit most industrial requirements. By controlling the speed of induction motor, we
can use it for various industrial applications.

Switching power converters offer an easy way to regulate both the frequency
and magnitude of the voltage and current applied to a motor. As a result much
higher efficiency and performance can be achieved by these motor drives with less
generated noises. The most common principle of this kind is the constant V/Hz
principle [1] which requires that the magnitude and frequency of the voltage
applied to the stator of a motor maintain a constant ratio.

The energy that a switching power converter delivers to a motor is controlled by
soft computing based Space vector Pulse Width Modulated (SVPWM) signals
applied to the gates of the power transistors. PWM signals are pulse trains with
fixed frequency and magnitude and variable pulse width. However, the width of
the pulses changes from period to period according to a modulating signal. When a
SVPWM signal is applied to the gate of a power transistor, it causes the turn on
and turn-off intervals of the transistor to change from one PWM period to another
PWM period according to the same modulating signal. The frequency of a
SVPWM signal must be much higher than that of the modulating signal, the
fundamental frequency, such that the energy delivered to the motor and its load
depends mostly on the modulating signal.

The aim of this paper is that it shows the dynamics response of speed with
design the fuzzy logic controller and ANN controller [2–7] to control a speed of
motor when the load torque is constant. This paper presents design and implements
a voltage source inverter type space vector pulse width modulation (SVPWM) for
control a speed of induction motor. This paper also introduces a comparative
analysis of fuzzy logic controller and ANN controller when reference speed varies
and load torque is fixed [8–16].

2 Inverter Control Scheme

There are various control schemes to control the inverter output voltage and fre-
quency which are given below:

Multilevel Inverter Control Scheme: Fundamental switching frequency (SVM,
SHE-PWM) and High Switching frequency (SVM, SHE-PWM, SPWM).
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Space vector modulation (SVM) has recently grown as a very popular pulse
width modulation for voltage fed converter ac drives because of its superior
harmonic quantity and extended linear range of operation. In this paper, the space
vector pulse width modulation technique is defined for the speed control of
induction motor.

2.1 Space Vector Pulse Width Modulation

The typical power stage of the three phase inverter and the equivalent circuit of a
machine are presented in Fig. 1 as given below:-

A three phase bridge inverter has 8 permissible switching states. In the
SVPWM scheme, the 3-phase output voltage is represented by a reference vector,
as shown in Fig. 2, which rotates at an angular speed of x = 2pf. The task of
SVM is to use the combinations of switching states.

Fig. 1 Voltage source
inverter fed 3-phase induction
motor

Fig. 2 Space vector of
voltage
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The three phase sinusoidal and balance voltages are given by following
equations:

VAn ¼ Vm cos ðwtÞ ð1Þ

VBn ¼ Vm cos ðwt � 2p
3
Þ ð2Þ

VCn ¼ Vmcos ðwt þ 2p
3
Þ ð3Þ

_V ¼ 2
3

VAn þ aVBn þ a2VCn

� �
ð4Þ

The double edge modulation of reference voltages VAo, VBo and VCo are
given as:

VA0 ¼ VAn þ Vn0 ð5Þ

VB0 ¼ VBn þ Vn0 ð6Þ

VC0 ¼ VCn þ Vn0 ð7Þ

where

Vn0 ¼
1
2

medianðVAn;VBn;VCnÞ: ð8Þ

The voltages are applied to the three phase induction motor by using Eq. (4).

2.2 Simulink Model of V/f and SVPWM Generator Block

For making the constant V/f [1], the simulation model is shown in Fig. 3. This is
simulated to avoid the danger of saturation in induction motor. In this Simulink
model the required speed is taken at the input side and the modulation index (m)
and theta are taken at the output side.

2
theta

1
m

Look-Up
Table

-K-
K Ts

z-1

Discrete
Rate

Limiter

Discrete
Rate Limiter

500-to-1725
RPM

1

RPM

m

theta

Fig. 3 Simulink block for V/f control
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For switching the inverter, space vector pulse width modulation technique is
used. SVM pulses are generated the Simulink model as given in Fig. 4.

1
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Fig. 4 SV PWM generator simulink block

Fig. 5 ANN based speed control of three phase IM
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3 Modeling of ANN Based Control System

Block diagram for speed control of three phase induction motor is shown in Fig. 5.
Simulink model has been designed according to this block diagram.

ANN controller has been design as shown in Fig. 6. Its input is speed error and
output is frequency variation. First rotor output speed is compared to the reference
speed and then neural network [17–20] is trained for the required frequency
variation for that speed error.

Fig. 6 ANN controller

Fig. 7 Fuzzy based model of speed control of three phase IM
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4 Modeling of Fuzzy Logic Based Control System

Fuzzy logic based speed controller model is shown in Fig. 7. The design of a
Fuzzy Logic Controller requires the choice of Membership Functions. The
membership functions should be chosen such that they cover the whole universe of
discourse. It should be taken care that the membership functions overlap each
other. This is done in order to avoid any kind of discontinuity with respect to the
minor changes in the inputs. To achieve finer control, the membership functions
near the zero region should be made narrow. Wider membership functions away
from the zero region provides faster response to the system [21–27].

The fuzzy logic controller is shown in Fig. 8. The inputs to the Fuzzy Logic
Controller are two: 1. Speed Error (e) and 2. Change in Error (De) or derivative of
speed error.

Fig. 8 Fuzzy logic controller

Fig. 9 Rotor speed response of ANN and fuzzy controller technique
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5 Comparative Analysis

The rotor speed response has been analyzed for ANN controller and fuzzy con-
troller, which is shown in Fig. 9. This analysis shows that neural based model has
less settling time and almost no overshoot. The rotor speed in fuzzy based control
is 79.44 % while in neural based control rotor speed it is 61.42 %, which show
speed fluctuation is more in fuzzy based control and speed is not controlled much
more smoothly as in the case of neural based control. These analysis outcomes are
given in Table 1.

6 Conclusion

The speed control of IM can be done by various methods. We have used soft
computing based V/f technique to control the speed of a three phase IM. The soft
computing techniques based controllers like the ANN controller and Fuzzy logic
controller have been implemented. The constant V/f close loop technique is used
because it modifies the output accordingly and reduces the settling time to reach
steady state. As from the above discussion it is clear that Neural based control
taking less settling time and has almost no overshoot. By comparing the soft
computing techniques, results of the ANN controller are smoother than the fuzzy
logic controller but its output can be improved by tuning it.
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Edge Detection in Images Using Modified
Bit-Planes Sobel Operator

Rashi Agarwal

Abstract The detection of edges in images is a vital operation with applications in
various fields. There are a number of methods developed already for the same. We
have developed a ‘global method’ for extraction of edges which is a modification
of the existing Sobel operator. We have first extracted the bit planes of each image
and have applied the Sobel operator on each bit plane for enhanced results. After
this we have recreated the image by adding up the Sobel edge detected planes in
their order of importance. This is a fairly simple global method which yields very
good results. The computations are simpler and faster as well.

Keywords Edge detection � Bit-planes � Sobel operator

1 Introduction

Edge detection is a vital operation in image processing with numerous applications
in scene analysis and object recognition. Various algorithms with different com-
plexities and tradeoffs exist for detection of edges. Numerous studies have been
done in the past to assess these algorithms [1]. Detection of edges refers to the
process of identifying and locating sharp discontinuities in an image. The dis-
continuities are abrupt changes in pixel intensity which characterize boundaries of
objects in a scene. Classical methods of edge detection involve convolving the
image with an operator (a 2-D filter), which is constructed to be sensitive to large
gradients in the image while returning values of zero in uniform regions.

There are two main approaches for edge detection:
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Gradient: The gradient method detects the edges by looking for the maximum
and minimum in the first derivative of the image.

Laplacian: The Laplacian method searches for zero crossings in the second
derivative of the image to find edges. An edge has the one-
dimensional shape of a ramp and calculating the derivative of the
image can highlight its location.

In the former method, the discontinuities are enhanced by neighborhood
operators. The Robert’s, Prewitt and Sobel operators are examples of this method.
A quantitative assessment of these is done in [2]. All the gradient-based algorithms
have kernel operators that calculate the strength of the slope in directions which
are orthogonal to each other, commonly vertical and horizontal. Later, the con-
tributions of the different components of the slopes are combined to give the total
value of the edge strength.

Most edge detection methods work on the assumption that the edge occurs
where there is a discontinuity in the intensity function or a very steep intensity
gradient in the image. Using this assumption, if one take the derivative of the
intensity value across the image and find points where the derivative is be located.
The gradient is a vector, whose components measure how rapid pixel value are
changing with the distance in the x and y direction.

Edge detection in noisy environment can be treated as an optimal linear filter
design problem. Canny formulated edge detection as an optimization problem and
defined an optimal filter, which can be efficiently approximated by the first
derivative of Gaussian function in the one-dimensional case. Canny’s filter was
further extended to recursive filters, which provide a more efficient way for image
noise filtering and edge detection [3].

Other edge detection methods include differentiation based edge detection
using logarithmic image processing (LIP) models [4], contrast-based methods [5],
relaxation labeling techniques [6] and anisotropic diffusion [7]. In fact, these
methods can be combined to achieve better performance.

In our study we have used a modified version of the simple Sobel mask to find
out edges. We have applied the mask to various bit planes of an image as described
in the next section and combined the obtained masks in order of their significance
to get the final edge image effectively.

2 Methodology

A. Bit Plane Slicing
Given an X-bit per pixel image, slicing the image at different planes (bit-planes)

plays an important role in image processing. In general, 8-bit per pixel images are
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processed. We can slice an image into the following bit-planes. Zero is the least
significant bit (LSB) and 7 is the most significant bit (MSB) [8]:

0 which results in a binary image, i.e., odd and even pixels are displayed
1 which displays all pixels with bit 1 set: 0000.0010
2 which displays all pixels with bit 2 set: 0000.0100
3 which displays all pixels with bit 3 set: 0000.1000
4 which displays all pixels with bit 4 set: 0001.0000
5 which displays all pixels with bit 5 set: 0010.0000
6 which displays all pixels with bit 6 set: 0100.0000
7 which displays all pixels with bit 7 set: 1000.0000.
Shown below is an 8-bit per pixel image and how each plane represents

information on that plane.
These bit planes can be combined in their order, back again to get the original

image.

2.1 Sobel Operator

The Sobel operator performs a 2-D spatial gradient measurement on an image.
Typically it is used to find the approximate absolute gradient magnitude at each
point of an input grayscale image. The Sobel edge detector uses a pair of 3 9 3
convolution masks, one estimating gradient in the x-direction and the other esti-
mating gradient in y–direction. In the Sobel mask operator consists of a pair of
3 9 3 convolution kernels as shown in Fig. 1. One kernel is simply the other
rotated by 90� [9, 10].

These kernels are designed to respond maximally to edges running vertically
and horizontally relative to the pixel grid, one kernel for each of the two per-
pendicular orientations. The kernels can be applied separately to the input image,
to produce separate measurements of the gradient component in each orientation
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(call these Gx and Gy). These can then be combined together to find the absolute
magnitude of the gradient at each point and the orientation of that gradient. The
gradient magnitude is given by:

Gj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Gx2 þ Gy2

p
Typically, an approximate magnitude is computed using:

Gj j ¼ Gxj j þ Gyj j

which is much faster to compute.
The angle of orientation of the edge (relative to the pixel grid) giving rise to the

spatial gradient is given by:

h ¼ arctan Gy=Gxð Þ

3 Results and Discussion

The process of extraction of edges was carried out on each bitplane of the image
and these edges were then recombined to give the final result. Below are shown
images of ‘‘lena’’ which are most popular in the image processing fraternity. We
have named our method the Modified Biplane Sobel Operator (MBSO).

The various bitplanes extracted and their corresponding edges are shown as
follows.

Fig. 1 Bit planes of an 8 bit
image (512 9 512 size)
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Bitplane 7 of original image Bitplane 7 edge

Bitplane 6 of original image Bitplane 6 edge

Bitplane 5 of original image Bitplane 5 edge

Bitplane 4 of original image Bitplane 4 edge

Another image, ‘‘Ships’’ showed following results

Original ‘Ships’ image Edge extraction by Sobel operator

(continued)
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(continued)

Edge extraction by MBSO

The ‘‘cameraman’’ image gave the following results:

Original ‘Cameraman’ image Edge extraction by Sobel operator

Edge extraction by MBSO
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The ‘‘barn’’ image gives following results:

Original ‘Cameraman’ image Edge extraction by Sobel operator

Edge extraction by MBSO

Signal to Noise Ratio (SNR) and Average Risk (AVR) [11, 12] are our chosen
criteria to compare different algorithms. Both the original Sobel edge detector and
the bitplane Sobel edge detector in the context of the above mentioned classifi-
cation, are selected and then tested. The above sets of images resulting from the
applying of those algorithms are presented next. Tables 1, 2 describe the corre-
sponding values of the SNR for each edge detector.

Table 1 Signal to noise ratio
with noise = 1 using Sobel
operator

Image SNR = 1 SNR = 0.6

Lena 0.91 0.56
Ships 0.84 0.51
Cameraman 0.88 0.52
Barn 0.92 0.60

Table 2 Signal to noise ratio
with noise = 1 using
modified bitplanes sobel
operator

Image SNR = 1 SNR = 0.6

Lena 0.95 0.62
Ships 0.88 0.53
Cameraman 0.89 0.55
Barn 0.94 0.64
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4 Conclusion

The Sobel mask is easy to implement as compared to other operators. Although the
Sobel operator is slower to compute, it’s larger convolution kernel smoothes the
input image to a greater extent and so makes the operator less sensitive to noise.
The larger the width of the mask, the lower its sensitivity to noise and the operator
also produces considerably higher output values for similar edges. Sobel operator
effectively highlights noise found in real world pictures as edges though the
detected edges could be thick. The Bitplane Sobel operator is computationally a
little expensive but the results when compared take it worth it. The visual com-
parison of the above sets of images can lead us to the subjective valuation of the
performances of selected edge detectors. The SNR values also show improvement
with the new developed technique. Additional tests and statistical investigations
are necessary for a more detailed evaluation of the techniques.
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Application of Rule Based Fuzzy
Inference System in Predicting
the Quality and Quantity of Potato
Crop Yield in Agra

Darpan Anand, Manu Pratap Singh and Manish Gupta

Abstract Conservatory growers want steadfast amount of yields so as to precisely
meet the demand. Objective of this paper is to apply rule based fuzzy inference
system (RBFIS) to forecasting crop yield by using ecological parameters. Inputs to
RBFIS are derived from a crop development model (temperature, humidity, water/
irrigation, available soil, fertilizers and seed quality). RBFIS has two output nodes,
for the quality and the quantity of yield, with potato as a case.

Keywords Crop yield � Fuzzy system � Inference � Rule based fuzzy system

1 Introduction

The real-world problems are complex, having lot of inter-dependent parameters
deriving the results. The deficiency on explored hypothesis and the lack of
knowledge on analyzed phenomena along with high operating cost on experts need
classy methods of preparing precise intelligent systems competent to reflecting
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certainty to specify their knowledge even for unexpected cases. The fuzzy system
is a tool capable of building a machine with intelligence.

The concept of fuzzy sets initiated by Attanasov [1] is an expansion of the
concept of fuzzy sets, found to be more rational and realistic as the non-membership
function is self-determining of the membership function but both are linked to each
other through a condition.

Fuzzy system is used in this paper because of its nearness to real life imple-
mentations in execution of a work, happening in agriculture system too. Ulti-
mately, it will be illustrated that the use of fuzzy systems lifts up an effective
workable accumulation to the field of Artificial Intelligence and conceivably more
generally to formal mathematics as a whole [1].

The inference system as shown in Fig. 1, is a tool to solve the problem like crop
prediction, therefore an inference engine is a software program that endeavors to
obtain solutions from a knowledge base (KB). It is the ‘mind’ that expert systems
bring into play to cause the information in its KB, participate in decision making to
formulate new results and conclusions.

An inference system contains three major sub systems. 1. Knowledge Base, 2.
Inference Engine, 3. User Interface. To develop the inference system based on
fuzzy for crop prediction for potato. Process includes collection of vague data and
converts this in fuzzy membership functions and also develop a knowledge based
on fuzzy inputs and fuzzy outputs of the problem i.e. agriculture management on
potato.

A RBFIS commenced by Zadeh (1971) is now considered fundamental in
further research, helping implementation to derive the Mamdani-Assilian (1975)
linguistic Fuzzy Inference System (FIS).

This paper proposes a technique, based on RBFIS to predict the quality and
quantity of the crop yield of potato. In this method six input parameters influencing
the yield (soil, water, humidity, fertilizer, seed and temperature), and two output
parameters (quality and quantity) are taken.

2 Literature Survey

The RBFIS has been acknowledged as a constructive approach to model many
multifaceted phenomena in the field of forecasting prediction. These mathematical
models bring into play different equations and formulae to resolve such problems.
However, when resolving real-life problems, linguistic information is often came
upon that is regularly hard to enumerate using conventional mathematical meth-
ods. Basic results linked to the growth of fuzzy logic data from Zadeh (1973) and
Mamdani and Assilian (1975). Approximate Reasoning, a concept, successfully
introduced by Zadeh, showed that fuzzy logical statements permit the formation of
algorithms that can use vague data to derive fuzzy inferences. Zadeh understood
his approach would be advantageous above all in the study of complex humanistic
systems. Recognized that Zadeh’s approach could be effectively applied to various
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filed of controlling and forecasting, Mamdani and Assilian (1975) applied it to
control a pilot-scale steam engine. They used fuzzy logic in order to convey
linguistic rules. As regards the application of fuzzy logic in engineering, the
tutorials given by Mendel (1995) are of importance.

Rule based Fuzzy Logic is a straightforward (yet very influential) problem
solving method with wide-range applicability. It is at present used in the fields of
business, systems control, electronics and traffic engineering. The system can be
used to produce solutions to problems based on ‘‘vague, ambiguous, qualitative,
incomplete or imprecise information’’.

Others models are based on statistical inference as multiple regression equa-
tions. The Large Area Crop Inventory Experiment LACIE (McDonald 1984) and
AgRISTARS (Ferguson 1982) demonstrated studies on considering Crop yield
models. The applicability of crop forecasting systems has been deemed by the
leading crop as a simulation model (Gommes 1998). In an attempt to correct the
atmospheric and soil spectral effects on remotely-sensed data, Spectral vegetation
indices have been developed (Broge and Mortensen 2002). Similar systems within
government agencies for the management of agricultural prices and distribution in
China have already proven precious to decision-makers and analysts (Bingfng and
Chenglin 1998).

A subtractive based fuzzy inference system is introduced to estimate the potato
crop parameters like biomass, leaf area index, and plant height and soil moisture.
The plant height, biomass, and leaf area index of potato crop and soil moisture
measured at its various growth stages were used as the target variables during the
training and validation of the network [3].

This work investigates the yield modeling and prediction process in Apples
using the dynamic influence graph of Fuzzy Cognitive Maps (FCMs). In this work,
a data driven non-linear FCM learning approach was chosen to categorize.

Yield in Apples, where very few decision making techniques were investigated.
Through the proposed methodology, FCMs were designed and developed to rep-
resent experts’ knowledge for yield prediction and crop management. The
developed FCM model consists of nodes linked by directed edges, where the nodes
represent the main soil factors affecting yield, [such as soil texture (clay and sand
content), soil electrical conductivity (EC), potassium (K), phosphorus (P), organic
matter (OM), calcium (Ca) and zinc (Zn) contents], and the directed edges show
the cause-effect (weighted) relationships between the soil properties and yield [4].

Fig. 1 An inference system
[2]
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3 System Model

To get the effective outputs by formulation and mapping of given inputs based on
fuzzy logic, is called as fuzzy inference. The process of fuzzy inference entails all
of the pieces like: If-Then Rules, Logical Operations, and Membership Functions.

For this proposed system, as per advised by the domain experts and survey,
meet the point that in initial phase [5], some important input parameters for the
potato crop production in context of the AGRA district i.e. six input parameters
and two output parameters. The fuzzy parameters input or output is defined by
some standard functions. Some standard functions are illustrated in the Table 1.

For this modeling the trapmf function. The trapezoidal curve is a function of a
vector, x, and depends on four scalar parameters a, b, c, and d, as given.

f x; a; b; c; dð Þ ¼ max min
x� a

a� b
; 1;

d � x

d � c

ffi �
; 0

ffi �
ð1Þ

or in general the Eq. (1) can be written as:

f x; a; b; c; dð Þ ¼

0; x� a
x�a
b�a ; a� x� b
1; b� x� c

d�x
d�c ; c� x� d
0; d� x

8>>>><
>>>>:

9>>>>=
>>>>;

ð2Þ

The operation of the Mamdani rule base can be broken down into four parts:

1) Mapping each of the crisp inputs into a fuzzy variable (fuzzification);
2) Determining the output of each rule given its fuzzy antecedents;
3) Determining the aggregate output(s) of all of the fuzzy rules;
4) Mapping the fuzzy output(s) to crisp output(s) (defuzzification).
1) Fuzzification

Table 1 Standard function to define Fuzzy parameters

Function Description

Dsigmf Built-in membership function composed of difference between two sigmoidal
membership functions

gauss2mf Gaussian combination membership function
Gaussmf Gaussian curve built-in membership function
Gbellmf Generalized bell-shaped built-in membership function
Pimf P-shaped built-in membership function
Psigmf Built-in membership function composed of product of two sigmoidally shaped

membership functions
Sigmf Sigmoidally shaped built-in membership function
Smf S-shaped built-in membership function
Trapmf Trapezoidal-shaped built-in membership function
Trimf Triangular-shaped built-in membership function
Zmf Z-shaped built-in membership function
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The rules, however, are given in terms of fuzzy variables. The membership of
each fuzzy input variable is evaluated for the given crisp input, and the resulting
value is used in evaluating the rules.

2) Evaluating the Rules

Second step is determined the values of parameters using the membership
function and according to the compositional rule of inference, the rules are
evaluated. The result is an output fuzzy set that is some concise version on the
user-specified output fuzzy set. The height of this clipped set depends on the
minimum height of the antecedents.

3) Aggregating the Rules

After the previous step, fuzzy output defined for each of the rules in the rule
base, and then need to combine these fuzzy outputs into a single fuzzy output.
Mamdani defines that the output of the rule base should be the maximum of the
outputs of each rule.

4) Defuzzification

After the previous step, fuzzy output defined for the rule base. It needs to
convert this output into a crisp output. To do this, the centroid (first moment) of the
fuzzy output is used.

3.1 The System Model

For the modeling of proposed system, first we need to identify the components of
the system. The Rule based fuzzy inference system has the following components:

1. Parameters: These are the variables for the system to determine the output. The
non-fuzzy data converted into the fuzzy input variables. For fuzzification
process, it required some function. Triangular-shaped built-in membership
function is used in this modeling [6]. These parameters can be further divide
into two types as:

a. Input Parameters: These are the independent of the system. The output of the
system is derived by these input parameters. Each input parameter is
dividing into three membership functions. These membership functions are
defined by the Triangular-shaped built-in membership function. The crisp
data has taken from the government records.

b. Output Parameters: These parameters wrap the inference value of the sys-
tem. It means system executes the process and according to the input
parameters the system gives the output. For determining the output
parameters, it derives into five membership function and each membership
function is defined by triangular-shaped built-in membership function.
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2. Rule base: Among the parameter, there are various relations. These relations
are defined by the rules. The collection of these rules is called as the Rule base.
The relation between the parameters can be defined by the following operators:

a. AND b. OR c. NOT

The AND, OR and NOT are the logical operator applied between the various
combination of the input and output parameter. For example say IP1 and IP2 are
two input parameters defined by three membership functions, High, Medium and
Low. There is one output parameter as OP1. The rule may be defines as:

If  
IP1 is high AND IP2 is low

Then
OP1 is Medium

The above rule explained as if the input parameter IP1’s value is high and input
parameter IP2’s value is low then the system out is OP1 and the value is Medium.

Similarly a number of rules developed for any system and the relationship is
defined by the above explained operators. The knowledge of these relationships is
gathered from the domain expert of the field.

There are five steps to develop the rule based fuzzy inference system. The steps
are:

Step1: Fuzzify Input
Step2: Apply Fuzzy Operator
Step3: Apply Implication Method
Step4: Aggregate All Outputs
Step5: Defuzzification

For defining the parameters, analyses the previous records of the Agra city. The
statistical department of Uttar Pradesh Government helped us to collect the data. On
the bases of it we develop the membership functions of input and output parameters.

Triangular and trapezoid methods are used for defining these inputs and output
membership function. For de-fuzzification, system uses centroid method [7].

So system is look like as in Fig. 2.

3.1.1 Input Parameters

1. SOIL: Soil is the base for the agriculture. Soil is the layer of minerals and
organic matter, in thickness from centimeters to a meter or more, on the land
surface [8]. As far as Agra is concerned, the total area for agriculture land is the
key to derive land parameter. Land can be further divide into its various type
depend on its texture but for this paper, the area of agriculture utilized land as
one of the input parameter. This input can be defined as below and shown in
Fig. 3.

216 D. Anand et al.



The total area of agriculture utilized land = AUA in hectares.

LOW MEDIUM HIGH

0 \ AUA \ 263230 262000 B AUA B 265000 268400 B AUA \?

2. WATER: The second input parameter is water is require for the irrigation of
crop i.e. Diet for the crop. Because this crop is the type of ‘RABI’ that means
the crop is going to develop in winter season therefore water irrigations are
slightly minimum as compare to other season’s crop. In Agra perspective, the
total number of water resources available in Agra includes walls, tube wells and
other resources. The input can be defined as:

Total Number of Water Resources = WR

LOW MEDIUM HIGH

0 \ WR B 139450 139400 B WR B 139700 139600 B WR B ?

In case of potato crop, it needs 2–3 times of irrigation. Therefore in this way the
MEDIUM type of irrigation gives the maxim productivity, so the membership
function of water can be illustrated as in Fig. 3.

3. TEMPERATURE: Temperature is the next input parameter for this inference.
As discussed earlier that the potato crop comes under the RABI season. It
means that, minimum temperature at this level required for production.

Fig. 2 Membership fuzzy inference system for potato crop
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Therefore for the agriculture life cycle the temperature range can divide in three
levels as:

LOW MEDIUM HIGH

under 12 degree 11–24 degree above 17.5 degree

This parameter is totally depending on the nature, no one can control this
parameter so the membership function of the temperature can be drawn as Fig. 3.

Membership Function of “SOIL”
 for Potato Crop

Membership Function of “WATER”
 for Potato Crop

Membership Function of 
“TEMPERATURE” for Potato Crop

Membership Function of “SOIL”
 for Potato Crop

Membership Function of “SOIL”
 for Potato Crop

Membership Function of “SOIL”
 for Potato Crop

Fig. 3 Membership function of input parameters
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4. HUMIDITY: Humidity can make the temperature of the surrounding air feel
like it is warmer than the actual temperature, because the cooling effect of
evaporation. So high humidity favored the growth of the crop, therefore with
understanding these factors are divided this factor in three categories as:

LOW MEDIUM HIGH

below 60 in between 57 to 71 above 68

This parameter is also depending upon the nature so the membership function
for this can be drawn as Fig. 3.

5. FERTILIZERS: A substance that provides nutrients to plants. Some, such as
manure, are natural; others are human-made or synthetic. In Agra region
farmers uses both type of fertilizers i.e. organic and synthetic, first they prepare
the farms using organic compost then mean while of the crop production they
apply the chemical fertilizer. These fertilizers basically provided by the state
government. So the membership function for the fertilizers can be defined with
respect to the amount distributed by the government. So the fertilizers (FLZ) in
metric tons can be shown as:

LOW MEDIUM HIGH

FLZ \ 62000 6 9 104 \ FLZ \ 75 9 104 FLZ [ 73 9 104

Therefore the membership functions for the fertilizers shown in Fig. 3.

6. SEEDS: Seed is the part of a plant that can make another plant. Usually a plant
makes flowers, and then once the flowers have been pollinated, they turn into
fruit. The seeds are inside the fruit. Seeds can be spread by wind, water, or
animals. Then, when they are in a new place with water and nutrients, they can
grow into a new plant. Sometimes an animal eats some fruit, and then poops the
seeds out someplace, and a new plant grows there. Potato itself used as a seed
for potato crop itself.

The seed quality is the factor which emphasis the quality and quantity of the
total crop. So this can be dividing the range of this parameter in three categories
as:

LOW MEDIUM HIGH

SEED \ 60 % 55 % \ SEED \ 80 % SEED [ 75 %

So the membership functions for the seeds shown in Fig. 3.
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3.1.2 Output Parameters

The output of any crop is the quantity and quality of the production. Therefore for
this proposed system two parameters for output as:

1. QUANTITY: This parameter can be scale in scale 0 to 1, define the quality in
five categories as:

VERY LOW LOW MEDIUM HIGH VERY HIGH

QT \ 193 221 \ QT \ 231 229 \ QT \ 239 238 \ QT \ 249 QT [ 245

100 is the scale of previous year production. The membership function for this
output parameter can be shown as in Fig. 4.

2. QUALITY: This parameter can be scale in scale 0 to 1, define the quantity in
five categories as:

VERY LOW LOW MEDIUM HIGH VERY HIGH

QL \ 50 % 41 % \ QL \ 63 % 58 % \ QL \ 83 % 78 % \ QL \ 97 % QL [ 92 %

100 is the scale of previous year production. The membership function for this
output parameter can be shown as in Fig. 4.

Rule base:

There are 6 inputs and 2 outputs. Each input is divided into three membership
functions and according to the combination of these inputs, will produce the
output. MATLAB support AND, OR and NOT operations to combine the inputs,
rule base have 729 combinations of these inputs so the rule base size is 729 which
can illustrate all possible combinations.

Membership Function of “QUALITY”
 for Potato Crop

Membership Function of “QUANTITY”
 for Potato Crop

Fig. 4 Membership function of quality and quantity for potato crop
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4 Simulation and Results

For test this system, the government statistical book data is used which illustrate
the data of past years. The quality of seeds is not in the statistics of Agra. Other
five parameters for past three years are available and illustrated by the following
Table 2.

Test the system on the above data and the result of the system is mentioned in
Table 3. We apply the inputs as given in Table 1 and the output of the system is
given in the Table 2. Under limitation of the accuracy of the data and information
the results are fruitful.

The results are also shown using the graph as Fig. 5.

Test results Analyses:

The graph ‘-.-’ shown in Fig. 5, the actual yield production (data given by the
government agency), graph ‘—’ shows the output from system and below the ‘-o-’
shows the error of the system’s output with respect to the actual output for past
three years i.e. 2009, 2010 and 2011. Because system’s output came in terms of
fuzzy system. After defuzzification, the System produces the output in terms of the
actual number. So the Table 2 and Fig. 5 shows that there is an error in analytical
data but the fuzzy term data does not have error. So the graph in Fig. 5 illustrated
that, our hypotheses is correct under the circumstances and limitations of the
development of the system. The last rows of the Table 2 show the errors. For
the year 2009 error is 2 %, for year 2012 error is 2.8 % and for the year 2011 the
error is 2.5 %. But in terms of the fuzzy data error is NIL. So it means our
hypotheses are proved and system is valid for these hypotheses.

Table 3 Output Parameters in terms of production

Output Parameter Y-2009 Y-2010 Y-2011

Actual Yield Output 230.63 241.84 251.49
Medium High Very High

Measured Output 226 235 245
Medium High Very High

Error in (percentage) % 2 2.8 2.58

Table 2 Values of three years data of city of Agra

Input parameter Y-2009 Y-2010 Y-2011

Temperature (�c) 16.2 15.6 14.6
Humidity (%) 70.2 72.4 72.7
Water Resources (#) 139514 139542 140548
Useful Soil (ha) 263230 264454 266459
Uses of Fertilizers (m tones) 68117 68117 112237
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5 Conclusion

The evaluations between considered and simulated values meet the expense of it a
role in forecasting of potato crop. The proposed system design and simulation
work could also lead to the new possibilities in the field of crop forecasting with
available measurements of parameters. However our anticipated fuzzy inference
system estimates the quantity and quality of potato crop.

Under the limitations of the parameters values and accuracy of the exact rules,
we can say the system’s outputs are near to the actual outputs. But we can improve
the system by adding the more accurate data, more parameters and improved rules.
But in terms of fuzzy, the output is accurate and acceptable. This system fulfilled
our proposed hypothesis and also it can be used for betterment and development of
agriculture and planned the future business related to the particular crop.
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A Novel Variant of Self-Organizing
Migrating Algorithm for Global
Optimization

Dipti Singh, Seema Agrawal and Nidhi Singh

Abstract This paper presents a novel variant SOMAQI of population based
optimization technique self organizing migrating algorithm (SOMA). This variant
uses the quadratic approximation or interpolation for creating a new solution
vector in search space. To validate the efficiency of this algorithm it is tested on 10
benchmark test problems and the obtained results are compared with already
published results using the same quadratic approximation. On the basis of com-
parison it is concluded that the presented algorithm shows better performance in
terms of number of population size and function mean best.

Keywords Self organizing migrating algorithm � Particle swarm optimization �
Quadratic interpolation � Global optimization

1 Introduction

Hybrid technique is regarded as an effective method of improving the performance
of a population based technique for solving complex optimization problems. The
good exploration capabilities are often used to locate some promising zones within
the wide solution space, while the local optimization methods exploit the located
promising zones to achieve the best solution quickly and accurately. Many
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attempts have been made in literature to hybridize population based techniques
with other exiting approaches such as Quadratic Approximation. A random search
technique for global optimization based on the quadratic approximation was
developed by Mohan and Shankar (now Deep) [1]. Deep and Das proposed four
variants of quadratic approximation based hybrid genetic algorithm for function
optimization and tested its performance on the set of benchmark test problems [2].
Deep and Bansal [3] presented the hybridization of PSO with quadratic approxi-
mation operator (QA) and the presented results showed the efficiency of hybrid
technique [4]. A variant of Quantum behaved Particle Swarm optimization for
solving global optimization problems was presented by Millie et al. To improve
the performance of real coded genetic algorithm Deep and Das [5] hybridized it
with quadratic approximation. Millie et al. presented a new variant of Particle
Swarm optimization named QPSO for solving global optimization problems and
tested it on various benchmark problems. Analysis of results showed that the use of
multiparent quadratic interpolation operator outperformed basic PSO [6]. Deep
and Bansal [3] developed a variant of PSO with hybridization of quadratic
approximation operator for economic dispatch problems with valve-point effects.

This paper presents a variant (SOMAQI) of Self Organizing Migrating Algo-
rithm (SOMA) which uses the quadratic approximation or interpolation for cre-
ating a new solution vector in the search space. Quadratic Approximation is an
operator which produces the minima of the quadratic curve passing through the
three chosen individuals and substantially improves the performance of SOMA.
SOMA is an emergent search technique based on the self-organizing behavior of
groups of individuals in a social environment. Like other evolutionary algorithm it
also works with a population of solutions. The main feature of this algorithm
which makes it distinguished as compared to other algorithms is that no new
solutions are created during the search. Instead, only the positions of the solutions
are changed during a generation, called a migration loop. The proposed algorithm
SOMAQI creates new point in the search space using Quadratic Interpolation in
such a way that diversity of the search domain can be maintained by newly
generated points and can be thoroughly exploited. The direction of the search can
be a little bit guided. The Competitive- Cooperative behavior can achieve the
global optimal solution with a small population size in less number of function
evaluations. A set of 10 well known test problem has been used to evaluate the
performance of SOMAQI.

The paper is organized as follows. In Sect. 2, preliminaries are presented. In
Sect. 3, the proposed Algorithm SOMAQI is presented. In Sect. 4, the numerical
results are discussed. Finally, the paper concludes with Sect. 5 drawing the con-
clusions of the present study.
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2 Preliminaries

In this section two algorithms SOMA and PSO has been described. SOMA has
been used for hybridization and PSO has been used for comparison.

2.1 Self Organizing Migrating Algorithm

Self-Organizing migrating Algorithm is a population based stochastic search
technique which is based on the social behavior of a group of individuals [7, 8]. At
each generation the individual with highest fitness value is known as leader and the
worst is known as active. Rather than competing with each other, the active
individual proceeds in the direction of the leader. This algorithm moves in
migration loops and in each migration loop active individual travels a certain
distance towards the leader in n steps of defined length. This path is perturbed
randomly by PRT parameter. PRT vector is created before an individual proceeds
towards leader. This parameter has the same effect as mutation in Genetic Algo-
rithm (GA). It is defined in the range (0, 1). The movement of an individual is
given as follows:

xMLnew
i;j ¼ xML

i;j;start þ ðxML
L;j � xML

i;j;startÞt PRTVectorj ð1Þ

where t 2 (0, by step to, PathLength) and ML is actual migration loop
xMLnew

i;j is the new positions of an individual, xML
i;j;start is the positions of active

individual.
xML

L;j is the positions of leader.

The computational steps of SOMA are given as follows:

Step 1: generate initial population;
Step 2: evaluate all individuals in the population;
Step 3: generate PRT vector for all individuals;
Step 4: sort all of them;
Step 5: select the best fitness individual as leader and worst as active;
Step 6: for active individual new positions are created using Eq. (1). Then the best

position is selected and replaces the active individual by the new one;
Step 7: if termination criterion is satisfied stop else go to step 2;
Step 8: report the best individual as the optimal solution.
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2.2 Particle Swarm Optimization

Particle swarm optimization is a population based stochastic search algorithm
developed by Eberhart et al. [9]. It is inspired by the social behavior of bird
flocking and fish schooling. PSO consists of a swarm of particles. Particles move
towards the best position in the search space with a velocity remembering each
particle’s best known position (pbest) and global best known position (gbest). The
velocity and position of a particle is updated according to the following equations:

vkþ1
i ¼ wvk

i þ c1r1ðpi � xk
i Þ þ c2r2 pg � xk

i

ffi �
ð2Þ

xkþ1
i ¼ xk

i þ vk
i ð3Þ

In which: i = 1……N; N-the population of the group particles: k-the maximum
number of iteration; r1, r2-the random values between [0,1], which are used to keep
the diversity of the group particles; c1,c2-the learning coefficients, also are called
acceleration coefficients; vk

i —the velocity of particle i in k-th iteration; xk
i —the

position of particle i in k-th iteration; pi—the best known position of particle i;
pg—global best known position of the group particles. The pseudo-code of PSO is
given in Fig. 1.

3 Proposed SOMAQI Algorithm

In this section SOMAQI has been presented which uses the quadratic interpolation
for creating the new solution member in the search space. As discussed in the
introductory section in the working of SOMA, no new solutions are created during
the search instead only the positions of the solutions are changed. For maintaining
the diversity of the population, new points using Quadratic Interpolation are cre-
ated in the search space. The methodology of this algorithm is given as follows:

Initialize particles, do 

Calculate fitness value of each particle  

If fitness value of the particle is better than pbest set current value as the new pbest 

Set gbest to the best fitness value of all particles 

For each particle 

Calculate particle velocity according equation (2) 

Update particle position according equation (3) 

End for 

While termination criterion is satisfied 

Fig. 1 PSO pseudo code

228 D. Singh et al.



First the individuals are generated randomly. At each generation the individual
with highest fitness value is selected as leader and the worst one as active indi-
vidual. Now the active individual moves towards leader in n steps of defined
length. The movement of this individual is given in Eq. (1). Then we again select
the best and worst individual from the population. A new point is created using
quadratic interpolation at the end of each generation using Eq. (4). For this we
choose three particles R1, R2 and R3, where R1 is the leader and R2 and R3 are
randomly chosen particles from the remaining population. This new point is
accepted only if it is better than active individual and is replaced with active
individual.

Mathematically, the new point x0 ¼ x01; x
0
2; . . .; x0n

ffi �
is given as

x
0 ¼ 1

2

½ R2
2 � R2

3

ffi �
� f R1ð Þ þ R2

3 � R2
1

ffi �
� f R2ð Þ þ R2

1 � R2
2

ffi �
� f R3ð Þ

ðR2 � R3½ Þ � f R1ð Þ þ ðR3 � R1Þ � f R2ð Þ þ ðR1 � R2Þ � f R3ð Þ
ð4Þ

The computational steps of SOMAQI are given as follows:

Step 1: generate initial population;
Step 2: evaluate all individuals in the population;
Step 3: generate PRT vector for all individuals;
Step 4: sort all of them;
Step 5: select the best fitness individual as leader and worst as active;
Step 6: for active individual new positions are created using Eq. (1). Then the best

position is selected and replaces the active individual by the new one;
Step 7: create new point by QI from R1, R2 and R3 using Eq. (4);
Step 8: if new point is better than active replace active with the new one;
Step 9: if termination criterion is satisfied stop else go to step2;
Step 10: report the best individual as the optimal solution.

4 Main Results

The proposed algorithm is coded in C++ and run on a Pentium IV 2.39 GHz
computer. We have tested the proposed SOMAQI algorithm on the 10 uncon-
strained benchmark problems given below. All the problems are highly multi-
modal. Since SOMAQI is probabilistic technique and rely heavily on the
generation of random numbers, therefore 50 trials of each are carried out, each
time using a different seed for the generation of random numbers. A run is con-
sidered to be a success if the optimum solution obtained falls within 1 % accuracy
of the known global optimal solution. The stopping criteria is fixed number of
iterations are performed.
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Initialization range and the optimum values for the functions are given in
Table 1. The obtained results for functions f1–f3 are given in Table 2. Results for
f4–f10 are given in Table 3 along with already published results.

We have tested functions f1, f2 and f3 for three dimension sizes 10, 20 and 30.
The population size taken for all dimensions is 10. The maximum number of
iterations corresponding to 10, 20 and 30 dimensions is set as 1000, 1500 and
2000. We have tested functions from f4 to f10 for three dimension sizes 10, 30 and
50 and the maximum number of iterations is set as 3000 for dimension 50. For the
valid comparison all the parameters are taken same as in Ref. [10].

Different values of parameter PRT is taken as 0.005, 0.05, 0.1, 0.3, 0.5 and 0.9
for different functions. A total of 50 runs for each experimental setting are con-
ducted. It is clear from the Table 2 that for function f1, the proposed algorithm is
showing better results than BPSO and QPSO and giving comparative results than
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Q-QPSO for all the dimensions taken. For function f2 the proposed algorithm is
giving better results than BPSO, QPSO and Q-QPSO for all dimensions taken. For
function f3, though the percentage of success obtained by proposed algorithm is
zero but mean best value is better than BPSO and QPSO and comparative to
Q-QPSO. From Table 3, we can easily say that for functions f4–f10 the proposed
algorithm outperforms BPSO, QPSO and Q-QPSO for all dimensions taken. Other
existing algorithms use different population sizes for different dimensions.
Whereas the main advantage of using proposed algorithm is that it works with very
small population size (10) for all dimensions.

5 Conclusions

This paper presents a variant SOMAQI incorporating the concept of Quadratic
Interpolation. The proposed algorithm is tested on ten standard unconstrained
benchmark problems and results are compared with BPSO, QPSO and Q-QPSO.

Table 1 Initialization range and optimum values of the functions

Function Initialization range Optimum

f1 [2.56, 5.12] 0
f2 [300, 600] 0
f3 [15,30] 0
f4 [-500, 500] -418.9829*n
f7 [-1.28, 1.28] 0
f6 [-32, 32] 0
f7 [-100,100] 0
f8 [-100, 100] 0
f9 [-10,10] 0
f10 [-100, 100] 0

Table 2 Comparison results of functions f1–f3(mean best)

Function Dim % of
success

BPSO QPSO Q-QPSO SOMAQI
(mean best)

Standard
deviation

f1 10 100 5.5382 5.2543 4.915e-19 0 0
20 96 23.1544 16.2673 7.806e-19 2.7e-011 0
30 96 47.4168 31.4576 6.071e-19 3.2264e-009 0

f2 10 46 0.09217 0.08331 0.062657 9.09092e-05 0.00019719
20 54 0.03002 0.02033 0.005091 2.25846e-06 0.00000856
30 58 0.01811 0.01119 0.015442 2.72336 e-05 0.00009506

f3 10 66 94.1276 59.4764 5.544203 5.71912 0.359886
20 72 204.336 110.664 15.53810 16.16542 0.42757
30 72 313.734 147.609 25.68707 26.28846 0.77181
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The results are obtained by using population size 10 only for all dimensions. On
the basis of the results and discussion it is concluded that the proposed algorithm
outperforms BPSO, QPSO and Q-QPSO in terms of mean best and population size.
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User Ranking by Monitoring Eye Gaze
Using Eye Tracker

Chandan Singh and Dhananjay Yadav

Abstract Image and video processing has been an intensive field of research for
last two decades. Human Computer Interaction is one of the important domains
that come under image and vision processing. This paper contains conversion of
text into text-image format (words with its pixel position), this conversion is used
to calculate efficiency of a user by calculating user ranking based on correct
answer lines recorded by eye gaze tracker (mounted on user’s eye). After reading
of text, questions are asked to user, time is measured to find the answer lines for
given questions (page time T1). Score is inversely proportional to time taken by the
user to reach on answer line. Finally, the user gets score and rank among the
existing users on the basis of time.

Keywords Eye gaze � Eye tracker � Monitoring eye gaze

1 Introduction

In the field of human computer interaction, the growth of eye tracking system has
increased exponentially, it is used in area like image and visual processing, human
psychology, human reading behavior and graphics display system, where fixation
and saccade are vital for eye tracking. Eye tracking methodologies are used in five
broad disciplines namely: Industrial Engineering, Psychology, Marketing/Adver-
tising, Neuroscience and Computer Science. When a user concentrates on some
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text on a computer or web, in this process eye-gaze provides much information
about his reading pattern such as on which words, image user spent more time; X
and Y coordinate of words, image on the screen, fixation duration given to the
words, image by the user, speed and acceleration of eye-gaze [1]. Mosconi et al.
[2] developed an eye-gaze based system. It monitors user’s behavior when they
read on-line newspaper i.e. where user pays more attention. Some user are inter-
ested in business news, some other are interested in sports news, where as some
user interested in political news etc. Xu et al. [3] proposed a method in which it
uses algorithm during reading a document to predict the time spent on every word
in that document by using semantic analysis. Recently Smith [4] studied the Eye
tracking as a measure of noticing: a study of explicit recasts in SCMC.

One of the challenging problems to those people, who are working on Human
Computer Interface, is to develop improved and user friendly interface between
computer and a human. This problem motivates me to develop an efficient and
enjoyable human-computer-interaction based on Eye-gaze method. Many modules
which are partially related to the ‘‘user ranking by monitoring eye gaze using eye
tracker’’ have been developed but these are very limited. So, there may be some
enhancement and integration over these modules. The recent developments in the
field of artificial intelligence enable us to get information regarding the signifi-
cance of words occurrence in a corpus. In this research work the reading behavior
of the user will be identified by tracking his eye movements and according by his
efficiency rank will be evaluated and provided to him.

2 Features of User Ranking by Monitoring Eye Gaze Using
Eye Tracker

User is important for any application software. User decides how software is
running and decides the efficiency of software. Finally user gives the preference
according to his demand. So ranking system is always there for software depends
on user requirement.This software application provides rank to the user on basis of
their learning rate in respect of time taken by the user in reading comprehension.
Ranking system is applied in respect of domain. This application software clusters
the user not only in respect of domain but take care of level of the user i.e.
beginner, intermediate or professional.

This application program reads a text file for selected domain and level of the
user. Uploaded file in memory is converted in text image format i.e. creation of
virtual page and create an index for each word. After successful creation and
transfer of x, y coordinates by Host PC. Application software utilizes the received
data from Host pc in mapping between user eye gaze and x and y coordinates of
virtual page. Successful mapping returns an index of word which helps to calculate
the time on page and time on answer line. The time on page and time on answer
line are stored to calculate the score and rank of the user in respective domain.
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This application program use four functional key CURS_UP, CURS_DOWN,
PAGE_UP, PAGE_DOWN to make program easily accessible. Functional keys
are used for following functionality:

CURS_UP for Next Page, CURS_DOWN for Previous Page. PAGE_UP for
Question page, PAGE_DOWN for Testing Page.

File 2

Creation of virtual page
in text-image   format

Training page
for new user

Display testing    

Display Question Page

Page

Score Calculation 
and Normalization

com
pleted

ESC 
Pressed

File 1

User Information

Display
Rank/Scor

Page

Texts file Read by the program
Flow chart 

2.1 Training Page for New User

The main purpose of training page is to be familiar to new user with eye tracker
system. It will help new user how the system is working i.e. when user see
computer screen there is exact mapping between User and computer screen is
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occurring or not. The main advantage of training page is user will familiar with
gaze curser, which moves along with eye gaze of the user. User can judge the
position of gaze curser is matching with word selected by user’s eye gaze (see
Fig. 1), if not user exits from the program.

2.2 User Information Page

User information page contain essential information for this application program.
Name, enrolment number, age and class/level are the required field. Name and
enrolment number are required for to save and access the score. User rank displays
along with the name score. Age and class are used to cluster the user rank (see
Fig. 2). Age help to access data between minimum and maximum (say 18–35) age
from score cluster i.e. it helps to display rank between age group. Class/level of
user is another parameter for clustering for user i.e. beginner, intermediate, pro-
fessional. Passage length and number of questions varies for beginner, interme-
diate, professional respectively.

2.3 Testing Page

Passage comprehension is required to check learning ability of user. In passage
there are some important lines which decide the user attention toward the passage.
These lines are used to check learning rate and reading effectiveness. Testing page

Fig. 1 Training page
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is extremely important module of this project. Testing page basically combination
of words and its position i.e. words are stored with its X, Y coordinates (see
Fig. 3). Testing page contains the information regarding the user domain subject.
In testing page there are some useful lines where user is more emphasized.

Fig. 2 User information page

Fig. 3 Testing page
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2.4 Question Page

User read testing page effectively and attentively, turns on the question page and
tries to make confidence of comprehension. Comprehension is measured by
number of correct answer and correct lines read by the user. Question page is
designed to check the comprehension ability of user. Question page is display
before giving the answer to monitor line read by the user (see Fig. 4). It is
combination of word and its position. Questions are objective types, after reading
question user turns on current test page.

2.5 Score Calculation

Time is a vital parameter of score calculation. If user taking more time to reach the
answer line than user is less efficient. Let say Ti

1 is time spent by the user to reach
on answer line. For score calculation, Ti

1 should be greater than the threshold
value. To obtain the maximum score and good rank, the value of 1/Ti

1 should high.

Score ¼
PN
i¼1

1
Ti

1
and normalized score = Score*100, where Ti

1 is the time spent by

user to reach on answer lines and N is the total number of questions.

Fig. 4 Question page
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2.6 Algorithms

1. Program reads text file for training page. 
    1.1 Conversion of text file in to image data text file .Text image data are 
stored a vector called word vector. 
 word_vector= Virtual_page(text_file); 
1.2 Calling of function Realtime_ data() to get real time data and draw gaze 
curser for user eye movement and fixation. 
              Realtime_data(); 
              if(x and y are not missing) 
              Draw_gazecurser(); 
              else  
              pause(); 
2. Enter user information by keyboard_typing() function, keyboard typing 
function detect the keyboard, implemented through SDL programming. 
2.1  user_name=keyboard_typing();
   2.2 user_enrollno= keyboard_typing();   
   2.3 user_age= keyboard_typing(); 
   2.4 user_level= keyboard_typing(); 
3. Text file for testing page 
   3.1 Conversion of text file in to image data text file Text image data are 
stored in a vector called word vector. 
           word_vector= Virtual_page(text_file); 
   3.2 call of function real time data to get real time data, draw gaze curser 
and mapping function. Mapping function returns the index of word which is 
read by the user.              
              If(x&y! missing) 
              {  Mapping(x,y); 
                Draw_gazecurser();   } 

 4. If CURS_UP key is pressed then load next page loaded in memory by 
checking the value    of start and new_start variables not crossing the upper  
limit. 
      If (CURS_UP) 
       {new_start=start+1; 
    start = new_start; 
   page[p]=new start; 
    p = p+1;} 
Next page loaded by implementation of above line. 
 5. If CURS_DOWN key is pressed then load next page loaded in memory by 
checking the value of start and new_start variables not crossing the lower 
limit.  if (CURS_DOWN) 
         { start=page [p-1]; 
              new_start=start; 
             p=p-1;} 
            Previous page loaded by implementation of above line. 
6.  if  PAGE_UP key is detected than by checking of upper limit of no. of 
question. if question  no not reach to upper limit  than question page display 
on screen. 
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   6.1    if(PAGE_UP) 
          {if(question_no<=No_question) 
             print_question(question_no) ;   } 

6.2  If user skipped the question than score of this question is calculated as 
zero by calling the function print dwell. print_dwell() function is used for both 
time calculation. 
         If(question is skipped by user) 
{print_dwell(); 
reset_dwell(); 
       question_no = question_no +1;} 
     By implementation of above function (6.1) Question Page display on 
screen. 
7. if  PAGE_DOWN  key is detected than by checking of upper limit of no. of 
question. if    question no not reach to upper limit  than  testing  page display 
on screen. 
    7.1 if( PAGE_DOWN) 
      If(question_no<=No_question) 
       {print_dwell(); 
reset_dwell();      } 
    7.2 By implementation of above function testing page displays with user 
option.   
8.  If Escape is pressed or successful execution of application program score 
of reder question   wise rank and score displays. 
8.1 If(ESC or All_Question) 
{score_question(); 
display_rank(list);} 

3 Result and Analysis

This application is developed in C ++ with SDL, EyeLink libraries in Microsoft
Windows environment. EyeLink monitors eye movement and accordingly gener-
ates data like location where eye is looking, time duration for which it is looking,
speed, acceleration and saccades. All of the data is stored in EDF (EyeLink Data
File). SDL stands for Simple DirectMedia Layer. This has been used for keyboard
event handling and text display. All experimentation is realized on Windows 7
Operating System on computer with processor Intel Core 2 Duo and 2 GB RAM.

Current research work provides user rankings after user is done with reading the
passage and time spend to find the answer of related questions. Figure 5 represents
a demonstration of time spent on to find the answer line. Score is calculated on the
basis of time spent by the user on testing page to find the answer line T1.

Figure 6 represents a demonstration of how different users are ranked accord-
ingly. It shows user name, score and their respective rank.

The user scores obtained in Fig. 6 are plotted on a graph in terms of histogram
showcasing a comparison of scores of all users as shown in Fig. 7. X-axis
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represents the user number and Y-axis represents their score. Figure 7 clearly
shows the variation of scores of different users.

Figure 8 analyses scores of a particular user for same passage on repetition. X-
axis represents number of questions and Y-axis represents score for each question.
Red bars stand for scores on first attempt, green bars show scores for same
questions in second attempt for same passage.

Figure 9 showcases score variation on second attempt but for different users on
the same passage. X-axis shows number of users. Y-axis shows their score. Red
bar represents each users score on first attempt and Green bar shows their score on
second attempt.

Fig. 5 Question wise score
of user
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Fig. 6 User rank and score

Fig. 7 Users score histogram

244 C. Singh and D. Yadav



4 Conclusions

This paper presents a novel idea of ranking on the basis of efficiency of a user on
the basis of time spent in identifying the location of the correct answer for question
presented to him from the comprehension corpus. However, the system as of now
is static in terms of learning the answers and questions and their answers for each

Fig. 8 Score variation of single user first attempt versus second attempt

Fig. 9 Score variation of users first attempt versus second attempt
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passage has to be pre-defined thus making a cumbersome task of manually
identifying potential questions for each passage. For comprehension database to be
large, this requires a lot of work and time. This concept can be implemented in
class room teaching to monitor the behavior of students. By monitoring eye gaze
of a student, system can generate a summary student had what study in classroom.
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Invalidating Security Compromised Nodes
by Releasing its Energy in MANETs

N. Chandrakant

Abstract MANETs are having very limited resources like memory, CPU speed,
Bandwidth, battery life etc. Inspite of having higher secured nodes and security
algorithms in Ad Hoc network, some time, the genuine nodes can be attacked or
accessed by fraud/malicious nodes, and also a node itself can turn into a malicious
behaviour. In such scenarios, human may not be able to acquire and catch them to
avoid adversary affect or misusing node’s data for different purpose which is
dangerous in some cases like Border Monitoring. As a different approach to avoid
such dangerous circumstances, this paper is proposing a novel approach to exhaust
the valuable resources of MANETs is called retiring or invalidating a node e.g.,
turning node’s battery level to zero and other approaches can used to make
invalidate a node.

Keywords MANET � Invalidate � Self-retirement

1 Introduction

Security in an MANET is very important in scenarios such as a battlefield, deep
forest, deep sea etc. The common network goals of security like confidentiality,
data availability, integrity, authenticity and non-repudiation are little difficult to
achieve in wireless network like MANET,WSN etc., this can be due to its open
environment where all nodes co-operate in forwarding the packets in the network
like hop-by-hop, comparing to wired networks, wireless networks has problems in
detecting fraud nodes or malicious nodes. Hence, considering overall research and
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its upcoming security challenges, it is relatively difficult to design a hundred
percent secured protocol for WSN/MANET.

This paper try to address the problem which occurs after a node compromising
with malicious node/network in order to not to loose its crucial data or not to
misuse the data.

Figure 1 shows a typical architecture of a wireless sensor network (WSN) [1].
MANETs are responsible for self-organizing after first deployment with hop-to-
hop connections between nodes. Usually the committed sensors will start col-
lecting auditory, infrared or magnetic information and seismic about the envi-
ronment using either continuous or event driven working modes.

The rest of this paper is arranged as follows: In Sect. 2, it details about past
research in security of MANETs communication. Detailed techniques of design
and its implementation with results has been explained in Sect. 3. Finally, Sect. 4
concludes the paper and gives an direction of future research.

2 Literature Survey

Though there are no exact supporting papers to this topic as it is a negative
approach to avoid data misusing. However, we can start referring security related
papers in MANETs and highlighted same in below paragraphs.

MANETs supports hop-by-hop routing in the dearth of base station, hence
topology modifies over a time due to the node movement associated with the
connection failure and creation, limited in radio resources and bandwidth, limited
energy power and calculating capability pose challenges in packet routing in
MANET. Utkarsh et al. [2] proposed a Energy Saving Ad hoc Routing (ESAR)
algorithm goals to accomplish better energy proficient with a longer network life
time. The algorithm chooses a path for routing by bearing in mind the definite
distance between the source and destination along with the minimum offered
energy of a node in the path. The chosen path is considered as the best path for
packet transmission till any node in the path drains battery power after a threshold
value. At this point of time, a support path is selected as an alternate path for
packet transmission. The progression is repeated till all the paths from the same
source to destination are pooped with their battery power. Their simulation result
shows that ESAR has enhanced the existing routing algorithms. This can be
helpful nowadays since energy-constrained mobile devices rely on some kind of
payments, secured by means of public key cryptography; these transactions may
lead to energy overhead in the network.

Furthmuller and Waldhorst [3] has proposed a approach where they evaluate
the energy overhead of an incentive system based on hash coins. Therefore they
created a prototype of a hash coin based incentive system in a MANET and
conducted energy measurements. The results are evaluated to solutions based on
non-private key cryptography. Using the familiarity regarding the energy
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utilization of these approaches helped them to choose the finest suited incentive
system and reasonable system parameters for an encouragement system in a
MANET.

Accurate state information about energy level should be available to support
energy-efficient routing in MANETs. However due to bandwidth limitations,
transmission costs, high loss rate and the dynamic topology of MANETs, gath-
ering and maintaining up-to-date situation information is a non-trivial task. Hence
Kunz [4] team came up with a solution where they use Optimized Link State
Routing (OLSR) as the primary routing protocol and focus on residual power level
as QoS metric, which has been used for routing judgment in many energy-efficient
routing protocol schemes. The experiments shows that, nodes have at best rough
state information, particularly under high traffic rates. They evaluated two addi-
tional techniques to reduce inaccuracies and compare them against the basic OLSR
protocol. These techniques shown significant improvements in accuracy levels. In
picky, a method Smart Prediction attains highly precise apparent residual energy
levels under all traffic loads, mobility scenarios, and radio models.

In MANETs, to perform any network tasks, it needs energy and other resources,
hence it is requested cooperate networking nodes with others. Tamilarasi and
Sundararajan [5] has proposed a 2ACK scheme, which can be simply add-on to
any source routing protocol. They carried out an analysis of the power needs for
various cryptographic primitives with the purpose of using this data as a foun-
dation for devising energy-efficient security protocols along with delay measure-
ment, packet delivery ratio and routing overhead to evaluate finest security
algorithm.

Nodes in MANET communicates directly with each other when they are both
within the same signal range. Otherwise, they depends on their neighbours to relay
messages. Shakshuki et al. [6] has analysed the study of self-configuring nodes in
MANET. The open communication medium and broad distribution of nodes make
MANET susceptible to malevolent attackers. In this case, it is vital to develop
proficient intrusion-detection mechanisms to guard MANET from attacks. With
the developments of the technology and cut in hardware costs. To regulate to such
trend, they muscularly believed that it is essential to address its possible security
issues. Finally, they anticipated and implemented a new intrusion-detection system
named Enhanced Adaptive ACKnowledgment (EAACK) particularly designed for

Fig. 1 Architecture of a
sensor node in MANET
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MANETs. Compared to modern approaches, EAACK demonstrates higher mali-
cious-behaviour-detection rates in definite situation while does not greatly influ-
ence the network performances.

3 Proposed Techniques and Implementation

Node retirement is essential when there were a crucial information is broadcasted
by genuine node which is compromised with malicious node/network. This kind of
node(s) can be sacked/invalidated/bounced/neglected by using following methods,

A Release Battery
Here, if a node is compromised with malicious network or if a node itself turns
into malicious(behaviour changes), then such node’s battery or energy can be
turned to zero so that it can not broadcast or leak crucial data.

B Encode Data
The data should be encoded such that no one can decode it except the known
node.

C Physical Damage
If a node is physically reachable, then it can be damaged physically, so that we
cannot use it again.

D Self Loop Access (Query Processing)
Make it busy itself with junk data, so that it cannot send any data to anybody.

E Mute the Node (Sleeping)
Based on a flag data, it should be mutable or unmutable using a key technique.

F Memory Overflow
Since nodes are having small size memory and it can be overflowed by any
computation or flooding packets.

G Key Change
Here, after evaluating/declaring a node as malicious by its own network, then
all valid or genuine nodes would generate/receive a global/public key and
private keys except malicious node, hence communication of genuine nodes
cannot be affected.

In this paper, we are considering Battery Release when a node misbehaves in
the network. An example of MANET is shown in Fig. 2 where D is turned into
malicious node and its battery is released until zero.

The power depleted in transmission of a single bit [7–9] is specified by

etx dð Þ ¼ et1 þ ed1 � dn ð1Þ

where et1 is the power dissolute per bit in the transmitter circuitry and ed1 � dn is
the power dissipated for transmission of a single bit over a space d, n being the
path loss exponent (usually 2.0 = n = 4.0). The latency of a (one-hop) message
movement consists of the time needed to send the wakeup signal (Ttone), and the
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real transfer time over the primary radio (Tmsg) [10]. This transfer time includes
waking up the radio, receiving the message (including headers), and sending back
an acknowledge frame. For simplicity, transmission errors and collisions are not
considered; hence, retransmissions are not modelled.

Ttone ¼ 10=Fwu ð2Þ

Lwu ¼ Ttone þ Tmsg ð3Þ

Pwu ¼Pwu þ Fmsg � Ttone þ Tmsg

ffi �ffi
� PTX þ Tmsg � PRX þ N � 1ð Þ
� Thdr � PRXÞ

ð4Þ

The average power consumed by a node depends on the frequency at which
messages are sent through the network, denoted by Tmsg. Each message transfer
adds energy to the basic costs of the wakeup circuitry Pwuð Þ. Receiving the
message also takes Tmsg time.

If the distance between the transmitter and receiver is less than threshold value
d0 [9], the proposed method will adopt the free space model (d2 power loss), else it
will adopts the multi-path (hop-by-hop) fading channel model (d4 power loss). So
if the transmitter sends an l-bit message to the receiver up to a distance of d, the
power consumption of the transmitter and t receiver can be computed by the
following equations:

ETxðn; dÞ ¼
Eelec � nþ efs � n � d2; d \d0:

Eelec � nþ emp � n � d4; d� d0:

(
ð5Þ

ERxðnÞ ¼ Eelec � n ð6Þ

Fig. 2 Example of node
retirement in MANET
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Where, ETx n; dð Þ is the energy consumption of the transmitter who sends an n-
bit message to the receiver up to a distance of d.

ERxðnÞ is the energy consumption of the receiver who receives an n-bit
message.

Eelec is the energy consumption of the wireless send-receive circuit.
efs and emp represent the energy consumption factor of amplification in the two

radio models. A node’s lifetime can be computed as follows,

Lifetime of a Node ¼ ETOTAl CAP= Et þ Er þ Eg=AP

ffiffi
�2 � EoÞ= t � FRAMEð ÞÞ

ð7Þ

A Network lifetime can be computed as follows,

Lifetime of a Node ¼ ETOTAl CAP= Et þ Er þ Eg=AP

ffiffi
þðN � 3Þ � 2 � EoÞ= t � FRAMEð ÞÞ

ð8Þ

Where, N is the number of nodes in the network and ETOTAL CAP is the total energy
capacity of a single node. tFRAME is time to complete frame cycle. E is Energy and t, r,
g, o, AP are Transmitter, Receiver, Gateway, Other and Access Point respectively.

There many ways to make battery power zero or make node’s lifetime zero
which includes following methods,

A Packet Sending/Receiving/Resending
Basically energy is converted into Joules by multiplying the Power with Time.
Joules required to transmit/receive the packets of n size in the following
equation,

Etx nð Þ ¼ TP � nð Þ=2 � 106

Erx nð Þ ¼ RP � nð Þ=2 � 106 ð9Þ

Where, TP is Transmitted Power and RP is Receiving Power.

B Complex Computations [11]
A complex equations or computations can spend more time and energy of a
node.

ETC ¼ EC þ EW ð10Þ

Where, ET C is total energy spent for entire computation, EC is energy spent for
computation after having all input values, and EW is energy spent for delay in
getting a substitutional values for variables.
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C Increase Distance between Nodes
Distances between neighbouring nodes and/or central node does affect energy
consumption as given below,

Ed ¼ u; vð Þ 2 V2jd u; vð Þ�R
� �

ð11Þ

Where, Ed is Edges. Ad hoc network is represented by a graph G = (Vertices,
Edges) or G = (V, E) where V is the set of nodes and E ffi V2 is the edge set.
Nodes u, v belongs to E means that u can send messages to v. The d(u, v) is the
distance between nodes u and v, R is transmission Radius.
The general energy consumption equation is as follows,

Eu ¼
r uð Þ/þc; if r uð Þ 6¼ 0
0; Otherwise

�
ð12Þ

Where, Eu is transmitting a unit message depends on the range of the emitter
u. / is a real constant greater than 2 and r(u) is the range of the transmitting
node and c is constant.
Energy level and the distance of the node i are given by ei and di respectively.
The energy-distance factor q is computed as follows,

q ¼ ðei � diÞ=ðRn
i¼1ei � diÞ ð13Þ

Where, n is number of nodes.

D Packet Collision [12]
The amount of energy consumption at a node N due to collisions on the link (T,
R), denoted by EN

ðT ;RÞ where T is Transmitter and R is Receiver, using the

collision model [13] by assuming that a packet collides at most once with a
given hidden node is specified by following equation,

EN
T ;Rð Þ ¼

Pnhidden

i¼1
i EN

T þ EN
R

ffi �
di

�
1þ

Pnhidden

i¼1
di

� 	
ð14Þ

where,
di is the probability of encountering i successive collisions on a packet as given in
below equation,

di ¼ ti
trans=P

i�1
j¼0tj


 �
ð15Þ

EN
T ¼

ETpck ; if N 	 T
ERpk ; if N can receive packets from T

0; Otherwise

8<
: ð16Þ
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EN
R ¼

ETack ; if N 	 R
ERack ; if N can receive packets from R

0; Otherwise

8<
: ð17Þ

E Idle/Sleep Mode
Turning a node’s status to sleep where it consumes low-power.

Tsleep ¼ Tframe � Tlisten ð18Þ

Where, Tframe is protocol Frame Time (500 ms), Tlisten is listening period.
In idle status, the node is neither transmitting nor receiving any data packets.
However it consumes energy because the nodes have to listen to the wireless
medium continuously in order to detect a packet that it should receive or needs
sense environment, so that the node can then switch back into receive mode
from idle. Then power consumed in Idle Mode is:

E ¼ PR

Where E is power consumed in Idle Mode and PR is power consumed in
Reception Mode.

F Traffic/Congestion
MANET can have shared resources including neighbouring nodes, where
multiple senders compete for link bandwidth, so our responsibility is to adjust
the data rate used by each sender in order to avoid network overloading. Usually
packets that arrive at a router and cannot be forwarded for some amount of time
are dropped, many packet can be dropped if consequently an excessive amount
of packets arriving at a network bottleneck [14].
When there is too much data traffic at a node, that slows down or starts loosing
data known as network congestion. The energy spent for congestion is depen-
dent on many parameters,

EC ¼ ED þ EL þ EO ð19Þ

Where, EC is total energy spent for congestion process, ED is energy spent for
delaying packet delivery, EL is energy spent for packet lost and retransmitting it
again, EO is energy spent for other side effects like collision, etc.

G Path/Link/Signal Lost
A link is a route between two nodes takes place through wireless environments,
link loss rates when evaluating the path’s performance. If link loss occurs in a
MANET, then it is necessary to resend the packet.

ELL ¼ EW þ ERT ð20Þ
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Where, ELL is total energy spent for link loss and packet retransmission, EW is
energy spent for waiting for a acknowledgement or waiting till Threshold time
expires, ERT is energy spent for retransferring the packet.

H Interference
Interference is anything which modifies or alters or disrupts or unwanted sig-
nals adding to a packet as it travels along a channel between a sender and a
receiver. During the transmission of data from a node s to its destination, its
signal to interference plus noise ratio (SINR) can be evaluated in the following
equation, the data is transmitted with a constant power q to its intended des-
tination and both are positioned with a fixed D distance away [15].

SINR ¼ qD�b

 ��

rþ
P

s
qd�b

s

� 	
ð21Þ

Where, d is the distance between the nodes, r is the channel noise and b is the
link/path loss attenuation factor b[ 2.

I High Packet Size
If packet size is more, it is probably a energy consuming and time consuming
too. The below equation shows how packet size matters in energy consumption,

Etx ¼ Ptx � 8 � PS=BWð Þ
Erx ¼ Prx � 8 � PS=BWð Þ ð22Þ

Where Etx and Erx are used for energy consumption for transmitting and
receiving a packet. Ptx and Prx indicates transfer power and receive power
respectively. PS and BW are Packet Size and Bandwidth respectively.

J Full Overhearing
When a node receives data packets that are not intended for it called as over
hearing mode and it may consume the same amount of energy used in receiving
the packet. The power consumed in overhearing mode is,

PO ¼ PR ð23Þ

Where, PO is power consumed in Overhearing Mode and PR is power consumed in
Reception Mode.

In this paper we have implemented few of the above approaches to make
malicious node unconscious in the communication via simulation using Java
Language. In this network, we have considered maximum 500 nodes with 1 % as
malicious node(s) chosen randomly in the network, and trying to make energy free
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of malicious node(s) so that it cannot participate in the communication. Figure 3
shows the simulation results of the proposed strategies and it encourages when
number of nodes are more in the network due to many reasons like, many nodes
can participate in the operation with less cost of individual to beat the malicious
node. Hence, this paper makes a very good novel approach to defence our
deployed network and preserve the data misuse.

4 Conclusions

This paper has presented a negative approach for data misusing which is essential
due to lack of security in the MANETs. Some time, the genuine nodes can be
attacked or accessed by fraud or malicious nodes, and also a node itself can turn
into a malicious behaviour. To address such problems, a novel approach has been
proposed to exhaust the valuable resource of the MANETs called invalidating/
retiring a node where we need to turn the node’s battery level to zero so that it
cannot participate in the communication, hence data misuse can be avoided.
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Administrating MANETs Via Brain
Computer Interface

N. Chandrakant

Abstract The electroencephalogram (EEG) based Brain-Computer Interfaces
(BCIs) has been considerably extended to the multidisciplinary and challenging
nature of BCI study. The algorithms of Digital signal processing and pattern
recognition certainly constitute necessary components of a BCI system which are
applied to the EEG signals to decode mental states those are relevant for BCI
operation. The basic BCI concepts such as: brain activity monitoring, BCI oper-
ation, and the relevant mental states for BCI are applied to WSN. The major types
of relevant mental states for BCI, namely motor imagery (ERD/ERS), steady state
visual evoked potentials (SSVEP) are also mapped to MANET’s behaviour. The
multivariate nature of the EEG combined with the neuroscience familiarity on
hemispheric brain specialization is favourably taken into account to derive optimal
combinations of the individual signals composing the EEG. BCI provides a non-
muscular channel for sending commands to the external world using the electro-
encephalographic activity or other electrophysiological process of the brain
function. A necessary factor in the successful operation of BCI systems is the
methods used to process the brain signals. The processed data has been applied on
to nodes of MANET where each set of sensor nodes are used for particular
application. Based on the output of BCI commands, the MANET is operated and
controlled with using only activities of neurons of brain, hence this approach could
be more helpful to physically differently abled people or medically injured people.

Keywords WSN � BSP � ANN � BCI (Brain Computer Interface)
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1 Introduction

A Brain Computer Interface (BCI)/Mind Machine Interface (MMI)/Direct Neural
Interface/Brain Machine Interface (BMI)/Direct Communication Pathway between
the brain and an external digital device which are often directed at assisting,
augmenting, or repairing human cognitive or networking functions, sensory-motor
functions [1].

Human brains are made up of neurons with entity nerve cells connected to one
another by dendrites and axons. Whenever we think, move, feel or remember
something, our neurons are at work which is carried out by small electric signals
that zip from neuron to neuron as fast as 250 mph. The signals are produced by
differences in electric potential carried by ions on the covering of each neuron. We
can analyse the signals and process as understandable words.

The applications of BCI can include,

(a) You can sense the thoughts of Aliens if scientists proves its existence.
(b) Benefits for stroke.
(c) Benefits for disabilities like paralyzed including oral problems.
(d) Study of Animal’s behaviour.
(e) Identify thoughts of thieves.
(f) BCI system will facilitate an augmentative communication method for patients

with severe motor disabilities.
(g) Monitor unmanned areas.

The rest of this paper is arranged as follows: In Sect. 2, gives some helpful
input information for this paper. Detailed design and its implementation with
results has been explained in Sect. 3. Finally, Sect. 4 concludes the paper and
gives future trends.

2 Literature Survey

Starlab Neuroscience [1, 2] Research offers advanced data analysis services for
their clients in research and in industry. They have a sister company Neuroelec-
trics, where hey offer custom solutions for data capture and analysis based on
clients needs.

Intendix [3] provides 3 major solution areas, they are, Personal EEG Based
Spelling System, Screen Overlay Control Interface and Paint by Thoughts. This
system can work with passive, active, or new dry EEG electrodes. Using these
systems, apart from writing text, the patient can also use the system to trigger an
alarm, let the computer speak the written text, print out or copy the text into an
e-mail or to send commands to external devices.
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Paper [4] proposed a new multi-stage procedure for a real time BCI which
allows a BCI [5] user to movement including four directions and to stop a small
car (any object) on the computer display screen in real time. The results shows
high performance of the proposed on-line BCI system which has conducted
extensive experiments with 5 young healthy subjects.

Fig. 1 Overall architecture of BCI-MANET computing
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Paper [6] presents a new classification technique of uninterrupted EEG
recordings based on a network of spiking neurons. The EEG signals were pre-
processed using Wavelet Transform to take out the noise and to extract the low
frequency substance and analysis of the signals was carried out on the ensemble
EEG and the task of the neural network was to recognize the P300 component in
the signal. The network engaged leaky-integrate-and-fire (LIF) neurons as nodes in
a multi-layered arrangement which does formation of multiple weak classifiers to
perform voting and combined results are used for final classification.

3 Proposed System and Design

The overall Architecture is shown in Fig. 1. A transducer device will converts
variations in a physical quantity, such as pressure or brightness into an electrical
signal or vice versa.

Electrodes of Electro Encephalo Graph (EEG) will read the brain signals after
placing electrodes in the specific area of the brain where the suitable signals are
generated. The electrodes compute minute differences in the voltage between
neurons and this signal is further amplified, filtered and interpreted by a computer
program.

Fig. 2 Architecture of proposed system
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The proposed system is shown in Fig. 2. Electroencephalography (EEG) is the
sensing of electrical action along the scalp which measures the voltage fluctuations
resulting from ionic current flows between the neurons of the brain. In the medical
context, EEG records the brain’s spontaneous electrical activity over a short period
of time, typically 20–40 min, as recorded from numerous electrodes placed on the
scalp (Fig. 3).

Then preprocessing includes, Epoching which is cutting the data into chunks
referenced to stimulus presentation and Averaging which is calculating the mean
value for each time-point across all epochs.

Dimension reduction is generally used to decrease the necessary training time
of the classifiers with a few degree of precision lost. The dimension reduction is
typically performed on either feature or electrode space.

The processing and matching of words with help of dictionary out of the EEG
data can be evoked by potential components, like the P300 or the N400. This will
indicate collective macroscopic activities of neurons that are reflected in the EEG
as speech.

The final matching word(s) is (are) mapped to certain set of instructions and
rules and intern these instructions are applied as operations on MANETs which
can help network to increase its throughput/performance. Sometime human
intervention gives more advantages than auto-operations. MANET operations can
be invoked by above strategy/algorithm and operations are as follows,

A. Routing Path Adjustment: Detecting efficient path for packet routing. It
includes even deciding central node for other node’s communication.
Dynamic/Hybrid path can be calculated on-demand, hence it is more
efficient.

Fig. 3 Performance of
default and proposed
behaviour of a MANET
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B. Topology Adjustment: The structure of the network is reconstructed based on
the requirements.

C. Resource Management: Limited bandwidth available between two interme-
diate nodes, hence managing it efficiently. Node may have limited memory
and power and thus computations need to be energy-efficient.

D. Energy Management: Energy is a very important resource of MANET, a
node/network is alive till energy/power is lost. Hence, it should be preserved
as much as we can by analysing its usages.

E. Traffic management: The traffic can exhaust energy of the network and lost
of packets too, hence transferring of packets needs to do intelligently. It
includes even link management like failures and redirecting traffic.

F. Memory Management: Memory is one of the essential resource of MANET
and also its memory is very small. Hence, memory must be used
intelligently.

G. Sleep/Wakeup Strategy: If a node is useful or participating in the
communication or transferring repeated data, in such cases, we can toggle
the nodes’s status to sleep or wakeup.

H. Enabling/Disabling Security: A hierarchy of security is enabled or disabled
based on cost in terms of network performance and energy consumption.

I. Miscellaneous: Unspecified or customized operations can be done on
MANETs, e.g., node retirement etc.

The basic algorithm is specified in Algorithm 1. The algorithm has many
variables and methods, numberOfRules is number of rules or instructions applied
on set of nodes. BCI_Value is the value of braincomputer interface which is
generated out of EEG data. The getInstructions(addlInfo[i]) is the process of
extracting instructions out of array data. The isAlreadyApplied() is used to check
weather instructions are already executed on the network or not. The execute-
OperationOnNode(rule[i], j) is the process of applying the operation specified in
rule[i] on a particular node(j).

The performance graph of default and proposed behaviour is shown in Fig. 3
with comparison of percentage. The simulation experiment is implemented in
JAVA with 500 nodes as network size. Where operation type is termed as actions/
rules/instructions to be performed on node(s). Operation Types are, Routing,
Topology, Resource, Energy, Traffic, Memory, Sleep/Wakeup, Security and
Miscellaneous. In this experiment, we have considered Routing operation type and
we simulated 9 times for the same type which is named from A to I.

It is obvious that human intelligence is more dynamic than default behaviour.
Hence, our experiment proves the same and have achieved more performance than
the default behaviour. Similarly, same kind of experiment can be conducted for
other operation types and we believe that human intervention always fetches more
performance than automated, but everything has its own merits and demerits.
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4 Conclusions

A novel approach is proposed where integration of MANETs and BCI devices are
linked and commands are processed using neuron’s (brain) signals. The brain’s
data is processed and provided as input to the nodes of MANET where each set of
mobile nodes are used for different applications. Based on the output of BCI
system, the MANET is operated and controlled using only activities of neurons of
a brain, hence this approach could be more helpful/useful to physically differently
abled people, medically injured people or even lazy people too!
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Parameter Estimation and Soft
Computing Techniques

D. K. Chaturvedi and Mayank Pratap Singh

Abstract The paper presents an overview of parameter estimation of three phase
induction motor using different techniques. The techniques mainly described in the
paper are conventional techniques and soft computing techniques. The soft com-
puting techniques considered in the paper are fuzzy system, artificial neural net-
work (ANN), Neuro-Fuzzy, genetic algorithms (GA) and particle swarm
optimization (PSO).

Keywords Induction motor � Parameter estimation � Soft computing techniques �
ANN � GA � PSO

1 Introduction

The induction motor parameter estimation is the art and science of building
mathematical models of dynamic systems from observed input–output data. It can
be seen as the interface between the real world of applications and the mathe-
matical world of control theory and model abstractions. The knowledge of all the
machine parameters is very important to tune the controllers of a high performance
motor drive system. The accurate knowledge of the induction motor parameters is
critical for the sensorless drive strategies based on the stator flux estimation [1].
This fact has stimulated the development of specific techniques to determine the
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induction motor parameter [2]. There are various techniques to estimate the
induction motor parameters, such as:

1. Conventional techniques
2. Soft computing techniques

a. Fuzzy system
b. Artificial neural network
c. Genetic Algorithms
d. PSO
e. Integration of above techniques.

1.1 Conventional Methods

There are various conventional methods available with their merits and demerits
[3, 4]. There are many ways to detect mechanical and electrical problems in
induction motors, either directly or indirectly, such as motor current signature
analysis, line neutral voltage signature, instantaneous reactive power signature,
stator current and motor efficiency, electromagnetic field monitoring, chemical
analysis, temperature measurement, infrared measurement, acoustic noise analysis,
partial discharge measurement and vibration monitoring and fault detection based
on parameter adaption [5].

The Knowledge of all the machine parameters is very important to tune the
controllers of a high performance motor drive system [6–8]. For several decades,
the Kalman filter has proved to be a powerful tool for state and parameter esti-
mation of linear and nonlinear systems and has been applied in induction motor for
estimation of flux [9, 10] and its parameters [11].

Induction motor parameters change with temperature, frequency and saturation.
The consequence of any mismatch between the parameter values used in the
controller and those in the motor is that the actual rotor flux position does not
coincide with the position assumed by the controller.

The parameters that may need to be identified offline or tracked online depend
on the vector control scheme under consideration [12]. The most important offline
identification and online parameter estimation techniques are reviewed.

1.1.1 Offline Parameter Estimation Techniques

It is often the case in practice that one manufacturer supplies the inverter with a
vector controller, while the machine comes from another manufacturer. It is then
not possible to set the parameters of the controller in advance and these have to be
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set onsite, once when the inverter is connected to the machine. Such a situation has
led to the development of the so-called self-commissioning procedures for vector
controlled induction machines. The main idea behind this concept is that the
controller automatically determines all of the parameters of an induction machine,
required for vector control. The automated procedure of testing and calculation is
done following the first enabling of the controller. As the induction motor may
already be coupled to a load, the tests aimed at self-commissioning have to identify
the required parameters at standstill. The identification is therefore performed with
single-phase supply to the machine. In principle, two types of excitation may be
applied—dc or ac. The one ideal for true self-commissioning is dc. From applied
dc voltage and resulting dc steady state current, one finds the value of the stator
resistance. Determination of the remaining parameters is then based most fre-
quently on transient current response that follows application of the dc voltage.
Self-commissioning schemes that rely on this approach are those described in [13].
The methods regarded as suitable for commissioning but inappropriate for self-
commissioning are those that either require some special conditions to be satisfied
during the commissioning (for example, the machine is allowed to rotate) or they
require substantially more complicated mathematical processing of the measure-
ment results, when compared to the self-commissioning methods. For example,
procedures described in [14] are all based on some tests with single-phase supply
to the machine. The maximum likelihood estimation method described in [15],
which requires application of the recursive least squares algorithm, this being the
same as for the procedure of [16]. The second possible excitation for parameter
identification at standstill is single-phase ac. Standstill frequency response for the
parameter identification [17]. A method based on trial- error and essentially does
not require any computations. Some of the offline identification procedures sur-
veyed so far enables identification of the machine’s magnetizing curve in addition
to other rated parameter values [18].

It should be noted that accuracy of parameter determination in all offline
identification techniques depends on the sample rate selection, quantization errors,
resolution and accuracy of sensors [19]. Identified parameter values will therefore
always be characterized with certain error margin. The major problem encountered
in offline parameter identification at standstill is undoubtedly the inverter lock-out
time and nonlinearity, which make the accurate parameter determination on the
basis of reconstructed voltages very difficult without prior knowledge of the
inverter voltage drop characteristics. A technique for overcoming this problem has
recently been proposed based on recursive least squares [20].

1.1.2 Online Rotor Time Constant Estimation Techniques

The major effort has been put into development of rotor time constant (rotor
resistance) online estimation methods. Due to a huge number of proposed solutions
of very different nature, these are further classified into four subgroups.

Parameter Estimation and Soft Computing Techniques 269



A. Spectral Analysis Techniques

This group of methods encompasses all of the cases where online identification is
based on the measured response to a deliberately injected test signal or an existing
characteristic harmonic in the voltage/current spectrum [21]. Stator currents and/or
voltages of the motor are sampled and the parameters are derived from the spectral
analysis of these samples. In spectral analysis, a perturbation signal is used
because under no-load conditions of the induction motor, the rotor induced cur-
rents and voltages become zero, so slip frequency becomes zero, and hence, the
rotor parameters cannot be estimated. In Matsuo and Lipo [21] the disturbance to
the system is provided by injecting negative sequence components. An online
technique for determining value of the rotor resistance was used by detecting the
negative sequence voltage. The main drawback of this method is that the strong
second harmonic torque pulsation is induced due to the interaction of positive and
negative rotating components of MMF.

B. Observer-Based Techniques

Loron and Laliberté [22] describe the motor model and the development and
tuning of an extended Kalman filter (EKF) for parameter estimation during normal
operating conditions without introducing any test signals. The proposed method
requires terminal and rotor speed measurements and is useful for auto-tuning an
indirect field-oriented controller or an adaptive direct field-oriented controller. Zai
et al. [23] proposed a method for detection of the inverse rotor time constant using
the EKF by treating the rotor time constant as the state variable along with the
stator and rotor currents. This is similar to a previously mentioned method that
injected perturbation in the system, except that in this case, the perturbation is not
provided externally. Instead, the wide-band harmonics contained in a PWM
inverter output voltage serve as an excitation. This method works on the
assumption that when the motor speed changes, the machine model becomes a
two-input/two output time-varying system with superimposed noise input. The
drawbacks are that this method assumes that all other parameters are known and
the variation in the magnetizing inductance can introduce large errors into the rotor
time constant estimation. The application of the EKF for slip calculation for tuning
an indirect field oriented drive is proposed in [24, 25]. Using the property that in
the steady state the Kalman gains are asymptotically constant for constant speeds,
the Riccati difference equation is replaced by a look-up table that makes the
system much simpler. The disadvantage is that, although the complexity of the
Riccati equation is reduced, the full-order EKF is computationally very intensive
as compared to the reduced order-based systems.

C. Model Reference Adaptive System-Based Techniques

The third major group of online rotor resistance adaptation methods is based on
principles of model reference adaptive control. This is the approach that has
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attracted most of the attention due to its relatively simple implementation
requirements. The basic idea is that one quantity can be calculated in two different
ways. The first value is calculated from references inside the control system. The
second value is calculated from measured signals. One of the two values is
independent of the rotor resistance (rotor time constant). The difference between
the two is an error signal, whose existence is assigned entirely to the error in rotor
resistance used in the control system. The error signal is used to drive an adaptive
mechanism (PI controller) which provides correction of the rotor resistance. Any
method that belongs to this group is based on utilization of the machine’s model
and its accuracy is therefore heavily dependent on the accuracy of the applied
model [26].

D. Other Methods

There exist a number of other possibilities for online rotor resistance (rotor time
constant) adaptation, such as those described in [27]. It is based on a special
switching technique of the current regulated PWM inverter, which allows mea-
surement of the induced voltage across the disconnected stator phase. The rotor
time constant is then identified directly from this measured voltage and measured
stator currents. The technique provides up to six windows within one electric cycle
to update the rotor time constant, which is sufficient for all practical purposes.

1.1.3 Online Estimation of Stator Resistance

An accurate value of the stator resistance is of utmost importance in this case for
correct operation of the speed estimator in the low speed region. If stator resistance
is detuned, large speed estimation errors and even instability at very low speeds
result. It is for this reason that online estimation of stator resistance has received
considerable attention during the last decade [28, 29]. The other driving force
behind the increased interest in online stator estimation was the introduction of
direct torque control (DTC), which in its basic form relies on estimation of stator
flux from measured stator voltages and currents.

1.2 Soft Computing Techniques

The soft Computing Techniques have been employed to assist the fault-detection
task to correctly interpret the fault data, such as expert systems, fuzzy logic, fuzzy
NN, artificial neural network (ANN), wavelet transform technique and genetic
algorithm.
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a. Fuzzy System for Parameter Identification

A higher order fuzzy system (FS) identification method was drawn attention of
many researchers for nonlinear dynamic system parameter identification [30].

To perform fault analysis on an induction motor using both experiments and
simulation, and to study failure identification techniques applied for condition
monitoring of the motor and finally to design an On-line condition monitoring
system, fuzzy logic system using Lab View was suggested [31].

b. Artificial Neural Network Technique

Artificial Neural Network (ANN) is a system based on the operation of biological
neural networks; it is an abstract simulation of a real nervous system. ANN’s have
been applied with astonishing success in fields ranging from computer science to
engineering to medicine.

The Induction motor is a nonlinear multivariable dynamic system with
parameters that vary with temperature, frequency, saturation, and operating point.
The rotor parameters are the most important parameters for the control of the
induction motor drives. The rotor resistance can change up to 150 % over the
entire operation [32, 33]. The rotor parameter estimation is proposed by estimating
the rotor temperature in [33]. This is based on the fact that the temperature
influences the fundamental frequency component of the terminal voltage for a
given input current.

In many papers, the use of ANN has been tried for estimating the rotor angular
speed. Among the methods used, it is possible to note two types of ANN designs.
One is based on the machine model and the other one uses stator currents and
voltages for direct speed estimation.

c. Integration of ANN and FS

ANNs and fuzzy logic are widely used in the areas of modelling, identification,
diagnostics and control of nonlinear systems. There are numbers of methods that
can provide true on-line adaptation process of a fuzzy model. One of example is a
Takagi–Sugeno–Kang fuzzy model, where the input space is automatically par-
titioned using a modified fuzzy adaptive resonance theory (ART) mechanism [34].

A simple fuzzy controller implemented in the motor drive speed control has a
narrow speed operation and needs much manual adjusting by trial and error if high
performance is required [35]. On the other hand, it is extremely tough to create a
training data for ANN that can handle all the operating modes [36]. A neuro-fuzzy
controller (NFC) for the induction motor drive has the advantages of both FLC and
ANN. Over the last decade, researchers reported works on the application of NFC
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for variable speed drives [37]. However, the conventional NFCs utilized in earlier
works have a large number of membership functions and rules.

d. Genetic Algorithm (GA)

The basic procedure to develop a genetic algorithm was described and the
examples of its application for parameter identification were introduced. In order
to simplify the offline identification of induction motor parameters, a method based
on optimization using a multi objective genetic algorithm was proposed [38].

Estimation of parameters of three-phase induction motor in order to conduct on-
site energy audits of existing motors was used to project a cost savings. This
technique used only a few sets of data (voltage, current, speed, power factor or
torque if possible) from the field test of motor (on-site), instead of the no load and
blocked rotor tests, coupled with the genetic algorithm for evaluating the equiv-
alent circuit parameters [39].

e. Particle Swarm Optimization (PSO)

Over the past few decades, with the indirect field-oriented control and non sinu-
soidal measurements, most of the methods can be roughly divided into three
categories: signal injection-based method [40], model reference adaptive system-
based technique [41], and optimization techniques [42]. The signal injection-based
method is to improve the estimation of low speed performance of sensor less
schemes or to excite the machine to create various response signals. They often
require extra hardware for signal injection. Applications of signal injection have
been presented in dealing with the stator and rotor winding temperatures. The
model reference adaptive system uses the error between the estimated and the
reference signals to calculate the parameters. In optimization techniques, param-
eter estimation has been investigated by using the artificial intelligence including
the particle swarm optimization (PSO) and the least squares strategy. These
techniques have been reported to minimize the consequences of parameter sen-
sitivity in vector controlled drives.

2 Results and Discussion

See Figs. 1 and 2.
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Fig. 1 Results of induction motor parameter estimation. a An experimental trial-and-error
method of rotor time constant tuning in indirect vector controller: speed response to alternating
square-wave torque command with correct rotor time constant and with 1.7 times correct rotor
time constant (0.75-kW machine). Speed response is a triangular function of time when the rotor
time constant is correctly set [12] b Measured fundamental stator voltage for different settings of
the parameter a of the inverse magnetizing curve per-unit analytical approximation i = a
U ? (1-a) U7 and reconstructed magnetizing curve (2.3-kW machine, field-weakening starts at
1150 r/min]). The correct value is a = 0.9 since it gives the flattest voltage behaviour in the field-
weakening region [43] c Experimentally identified magnetizing curve and magnetizing
inductance (100 r/min, no-load conditions, 7-kW machine) [44] d Fundamental component of
the iron loss identified using the procedure and the corresponding equivalent iron loss resistance
(4-kW machine) [45] e Rotor inductance and rotor resistance identification using conventional
method [46] f Experimental recording of the operation of the rotor resistance adaptation in
indirect rotor flux oriented induction machine, using the method [47] g Estimated and actual rotor
time constant [48]
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Fig. 1 continued
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3 Conclusion

The parameters of induction motor may vary due to several factors such as:
machine internal temperature, machine ageing, magnetic saturation, the coupling
effect between the internal system and external system. In this paper, an overview
of estimation of induction motor parameters has been presented using conventional
and soft computing techniques. The soft computing techniques are better than
conventional techniques in terms of adaptability and flexibility.

Fig. 2 Simulated starting responses of the 3-hp IM Drive with neuro-fuzzy controller. a Speed.
b Torque [49]
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Development of a Genetic Algorithm
Toolkit in LabVIEW
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Abstract It is a well known fact that LabVIEW is one of the finest tools for
measurement and control applications. Requirement of intelligent controller tuning
methods like Genetic Algorithm (GA) has been felt at times in the LabVIEW
environment as there is no standard LabVIEW GA toolkit supplied with the
package. In this paper, a GA Toolkit developed in LabVIEW environment, has
been presented. The developed toolkit is used for optimizing the gains of the PID
(Proportional plus Integral plus Derivative) controller for the given performance
indices of a closed loop system. For the purpose of tuning, the algorithm mimics
the biological evolution and is used to find the suitable values of PID gains in order
to improve the response of the given system. An integrated performance index
comprising of rise time, settling time, overshoot, integral absolute error (IAE),
integral square error (ISE), integral time weighted absolute error (ITAE) or a
combination of these forms the objective function for the optimization. In this
toolkit four selection methods, three crossover methods and three mutation
methods have been incorporated. To test the developed toolkit a simulation
example is also performed and results have been presented.
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1 Introduction

PID controllers are most widely used controllers in industries. This is mainly
because they have simple control structures, easy to maintain and provide good
static and dynamic responses [1, 2]. However, to reach such an objective its
parameters must be properly tuned. Improper controller tuning can lead to poor
performance, or even to system instability. In control literature, there exist mainly
two classes of tuning methods: traditional methods and intelligent methods.
Among traditional methods, Ziegler-Nichols (ZN) method is most popular [3]. ZN
method is used for linear system which is based on quarter decay ratio. For a wide
range of practical processes, this fine-tuning approach works quite well to produce
adequate settings of classical PID controllers. ZN technique has some predefined
performance indices and in general is not customizable. With the advent of high
speed computational power now it has been possible to tune a PID controller to a
specific need. Nature-inspired algorithms like GA [4] and particle swarm opti-
mization (PSO) [5] come under the banner of intelligent optimizing techniques
offering the above mentioned capability for controller optimization.

GA is known as one of the most effective methods to solve the complex, multi-
objective non-linear optimization problems. It is a stochastic global optimization
method inspired by biological mechanisms of natural selection and natural
genetics which was first developed by Holland [6] and has been widely used in
optimizing parameters of PID controller since then [7–10]. This paper endeavors
to provide a GA Toolkit designed and developed in LabVIEW 8.6 Development
System to tune PID controller. It implements GA using several selection, mutation
and crossover methods. A special kind of mutation operator based on PSO is also
included [11–14].

The paper is organized as follows. In Sect. 2, a brief about the PID controller
have been presented. A general overview of GA has been presented in Sect. 3. A
modular approach was adopted for the toolkit development. Details of each
module developed have been presented. All the Virtual Instruments (VIs) required
in building of complete Toolkit have been dealt with in Sect. 4. To validate the
Toolkit, controller gains for a chosen process have been optimized and presented
in Sect. 5. Finally, conclusion has been drawn in Sect. 6.

2 PID Controller

Eq. (1) defines the PID controller transfer function.

GPID sð Þ ¼ Kp þ
Ki

s
þ Kds ð1Þ

where GPID sð Þ is PID controller transfer function; Kp is proportional gain; Ki is
Integral gain; Kd is Derivative Gain and G sð Þ is plant transfer function.
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3 GA Based Tuning

In the developed toolkit, Kp, Ki and Kd of PID controller are optimized with the
help of GA in order to get a desired system response. In the context of tuning of
PID controller, according to GA terminology, {Kp, Ki, Kd} are treated as ‘indi-
viduals’, since it is based on the biological evolution. Thus, throughout this paper,
individuals and {Kp, Ki, Kd} are used interchangeably.

GA operates on a set of individuals called population. In the proposed toolkit,
size of the population is user selectable. GA proceeds iteratively, operating on a
given population to produce next set of generations. First of all, a group of indi-
viduals or one generation set is created randomly. In a given population certain
individuals who are found to be ‘fitter’ than others are allowed to mate, thus
implementing Charles Darwin’s theory of ‘Survival of the fittest’. Fitness of an
individual is measured by a function called fitness function, which involves
computation of the output response parameters of the plant using particular values
of Kp, Ki, and Kd. The response parameters with which fitness function is eval-
uated are rise time, settling time, overshoot, IAE, ISE and ITAE. The individuals,
who are selected for mating, are called ‘parents’ and are subjected to genetic
operators, to produce next set of generation. The genetic operators commonly used
in GA are Crossover and Mutation. Crossover is a technique in which pair of
individuals is combined together in a variety of fashions to produce a different pair
of individuals, whereas Mutation is a technique in which some random changes are
introduced in an individual in order to preserve genetic diversity of population.
After applying such operators to selected parents, set of individuals produced are
called children. Finally, those ‘parents’ which are found to be weaker than their
‘children’ are eliminated and the best set of individuals among parents and
children form the next set of generation.

In next section, various VIs (Virtual Instruments) implementing selection,
crossover and mutation techniques required for the Toolkit have been explained.

4 Development of Toolkit

In order to develop the proposed GA Toolkit, several modular VIs are developed
and then integrated together in a main VI called as Genetic Algorithm.vi. This is
done in order to utilize the modular object oriented programming approach of
development of GA Toolkit to tune PID controller. Initially, a random array
generator VI is used to create the initial population, and then several VIs are
developed for selection, crossover and mutation respectively. As there are four
techniques for selection, three for crossover, and three for mutation therefore a
large number of VIs were required to be developed and integrated into a main
program.
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4.1 Random Array Generator.vi

This VI is used to generate three arrays of random numbers i.e. an array each for
Kp, Ki and Kd. Since the random number generator in LabVIEW produces num-
bers between 0 and 1, so the generated numbers are multiplied by a suitable
constant (50) to generate values {Kp, Ki, Kd} in a suitable range (0.001–50). It is
invoked three times to generate initial population. In subsequent iterations, more
optimum values of {Kp, Ki, Kd} are evolved. In this case size of the array, pop-
ulation size is given as 50 to this VI which can be altered by user. Figure 1 shows
the corresponding subVI.

4.2 Fitness Evaluation.vi

GA determines the fitness of an individual by some sort of fitness function. Fitter
the individuals are, more are their chances of being carried forward to the next
generation or producing children for the next generation. The Fitness evaluation.vi
computes the fitness scores of each individual in a given generation. Values of set
of 50 individuals {Kp, Ki, Kd} are used by this VI. PID controller is then cascaded
with the plant transfer function with the help of standard Control Design (CD)
Create PID Academic Model.vi and standard CD Series.vi. Unity gain negative
feedback is constructed through standard CD Feedback.vi. Step response param-
eters of open loop plant function are also computed by standard CD Parametric
Time Response.vi. Integral performance indices of closed loop system with PID
controller are computed for all sets of {Kp, Ki, Kd} as given below.

ISE ¼
XN

n¼0

e2½n�; IAE ¼
XN

n¼0

je n½ �j; ITAE ¼
XN

n¼0

nje½n�j

where, e[n] is calculated using standard CD Get IO time data.vi and standard CD
Step Response.vi. Rise time (RT), settling time (ST), overshoot (OS) associated
with each individual are calculated using standard CD Parametric Time Respon-
se.vi. The used fitness function is defined as

1
0:001þ w1 � RTþ w2 � STþ w3 � OSþ w4 � IAEþ w5 � ISEþ w6 � ITAE

ð2Þ

Fig. 1 SubVI: random array generator.vi
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where, w1, w2, w3, w4, w5 and w6 are the corresponding weights assigned to
RT, ST, OS, IAE, ISE and ITAE. The weights are fed as an input to Fitness
Evaluation.vi. The user can choose the weights as required for a specific case
under study. All the weights must sum up to one. All the above mentioned
parameters as well as step response associated with best individual are obtained as
an output of Fitness Evaluation.vi. The block diagram of the developed VI is as
shown in Fig. 2.

4.3 VIs for Selection

According to GA implementation requirements, on the basis of fitness scores,
parents are to be selected which will undergo further operations like mutation and
crossover to generate next set of population. For selection process, four methods
are implemented in the developed toolkit and thus, four separate VIs are developed
as described below.

4.3.1 Roulette Wheel Selection.vi

This VI implements roulette wheel selection technique. Every individual score i.e.
fitness score associated with the set {Kp, Ki, Kd} in a given population is mapped
to a number between 0 and 1.

Modified fitness score ¼ Individual fitness ScoreP
individuals

0
scores in population

ð3Þ

To implement Roulette Wheel Algorithm a random number between 0 and 1 is
initially generated. Now, the modified fitness scores are summed one by one until
the sum is greater than or equal to generated random number. The individual
whose value makes the sum over the generated random number is the one which

Fig. 2 SubVI: fitness evaluation.vi
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gets selected. Roulette Wheel Selection.VI is shown in Fig. 3a. It selects one
individual at a time and hence this VI can be invoked as many times as the number
of desired parents.

4.3.2 Rank Based Selection.vi

Rank based Selection.VI is shown in Fig. 3b. It selects at random any two indi-
viduals in the population and the fitter out of the two is selected. This also may be
repeated as many times as the number of desired parents. In the developed toolkit,
the number of parents taken was 10 thus requiring the VI to be invoked 10 times.

4.3.3 Tournament Selection.vi

Tournament based Selection.VI as shown in Fig. 3c randomly selects N individ-
uals out of the population and the fittest individual is selected out of them. In the
toolkit, N is taken as five thus, a tournament is held between randomly selected
five individuals and individual associated with best fitness is finally selected.

4.3.4 Stochastic Universal Sampling.vi

This VI as shown in Fig. 3d implements the algorithm very similar to Roulette
Wheel. Unlike the Roulette Wheel, it is able to select the required number of
parents in a single go and hence, this VI is not required to be invoked multiple
times.

Algorithm followed for Stochastic Universal Sampling is:

i. For all individuals {Kp, Ki, Kd} in a given population, the individual fitness
score is normalized to between 0 to 1 to produce modified fitness scores by the
formula as mentioned in Eq. (3).

Fig. 3 Selection SubVIs a Roulette wheel selection.vi, b Rank based selection.vi, c Tournament
selection.vi, d Stochastic universal sampling.vi
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ii. The no. of parents selected: 10.
iii. Say variable x = 1/10 = 0.1
iv. A random number n is generated having value between 0 and x.
v. m = 0
vi. for i : 1 to N

4.4 VIs for Crossover

After individuals are selected, they are required to undergo crossover and mutation
process to generate next set of population. In the developed toolkit, three methods
of crossover namely Arithmetic Crossover, Single Point Crossover and Two Point
Crossover are implemented maintaining a probability of 0.75.

4.4.1 Arithmetic Crossover.vi

Parents’ pool is prepared by a selection process which is divided into pairs and the
children are produced by following formulae.

ðkp; ki; kdÞchild1 ¼ x � ðkp; ki; kdÞparent1 þ 1� xð Þ � ðkp; ki; kdÞparent2 ð4Þ

ðkp; ki; kdÞchild2 ¼ x � ðkp; ki; kdÞparent2 þ 1� xð Þ � ðkp; ki; kdÞparent1 ð5Þ

where, x is a random number between 0 and 1. Thus, weighted mean of pair of
parents is used to generate pair of children as shown in Fig. 4a.

4.4.2 Single Point Crossover.vi

This VI as shown in Fig. 4b is implemented in three stages.
Step1: In this stage, individuals are binary encoded and then concatenated. For

example, if gains (Ks) are 8 bit encoded as,
Kp: 10011010
Ki: 10101010
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Kd: 10110011
Then, the concatenated individual will be a 24 bit number after concatenating

Kp, Ki and Kd respectively, i.e. 100110101010101010110011. Concatenation in
LabVIEW is done by using kp � 216 þ ki � 28 þ kd. Where, Kp, Ki, and Kd are each
in the form of 8-bit binary number. As the upper bound on Kp, Ki, and Kd was 50
all these gains could be well represented as 8-bit binary numbers format.

Step 2: This array is further split into two arrays and pairs of parents are formed
between corresponding position from 1st and 2nd array. Now, a random crossover
site is chosen among a given pair of parents and bits next to crossover site are
exchanged to produce encoded children. For example in below mentioned parents
crossover site is 4th, the pair of children produced will be as:

Parent1: 10011010 1010 1010 1011| 0011
Parent2: 10011001 1001 1001 1001| 0111
Child1: 1001 1010 1010 1010 1011| 0111
Child2: 1001 1001 1001 1001 1001| 0011
Stage 3: The pairs of children thus produced are combined into a single array

using a standard Interleaved 1D Arrays.vi. Then, the concatenated {Kp| Ki| Kd} has
to be split into individuals Kp, Ki and Kd. Let {Kp| Ki | Kd} represents the con-
catenated individual obtained after crossover, then separate gains are produced as:

kp ¼ kp kij jkd

ffi �
� 16 ð6Þ

ki ¼ kp kij jkd

ffi �
� 8� kp kij jkd

ffi �
� 16

� �
� 28 ð7Þ

kd ¼ kp kij jkd

ffi �
� kp kij jkd

ffi �
� 8

� �
� 28 ð8Þ

4.4.3 Two Point Crossover.vi

The difference between the single point crossover and the two point crossover
methods is that the two random crossover sites, instead of one, are selected among
pair of parents encoded in the binary number. Thus, the only difference between
the Two Point Crossover.vi and Single Point Crossover.vi is that the second step is
performed twice in it as shown in Fig. 4c.

Fig. 4 Crossover SubVIs a Arithmetic Crossover.vi, b Single point crossover.vi, c Two point
crossover.vi
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4.5 VIs for Mutation

After the crossover process next operation is mutation process. Three techniques
for mutation namely Uniform Mutation, Mutation based on PSO and Flipping
Based Mutation are implemented. These are described as follows.

4.5.1 Uniform Mutation.vi

This VI as shown in Fig. 5a simply replaces any five individuals {Kp, Ki, Kd} by
some randomly generated individuals. The random number generator is used for
both random selection of an individual from the current population and to replace
it with a new random value. This mutation is done with the probability of 10 %
(5/50 = 0.1).

4.5.2 Mutation Based on PSO.vi

In this kind of mutation [11], an individual to be mutated, is updated with the help
of PSO algorithms. For example, if X is the new individual after the PSO based
mutation operation and Xi is the individual before it. The mutation operation based
on the idea of PSO as shown in Fig. 5b is implemented by the following formula.

X ¼ w � x þ c1 � r1 � 50 � Xið Þ þ c2 � r2 � x � Xið Þ ð9Þ

where, 50 is used as the upper bound of Kp, Ki and Kd as adopted in algorithm, x is
the optimal individual of former generation, w is inertia weight coefficient, c1, c2

are positive constants and r1 and r2 are random numbers between 0 and 1.
According to the literature [15], w = 0.7298 and c1 = c2 = 1.49445 has been
used.

4.5.3 Flipping Based Mutation.vi

This is again implemented in three steps. In the first step, encoded Kp, Ki, Kd

values are concatenated as in Single Point Crossover.vi. In the second step, any
five bits in array of 50 encoded individuals are flipped and finally, in the third step
the concatenated {Kp, Ki, Kd} are split into separate Kp, Ki and Kd. So, first
step and the third step of this VI is similar to Single Point Crossover.vi. The second
step is described as follows.

Let [Kp, Ki, Kd]a represents a-th element in array of concatenated individuals
and [Kp, Ki, Kd]ma represents the mutated element at ath place of new array
produced.
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Step 2:

Thus, in this way any randomly selected kth bit of randomly selected jth ele-
ment is flipped with the help of standard Exclusive Or.vi. This mutation has been
done with probability (5/(24*10)) = 0.02. This Vi is shown in Fig. 5c.

4.6 Replacement.vi

After 10 children are produced in given iterations of GA, best 50 individuals out of
50 parents and 10 children are selected based on the fitness score and passed on to
the next generation. The algorithm implemented in Replacement.vi is as described
below and the code is as shown in Fig. 6.

4.7 Delete Error-Prone Individuals.vi

There might be such values of {Kp, Ki, Kd} evolved that result in highly unstable
closed loop system and computation of time response parameters like rise time,
settling time, overshoot etc. is not possible for them. Such values correspond to a
high fitness score of 1000 or above because other parameters are kept zero as they
are not computed. To stop such individuals from participating in process of evo-
lution, they are deleted by this VI even before the process of selection takes place.
This VI is invoked in Fitness Evaluation.vi so as to consider scoring only after
deleting such individuals and then invoked in Replacement.vi to delete unsuitable
children. It has Coerce out of bound individuals.vi present in it so that both VIs can
be together invoked in main VI. It is shown in Fig. 7.

4.8 Coerce out of Bound Individuals.vi

In the developed Toolkit as mentioned before upper bound on values of Kp, Ki, and
Kd is taken as 50 and lower bound is kept at 0. So any {Kp, Ki, Kd} crossing such

Fig. 5 Mutation SubVIs a Uniform mutation.vi, b Mutation based on PSO.vi, c Flipping based
mutation.vi
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limit is coerced to 0 or 50 whichever bound is more suitable. This VI as shown
in Fig. 8 is invoked in Fitness Evaluation.vi to compute fitness scores of coerced
individuals. To pass such coerced individuals in main program Genetic
Algorithm.vi, this VI is also invoked in Delete error-prone individuals.vi.

4.9 Genetic Algorithm.vi

The main virtual instrument called Genetic Algorithm.vi integrates all the above
mentioned VIs in a coherent way thus acting as a Toolkit for PID controller tuning.
The outline of interconnection of VI is shown in Fig. 9. First of all; three random
arrays are produced by Random Array Generator.vi for Kp, Ki and Kd respectively.
Then Fitness Evaluation.vi computes the fitness of each individual thus obtained.
Now the out of bound individuals.vi deletes unsuitable individuals. The VIs for
selections are enclosed in a case structure thus asking from user to choose a
particular selection method making the program user friendly and interactive. This
way several optimizing options are available to the user for exploring various
combinations of selections, crossovers and mutation. Then there is Replacement.vi
to prepare individuals for next iteration. Appropriate action is invoked for out of
bounds individuals. This process is repeated iteratively till the desired results are
achieved or user terminated. This yields optimum values of PID parameters as
desired.

Fig. 6 SubVI : replacement.vi

Fig. 7 SubVI: delete
error-prone individuals.vi

Fig. 8 SubVI: coerce out of
bound individuals.vi
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Fig. 9 Interconnection of VIs in genetic algorithm.VI
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5 Simulations and Results

To demonstrate the working step and to test the developed toolkit flowing second
order plant with delay of 1s was chosen.

G sð Þ ¼ e�s

s2 þ 2sþ 3

This plant is optimized for a population of 50 members using tournaments
selection, arithmetic crossover and PSO based mutation method. The number of
generation is kept 100. The fitness function was design using a weightage of 0.25
for rise time, 0.24 for settling time, 0.5 for over shoot, 0.05 for ISE, 0.05 for ITAE
and 0.0 for IAE.

Fig. 10 Open loop response

Fig. 11 Time response
parameters (open loop)

Development of a Genetic Algorithm Toolkit in LabVIEW 293



5.1 Open Loop Response

Open loop response is the step response of Plant in open loop. Time Response
Parameters are also shown among equation of open loop plant and its step
response. Open loop response of transfer function of plant to be optimized is
shown in Fig. 10 and the corresponding computed time response parameters are
shown in Fig. 11.

5.2 Optimal Solution

In every iteration, population consisting of several {Kp, Ki, Kd} are evolved
because GA doesn’t deal with one solution. It deals with certain population of
solutions. Since plotting step responses corresponding to all values of {Kp, Ki, Kd}
would be cumbersome and also difficult to analyze visually together in given
iteration, so the step response of closed loop system implemented with PID having
most optimum {Kp, Ki, Kd} present in given population at each iteration was only
plotted. Time response parameters as well as equation of closed loop were also
shown. Additionally, a graph is plotted, showing convergence of algorithm indi-
cated by decreasing difference between best fitness score and average fitness score

Fig. 12 Best individual

Fig. 13 Closed loop transfer
function (optimum solution)

Fig. 14 Time response
parameters (optimum
solution)
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of population. The details of the optimal response after 100 iterations (set as a
generation limit) for the chosen second order system to be optimized are shown in
Figs. 12, 13, 14, 15 and 16.

5.3 Current Population Archive

This plot shows the convergence plot of the developed toolkit for the test case. The
value of the fitness function is plotted against the number of iterations. As seen,
very small value of fitness function is obtained, around 70 iterations meaning
thereby that the desired solution has been obtained.

Fig. 15 Step response

Fig. 16 Convergence graph (optimum solution)
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6 Conclusion

A step by step procedure has been described for the development of GA Toolkit in
LabVIEW environment. LabVIEW, being a software package of very high
importance in the measurement and control domain worldwide and the standard
package till date is not available with intelligent optimization methods such as GA.
This experimentation has demonstrated the capability of LabVIEW for such state
of the art optimization method. The experience gain can be extended further for
Ant Colony, PSO, Bee, Simulated Annealing, Cuckoo Search, Fish Schooling,
Mimetic Optimization etc. The developed toolkit is being used to train the
undergraduate/postgraduate students in the Advanced Process Control Laboratory
of our Institute. It has been a well appreciated and successful tool among the
students offering 144 combinations of various methods. This process will go a long
way extending its applications in other areas of engineering optimization.
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A Soft Calibration Technique
for Thermistor Using Support Vector
Machine

K. V. Santhosh and B. K. Roy

Abstract This paper aims at designing an calibration technique for temperature
measurement using support vector machine. The objectives of the present work
are: (i) to extend the linearity range of measurement to 100 % of input range, and
(ii) to make measurement technique adaptive to variations in physical parameters
of thermistor like reference resistance and temperature coefficient. Support vector
machine (SVM) is trained to achieve the proposed objectives. The proposed
measurement technique is tested considering variations in physical parameters of
thermistor like reference resistance Roð Þ and temperature coefficient. Results show
that the proposed intelligent technique has fulfilled the set objectives.

Keywords Calibration � Thermistor � SVM � Adaption � Self-retirement

1 Introduction

Temperature is one of the most frequently used process measurements. Almost all
chemical processes and reactions are temperature dependent. In chemical plants,
temperature is frequently the indication of the progress of a process. Where the
temperature is critical to the reaction, a considerable loss of product may results
from incorrect measurement of temperatures. In some cases, loss of control of
temperature can results in catastrophic plant failure with consequent damages and
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possible loss of life. There are many other areas of industry in which temperature
measurement is essential. Such applications include steam raising and electricity
generation, plastics manufacture and moulding, milk and dairy products, and many
other areas of food industries. Thus, an accurate and precise measurement of
temperature is very important.

Many methods have been developed for measuring temperature. Most of these
rely on measuring some physical property of a working material that varies with
temperature. Thermistor is one such sensor which finds a wide application in a
process industry because of its characteristics like high sensitivity and precision.
However in the thermistor the problem of non linearity has restricted its appli-
cations. To solve the problem of linearizing a sensor, there are in general two
methods, the first one requires nonlinear analog circuit and the second uses
numerical methods that are computed by microprocessor or personal computer [1].
The first method has a few practical drawbacks. Further, the whole circuitry may
be altered or replaced when there is need to change thermistor to achieve different
sensitivity, cost etc. This increases the time and effective cost of the instrument.
The last method is preferred because computer is used today for data acquisition
and also it has the advantage of linearization on taking into account the effect of
disturbing variables. Artificial neural networks are broadly useful in a wide range
of applications such as signal and image processing, pattern recognition [2],
control systems [3] and recently instrumentation [4].

Literature survey suggests that in [5, 7], linearization of thermistor using neural
network algorithms in PSPICE platform. Linearization of thermistor with the help
of analog circuits is discussed in [6], for thermistors having Chebyshev-Optimal
linearity error. In [8, 11], Linearization over a certain range of thermistor is done
using analog circuits. A Generalized method of using neural network for lineari-
zation of sensor output is discussed in [9]. Thermistor is linearized over a certain
range using LabVIEW software is reported in [10]. Temperature measurement
using thermistor is discussed in [12], linearization of sensor is achieved using the
frequency modulation techniques. Linearization of thermistor using a dual slope
digital converter is reported in [13]. In [14], software is programmed to calculate
temperature output from the RTD output over a linear range. Softwares like
LabVIEW and Multisim is used to design a calibration circuit for thermistor to
linearize its output in [15]. A temperature measurement technique for heat flux
measurement in fluid mixing plant using thermistor is discussed in [16], lineari-
zation of thermistor sensor is done with the help of analog circuits. Neural network
algorithms are used to linearize a certain range of thermistor output is discussed in
[17], implementation on FPGA is also reported. In [18], Temperature measurement
using thin film gauges for fire fighters gloves is discussed. Linearization of sensor
is achieved with the help of analog circuits.

Literature survey suggests a lot of work have been reported on linearization of
thermistor output. But most of the reported work concentrates on linearizing a
certain range of full scale. Though a few reported works talk on extending the
linearity range of sensors, it doesnt talk about making the output of sensor adaptive
to variations of physical parameters of sensors. To overcome the above drawbacks
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a technique is proposed in this paper, to extend linearity range of thermistor sensor
to full scale of input range. Make output adaptive for variation in physical
parameters. All these are achieved with use of soft calibration technique trained by
SVM.

The paper is organised as follows: after introduction in Sect. 1, a brief
description on thermistor model is given in Sect. 2. A brief note on data con-
version is given in Sect. 3. Section 4 deals with the problem statement followed by
proposed solution in Sect. 5. Result and analysis is given in Sect. 6. Finally,
conclusion is discussed in Sect. 7.

2 Thermistor

Thermistors are thermally sensitive resistors and have a negative (NTC) or positive
(PTC) resistance/temperature coefficient [19–21]. The negative exponential
function that best describes the resistance–temperature (R–T) characteristic of an
NTC thermistor can be interpolated using different equations. The Steinhart-Hart
equation:

RT ¼ Ro e
BðTo�TÞ

TTo

� �
ð1Þ

where
RT Resistance at T �C
Ro Resistance at To �C
B temperature coefficient

3 Data Conversion Unit

The block diagram representation of the proposed instrument is given in Fig. 1.
A voltage divider (also known as a potential divider) is a simple linear circuit

that produces an output voltage V1ð Þ that is a fraction of its reference voltage Vð Þ.
Voltage division refers to partitioning of a voltage among the components of the
divider. The formula governing a voltage divider is given as:

V1 ¼ V
RT

Rt þ RT

� �
ð2Þ

The output of voltage divider circuit is fed to a buffer amplifier as shown in
Fig. 2. The buffer amplifier is a unity gain amplifier. A buffer amplifier is used to
transfer a voltage from a first circuit, having a high output impedance level, to a
second circuit with a low input impedance level [22, 23].
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4 Problem Statement

In this section characteristic of thermistor is simulated to understand the difficulties
associated with available measuring scheme. For this purpose, simulation is car-
ried out with three different reference resistance Roð Þ and temperature coefficient
Bð Þ. These are Ro ¼ 2000, 4000, and 6000. Further three different B. These are

B = 4000, 8000, and 12000 are used to find the output resistance of thermistor
with respect to various values of input temperature considering a particular Ro and
B. These output resistances are used as input of data conversion unit and output
voltages are generated. Finally voltage signals corresponding to change in tem-
perature is plotted as below.

The MATLAB environment is used of and the following characteristics are
simulated.

Figures 3 and 4 show variation of voltages with change in temperature con-
sidering different values of reference resistance and temperature coefficient. It has
been observed from above graphs that the output from data converter circuit has a
non linear relation. Datasheet of thermistor suggests that of 10 to 60 % of full scale
input range is used in practice. The output voltage varies with change in reference
resistance and temperature coefficient. These are reasons which have made user to
go for calibration techniques using some circuits. These conventional techniques
have drawbacks that these are time consuming and need to be calibrated every

Fig. 1 Block diagram of the proposed measuring technique

Fig. 2 Data conversion
circuit for thermistor
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time when thermistor is changed in the system. Further the use is restricted to a
portion of full scale of input range.

In view of all these drawbacks discussed, an attempt has been made for an
intelligent temperature measurement by designing an Adaptive Calibration
Technique (ACT). The problem statement is as given below: Design an ACT for
temperature measurement using thermistor, so as to achieve the following
objectives.

1. Linearity range needs to be extended to 100 % of input scale.
2. Same setup of measurement should be capable of giving accurate measurement

with changes in Ro and B, all within certain range.

5 Problem Solution

The drawbacks discussed in the earlier section are overcome by adding a
Lagrangian Support Vector Machine (LSVM), replacing the conventional cali-
bration circuit, in cascade with data converter unit.

Fig. 3 Affect of Ro on
temperature measurement
with thermistor

Fig. 4 Affect of B on
temperature measurement
with thermistor
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When we establish a calibration model of thermistor sensor based on LSVM,
we should solve a regression problem indeed. Support Vector Machines provide a
framework for regression problem and it can be applied to regression analysis.
There is only one kind of sample in LSVM regression analysis and the optimal
hyper plane is not to separate the two kinds of samples, but to minimize the margin
between all samples and optimal hyper planes [24, 25].

The calibration principle based on LSVM makes use of the input parameters
mapped to high-dimensional space by nonlinear transformation function, thus
regression analysis can be performed in the high-dimensional space, and finally the
Input/Output function can be obtained [26–29].

Considering a set of training data about the thermistor sensor input and output:
xik; yik; i = 1,..,n, where xik Rm is input parameter of thermistor sensor data con-
version output for variations in temperature, at different reference resistance and
temperature coefficients. yik R is output parameter of measurement technique for
variation of temperature and independent of reference resistance and temperature
coefficient.

First, the calibration model should be trained to get the corresponding parameters
of the calibration model, such as kernel function, chastisement parameter and error
bias and so on. Second, calibration model should make use of the training sampling
data to obtain the values of coefficients so as make the relation between input tem-
perature and output voltage linear, and adaptive to variations in temperature coef-
ficients Bð Þ, and reference resistance R0ð Þ. If the output error is satisfied, the training
ends. Otherwise the calibration model parameters should be adjusted according to the
error. Finally, the verifying sampling data should be used to verify the calibration
model to determine the parameters of the calibration model (Table 1).

6 Results and Analysis

The proposed LSVM is trained and is subjected to various test inputs corre-
sponding to different temperature with a particular reference resistance and tem-
perature coefficient, all within the specified range. The testing data used are
different from data used for training. For testing purposes, various parameters are

Table 1 Summary of SVM model proposed

Parameters of the SVM model

Database 20 % training for CV 18
20 % training for CV 18

Projection algorithm K-mean clustering
O/P dimension 50 %
Input optimization Back elimination
Input Temp Ro B

Min -80 �C 2 k 4000
Max 240 �C 6 k 12000
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chosen within the specified ranges, the range of temperature is considered from
-80 to 240 �C. The outputs of the proposed technique with LSVM are noted
corresponding to various input pressures with different values of Ro and B. The
results are listed in Table 2.
where
AT Actual temperature in �C
MT Measured temperature in �C

It is evident from Table 2, that the proposed measurement technique has
incorporated intelligence. Mean square of % error for 27 different simulated test
conditions is 0.00911 %. It has increased the linearity range of the thermistor to
100 % of input range. Also, the output is made adaptive to variations in the
reference resistance and temperature coefficient (Figs. 5 and 6).

Table 2 Simulation results
of proposed intelligent
temperature measurement
with thermistor

AT in �C Ro in ohms B MT in �C % error

-80 3000 4500 -80.0078 -0.0098
-80 3500 4800 -79.9993 0.0009
-80 3800 5100 -80.0099 -0.0124
-40 4000 5000 -40.0022 -0.0055
-40 4500 5200 -39.9973 0.0067
-40 5200 6900 -40.0064 -0.0160

0 5000 5700 0.00033 0.000
0 5500 6200 -0.00095 0.000
0 5280 7100 0.00026 0.000

40 3250 6750 40.0055 -0.0137
40 3750 7250 39.9993 0.0018
40 4120 7630 40.0066 -0.0165
80 4250 7750 80.0058 -0.0072
80 4750 8250 79.9922 0.0098
80 4400 9100 80.0091 -0.0114

120 5250 8610 120.0103 -0.0086
120 5750 9250 119.9899 0.0102
160 3100 10200 159.9833 0.0104
160 3400 10850 160.0136 -0.0085
160 5800 7050 159.9864 0.0085
200 3600 11350 199.9962 0.0019
200 3800 8600 199.9892 0.0054
200 4200 6500 199.984 0.0080
240 4100 1580 239.983 0.0071
240 5800 1895 240.036 -0.0150
240 5200 6000 239.984 0.0067
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7 Conclusion and Future Scope

Available reported works have discussed different techniques for calibration of
temperature measurement, but these are not adaptive of variations in physical
parameters, like reference resistance and temperature coefficient. Hence, repeated
calibration is required for any change of physical parameters of thermistor like
reference resistance and temperature coefficient. Sometime the calibration circuit
may itself be replaced which is a time consuming and tedious procedure. Further,
most of the reported works have not utilized the full scale of measurement. In
comparison to these, the proposed measurement technique achieves linear input
output characteristic for full scale input range and makes the output adaptive to
variations in physical parameters of thermistor, reference resistance, and temper-
ature coefficient.

In the present proposed technique is tested with simulation work, real life
implementation and testing is planned as for future.

Fig. 5 Actual vs measured
temperature in simulation for
temperature measurement
with thermistor

Fig. 6 Percentage error in
simulation for temperature
measurement with thermistor
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Discrete Cuckoo Search Optimization
Algorithm for Combinatorial
Optimization of Vehicle Route in Graph
Based Road Network

Chiranjib Sur and Anupam Shukla

Abstract Cuckoo Search (CS) Algorithm is a well-known and successful nature
inspired meta-heuristics which mimicries the salient life-style feature of cuckoo
bird and has been widely applied in various continuous domain problems, search
analysis and optimization. The algorithm mostly depends on the random place-
ment of the constrained value(s) of variable at the solution set and is being
evaluated by the fitness function. There is also provision for slow increment of the
solution variable for local search. But here in this paper we have concentrated on
the development and application of a modified version of the algorithm called
Discrete Cuckoo Search Optimization Algorithm (DCSO) for discrete problem
domain like that of the graph based problem and other combinatorial optimization
problems like traveling salesman problem etc. The algorithm is first tested on the
Travelling Salesman Problem benchmark datasets and then it is applied on a road
based graph network for optimization with respect to a non-weighted fitness
function of travel time and waiting time and is compared with Ant Colony
Optimization (ACO) and Intelligent Water Drop (IWD).
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1 Introduction

Path planning in a graph based environment has always been challenging com-
binatorial optimization problem when the problem environment is large, unex-
plored and multi-objective optimization is required through a fitness value
consisting of a weighted summation of two factors. It requires quick searching and
at the same time near optimal solution because for a huge graph the normal
shortest path finding algorithms will take a huge amount of time. Due to the
dynamic parameters of the network if the results obtained are not quick enough
then it will be of no use. Hence the researcher has indulged on random dependent
heuristics which has proven to have sought out solution much quicker and effi-
ciently. One such group of heuristic algorithm mimics the various principles of the
nature and its habitats. Cuckoo Search is such a nature inspired meta-heuristics
which has been widely used for optimization, but in continuous ones. In this paper
a discrete version of the CS is introduced which suits constrained graph based and
combinatorial optimization problems. The requirement of the discrete version was
badly felt due to the large number of discrete optimization problems which are
present in the real world and need to be addressed. One such problem is the route
optimization of the road network confining within the present infrastructure. After
primary test of the algorithm for the TSP, the road network is simulated with it and
considerable improvement is achieved (against minimum distance preference) for
optimized path with respect to total, travelling and waiting time. The rest of the
paper is arranged as Sect. 2 describing the road network and assumptions
considered for simplification, Sect. 3 provides brief of cuckoo’s lifestyle, Sects. 4
and 5 describe cuckoo search and its discrete version, Sect. 6 illustrates its scope
with Sect. 7 providing the results of its application for TSP benchmarks, Sect. 8
presents the algorithm for route search with computational results in Sect. 9 and
conclusions in Sect. 10.

2 Model for Road Network

The Discrete Cuckoo Search Optimization Algorithm is being applied on a road
network for route optimization for proper guidance and management of vehicles
and the results have shown its ability for optimization as a heuristics. The road
network graph (consisting of 25 nodes and 45 edges) is shown in Fig. 1.

The network possess several paths and each of the edges has distance and
average waiting time as its parameters and the overall fitness is calculated by the
summation of all the parameters of the edges of the derived path. The fitness
function is kept simple and non-linear non-weighted sum of traveling time and
waiting time. The main purpose of the CSOA algorithm is finding the best path for
the vehicles and analyzes the variation in total time and thus compare with the Ant
Colony Optimization and Intelligent Water Drop algorithms for optimized path.
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f1 ¼
XK¼n

k¼1

Dk & f2 ¼
XK¼n

k¼1

AWTk ð1Þ

where f1 and f2 are the two equations and Dk is the distance and AWTk is the
average waiting time for the path k 2 i; jf g where i and j are the two nodes and
there exist a link between them. Fitness function is defined as f ¼ f1=V þ f2ð Þ
where V is the velocity normalization factor to make both f1 and f2 of the same
time unit and f1/V becomes travelling time.

There are various assumptions considered for the simplicity of the road network
and its vehicles and all agents and calculations are regarded as ideal. The road is
considered to be of same width but the lengths between two nodes are considered
as the distance which varies according to the model. So at times change in velocity
when a broad road meet a narrow one and vice versa are ignored because the aim
of the paper and its results totally focus on the performance of the nature inspired
meta-heuristics. The vehicles are considered as of uniform dimension and capable
of moving with non-accelerating velocity and thus the unnecessary minute details
of the vehicle movement and also the minute variations are abstracted from the
calculation. Another important assumption is the average waiting time, which is in
constant variation with respect to overall road network. It is assumed that the
presence of other vehicles in the road network produces an overall change in the
waiting time and is considered as approximate average waiting time.

3 Life-Style and Breeding Habit of Cuckoo Bird

Before describing the Discrete Cuckoo Search Optimization Algorithm it is justi-
fied if the lifestyle of the bird is studied, so that the steps and its implications are
clear and acceptable. The cuckoo bird has the typical ‘‘obligate brood parasitism’’
characteristic also called belligerent reproduction tactic and requires the home

Fig. 1 Road network graph used for simulation
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(nests), parental attention and feedings of other birds for fledging their hatched
young so that the young bird is raised under the surrogate parents. So they breed by
laying eggs on other bird’s nest and are intelligent enough to make sure that the size
and other visible characteristics of the host bird matches with its own. Also to make
space and to keep the count of the eggs near constant, the cuckoo is brutal enough to
push down the eggs of the host bird, which also does the same of throwing away the
suspected eggs out of the nest or dump the whole nest if anyhow it can detect the
eggs present are not its own. Later when the young cuckoo hatches, they also show
significant intelligence by pushing down the host bird’s eggs to ensure gathering of
larger share of the food from the host bird. Not only that they even mimicry the
screaming of the host bird’s chick to create more feeding opportunity. These fea-
tures of cuckoo bird are being molded to suit the optimization problem scenario
considering the bird as the operator and the eggs (also young hatched cuckoo) as the
individual variable value of the solution set. In the subsequent sections the details of
the algorithm is discussed along with the modifications and enhancements done to
suit the algorithm for the graph based problem.

4 Cuckoo Search Optimization Algorithm

Cuckoo Search was introduced by Xin-she Yang and Deb [1] and then on several
works has been done using the meta-heuristics and has reached a successful status
with its usage ranging from nurse scheduling [2], optimization of web service
composition [3], neural network training [4] and spiking neural network [5]
training, data fusion in wireless sensor network domain [6], test data generation
and structural soft-ware testing and nonetheless the traditional knapsack problem
solution [7]. The basics of the classical Cuckoo Search [1] Algorithm, on which
the operations are dependent, are:

1. Each cuckoo one egg at a time, and dumps it in a randomly chosen nest;
2. The best nests with high quality of eggs (solutions) will carry over to the next

generations;
3. The number of available host nests is fixed, and a host can discover an alien

egg with a probability pa [ [0, 1]. In this case, the host bird can either throw
the egg away or abandon the nest so as to build a completely new nest in a new
location.

4. A Levy flight is performed by x tþ 1ð Þ ¼ x tð Þ þ a � Levy kð Þ for a [ 0.

The algorithm works well for the continuous domain problems and the Levy
flight has helped the algorithm in creating a local search of the algorithm. But if it
is utilized for the discrete combinatorial problems then Levy flight will be of no
utilization. Hence a modified version of the algorithm called Discrete Cuckoo
Search Optimization Algorithm is developed with some extra operations which
will favor the graph based search problems.
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5 Discrete Cuckoo Search Optimization

The Discrete Cuckoo Search Optimization Algorithm is described in the following
steps with details of the steps:

Step 1: Nests Creation by host birds [Random Initialization of solution sets]
Step 2: Cuckoo lays eggs at an arbitrary nest [Generate node number, nest

number and position for the operation]
Step 3: Cuckoo may throw away (replace existing solution) the host bird eggs

or may not (add the solution), before laying. [Strategy depends on the problem,
like in TSP the former suits while the latter suits graph search problems like in
route planning problem]

Step 4: The host bird (upon detection with probability Pd) may throw away
eggs as alien eggs. [Reject some nodes randomly from any position of existing
solution set]

Step 5: Newly hatched cuckoo bird may push the host eggs down [Considering
that the eggs, both host’s and cuckoo’s, and the newly hatched birds are solutions
that constitute the solution set. Now difference between Step 4 and Step 6 is that in
Step 4, certain numbers of random eggs are thrown away randomly irrespective of
fitness, but in Step 6 the worst eggs are thrown away by the newly hatched birds
born out of better eggs.]

Step 6: The newly hatched mimicries the cries of the host and tries to attract
more share of attention and food. [This step is vital for problems where the
sequence of the nodes is necessary and very important and is a prevention for
constrained discrete problems where may happen that the right node may not
matched up with the right position due to probability and hence this step will
actually provoke right nodes attracting right nodes through the process of checking
each an arbitrary node with irregularity of the node sequence, but is actually
employed at the later iteration stage when may be many of the solution sets of
constrained scenario need one node for completion. This step is equivalent to the
process that only the hungry bird is fed.]

Step 7: The host bird may throw away the eggs or abandon the nest for a new
one. [This is equivalent to rejecting the worst set of solutions and gets the best lot
for the next iteration/generation of the next generation or iteration. However if the
system is dynamic and the system parameters are changing like that of the road
network or processes in a factory chain, then the previous generation is not
required for the next generation as no more it remains the best solution lot. It is
better to start a new search or let the whole population survive considering that one
from the worst lot may be-come the global best of the next solution.]

Step 8: The best nests pass on to the next generation.
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6 Scope of Discrete Cuckoo Search

The Discrete Cuckoo Search Optimization Algorithm has wide number of appli-
cation in the discrete domain of problems starting from combinatorial optimization
problems like quadratic assignment problem, knapsack problem, n-queen problem,
vehicle routing problem, etc. (of which travelling salesman problem is already
taken up in the paper and is simulated with several datasets) and graph based
problems like optimized route planning, graph coloring problem, etc. Not only this
it has application in various optimization problems fields of other fields and can be
utilized in VLSI design optimization, software development cycle optimization,
process scheduling problems, cost minimization problems and all other problems
where it is required to use random searches in an unknown environment and the
solution needs to be taken out of huge number of combination possibilities.
The most important feature of the CSOA is the adaptiveness it can incorporate in
the solution set through variable numbers of solution members and is most suitable
for problems like vehicle routing problem, multi-processor task scheduling where
all the processors/vehicles may not be taking part in the event.

7 Results of Application of DCSO in TSP

The travelling salesman problem (TSP) is a famous discrete combinatorial prob-
lem which has various real life applications starting from graph based problems, to
VLSI, and many mechanical engineering problems and is being widely considered
as a benchmark test bed for consideration of analysis of performance of heuristic
algorithms. In this work we have tested the DCSO for eight different dimensional
TSP and each of them are run for 15000, 35000 and 50000 iterations and the
variations of result are investigated. Tables 1, 2 and 3 has shown the result of
simulation of the DCSO on the various dimensions of the TSP of the dataset
repository [8]. The table has provided the dataset Id, dimensions, mean, standard
deviations (SD), best case, worst case, and error. The patterns of the Global Best
with change in iterations number for the various dimensions of the TSP are also
plotted in Fig. 2.

Form the plot of Fig. 2 it is clear that with the increase in the dimension, we can
get better minimal optimization with increase in the number of iterations.

8 Methods and Algorithms

The details of the algorithm and the data structures applied on the road network are
described in this section.
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DCSO FOR OPTIMIZED ROUTE SEARCH
Step 1: Initialize Road Network Graph matrix and Road parameter matrix for

edges fp1; p2; . . .; pkg for k parameters. Here k = 2.
Step 2: Initialize N nests (solution sets) and each of the nests with a short

random length solution for each nest. A unit bit string marker is initialized with 0
(for incomplete path) and can be 1 (for complete path)

Step 3: Initialize the fitness matrix
Step 4: Prevent Duplicity of nodes and Evaluate the fitness of the initial strings
Step 5: Perform Cuckoo lays eggs at an arbitrary nest

Table 1 Results of application of DCSO for different TSP datasets (15000 iteration)

Data set id Cities Mean SD Global best Global worst

bayg29.tsp 29 1.77E ? 04 566.3376 1.7104e ? 004 3.3938e ? 004
berlin52.tsp 52 2.24E ? 04 666.6126 2.1651e ? 004 3.6037e ? 004
kroA100.tsp 100 1.39E ? 05 1434.8984 1.3783e ? 005 2.0331e ? 005
ch130.tsp 130 3.86E ? 04 303.9852 3.8193e ? 004 6.1777e ? 004
ch150.tsp 150 4.65E ? 04 334.3546 4.6016e ? 004 5.4882e ? 004
rat195.tsp 195 1.92E ? 04 469.11433 1.8571e ? 004 2.5892e ? 004
a280.tsp 280 3.03E ? 04 293.92799 3.0033e ? 04 3.8126e ? 04
pa561.tsp 561 2.01E ? 05 645.2067 1.9979e ? 05 2.2633e ? 05

Table 2 Results of application of DCSO for different TSP datasets (35000 iteration)

Data set id Cities Mean SD Global best Global worst

bayg29.tsp 29 1.75E ? 04 330.7355 1.7280e ? 004 3.4699e ? 004
berlin52.tsp 52 2.19E ? 04 505.8623 2.1338e ? 004 3.5732e ? 004
kroA100.tsp 100 1.37E ? 05 1784.8667 1.3454e ? 005 2.1247e ? 005
ch130.tsp 130 3.90E ? 04 198.6043 3.8784e ? 004 5.3383e ? 004
ch150.tsp 150 4.55E ? 04 728.57321 4.4689e ? 004 6.2446e ? 004
rat195.tsp 195 1.95E ? 04 195.35011 1.9335e ? 004 2.6335e ? 004
a280.tsp 280 3.03E ? 04 139.4322 3.0206E ? 04 3.7782E ? 04
pa561.tsp 561 1.98E ? 05 1222.4123 1.9743E ? 05 2.2869E ? 05

Table 3 Results of application of DCSO for different TSP datasets (50000 iteration)

Data set id Cities Mean SD Global best Global worst

bayg29.tsp 29 1.74E ? 04 341.7806 1.7122e ? 004 3.4679e ? 004
berlin52.tsp 52 2.21E ? 04 364.03606 2.1627e ? 004 3.5749e ? 004
kroA100.tsp 100 1.33E ? 05 1956.7724 1.3039e ? 005 2.0847e ? 005
ch130.tsp 130 3.92E ? 04 153.08059 3.9071e ? 004 5.3585e ? 004
ch150.tsp 150 4.54E ? 04 419.3745 4.4973e ? 004 6.1946e ? 004
rat195.tsp 195 1.92E ? 04 127.1757 1.9108e ? 04 2.6140e ? 04
a280.tsp 280 3.00E ? 04 364.5216 2.9741E ? 04 3.8255E ? 04
pa561.tsp 561 1.97E ? 05 2814.6211 1.9365E ? 05 2.2737E ? 05

Discrete Cuckoo Search Optimization Algorithm 313



Step 6: Perform Cuckoo may throw away the host bird eggs or may not, before
laying.

Step 7: Perform The host bird (upon detection with probability Pd) may throw
away eggs as alien eggs.

Step 8: Perform Newly hatched cuckoo bird may push the host eggs down
Step 9: Perform The newly hatched mimicry the cries of the host and tries to at-

tract more share of attention and food.
Step 10: Perform The host bird may throw away the eggs or abandon the nest

for a new one.
Step 11: Perform The best nests passes on to the next iteration.
Step 12: If the path is found complete then mark the string marker as 1 and no

operations are performed on it.
Step 13: Evaluate Fitness of each complete string set of solution or with string

marker as 1.
Step 14: When the numbers of solutions are greater than a certain percentage of

the total number of strings then Update the Global Best result with the best
complete path depending upon the Primary Fitness.

Step 15: Check Condition for stopping or Start from Step 1. [As the system is
dynamic the next iteration must start from the initialization]

Step 16: If iteration is complete provide the Best path for guiding the vehicles.

Fig. 2 Variation of the global best with change in dimensions and iterations
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9 Results of DCSO Applied in Road Network

The following are resultant graphs of the simulation carried out on the road net-
work shown in Figs. 3, 4, 5, 6, 7, 8, 9, 10 and 11. From Figs. 3, 4 and 5 the change
in global best or the convergence rate is revealed where it has shown that the
Discrete Cuckoo Search has better performance mainly in total time analysis.

Our focus was on total time and the simulation was executed on Total time
analysis. However the two parameters separately are also plotted to see how the
algorithm perform. It must be noted that the Travelling time and Waiting time
analysis is not done separately but on the run when Total time (Travelling
time ? Waiting time) analysis is performed. Figures 6, 7 and 8 has shown how the
cumulated optimized Total time, Travelling time and Waiting time look for the
same event. The average of the same cumulated optimized Total time, Travelling
time and Waiting time is shown in Figs. 9, 10 and 11.

In most cases DCSO has out-performed the other two algorithms. In the cases
of Travelling time and Waiting time, the performance of DCSO is not up to the
mark because of Step 10 of Sect. 8. Where the elimination of the nest or solution
set is based on Total time and hence only the best paths with respect to Total time
survived which may not have been enough for optimization with respect to
Travelling time and Waiting time.

Fig. 3 Variation of the global best of total time for all iterations
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Fig. 4 Variation of the global best of travelling time for all iterations

Fig. 5 Variation of the global best of waiting time for all iterations
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Fig. 6 Plot for average cumulative global best of total time for all iterations

Fig. 7 Plot for average cumulative global best of travelling time for all iterations
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Fig. 8 Plot for average cumulative global best of waiting time for all iterations

Fig. 9 Plot for cumulative global best of total time for all iterations
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Fig. 10 Plot for cumulative global best of total time for all iterations

Fig. 11 Plot for cumulative global best of total time for all iterations
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10 Conclusion

So a modified version of Cuckoo Search called Discrete Cuckoo Search, which can
be applied for graph based and discrete event based problems, is presented. The
results shown in the above section clearly indicate the capability of the Discrete
Cuckoo Search Optimization Algorithm in handling graph based combinatorial
optimization problems and generated good result for the routing problem for the
road network system and has actually helped in finding the least time based route.
Instead of choosing the least travel time route the problem has opt for the optimized
route with respect to the total time. Overall it can be seen that in the road graph,
DCSO has been able to perform well cumulatively for waiting time, total time and
travel time. Also the results of the TSP dataset have given its ability and scalability
for a wide range and gradual increase in performance with the increase in iterations.
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Introducing a Novel Parameter
in Generation of Course Timetable
with Genetic Algorithm

Ravitashaw Bathla, Shubham Jain and Rajeev Singh

Abstract In this paper, we introduce a new Happiness parameter along with
Genetic Algorithm for generating course timetable. This happiness parameter will
generate appropriately feasible solution and account for the comfort and happiness
of the instructor and students both (indicating the appropriateness of the resulting
solution). The final result obtained from this approach shows that the solution
space is reduced considerably and hence a feasible solution is obtained. Using this
parameter, it can also be analysed that the solution obtained from Genetic Algo-
rithm without Happiness Parameter are unfavourable most of the times. We per-
form experiments on data of Department of Computer Engineering, G.B. Pant
University of Agriculture and Technology, Pantnagar and are able to produce
promising results.

Keywords Genetic algorithm � Timetable � Scheduling � Happiness parameter

1 Introduction

The university timetabling problem can be considered as the task of assigning a
number of events, such as lectures, exams; to a limited set of timeslots (and
rooms), in accordance with a set of constraints. The constraints vary greatly from
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university to university, since all have their own specific requirements. The
timetabling problem is an NP-Hard problem [1]. This is very difficult to solve
using conventional methods or manually and costs a lot of resources, time and
money [2].

Among several timetable related problems in academic domain, the Course
Timetabling and Exam Scheduling problem are prominent one. The two problems
exhibit very similar characteristics and have different requirements depending
upon institutional needs. The course timetable problem deals with assigning one
event per room per timeslot and involve allocation of events to a fixed set of
timeslots. The exam scheduling problem involves multiple event scheduling in a
single classroom at the same time (provided seating capacity constraints are not
violated) and allow flexibility in number of timeslots. In this paper, we have
chosen the Course Timetable Problem as it provides more versatile problem
domain and the set of constraints are robust.

The various constraints that might be imposed on a particular timetabling
problem also varies according to the level of impact and importance of each of the
constraint. The constraints are usually divided into two categories: Hard con-
straints, and the soft constraints [3]. The priority is given to hard constraints over
soft constraints. A timetable is considered feasible if all the hard constraints are
satisfied [4] and are usually same for most of the universities. Meanwhile, soft
constraints are those that should be obeyed if possible, and vary with universities.
Most universities will have their own idiosyncratic set of constraints according to
their requirement that make their timetabling problem different from others. These
eccentric behavior of soft constraints for each university make it very difficult for
the generalization of the problem [5].

We propose to generate an appropriate feasible timetable solution using our
new Happiness parameter along with Genetic Algorithm. The Happiness param-
eter is implemented after the application of Genetic Algorithm, on those solutions
that have fitness value of 1.0. Using this parameter, feasible solution(s) is (are)
obtained and the solution space is reduced considerably.

The rest of paper consists of 7 sections. Section 2 showcases related work done
in the field. Section 3 describes the problem description in detail. Section 4 pre-
sents the standard Genetic Algorithm. Section 5 presents the proposed method-
ology including the new happiness parameter. Section 6 contains results and
discussions of the experiments performed and finally Sect. 7 concludes the work
done.

2 Related Work

The work done by Bambrick [6], presents Genetic Algorithm for solution of
timetable problem with repair strategy. The final solution is selected stochastically
from all the random solutions that have fitness count of 1.0. Sometimes least
feasible (non-appropriate) solutions are obtained as final solution because the
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solution space is wide enough. These non-appropriate solutions also exists with
feasible solution, all having fitness 1.0.

According to the work presented by Abdullah and Turabieh [7], local search is
used for optimization of the solution after implementation of Genetic Algorithm.
Local search technique optimizes the solution by reducing the number of soft
constraints. An additional computational cost is incurred in doing this optimiza-
tion. The optimization is implemented on the fittest solution in the population
which limits the final solution, as final solution is the result of further optimization
of that fittest solution.

Yang and Jat [8] have implemented local search and guided search technique
along with Genetic Algorithm for solution of the course timetable problem. An
additional data structure in guided search technique was used that stores infor-
mation about the events that have zero penalty value [2]. This data structure is
used every time a new generation is produced for passing of traits to new
generations.

3 Problem Description

In course timetable problem, a set of events (Lectures, Practical and Tutorials)
have to be allotted to fixed number of rooms and timeslots within a week for
instructors and group of students [7].

In this paper, we generate the timetable of Department of Computer Engi-
neering, G.B. Pant University of Agriculture and Technology. The course structure
is defined such that each course bears a number of credit hours. The credit hours
designates the total number of lectures and practical. The tutorials are not man-
datory for all courses. They are not included in the total credit hours. A course
titled Operating System with course number TCT324 having 3 credits with 2
lectures, 2 tutorials and 1 practical is represented as TCT324(2-2-1).

The basic data for our problem is:

1. 12 courses of different credits (including 7 practical for 7 different courses)
2. 7 instructors to which the above courses have been assigned
3. 2 rooms where the lectures would be held.

The detailed list of courses of Department of Computer Engineering, G.B. Pant
University for a selected semester are described in the Table 1.

The hard constraints that are incorporated in the problem, as described in [6] are
as:

1. A classroom must not be booked twice at one time.
2. Each event must be allotted exactly once.
3. Students must not have multiple classes simultaneously.
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4. The classroom must have enough capacity to hold the allotted group of
students.

5. Instructors must not be booked twice for one particular timeslot.
6. An instructor must not be allotted a lecture, laboratory or tutorial when he/she

is unavailable. E.g. an instructor might have prior commitments.

The soft constraints, as described in [6] have been exempted from consideration
since they vary greatly with respect to departments and universities.

4 Genetic Algorithm

Genetic Algorithms (GA) are adaptive systems inspired by natural evolution used
for solving complex problems and for searching of large problem spaces. The
power of GA lies in the fact that they are capable of finding the global optimum in
multi-modal spaces [9]. This characteristic makes GA a well suited tool for
timetabling problem.

4.1 Evolutionary Process

The Genetic Algorithm is derived from the process of evolution in nature, as stated
by Charles Darwin [10]. This is done by generating a population of individuals
represented as Chromosomes, in essence a set (an array) of character, binary or
decimal strings [11]. The individuals in the population go through the process of
evolution. Thus, producing new individuals in the population.

Table 1 Data of Deptartment of Computer Engineering, G.B. Pant University of Agriculture and
Technology of a selected semester for generation of course timetable

S. No. Abbreviation Course name Credits Year

1 DS Data structure 3(3-1-0) II
2 DSS Discrete structure 3(3-0-0) II
3 FLAT Finite language and automata theory 3(3-1-0) II
4 FCCS Fundamentals of computer communications systems 4(3-1-1) II
5 PL Programming language 3(3-1-0) II
6 SYP System programming 4(3-0-1) III
7 DBMS Database management system 4(3-0-1) III
8 ORS Operational research 2(2-1-0) III
9 MIS Management information system 3(2-0-1) III
10 CA Computer architecture 3(2-1-1) IV
11 DMW Data mining and warehousing 3(2-1-1) IV
12 CGA Computer graphics and animations 4(3-0-1) IV
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Initially, a fixed amount of random chromosomes (individuals) are generated
equal to the population size. The fitness of these randomly generated individuals
are evaluated using the defined constraint data. The individuals that are most fit i.e.
having the highest maximum fitness value, are used for breeding to generate new
chromosomes. This process is called Selective Breeding [6]. The chromosome
produced after breeding is named as Generation. The new individual generated is
again evaluated for its fitness value and if it has a better fitness value than the
remaining in the population, the chromosome is added to the population and the
one with least fitness value is discarded from consideration. The total number of
individuals in a population (population size) remains constant throughout [10].
This process is repeated either depending upon the requirements or until a valid
solution is obtained.

4.2 Genetic Algorithm Operators

4.2.1 Crossover

Once fitness of a chromosome is calculated, parents are chosen for breeding with
maximum fitness value. A new creature is produced by selecting a part (a gene) of
the chromosome from the first parent and another gene from the second parent.
This process of combining genes is called Crossover. A crossover point is selected
where the genes are formed from the chromosome. If one point is selected, it is
called single-point crossover. Once the new chromosome has been produced it is
added into the population [2, 12].

4.2.2 Mutation

After performing Crossover and before releasing child into the population there are
chances that mutation may need to be performed. The probability of occurrence of
mutation is called mutation rate [11]. Mutation is a process of injecting small
genes or noise into the existing or newly generated chromosome. The need of
mutation arises when the chromosome produced is very unfit or has the solution
that is far from required. Thus, a noise is injected into the chromosome, for
increasing its chances to be included in the chromosome [2, 5, 13].

5 Proposed Methodology

Initially, a colony is established using random variables with colony size equal to
population size. The fitness value of these randomly generated individuals
(chromosomes) are calculated and sorted accordingly. Since, the colony size is
equal to the population size no offspring is discarded (killed) at this time.
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If the randomly generated individuals have fitness value of 1.0, the happiness
value is calculated (one at a time) for such chromosomes directly. This happiness
value is initially stored in the memory. If there is more than one individual with
fitness value of 1.0, the happiness value is calculated for all such individuals. The
initially stored happiness value in the memory is overridden, if at later stages the
individuals are found to have happiness value greater than the value stored
previously.

If the randomly generated individuals do not have fitness value of 1.0, they are
bred to generate offspring. The breeding is performed on those individuals (parents)
which have maximum fitness value. The two parents bred together to generate an
offspring. Again, the fitness value of the newly generated offspring is calculated. If
the newly generated offspring has fitness value greater than the minimum value of
fitness in the colony, the newly generated offspring is added into the colony and the
offspring with the minimum fitness is discarded from the colony. This process of
breeding continues until offspring with fitness value of 1.0 is not obtained.

The Happiness value is calculated for the new individuals in the colony with
fitness value of 1.0. And again, if the happiness value is found to be greater than
the value stored in the memory; the old value is overridden with new happiness
value. This entire process is repeated until total generations are produced. The flow
chart for genetic algorithm along with happiness parameter is shown as a sche-
matic diagram in Fig. 1.

Before calculating fitness value, the timetables are checked for any error that
might occur as a result of random timetable generation or due to breeding. A
concept of repair strategy is used to produce repaired timetables. This is a part of
hybrid Genetic Algorithm, as suggested by Gen and Cheng [14].

Some genes of the chromosomes are outside the search space. This might
include for example, two timetable bred to form a new timetable and in the
resulting timetable one class has more than one instance [2, 6].

In this paper, there are two stages of repair strategy used for repairing errors
caused by breeding of timetables as proposed by Bambrick [6]. Firstly, a class may
be booked more than once in a timetable. The total number of one type of classes
booked are calculated and if more than one instance of the class is found, a
randomly chosen class is altered as null booking. Secondly, a class may not be
booked at all in the resulting timetable. Thus, all rooms are searched for that class
and if no room is found with that class, a null booking is taken randomly and class
is allotted to that null booking.

5.1 Repair Strategy

Before calculating fitness value, the timetables are checked for any error that might
occur as a result of random timetable generation or due to breeding. A concept of
repair strategy is used to produce repaired timetables. This is a part of hybrid
Genetic Algorithm, as suggested by Gen and Cheng [14].
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Fig. 1 Flowchart for generating course timetable using GA and happiness parameter
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5.2 Happiness Parameter

The happiness parameter calculates happiness of the entire timetable. The hap-
piness parameter is calculated after implementation of GA on those individuals
that have fitness value of 1.0.

The Happiness parameter is the sum of number of free time slots an instructor
has after which no lectures are scheduled for that particular day, for all days of the
week. A penalty (-1) is added for every lecture scheduled early morning
08:00–09:00 and/or immediately after lunch (13:00–14:00) from 14:00–15:00. The
algorithm to calculate happiness parameter is shown in Algorithm 1.

The formula to calculate the Happiness value is:

Happiness ¼
Xn

i¼0

fðTotal Timeslots i:e: 8ð Þ � Position of last lecture for i dayÞ

� pg

Where, i = Number of Working days {Mon, Tue, Wed, Thu, Fri, Sat}, and

Penalty; p ¼
�1; If a lecture is scheduled at 08 :00� 09 :00 OR 14 :00� 15 :00

�2; If a lecture is scheduled at 08 :00� 09 :00 AND 14 :00� 15 :00

ffi
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6 Results and Discussion

The proposed algorithm was programmed using C++ and Java (for GUI) and
simulation was performed on Intel core i3 processor 2.4 GHz running Windows
Operating system and tested on the data of Department of Computer Engineering,
G.B. Pant University of Agriculture and Technology. The specification considered
for the GA are mentioned in Table 2. The Table 3 shows the result of simulations
obtained by executing the algorithm on the same data set. The number of gener-
ations with maximum and minimum Happiness are also specified in the Table.

The generations with fitness value of 1.0 are relatively very large in number and
the solution with maximum happiness are very small in number. There are many
generations in which the Happiness is negative and the minimum Happiness value
has been specified in the table.

The graphs with varying fitness and happiness values depicting the simulation
result are shown in Figs. 2, 3. Figure 2 shows the fitness value on the Y axis and
number of generations on the X-axis. Similarly, Fig. 3 show the Happiness
parameter value on the Y axis and number of generations on the X-axis. The graph
clearly states that the number of generations with positive happiness are very less
and the generations with negative happiness are greater in number. The average
Happiness was calculated for the simulations and was found to be negative. In
Fig. 3 we have shown the best possible curve of Happiness factor.

The probability that the selected solution is having negative happiness is cal-
culated using following formula.

Probability of selecting solution with negative Happiness

¼ Total number of Generations with negative Happiness

Total Number of Generations having Fitness

The Table 4 represents the probability of selection of a timetable with negative
happiness for all the iterations done in Table 3. The values in Table 4 clearly
depicts that there are more than 90 % (approx.) chances of selection of non-
appropriate timetable without using Happiness parameter. Hence, using Happiness
parameter the probability of selection of an appropriate feasible solution is greatly
increased and that of non-appropriate solution reduces gradually.

Table 2 Specification for
genetic algorithm

S. No. Parameters Quantity

1 Number of generations 20,000
2 Population size 50
3 Number of working days 6
4 Number of timeslots each day 8
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We believe that adding this happiness parameter in the genetic algorithm will
narrow the solution space and would generate timetables that will meet the
comfort of the instructors and the students. The solutions with less happiness
would be discarded from consideration of final solution.

Table 3 Simulation results on application of algorithm 1

S.
No.

G0 G(Hneg) Hmax G(Hmax) Hmin G(Hmin) Havg

1 14288 13566 5 2 -12 19 -4.608133
2 14317 13488 6 4 -13 6 -4.650268
3 14228 13300 6 1 -14 1 -4.556508
4 14190 13476 6 8 -12 5 -4.834179
5 14254 13514 6 11 -13 4 -4.687877
6 14427 13537 6 10 -13 17 -4.635198
7 14300 13192 7 2 -13 2 -4.419161
8 14422 13461 8 1 -12 6 -4.498613
9 14290 13298 5 9 -12 14 -4.348775
10 14158 12842 6 15 -13 3 -4.323138

Where, G0 = Generations with Fitness = 1.0,
G(Hmax) = Generations with Maximum Happiness,
G(Hmin) = Generations with Minimum Happiness,
G(Hneg) = Generations with negative Happiness,
Hmax = Maximum Happiness,
Hmin = Minimum Happiness,
Havg = Average Happiness.

Fig. 2 Simulation graph with Fitness = 1.0

Fig. 3 Simulation graph with maximum Happiness = 8.0
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7 Conclusion

This paper introduces a Happiness parameter with Genetic Algorithm. We have
shown that using Happiness parameter, an appropriate and feasible timetable
solution is obtained. Depending upon the conditions the non-appropriate solutions
are discarded. Future work will be aimed to enhance the algorithm by providing
Happiness for individual Instructors. We will also aim for making this parameter
versatile so that it can be used for other problems like motorcycle assembling in
the field of production.
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Application of AI Techniques
in Implementing Shunt APF in Aircraft
Supply System

Saifullah Khalid and Bharti Dwivedi

Abstract A new improved ANN control based aircraft shunt filter has been
proposed in this paper. The shunt active power filter model has been improved
using Genetic Algorithm and fuzzy logic. Genetic Algorithm has been used to find
the optimum value of filter inductor; whereas fuzzy logic controller has been used
in voltage control loop of the filter. The improvement in the control scheme using
ANN control makes APF versatile for compensation of reactive power, harmonic
currents, and unbalance in source currents. Proposed aircraft shunt filter also
provide proper solution to the neural current in the system. The simulated results
using MATLAB model are presented and they clearly prove the effectiveness of
the proposed control method of aircraft shunt APF.

Keywords Artificial intelligence (AI) � Artificial neural network (ANN) � Active
power filter (APF) � Genetic algorithm � Total harmonics distortion (THD) �
Fuzzy logic

1 Introduction

In contrast to normal supply system which is having source frequency of 50 Hz,
aircraft ac power system is using source frequency of 400 Hz [1–3]. Aircraft
power utility is having source voltage of 115/200 V. The loads associated with the
aircraft ac system are quite different from the normal loads used in 50 Hz supply
system [1]. When we consider the generation portion; aircraft system will remain
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AC driven from the engine for aircraft primary power. Fuel cell technology can be
used to produce a DC output for ground power where its silence operation would
match up to satisfactorily with the Auxiliary Power Unit (APU). However when
considering the distribution of primary power, whether AC or DC; each approach
has its merits.

While discussing Aircraft Power Systems we also need to consider increased
power electronics application in aircraft which creates harmonics, large neutral
currents, waveform distortion of both supply voltage and current, poor power
factor and excessive current demand. Furthermore if a number of non linear loads
are impressed upon a supply their effects are additive. Therefore good power
quality of the generation system is of particular interest to the Aircraft
manufacturer.

Now days, advance soft computing techniques are used widely in automatic
control system or for optimization of the system applied. Some of them are such as
fuzzy logic [4–8], optimization of active power filter using GA [9–12], power loss
minimization using particle swarm optimization [13], neural network control [14–
18] applied in both machinery and filter devices.

In this paper, three different AI techniques i.e. GA, Fuzzy and ANN have been
used to make a complete optimized active filter for reduction of harmonics and
others problem created into the aircraft electrical system due to the non linear
loads [1]. The simulation results clearly show their effectiveness. The simulation
results obtained with new model are much better than those of traditional methods.

The paper has been organized in the following manner. The complete system
used in this paper has been discussed in Sect. 2. The control algorithm for APF is
discussed in Sect. 3, which also discusses about the brief detail of the different
intelligent algorithms used in the system. MATLAB/Simulink based simulation
results are discussed in Sect. 4 and finally Sect. 5 concludes the paper.

2 Aircraft System Description

The aircraft electrical system is a three-phase power system with source frequency
of 400 Hz. Shunt Active Power filter improves the power quality and compensates
the harmonic currents in the system [7, 9, 10, 13, 15, 20]. The shunt APF is
realized by using one voltage source inverters (VSIs) connected at point of
common coupling (PCC) with a common DC link voltage [5, 7, 8, 19].

The loads used in this paper are a combination of unbalanced and balanced non-
linear loads. They have been tested together to check the affectivity of the system.
First load used is three-phase rectifier parallel with inductive load and an unbal-
anced load connected a phase with midpoint. Second load used is the three-phase
rectifier connects a pure resistance directly and third one is three-phase inductive
load linked with the ground point. The values of the circuit parameters and load
under consideration are given in Appendix.
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3 Control Theory

The proposed control of APF depends on Constant instantaneous power control
strategy improvised with artificial intelligent techniques such as Genetic algo-
rithm, fuzzy logic and ANN [4–18]. The following section deals with basic
application of Genetic algorithm, fuzzy logic and overall control scheme using
ANN based on constant source current control strategy [4, 5, 14].

In this paper, GA is applied to the system simulated using MATLAB Simulink
and has been used to search the optimum value inductor filter (Lf). The boundary
and limits of parameters in the filter has been defined and a program using genetic
algorithm has been written to give the best value of the filter inductor.

The fuzzy logic control has been used in the dc voltage control loop of the
active power filter. In fuzzy, the design uses centrifugal defuzzification method.
There are two inputs; error and its derivative and one output, which is the com-
mand signal. The two inputs uses Gaussian membership functions while the output
uses triangle membership function. Table 1 presents the fuzzy control rule.
Figure 1 shows the membership functions used.

In this paper, the Constant instantaneous power control strategy based current
controller has been modeled, by an artificial neural network (ANN) using two
hidden layers with 12 neurons each, and one output layer with 3 neurons. As seen
in the Constant instantaneous power control strategy theory, the current controller
has seven inputs and three outputs. The network type used is feed forward back
prop. TRAINLM has been used as a training function and LEARNGDM has been
used as adaptive linear function. In this model each neurons of the hidden layers
has n inputs and it varies based on the function of chosen hidden layer. The
adaptation of the weights (W) and bias (b) in the ANN, is based, initially, on the
calculation of the mean square error (MSE) between the outputs of the Constant
instantaneous power control technique and those of the ANN, and secondly, on
TRAINLM algorithm.

3.1 Control Scheme

In this paper Constant instantaneous power control strategy [4, 5, 8] has been used
for active power filer with the application of artificial intelligent techniques as
shown in the Fig. 2. The intelligent techniques like Fuzzy logic; genetic algorithm
and ANN technique have been used to optimize the system so that the system will
give the best performance under different load conditions connected together or
alone.

We know that, the hysteresis controllers produce high switching frequency,
which is very harmful for aircraft power utility of 400 Hz. So, we have applied the
space vector modulation technique to this HB controller so that the disadvantages
of the hysteresis controller can be reduced. SVM technique treats the inverter as a
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whole unit, which is different when compared to normal PWM technique. This
configuration can produce a better current shape by using a significant bandwidth
of the hysteresis control [8, 21].

The whole system based on Constant instantaneous power control strategy [9,
14] utilizing SVM based HB [21] has been implemented using MATLAB/Simu-
link to give the filter currents which will compensate the harmonics and make the
system clean and well within standard limit [11].

4 Simulation Results and Discussions

The proposed scheme of APF is simulated in MATLAB environment to estimate
its performance. The proposed control scheme has been simulated to compute the
performance of APF and analysis through total harmonic distortion (THD) of
source and load current as well as the compensation time, which in turn shows the
speed of the system to improve the power quality. The simulation results clearly
demonstrate that the scheme is able to successfully reduce the significant amount
of THD in source current and voltage within limits. Simulation results have been
analyzed on the basis of THD and compensation time obtained.

Simulation has been done for 15 cycles. Three loads have been used. Load 1
(three-phase rectifier parallel with inductive load and an unbalanced load con-
nected a phase with midpoint) is always connected (firing angle = 30�), Load 2
(three-phase rectifier connected a pure resistance directly) is initially connected
and disconnect after every 2.5 cycles, Load 3 (three-phase inductive load linked
with the ground point) is connected after every half cycle.

Table 1 Fuzzy control rule de/dt Error

Negative Zero Positive

Negative Big negative Positive Big positive
Zero Big negative Zero Big positive
Positive Big negative Negative Big positive

Fig. 1 Membership
functions
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4.1 Uncompensated System with Combined All Three Loads
Connected at Different Time Interval

After doing simulation in MATLAB/Simulink without using any filter (Fig. 3) i.e.
for Uncompensated System, it has been observed that the THD of source current
found while using all three loads simultaneously connected with the system at
different time is 9.5 % and THD of source Voltage were 1.55 %. By observing
these data and waveforms shown in Fig. 4, we can easily understand that system
has been polluted and unbalanced when loads has been connected.

4.2 Performance of APF Under Combined All Three Loads
Connected at Different Time Interval

During the analysis of simulation results based on THD, this has been observed
(Fig. 4) that while doing simulation of Shunt Active power based on Conventional
constant source instantaneous power Strategy that the THD of source current
found was 2.73 % and THD of source Voltage were 1.70 %; whereas when model
has been optimized using Genetic Algorithm, Fuzzy Logic and current controller
developed using ANN control techniques has been used, it has been observed that
the THD of source current reduces to an amazing 1.67 %, and THD of source
voltage reduces to 1.65 % which is absolutely the improvement from conventional
one.

Fig. 2 Block diagram of the optimized active filter using GA, fuzzy logic and ANN techniques
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During the analysis of simulation results based on compensation time, this has
been observed that after the comparison of both model i.e. Conventional constant
instantaneous power control Strategy model and improved model using Genetic
Algorithm, Fuzzy Logic and current controller developed using ANN control
techniques, the response time of new improved model was only 0.0062 s; as
comparison from old simple conventional model 0.0082 s, we found that new
model is better than old conventional model. THD-I and THD-V present the total
harmonic distortion for source current and total harmonic distortion for source
voltage respectively.

The simulation waveforms shown and the results have been tabulated in
Table 2. We can see from the second column of Table 2 that the THD for source

Fig. 3 Source voltage and
source current waveforms of
uncompensated system for all
three loads connected
together at different time
interval

Fig. 4 Source voltage,
source current, compensation
current (phase b), load current
and DC link voltage
waveforms of active power
filter using GA-FL with
neural network controller
with all three loads connected
for aircraft power utility
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current has been in decreasing order which means that conventional system
reduces it to within the international standard limits and when it has been modified
using the improved GA-FL-ANN control based Shunt APF, it has been reduced
further, which shows that it can compensate the system efficiently.

Table 2 THDs and response time of compensated system

Techniques and loads details THD-I
(%)

THD-V
(%)

Compensation time
(sec)

Uncompensated system 9.5 1.55 NA
All three loads connected (using conventional

technique)
2.73 1.7 0.0082

All three loads connected (using GA-Fl-ANN
technique)

1.67 1.65 0.0062

Fig. 5 Graphical
representation of THD-I and
THD-V for uncompensated
system, conventional and
GA-FL-ANN control strategy
for Load 1, 2 and 3 connected
together

Fig. 6 Graphical
representation of
compensation time for
uncompensated system,
conventional and GA-FL-
ANN control strategy for
Load 1, 2 and 3 connected
together
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We can clearly see from the bar chart shown in Fig. 5 that the THD for current
has been continuously decreasing and least for AI (GA-FL-ANN) technique.
Whereas, Fig. 6 shows that AI technique applied is fast as compared to conven-
tional technique.

5 Conclusion

A novel GA-FL-ANN control aircraft shunt active filter has been reported which
clearly demonstrate its fast compensation ability. This also has been observed that
Genetic Algorithm, Fuzzy Logic and ANN have well optimized the model and
increased the ability of conventional model. From the simulation results, this can
be easily seen that the proposed novel active filter can be effectively applied in
higher frequency system.

Appendix

The system parameters used are as follows [1]:
Three-phase source voltage: 115 V/400 Hz, Filter inductor = 0.25 m H, Filter

capacitor: 5 uF, Dc voltage reference: 400 V, Dc capacitor: 4700uF.
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Differential Evolution for Supplier
Selection Problem: A DEA Based
Approach

Sunil Jauhar, Millie Pant and Aakash Deep

Abstract Deciding an appropriate approach for supplier selection is however a
demanding research task as there are often thousands of potential suppliers and
identifying a subset of these suppliers can be a difficult practice. During last few
years, Differential Evolution has come out as a dominant tool used for solving a
wide range of problems arising in numerous fields. In the current study, we present
an approach to solve the supplier selection problem mathematical modeled with
Data envelopment analysis using differential evolution. A case study demonstrates
the application of the present approach.

Keywords Supplier selection � Supply chain management � DE � DEA

1 Introduction

Developing an efficient and robust supply chain (also known as supply chain
management) is a crucial task for the success of a business firm. One of the most
important factors that help in building a strong supply chain is the supplier
selection process. It is natural that for a particular product, large numbers of
suppliers/vendors are available in the market. Now, it is the duty of the purchasing
managers to identify the most suitable set of suppliers for their product.
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Differential evolution (DE) algorithm was proposed by Stron and Price in 1995
[1]. It is a population set based evolutionary algorithm to solve global optimization
problem. During some past years DE has been applied in the many real life
application of engineering and science field [2], chemical engineering [3], engi-
neering design problem [4], neural network [5], multi-objective [6], and so on.
Global optimization is necessary in fields such as engineering, statistics and
finance.

In the present study DE is used for solve the supplier selection problem
modeled with the help of data envelopment analysis (DEA). The purpose of the
paper is to use DE in DEA to measure and analyze the relative efficiency of 12
suppliers on the basis of experimental data given by [7]. The mathematical model
of the problem is constrained in nature for which Pareto ranking method is
embedded in DE.

The rest of the paper is organized as follows. The supplier selection, Motivation
for using DE, Mathematical model formulation, Differential evolution, Experi-
mental data, Parameter settings for DE and results are discussed in Sects. 2–8
respectively. Discussions and conclusions drawn from the present study are given
in Sect. 9.

2 Supplier Selection

Supplier selection and evaluation forms an integral part of a supply chain. A wrong
choice or decision may lead to unpleasant circumstances and in worst case may
even lead to the deterioration of the entire supply chain’s financial and operational
position.

Research on supplier selection can be traced back to the early 1960s when it
was called vendor selection. The early research activities are summarized in a
literature review by [8]. Later, [9] provided a short but insightful overview of
supplier selection research. Some researchers emphasize strategic decision making
[10–12]. A majority of researchers treated it as an optimization problem and
proposed solution methodologies like linear programming, non-linear program-
ming etc. for its solution [13–18].

3 Motivation for Using DE

DE is a development version of the ‘‘Genetic algorithm’’. Principally it is based on
the evolution of biological analogy, the individual seeking the best solution. It is a
population-based stochastic method to solve global optimization problem, used to
optimize the functions. The motivations for using DE are listed below.

• Simple in structure.
• Fast convergence speed.
• Few control parameter required.
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• Easy applicable to various problems.
• Generally good accuracy for real world problems.
• Easy to implement as same parameter settings work fine for a wide range of

problem.
• The benefits of DE are its ease of practice, speed and robustness.
• To our best knowledge, this is the first time that the DE algorithm is applied to

the supplier selection.

4 Mathematical Model Formulation

DEA is a linear programming based method for determining the efficiency of
Decision-Making Unit (DMU) on the basis of multiple inputs and outputs [19].
DMU can comprise manufacturing units, departments of big organizations such as
universities, schools, hospitals, power plants, police stations, tax offices, prisons, a
set of firms etc. [20]. Most of the DMU are non-profit organizations, where the
measurement of Performance efficiency is tough. The DMU well-defined in this
study with input and output criteria are as follows:

Supplier

(DMU)

Inputs
Price
Late Deliveries  

Outputs

Service quality

Rate of rejected parts 

The performance of DMU is estimated in DEA by the concept of efficiency or
productivity, which the ratio of weights sum of outputs to the weights sum of
inputs [21] i.e.

Efficiency ¼ Weighted sum of outputs

Weighted sum of inputs
ð1Þ

The two basic DEA models are the CCR (Charnes, Cooper and Rhodes) model
[22] and the BCC (Banker, Charnes and Cooper) model [23]. These two models
distinguish on the returns to scale assumed. The former assumes constant returns-
to-scale whereas the latter assumes variable returns-to-scale [20]. A comprehen-
sive text with the DEA model variations and applications can be found in [24]. In
the current study we use CCR model which is well-defined further down:

Assume that there are N DMUs and each unit have I input and O outputs then
the efficiency of mth unit is obtained by solving the following model which is
proposed by Charnes et al. [22].
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Max Em ¼

PO
k¼1

wk Outputk;m

Pi

l¼1
zl Inputl;m

0�

PO
k¼1

wk Outputk;n

Pi

l¼1
zl Inputl;n

� 1; n ¼ 1; 2. . .;m. . .N

ð2Þ

Where
Em is the efficiency of the mth DMU, k = 1 to O, l = 1 to I and n = 1 to N.
Outputk,m is the kth output of the mth DMU and wk is weight of output Outputk,m

Inputl,m is the lth input of mth DMU and zl is the weight of Inputl,m
Outputk,n and Inputl,n are the kth output and lth input respectively of the nth

DMU,
Where n = 1, 2…m…N
The fractional program shown in Eq. 2 can be converted in a linear program

which is shown in Eq. 3

Max Em
PO
k¼1

wk Outputk;m

s:t:PI
l¼1

zl Inputl;m ¼ 1

PO
k¼1

wk Outputk;n �
PI
l¼1

zl Inputl;n� 0; 8 n

wk; zl� 0; 8 k; l

ð3Þ

To determine the efficiency score of each DMU we run the above program run
N times. A DMU is considered efficient if the efficiency score is 1 otherwise it is
considered as inefficient.

5 Differential Evolution

Introduced by Storn and Price in 1995, It is Population-based search technique for
global optimization. DE algorithm is a kind of evolutionary algorithm, used to
optimize the functions. In current study DE refers to the DE/rand/1/bin scheme [25].

DE starts with a randomly generated set of solutions when we have not any
preliminary knowledge about the solution space. This set of solutions is term as
population. Suppose we want to optimize a function with Dimension of the solution
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space (D). Let P = {X1,G, X2,G,…XNP,G} be the population at any generation G,
where NP is population size and the Target vectors have the form: Xi,G = {X1,i,G,
X2,i,G,… XD,i,G}, i = 1, 2,…,N. where G is the generation number.

Population is initialized between [Xlower, Xupper] as;

For i ¼ 1 : NP

f
For j ¼ 1 : D

Xj;i;G ¼ Xlower þ Xupper � Xlower

ffi �
� rand 0; 1ð Þ

g

Where, rand = Uniform random number between 0 & 1.

For simple DE (DE/rand/1/bin), the mutation, crossover, and selection opera-
tors are defined as follows:

5.1 Mutation

Mutation enlarges the search space, For a given Target vector Xi,G randomly
Select three random vector Xr1,G, Xr2,G, Xr3,G where i = r1 = r2 = r3 and add
the weighted difference of two of the vectors to the third then the mutant vector
Vi,G = {v1,i,G, v2,i,G,….vD,i,G} is defined as;

Vi;G¼ Xr1;G þ F Xr2;G � Xr3;G

ffi �
ð4Þ

This is called DE/rand/1 Mutation Strategy, F is scaling factor having value
between (0, 2) and control the amplification of differential variation (Xr2 - Xr3).

5.2 Crossover

Crossover is to increase diversity of mutant vectors. Crossover integrates fruitful
solutions from the preceding generation, The trial vector Ui,G+1 is developed from
the elements of the target vector, Xi,G,1 and the elements of the mutant vector,
Vi,G+1.

Let Vi,G = {v1,i,G, v2,i,G, ….. vD,i,G} be the mutant vector and Xi,G be the target
vector, then trial vector Ui,G is generated as;

uj;i;G ¼
vj;i;G if randj�Cr _ j ¼ jrand

xj;i;G otherwise

�
ð5Þ

Where, Cr = Crossover Probability, jrand is any number from 1,2,….D.
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5.3 Selection

‘‘Survival of the fittest’’ principle in selection: The trial vector Ui,G is compared
with the target vector Xi,G+1 and that on with a better fitness is admitted to the next
generation.

Select fittest vector from target vector and trial vector to the population of next
generation.

Xi;Gþ1 ¼
Ui;G if f Ui;G

ffi �
� f Xi;G

ffi �
Xi;G Otherwise

�
ð6Þ

Mutation, crossover and selection continue until some stopping criterion is
reached.

Pseudo Code of DE Algorithm

1 Begin

2 Generate uniformly distribution random population P={X
1,G

, X
2,G

,..., X
NP,G

}.

X
i,G

= X
lower

+(X
upper

–X
lower

)*rand(0,1), where i =1, 2,..,NP

3 Evaluate f(X
i,G

)

4 While (Termination criteria is met )

5 {

6 For i=1:NP

7 {

8 Select three random vector Xr1,G, Xr2,G, Xr3,G where i r1 r2 r3

9 Perform mutation operation

10 Perform crossover operation

11 Evaluate f(U
i,G

)

12 Select fittest vector from X
i,G

and U
i,G

to the population of next generation 

13 }

14 Generate new population Q= {X
1,G+1

, X
2,G+1

,..., X
NP,G+1

}

15 } /* end while loop*/

16 END
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5.4 Constraint Handling

For the constraint problems various methods have been suggested in literature.
A survey of different methods for constraint handling can be found in [26] and [27].
In this paper Pareto-Ranking method is used for handling the constraints [28, 29].

6 Experimental Data

To efficient suppliers selection, companies need to keep comprehensive supplier
information files which should include a list of items available from each supplier,
such as the as price, late deliveries, rate of rejected parts and service quality.

In the present study we have considered a case (data is taken from [7]) of
selecting a supplier out of 12 potential suppliers. In our supplier selection case two
set of criteria were formulated: Input (traditional purchasing criteria) and Output
criteria. The criteria considered for selection as given below:

1. Input criteria: which include price, late deliveries, rate of rejected parts.
2. Output criteria: including service quality of the product and services.

This case presented here to illustrate the present approach; the underlying data
is shown in Table 1 with the supplier’s database covering Input (traditional pur-
chasing criteria) such as price, late deliveries, rate of rejected parts and Output
criteria is service quality of an item provided in the shipment of a company.

On the basis of the above data the DEA model of Kth DMU will be as follows:

Max SQm

s:t:
z1 PRm þ z2 LDm þ z3 RRm ¼ 1
w SQn � ðz1 PRn þ z2 LDn þ z3 RRnÞ� 0
8 n ¼ 1; . . .; m; . . .12

ð7Þ

7 Parameter Setting for DE Algorithm

In this paper we have applied DE to solve the DEA model. The parameter settings
for DE are given in Table 2.

The program is implemented is DEV C++ and all the uniform random number
is generated using the inbuilt function rand () in DEV C++. The fitness value is
taken as the average fitness value in 30 runs and the program is terminate when
reach to Max-Iteration.
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7.1 Weight Selection

Because of its easy practice the weighted point model is of practical significance in
purchasing management. It makes it appropriate to examine its applicability. The
selection of weights in most of the circumstances takes place in advance as part of
a group assessment. With the help of a program is implemented in DEV C++, we
are examining a weight system by which the multi-criteria can influence the
decision making.

For this purpose with the help of program which is implemented is DEV C++,
we intended to generate all the uniform random number using the inbuilt function
rand () in DEV C++, to assist the selection of the weights for input as well as
output factors in a manner to permit the control the end result of the selection
process.

Table 1 Data of 12 different suppliers [7]

Criteria Inputs Output

Price (PR) Late deliveries (LD) % Rate of rejected (RR) % Service quality (SQ)Suppliers

1 290 7 3 95
2 240 3 5 98
3 300 4 6 12
4 255 5 3 100
5 295 10 8 65
6 250 3 3 110
7 245 7 4 92
8 285 6 4 73
9 270 6 6 75
10 270 12 4 81
11 285 3 5 112
12 275 5 8 85

Table 2 Parameter setting
for DE

Pop size (NP) 100
Scale factor (F) 0.5
Crossover rate (Cr) 0.9
Max iteration 3000
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8 Results

In the Table 3 results of all DMUs are given. From this Table we can see that for
suppliers 2, 6 and 11, the efficiency score is 1 so these supplier are assumed to be
100 % efficient while efficiency score for all other supplier are less than 1. So these
suppliers are not as efficient and among these, supplier no. 3 is probably the most
inefficient in comparison to all other suppliers.

In the Table 4 results of all DMUs are given and (Fig. 1) shows the histogram
of all suppliers with their efficiency score.

Table 3 Average efficiency and weighted of 12 suppliers in 30 runs

Suppliers Value of input and output weight Efficiency

Z[1] Z[2] Z[3] W

1 0 0 0.33337 0.00909282 0.863818
2 0.00352436 0.0225639 0.0172946 0.0102042 1
3 0.00333337 0 0 0.00757585 0.0909102
4 0 0 0.333337 0.00909102 0.909102
5 0.00338987 0 1.42974e017 0.00830173 0.539612
6 0.000230935 0.158028 0.156064 0.00909102 1
7 0 0 0.250003 0.00681827 0.62728
8 0.00350881 0 9.0241e-017 0.00797458 0.582144
9 0.00370374 1.62202e017 0 0.00841761 0.631321
10 0.00370374 0 7.15911e-018 0.00841761 0.681826
11 0.000131411 0.317989 0.0038805 0.00892868 1
12 0 0.191415 0.00536679 0.00536679 0.456178

Suppliers efficiency scoreFig. 1 Histogram of all
suppliers with their efficiency
score

Table 4 Suppliers efficiency
score

Suppliers Efficiency Suppliers Efficiency

1 0.863818 7 0.62728
2 1 8 0.582144
3 0.0909102 9 0.631321
4 0.909102 10 0.681826
5 0.539612 11 1
6 1 12 0.456178
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9 Discussions and Conclusion

The research of efficient supplier selection problem can obtain a recommended
combination of efficient suppliers 2, 6 and 11 using differential evolution algo-
rithm gives the better solution.

For the current research conducted in 18 suppliers, the results are:

1. Suppliers 2, 6 and 11, the efficiency score is 1 so these suppliers are assumed to
be 100 % efficient.

2. Supplier 3 is probably the most inefficient in comparison to all other suppliers.
3. Suppliers 2, 6 and 11 would be the most suitable set of suppliers (or key

suppliers).
4. By using this DE, the company can obtain a recommended combination of

efficient suppliers.
5. Combination of suppliers 2, 6 and 11 would be the recommended supplier set

while the company needing single-item suppliers.
6. The results of the case indicate that the DE algorithm can solve the problem

effectively.

DE has proven its versatility in solving a wide range of real life application
problems. In this study, we present a comprehensive supplier selection framework.
The first step is to construct a criterion set that containing both Input and Output
factors, which is suitable for real world applications. We than presents an approach
to solve the multiple-criteria supplier selection problem with the application of
DE, for DEA based mathematical model. By using this approach, the company can
obtain a recommended combination of efficient suppliers. Numerical results val-
idate the efficiency of DE for dealing with such problems.
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Social Engineering Prevention
by Detecting Malicious URLs Using
Artificial Bee Colony Algorithm

Tushar Bhardwaj, Tarun Kumar Sharma and Manu Ram Pandit

Abstract Social Engineering is an emerging concept that was initially coined in
the year (1980s). Initially it was encountered, when people use to fool others by
masquerading names and contact details to steal the assets of others. As the needle
moves on the whole world is affected by this disease. It came across many cyber
attacks like phishing, spamming, hacking etc. In all the methods the basic thing
which prevails most is the presence of malicious URLs. These URLs plays an
important role in making social engineering a success. In this paper we have pro-
posed a solution that prevents this type attack by helping in detecting the malicious
URLs. The model uses the Artificial Bee Colony approach to optimize and detect
that the target website is genuine or not. Once we come to know that the link we are
going to click is safe enough than maximum percent of the problem is solved.

Keywords Social engineering � Malicious URLs � Swarm intelligence � ABC

1 Introduction

For a lay man, ‘‘Social engineering can be defined as the technique or practice of
deceiving a person on phone or computer in order to gain the information’’. If we
look at the future, this kind of attack lies in social engineering and malware. The
main aim is to convince people to click and install applications that may have

T. Bhardwaj (&)
M. T. U Noida, Noida, India
e-mail: tusharbhardwaj19@gmail.com

T. K. Sharma
IIT Roorkee, Roorkee, India
e-mail: taruniitr1@gmail.com

M. R. Pandit
B. I. T. S Pilani, Pilani, India
e-mail: manupandit123@gmail.com

M. Pant et al. (eds.), Proceedings of the Third International Conference
on Soft Computing for Problem Solving, Advances in Intelligent Systems
and Computing 258, DOI: 10.1007/978-81-322-1771-8_31, � Springer India 2014

355



background agents. The present scenario of social engineering lies in the hands of
attacks like phishing, spamming. The main goal is detect and block the malicious
URLs which are the root cause of social engineering. Just think of net banking
system. We often neglect the security issues and land onto giving our important
credentials to a fake webpage that is controlled by a third party or hacker. The
degree of social engineering threat is increasing exponentially. We have tried to
detect the malicious URLs using and optimize it using one of the evolutionary
algorithm i.e. ABC. It reduces the training time of detection of the malicious URLs.

2 Literature Review

In Sect. 1 we have seen that malicious URLs are the key weapon for a social
engineer. There are various methods used in detecting the malicious URLs. Xin
(Robert) Luo et al. describes the human factors that help the social engineers. This
article examines human factors that can lead to social engineering intrusions.
Christopohe Chong et al. have described in their work on web vulnerabilities on
the smart phones or mobile devices. They have focused on a machine learning
solution that identifies malicious URLs using a combination of URL lexical
features, JavaScript source features. Monther Aldwairi and Rami Alsalman uses
the Naive approach for the detection process for the authenticity of the URL under
scanner. Justin Ma et al. also highlighted in their paper a model that helps in
extracting and automatically analyzing tens of thousands of features potentially
indicative of suspicious URLs.

In all the above mentioned research work it has been found that there are certain
features which can be used as the training sets for the optimization.

3 Our Framework

In this part of the paper we will showcase the methodology and the proposed
techniques by which the malicious URLs can be detected. But before hitting the
deck let us study the key points which encompass the whole paper.

3.1 Social Engineering Threats

Social engineering is the most upcoming threats in the field of cyber security. In the
earlier stages the social engineers were in the form teller–callers those gave fake
calls to the people and deceive them to gain control over important information.
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The current face of social engineering is in the form of phishing, malware, spam-
ming, etc. In which the user thinks that the URL in front of them is authentic enough
to give the credentials.

3.2 Malicious URL

Malicious URLs Examples (Kindly enlarge the images for better view) (Figs. 1,
2, 3).

3.3 Methodology

In Sect. 3.3 we will study the process by which we will detect the malicious and
useful URLs. The primary goal is to identify the fake web pages so as to prevent
the social engineering attacks [1]. First of all we will discuss the framework or
flow of activities which shows the working of the model.

In Fig. 4 we can see the flow of activities that will be followed so as to
complete the detection of malicious URLs. The first step is to get a collection of
50 malicious and benign web URLs [2]. Secondly, the features from those URLs
will be extracted. All about the features will be discussed in Sect. 4. Third step
contains the model generation. In fourth step ABC is used for the population
evolution and the fitness function is maximized. The last step contains the
detection of the malicious web URLs and their testing.

So, let us have a look over the five steps of the flow chart in detail.

4 Features Extraction

Features are basically of three kinds:

1. Lexical Tokens.
2. Web-based features.
3. Network features.

4.1 Lexical Tokens

In Sect. 4.1 we will study the different parameters by which a webpage or URL is
being identified when we talk about URL, i.e. Uniform Resource Locator and URI
i.e. [3] Uniform Resource Identifier, these tools are used to identify any webpage
on the internet. URL can be bifurcated into three parts:
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Fig. 1 Original Bank of America Site

Fig. 2 The Forged Site

Fig. 3 Observe the difference between URL and link Highlighted Page
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1. The protocol.
2. Hostname.
3. Path.

Take the example of a URL ‘‘http://www.nutrisicag.com/home/about.pdf’’ [4].
So, the mentioned URL have three parts, protocol is ‘‘http://’’, hostname is ‘‘www.
nutrisicag.com’’, and last but not the least path is ‘‘home/about.pdf’’. In addition to
the given information we have certain features known as ‘‘bag-of-words’’ like ‘?’,
‘+’, ‘-’, ‘&’, ‘_’.

4.2 Web-Based Features

In addition to the lexical tokens there are host based features such as IP address,
domain name services, time to live (TTL), DNS A, DNS PTR and DNS MX.
These features are used for the classification and detection process [5].

4.3 Network Features

Beside and fore mentioned lexical and host based features there are network
features which helps in the smooth running of the system. Such features includes

FEATURES       
EXTRACTOR 

MODEL 
GENERATOR 

EVOLUTIONARY 
OPTIMIZER 

DETECTION 

50 MALICIOUS

& 

50 BENIGN WEBSITES 
URLs

Fig. 4 Flowchart: The
framework or flow of
activities
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JS Enable/Disable, 3-4-5 grams (n grams), HTML tags, Term Frequency and
Inverse Document Frequency (TF-IDF) [6, 7]. All the features mentioned above
have their specific tasks, so it is not possible and needed to discuss them here [8].

5 Model Generation

The starting phase consists of the data acquisition. In which 50 benign and
malicious website being mined. For benign URLs we have used a crawler on the
Alexa ranking website. On the other hands for malicious website we have mined
malware database (http://support.clean-mx.de/cleanmx/%20viruses). It is quite
obvious that duplicate URLs may be present after collecting them from the source.
So we have eliminated the duplicate one’s by matching the lexical tokens of the
URL. After this a training dataset is being created as shown in Fig. 5.

5.1 Training Dataset

In this section, the author have created a training data set that comprises of Java
Script, Domain Name Service (DNS), and Path Tokens. All the three mentioned
characteristics are quite responsible and helpfull in detecting the malicious URLs.
See Fig. 5.

6 Artificial Bee Colony Algorithm

6.1 Introduction

ABC, proposed by Karaboga in 200 is a relatively recent bio-inspired meta heu-
ristic optimization algorithm that mimics the natural intelligent foraging behavior
of honey bees. Initially ABC was proposed and developed for solving continuous

Features 
Java Script DNS Path Tokens

Document frequency 
DF

Connection speed Last token value

Title tag DNS record TLD
IP address URLs DNS TTL

Lexical tokens Meta data Meta Tags

Fig. 5 Features
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optimization problems. Since the introduction of ABC, it has also been applied to
solve a wide variety of optimization problems arising in various disciplines. The
detailed survey can be studied in ABC comprises of three kinds of bees namely
(a) Scout (b) Employed and (c) Onlooker bees [9]. The bees intelligently organize
themselves and divide the labor to perform the tasks like searching for nectar,
sharing information about the food source etc.

The position of a food source represents a possible solution to the optimization
problem and the nectar amount of a food source corresponds to the quality (fitness)
of the associated solution. A brief overview and mathematical model of ABC is
presented in Sect. 3.2.

6.2 Outline of Artificial Bee Colony

6.2.1 Unconstrained ABC

ABC tries to model natural behavior of real honey bees in food foraging. The
colony of artificial bees comprises of three groups of bees: employed bees which
takes the responsibility for exploiting the food sources and communicate the
information to the onlooker bees, which are waiting in the hive. Onlooker bees
chooses the food sources by watching the waggle dance performed by employed
bees while scouts explores the food sources randomly based on some external clue
[10]. The basic steps of unconstrained ABC are discussed below:

Initialization of Food Sources (Population of Solutions): The first step of ABC
is generation of initial population. Suppose, the initial population consists of SN
number of n-dimensional real-valued vectors, representing the food sources, which
are generated randomly. Suppose Xi ¼ fxi;1; xi;2; . . .; xi;ng denotes the ith food
source in the population, where each food source is initialized as:

xi;j ¼ xmin;j þ randð0; 1Þ xmax;j � xmin;j

ffi �
ð1Þ

where i 2 1,2,…,SN; j 2 1,2,…,n. xmax,j and xmin,j denotes the upper and lower
bound constraints respectively of decision variable. These food sources are
assigned randomly to SN number of employed bees and their fitness is determined
[11].

Determination of new food locations (Employed Bees Stage): The duty of
employed bees is to determine new food source say, vi with the help of the food
source xi assigned to it during the initialization phase. The employed bees exploit
the food source. The equation used is:

vij ¼ xij þ /ijðxij � xkjÞ ð2Þ

where k 2 {1,2,…,SN} and j 2 {1,2,…,n}; Control parameter /ij 2 [-1,1] gives
the step length which decides the movement of bees. k is generated randomly such
that, k = i. After a new food source has been generated by the employed bee, a
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tournament selection is held between vi and xi and the one with a better fitness
value becomes the member of the population.

Evaluation of Nector Information or quality of solution (Onlookers Phase): The
work of onlookers is to enhance the exploration capability of ABC. An onlooker
evaluates the nectar information (i.e. the fitness of solutions) collected from all the
employed bees and selects a food source xi using probability Pi as:

Pi ¼ fi=
XSN

k¼1

fk ð3Þ

where fi denotes the fitness value of the ith food source. The onlooker after
selecting the food source xi, modifies it by using Eq. (2). Once again a tournament
is held between the food source selected and the food source modified by the
onlooker and once again as in previous step, the one with better fitness value
becomes a member of the population. Therefore, good food sources attract more
onlooker bees compared to bad ones.

Diversity mechanism in ABC (Significance of Scouts): The main work of
scouts is to induce diversity in ABC. An employed bee which is not able to
improve the fitness value of a food source becomes a scout. A scout is activated
when it is observed that the fitness of a food source xi shows no betterment even
after a specified number of trials limit. Stagnation in the fitness value of a food
source indicates that the particular food source may be replaced with a new food
source. Scout produces a new food source with the help of Eq. (1).

7 Detection and Results

We have implemented the proposed model using JSP language and Microsoft
Access as a database. For the collection of the malicious URLs we have used
Chrome plug-in. We have a precision ratio mentioned below in Eq. (4) which is
used to evaluate the accuracy of the model using different features.

Q ¼ number of URLs classified correctly

total number of URLs
ð4Þ

As we have used ABC the precision percentage is 89 %. We have taken a small
amount just half of the dataset. So to conclude we may say that if we take a large
amount of dataset than the precision ratio can improve to a great deal.

Let us observe the precision percentage with the help of graph.
We have divided the result into 6 subsets and calculated the precision using

ABC. The result is shown with the help of a graph as given in the Fig. 6. It is
clearly shown that the average of the precision using ABC is 89 %. We can’t
neglect the fact that we have applied DE to the fitness function which is working
on a smallest dataset of 100 malicious and benign website URLs.
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8 Conclusion

In the work above we have proposed a method by which the social engineering can
be prevented. The root cause of social engineering is some basic cyber attacks like
phishing, spamming etc. So we have tried to detect the malicious websites. Once
we can know that the link or URL we are going to click is malicious the work is
half done. We have used DE to expand the population of the training dataset. As a
larger set of the malicious dataset will be proved helpful in detecting the malicious
link. The training time is reduced by using DE to a great deal. The experimental
results shows that the average system precision is 89 %. In our future work we are
looking to embed more evolutionary algorithms to get a better results.
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New Lightweight Conditional Encryption
Schemes for Multimedia

Sakshi Dhall, Saibal K. Pal and Kapil Sharma

Abstract The unprecedented advancement in multimedia technology and the
upsurge of social networking as an indispensable part of day to day life, has
brought forth an unimaginable necessitate for voluminous data transfer over
inherently insecure networks. Besides security, another major aspect today is to
design lightweight encryption schemes which can perform effectively on hand-
held devices like mobiles and provide security as per the requirements of the
applications. The standard encryption schemes address the security aspect of only
plain textual data and are not suitable for securing voluminous real-time data
transfers, having significant level of redundancies, over resource-constrained
environments. Focusing on this requirement introduced as the need of the hour, the
paper proposes novel lightweight encryption schemes, based on conditional
approach, using simple S-Box look-ups, shifting, negation and XORing (standard
Exclusive OR) as the basic building blocks. To address the issue of significant
redundancy present in the plain text, pixel position has been introduced as one of
the parameters in the encryption process. The results of empirical analysis dem-
onstrate the strength of the proposed schemes and they perform equally well for
worst case scenarios (white image). The comparative results demonstrate complete
removal of redundancies in the proposed cipher with much higher computational
efficiency as compared to the standard schemes like AES.

Keywords Image encryption � S-Box � Computational efficiency � Avalanche
effect
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1 Introduction

In today’s world, bulk data exchange has become a necessary and indispensable
part of many applications thereby leading to an apparent and intense upsurge
among researchers for devising security solutions for the voluminous transmis-
sions over insecure and inherently vulnerable networks. Cryptography [1, 2] is the
science dealing with designing algorithms to convert plaintext to non-perceivable
forms thereby facilitating secure transmission of sensitive information from the
source to the destination.

Earlier, transmissions largely constituted textual data but there has been a
drastic shift in the nature of data required to be transmitted over susceptible and
penetrable network channels. Advancement in mobile and multimedia technolo-
gies [3, 4] and the boon in social networking have given an altogether different
dimension to data transfer requirements. They have opened up space for multi-
media content [5], like images, audio and video, to become part of major data
exchanges happening today.

Unlike textual data, multimedia content has two major characteristics—it
normally has significant redundancies and is much bulkier in terms of data-rate and
bandwidth & storage requirements. These characteristics attributed to multimedia
content evoke an apparent need for separate encryption schemes to address the
special issues which remain unhandled with the traditional block cipher schemes
like AES, IDEA or DES [6], which are otherwise suitable for textual data.

Block cipher schemes encrypt a block of data at a time and generate equal-sized
cipher using key which is symmetric. The basic design of block ciphers normally
involves several rounds of a fixed set of operations wherein the secret part is the
round key. Substitution and transposition are two of the fundamental building blocks
for any block cipher algorithm. Round key generation, S-Box and number of rounds
are some of the key critical aspects of block cipher design where the trade-off
remains between the strength of the cipher and the number of operations involved,
and depending on the nature of application a balance is required to be achieved.

Multimedia encryption schemes [7–9] also follow fundamentally similar prim-
itives and design approach as any block cipher. Besides the bulkier nature of
multimedia, due to the wide range of real time applications in the varied fields of
entertainment, social networking, medical science, military etc., multimedia
encryption schemes need to be computationally light [10] and at the same time they
also need to ensure that the redundancies in the plaintext do not get propagated and
reflected in the cipher [11]. There are two feasible approaches for designing
cryptosystems for multimedia security—one is to design new primitive schemes
based on new design constructs to suit multimedia requirements, and the other is to
introduce suitable modifications in the operations to accommodate the special
characteristics attributed to multimedia while maintaining the high level structure
similar to that of standard schemes like AES. The former approach will require
rigorous analysis before its strength could be established while the latter approach is
better as it will be based on an already proven standard for security. With this as the
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underlined rationale, the paper proposes three variants of lightweight block cipher
[12] based on conditional encryption. The paper is an extension of our previously
authored work [13] with the intent of customizing it to suit the multimedia
requirements, increasing the security without significantly increasing the compu-
tational cost and keeping it in line with the basic conditional approach.

The rest of the paper is organized as follows. Section 2 briefs about the original
algorithm followed by our implementation describing the three proposed variants
customized to suit multimedia data in Sect. 3. Section 4 reports the observations
and subsequent analysis of our schemes. This is followed by the conclusion section.

2 Block Cipher Based on Conditional Encryption

The algorithm [13] uses 128 bit key to generate eight 128 bit round keys, one per
round, and encrypts a block of 128 bits. Each round comprise of two phases—
Readjustment Phase followed by Substitution & Shifting Phase. The 128 bit key is
denoted by 16 bytes k[0], k[1] … k [15]. Also rk[i], P[i], C[i] denote the ith byte of
the round key, plain text and cipher respectively and n represents the total number of
bytes in the round key. The operators ^,�\,�[ denote XOR, left circular shift and
right circular shift respectively. Also ‘q’ represents the number of non-zero bytes (of
round key) with even parity and ‘r’ represents the parity of 128 bit round key.
Following are the details of the operations performed as part of the base algorithm:

(a) Re-adjustment Phase: This is the first phase per round in the overall
encryption process. It re-arranges and/or negates part or all bits of the plain
text and/or the round key. The intent of this phase is to perform minor oper-
ations on the plain text and round key based on the conditional approach where
the decision of the operations performed is based on the parity of the round
key and the number of non-zero even parity bytes in the round key.
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(b) Encryption: The encryption process involves 8 rounds and each round begins
with the readjustment phase as described above, followed by substitution using
AES S-Box. This is further followed by conditional bitwise shifting and XOR
operations on the readjusted plain text to generate the cipher, where bytes_-
XOR refers to rk[0]^rk[1]…^rk[15].

.

3 Implementation

The scheme described in the earlier section is built on computationally less
expensive fundamental operations like shifting, XORing, substitution and nega-
tion. With block size of 128 bits it showed impressive results for textual data but is
not found suitable when applied directly to multimedia due its fixed block size. In
this paper, we propose three variants of the described scheme having customizable
block size, maintaining low operational cost, addressing the issue of redundancy in
the plain text, and therefore making them suitable for multimedia applications. In
all the three proposed variants, position of the pixels has been brought out as a
parameter so as to overcome the redundancies present in the plain multimedia. The
variants maintain the key size of 128 bits and as the block size is customizable so
the entire image can be encrypted in one go or in parts as per the application’s
security requirements. As mentioned, to bring pixel position as one of the
parameters determining the cipher, the intermediate cipher is XORed with the
pixel position in all the variants. We now present the three proposed variants in
details where we let ‘n’ be the customizable block size (in bytes).
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3.1 First Scheme

This variant introduces conditional left or right rotation of the AES S-Box [14]
before performing the substitution as per the base algorithm. The round key
dependent sBoxRoundConstant determines the number of rotations of the S-Box.
Also, the intermediate cipher is parameterized as per the pixel positions by
introduction of XORing operation with the pixel positions.

(a) Re-adjustment Phase
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(b) Image Encryption

Each round of the encryption process starts with the readjustment phase which
besides readjusting the plain text and/or round key as per the base algorithm, in
this variant, also determines the sBoxRotationConst value and the sBoxRota-
tionDirection for subsequent S-Box rotation for the substitution operation. After
the readjustment phase, follows the substitution based on the key based rotated S-
Box. The intermediate cipher bytes are then XORed with their respective positions
in the image, and finally the shift and XOR operations are applied to yield the
cipher.

3.2 Second Scheme

The second variant involves generation of key-based S-Box [15] for substitution
instead of performing conditional left or right rotation of the AES S-Box as done
in Variant 1. Also, unlike variant 1, there is no change in the Re-adjustment Phase
as compared to the base algorithm.
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The strength of this variant lies in the key-based S-Box generation. And to
ensure the pixel position determines the cipher output, as in variant 1 here again,
the intermediate cipher bytes are XORed with the respective pixel positions.

The second variant is an improvement over the first variant in terms of effi-
ciency. The first variant involved key based conditional left or right rotation of the
AES S-Box in each round thereby involving higher computation, while this variant
generates key based S-Box once for all the rounds thereby making it even lighter.

3.3 Third Scheme

This variant is an extension of the second variant to increase the strength of the
algorithm. FAN transform [16, 17] based scrambling of the image is included as
the preprocessing step adding another layer of security to this variant thereby
enhancing its strength.

FAN transform provides a one to one mapping for carrying out transposition of
the image pixels from one pixel location to the other. Application of several
iteration of the FAN transform reduces correlation among the pixels and converts
the image to incomprehensible form. After the application of FAN transform, the
scrambled image is made to undergo key-based generated S-Box substitution
followed by the XOR and shifting operations as done in variant 2.

The next section discusses the observations of all the three discussed schemes
in details.

4 Observations and Analysis

The strength of the three variants is judged based on a number of observations
taken on 512 9 512 sized 8-bit grayscale images; however the schemes can be
extended to other color planes without any modification. Figure 1 shows the ori-
ginal and encrypted Peppers image (Variant 1). The encrypted image does not
contain any textured regions indicating that the redundancies in the original image
are not propagated in the encrypted counter-part. The histogram and entropy
values are studied. The histogram of the cipher image is found to be smoothly
distributed and the variation in entropy across the cipher image is also nearly
uniform. Figure 2 displays the histogram of the original and encrypted image
(Variant 1) and Fig. 3 represents the block-wise entropy of the encrypted image
(Variant 1) observed by dividing the image into 64 equal blocks of size 64 9 64.
Observations taken with Variant 2 and Variant 3 also show similar results with
complete removal of redundancies after encryption, smooth histograms and uni-
form block-wise entropy across the cipher image.

Further, the avalanche properties for the three variants are also studied by
observing:
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(i) Number of bits changed in the cipher with one bit changed per pixel.
(ii) Number of bits changed in the cipher with one bit change in the key.
(iii) Number of bits changed in the decrypted image when decrypted using a key

having one bit changed as compared to the original key used while
encryption.

The graphs for all the above set of observations show variation within the
acceptable range, and average to around 50 % change of bits in all the above
scenarios, thereby indicating strong avalanche properties. Figures 4, 5 and 6 shows
some of the avalanche observations for the three variants.

Fig. 1 Original and encrypted Peppers image

Entropy:6.886 Entropy:7.999

Fig. 2 Histograms & entropy of original and encrypted Peppers image

Fig. 3 Blockwise entropy plot of encrypted Peppers image
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Also, similar set of observations were taken on plain white image and the
results were identical. Figures 7 and 8 shows the histogram and one of the ava-
lanche property observations respectively, obtained with Variant 2 for plain white
image.

In addition to the above, the NPCR, UACI [18] and Correlation-coefficient
values were taken for the three variants on Peppers and Plain White Image. NPCR
(Number of Pixel Change Rate) is a metric to identify the rate at which number of
pixels is changed in the cipher with one pixel changed in the original image.
Likewise, UACI (Unified Average Change Intensity) measures the average change
in intensity of the pixels in the cipher with one pixel change in the original image.

Fig. 4 Number of bits
changed in the cipher with
one bit changed per pixel
(Peppers image, Variant 1)

Fig. 5 Number of bits
changed in the cipher with
one bit change in the key
(Peppers image, Variant 2)

Fig. 6 Number of bits
changed in the decrypted
cipher with one bit changed
while decryption (Peppers
image, Variant 3)
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Both these values lie between 0 and 1 and higher the values, better is the obser-
vation in terms of security.

While NPCR and UACI are calculated between two cipher images with one bit
changes in the original images, correlation coefficient is evaluated between the
original image and the cipher image. It is an indicator of the relationship between
the original image and the encrypted one. Its value lies between -1 and 1, where
values closer to 1 indicate strong correlation, values closer to -1 indicate strong
anti-correlation and values closer to 0 indicate minimal relation between the ori-
ginal and the cipher image.

The NPCR, UACI and correlation coefficient observations are specified in
Table 1 as under:

As the high level structure of the proposed schemes is similar to that of AES,
involving multiple rounds with each round constituting transposition and non-
linear substitution operations with an additional conditional approach, thus a
comparative study with the standard AES algorithm is also done. It shows that the
cipher generated using AES in ECB mode contains significant redundancies while
the same are completely removed in the ciphers generated with the proposed
schemes. Figure 9 shows a magnified section of the ciphers generated using AES
(containing textured areas) and proposed scheme (Variant 2) for Peppers image
(redundancies completely removed).

Further AES in CBC mode is not a feasible option as it involves a significant
increase in the computation for bulky multimedia content and also recovering and
decrypting back the plain text becomes difficult in case of packet loss on the
network.

Entropy: 7.995

Fig. 7 Histogram & entropy
of encrypted White image

Fig. 8 Number of bits
changed in the cipher with
one bit change in the key
(White image, Variant 2)
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In addition to the above, time observations show that Variant 1 takes around
40 % less time and Variant 2 takes around 50 % less time as compared to AES
thereby highlighting the computational efficiency of these schemes,.

5 Conclusions

New lightweight schemes with customizable block size for multimedia encryption
were proposed in this paper. The proposed schemes utilize simple operations like
XORing, negation and shifting which are computationally less expensive hence
suitable for securing bulky multimedia content. Also, the conditional approach
ensures dynamic behavior in the algorithm itself hence making it more difficult for
attackers and the introduction of pixel position as one of the parameters in the
encryption process addresses the issue of high levels of redundancy in the plain
text.

Comparison with the standard AES algorithm shows that standard schemes
otherwise suitable for plain textual data neither prove to be efficient to sustain the
bulkiness attributed to multimedia, nor are they able to prevent the redundancies

Table 1 Security analysis & image quality measures

Variant Image NPCR UACI Correlatn Coefficient

1 Peppers 0.99599 0.33522 -0.001894
White 0.99545 0.33601 –

2 Peppers 0.99610 0.33500 -0.000991
White 0.99597 0.33565 –

3 Peppers 0.99620 0.33451 -0.000683

Encryption using AES    Encryption using proposed scheme

(Variant 2)

Fig. 9 Comparision of encryption using AES and proposed scheme
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prevalent in the plain text to get propagated to the generated cipher. On the other
hand, observations taken on Peppers and Plain White Image show strong ava-
lanche properties by all the three variants. Uniform and consistent results espe-
cially for the first two variants, for plain white images display their strength
irrespective of the level of redundancy in the plain text. This testifies high resis-
tance against various cryptanalytic attacks. The smooth histograms, uniform
block-wise entropy, correlation coefficient value approaching zero and NPCR and
UACI values as high as 0.99 and 0.33 respectively, showcase the strength of the
proposed schemes.

Also the observations demonstrate that out of the three variants, the Variant 2 is
the lightest hence making it suitable for security requirements on resource con-
straint hand-held devices. Variant 1 is computationally little higher expensive as
compared to Variant 2 yet it is far lighter than standard algorithms like AES and
hence is suitable for multimedia applications where resource availability is
adaptive. Variant 3 involves an extra layer of security in the form of FAN
transform hence making it suitable for multimedia applications with high security
requirements where resource constraint is not a major determining factor.

The future work would relate to identification and design of more constructs for
providing computational efficiency with adequate amount of security depending on
the nature of the evolving applications. Rigorous security analysis and crypt-
analysis of the proposed schemes as block ciphers shall also be addressed as part of
the future work to establish the usability and applicability as standard block
ciphers. Also, theoretical and cryptanalysis will be attempted for other multimedia
encryption schemes with an approach of improving their security.
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Comparative Study of Controller
Optimization Techniques for a Robotic
Manipulator

Richa Sharma, K. P. S. Rana and Vineet Kumar

Abstract A robotic manipulator is a highly nonlinear, highly coupled, Multi-Input
Multi-Output (MIMO) and dynamic system. Being complex in nature conventional
Proportional-Integral-Derivative (PID) controller tuning methods, in general, are
not applicable to these systems. For the past two decades, with the advent of
efficient and high speed computing power, optimization techniques are being
applied for complex non-linear processes for tuning of controllers. These tech-
niques yield optimized performance for customised performance indexes. This
paper presents a detailed comparative study of performances of three optimization
techniques for the tuning of PID controllers for a two-link planar rigid robotic
manipulator. In this work tuning of PID controllers has been carried out using
three techniques namely Particle Swarm Optimization (PSO), Simulated Anneal-
ing (SA) and Genetic Algorithm (GA). Two performance indices namely Integral
of Absolute Error (IAE) and Integral of Absolute Change in Control Output
(IACCO) with equal weightage for both the links are considered for optimization.
The robustness testing of optimized controllers is done for the trajectory tracking,
model uncertainties and disturbance rejection. The simulation results clearly
indicate that the PSO outperforms both SA and GA.
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1 Introduction

For the past few years, the applications of robotic manipulators in the field of
industry, space, nuclear plants and medical has increased due to their effectiveness
in accurate positioning and the trajectory tracking tasks [1]. Essentially it requires
the effective control of end-effector of the robotic manipulators. PID controllers
with different implementations have been cited for control of robotic manipulators
by several authors [2–6]. The critical issue has been the tuning of the PID con-
troller so that it would provide accurate control signal for the end-effector. With
the advancement in the computational intelligence, the intelligent optimization
techniques such as real coded GA [7], PSO [8, 9], Multi-Objective GA (MOGA)
[4, 10], Tabu Search [11, 12], Differential Evolution (DE) [13], Ant Colony
Optimization (ACO) [14, 15] and Non-Linear Programming (NLP) [16] have also
been used for the tuning of PID controllers. The literature survey indicates the
need of the comparative study of various optimization techniques for PID con-
troller tuning for a two-link planar robotic manipulator. This will enable the user to
tune the controller effectively.

This paper is organized as follows. The model of a two-link planar rigid robotic
manipulator is presented in Sect. 2. In Sect. 3 the trajectory to be tracked has been
described. In Sect. 4 an overview of the PID controller is presented. Section 5
presents the brief of the used optimization techniques. The simulation results are
presented in Sect. 6. Finally, the conclusion is drawn in Sect. 7.

2 Model of Two-Link Planar Rigid Robotic Manipulator

The mathematical model of two-link planar rigid robotic manipulator as shown in
Fig. 1 has been described in [4].

Following Eqs. (1) and (2) show the relationship between control output or
torque (s) and link position (h) for both the links. Table 1 lists the relevant
parameters.

s1 ¼ l2
2m2

d2h1

dt2

ffi �
þ l2

1ðm1 þ m2Þ
d2h1

dt2

ffi �
þ m2gl2 cos h1 cos h2 þ ðm1 þ m2Þl1g cos h1

� m2l1l2 sin h2
dh2

dt

ffi �2

� 2m2l1l2 sin h2
dh1

dt

ffi �
dh2

dt

ffi �
þ m2l1l2 cos h2 2

dh2
1

dt2
þ dh2

2

dt2

ffi �

ð1Þ

s2 ¼ m2l1l2 sin h2
dh1

dt

ffi �2

þm2l1l2 cos h2
dh2

1

dt2

ffi �
þ m2l22

dh2
1

dt2
þ dh2

2

dt2

ffi �

þ m2l1g cos h1 cos h2 ð2Þ

380 R. Sharma et al.



where m1 and m2 are mass of Link1 and Link2 respectively; l1 and l2 are lengths of
Link1 and Link2 respectively; h1 and h2 are the positions of Link1 and Link2
respectively; s1 and s2 are the control output signals (torque) for Link1 and Link2
respectively.

3 Trajectory

The trajectory which is to be tracked is of a polynomial nature as given in Eq. (3).

hdesired ¼ hinitial þ 6
t5

t5
s

� 15
t4

t4
s

þ 10
t3

t3
s

ffi �
ðhfinal � hinitialÞ ð3Þ

where hdesired is the desired position for Link1 and Link2 separately; hinitial = 0 is
the initial positions for both Link1 and Link2 respectively; the final position for
Link1 is hfinal = p/2 and for Link2 is hfinal = p/6. Also, ts = 2 s is the time taken
to reach the final position by both links [17].

X

Y

l1

l2

1 

2

Fig. 1 Two-link planar
robotic manipulator

Table 1 Parameters for a
two-link planar rigid robotic
manipulator

Parameters Link1 Link2

Mass (kg) 0.1 0.1
Length (m) 0.8 0.4
Acceleration gravity (g) in (m/s2) 9.81 9.81
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4 PID Controller

The block diagram of PID controllers applied to a two-link planar rigid robotic
manipulator is shown in Fig. 2.

The control law for PID controller for both links in s-domain is as follow:

sjðsÞ ¼ ðKpj þ
Kij

s
þ KdjsÞEjðsÞ ð4Þ

where Kpj, Kij and Kdj (j = 1, 2 stands for Link1 and Link2) are proportional,
integral and derivative gains for the PID controllers for respectively. The gains are
required to be tuned for the efficient functioning of the controller. Also, error
ej(t) = hdesired(t) - hactual(t) is the difference between the desired position and the
actual position tracked by the robotic manipulator.

5 Optimization Techniques

For tuning of the controller parameters, one requires a fitness function which is
subjected to optimization process. The fitness function is tried out for minimiza-
tion, varying the controller parameters within the predefined bounds. This Section
presents the fitness function definition and the brief description about the used
optimization techniques.

5.1 Fitness Function

The fitness function chosen includes IAE of both the links (f1) and IACCO of both
the links (f2). For all of the three optimization techniques, a single fitness function

Output Link1

Desired
Trajectory 
for Link1

PID1

Desired
Trajectory 
for Link2

PID2

Robotic
Manipulator

τ1

τ2

θ1

θ2
+

-

+
-

Disturbance

+ +

++

e1(t)

e2(t)

Disturbance

Fig. 2 Block Diagram of PID controllers applied to two-link planar rigid robotic manipulator

382 R. Sharma et al.



F comprising of equally weighted f1 and f2. The main purpose of employing these
fitness functions is to minimize the effects of error between actual and desired
trajectories and also, to minimize the effects of change in the control signal for
better trajectory tracking. The fitness functions used are given as follows:

f1 ¼
Z
je1ðtÞjdt þ

Z
je2ðtÞjdt ð5Þ

f2 ¼
Z
jDs1jdt þ

Z
jDs2jdt ð6Þ

F ¼ w1f1 þ w2f2 ð7Þ

where e1(t) and e2(t) are the errors for Link1 and Link2 respectively; Ds1 and Ds2

are changes in the control output signal for Link1 and Link2 respectively. Also, w1

and w2 are the weights of f1 and f2 respectively.

5.2 Particle Swarm Optimization

PSO was introduced by Kennedy and Eberhart [8]. PSO is an iterative algorithm
used to optimize the best solution in a search space. It is found to be suitable for
optimization of continuous nonlinear problems [8]. It works on the movement of m
particles, each particle having its position and velocity for moving in the search
space. The best feature of PSO is that each particle remembers its past best
position. The best solution is achieved both with the best past position of the
particle and the global best past position of the entire population [18]. The velocity
and position of the particles is calculated according to the following two equations
[19]:

Vpðt þ 1Þ ¼ wpVpðtÞ þ q1r1ðPpðtÞ � XpðtÞÞ þ q2r2ðgpðtÞ � XpðtÞÞ ð8Þ

Xpðt þ 1Þ ¼ XpðtÞ þ Vpðt þ 1Þ ð9Þ

where wp is the inertial weight, q1 and q2 are acceleration constants, r1 and r2 are
random numbers or constants in the range [0, 1] [19]. Also, Vp(t) is the particle’s
previous velocity, Xp (t) is the particle’s previous position, gp (t) is the best
position achieved by the particle, Pp(t) is the best position achieved by the rest of
the particles. The implementation of PSO algorithm used is described in Fig. 3
[20]. In the present work, PSO algorithm was programmed in the MATLAB.
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5.3 Simulated Annealing

SA is a simple and efficient optimization technique. It works on the principle of
annealing which means metals or some substances are melted with high temper-
ature and then gradually cooled down until they regain into solid metal [22]. The
purpose is to attain the lowest energy state as a result of minimization of energy. It
means here the energy factor acts as the fitness function which needs to be min-
imized. This is different from other optimization techniques because of its ability
to use uphill moves or some bad moves which helps in achieving the global or best
minima [21, 22]. The mechanism of the simulated annealing is expressed by
Boltzmann probability as

Probability Psa ¼ e�ðDE=KTaÞ ð10Þ

Where DE is the change in energy from one point to the next point, Ta is the
temperature and K is the Boltzmann’s constant. The mechanism of SA is based on
the rule given by Metropolis et al. in 1953. They proposed an algorithm for
annealing based on the sequential moves. This includes that the probability with

Initialize a population of m particles with initial 
velocity and position. Set a termination criteria. 

Evaluate the fitness of m particles

Search the local and global best population and 
evaluate fitness

Update the position and velocity  

Start

Is termination 
criteria met?

Stop

Yes

No

Fig. 3 Flowchart of PSO
algorithm
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which system changes its state from one energy state to another is given by
Eq. (10). Also, it indicates that if the new energy state is smaller than current
energy state then the system will accept the new energy state otherwise the energy
change is probabilistic [21]. The stepwise SA algorithm is given in flowchart as
shown in Fig. 4 [23, 24]. In the present work, MATLAB Toolbox was used for
implementing the SA algorithm.

Increment the 
Counter 

Decrease the 
temperature 

Start

Initialize a point at a specified initial 
temperature. Also initialize termination 

criteria and no. of iterations (N)  

Create a neighborhood point using random 
search  

Calculate energy of the system E 

Accept or reject the created point according 
to Metropolis rule

Is Counter > N ?

Is termination 
criteria met?

Stop

Set Counter = 1 to N

YesNo

Yes

No

Fig. 4 Flowchart of SA algorithm
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5.4 Genetic Algorithm

GA has been proposed by Prof. John Holland, his students and his colleagues. It is
an efficient search algorithm based on the natural selection and the theory of
survival of the fittest [25]. The three main genetic operators involved in the search
algorithm are Reproduction, Crossover and Mutation. Reproduction generally
involves the selection of chromosomes for mating based on the best fitness value
as in the natural selection does. The selection methods generally used are rank
selection, roulette wheel selection, tournament selection etc. After the selection
process, the crossover is done between two selected parents or chromosomes by
exchanging some bits and a new offspring or child is produced. Mutation is the
method of altering some bits in the parent chromosome and an offspring having
different characteristics from the parent chromosome may be developed. It gen-
erally improves the diversity in the population and also solves premature con-
vergence [4, 26]. The flowchart shown in Fig. 5 presents the implementation of
GA [4]. In this work, real-coded GA using MATLAB Toolbox was implemented
for the simulation.

Start

Initialize random population with 
specific candidates

Calculate fitness of each candidate

Apply genetic operators (selection, 
crossover, mutation etc.) 

Calculate fitness of new candidates 

Replace older candidates with new 
candidates based on fitness 

Termination 
criteria met?

Stop

Yes

No

Fig. 5 Flowchart of GA
algorithm
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6 Simulation Results

The simulation is done with MATLAB/SIMULINK software version R2009b.
A Simulink model was developed for Eqs. (1) and (2) which was solved using the
4th order Runge–Kutta method. The simulation time was kept 2 s. The sampling
time used during the simulation was 1 ms. The torque constraints for both links
were bounded to [-10 10] N-m during the simulation. The various parameters
used for PSO, SA and GA during the optimization process are listed in the Table 2.

6.1 Controller Optimization for Trajectory Tracking

This Section presents the performance of trajectory tracking problem. The value of
IAE and the Fitness Values are provided in the Table 3. It is observed that the
value of IAE for both links, in case of PSO, is superior to both SA and GA. The

Table 2 Parameters used for PSO, SA and GA

Parameters Parameter values
(PSO)

Parameter values
(SA)

Parameter values
(GA)

Lower bounds
[Kp1,Ki1,Kd1,Kp2,Ki2,Kd2]

[0 0 0 0 0 0] [0 0 0 0 0 0] [0 0 0 0 0 0]

Upper bounds
[Kp1,Ki1,Kd1,Kp2,Ki2,Kd2]

[400 400 400 400
400 400]

[400 400 400 400
400 400]

[400 400 400 400
400 400]

Population size 40 – 40
Mutation fraction – – 0.2
Crossover fraction – – 0.8
Iterations 100 100 100
Acceleration coeffcients 2, 2 – –
Inertial weight 0.25 – –
Random number [0 1] – –
Velocity factor 0.3 – –
Initial values – [0 0 0 0 0 0] –
Initial temperature – 100 –

Table 3 List of tuned PID gains, IAE and fitness values for PSO, SA and GA

Parameters PSO SA GA

Link1 Link2 Link1 Link2 Link1 Link2

Proportional gains 363.745700 358.45310 79.93040 135.16410 27.29610 35.47150
Integral gains 35.411800 307.98020 29.92440 14.69960 9.35420 25.78390
Derivative gains 6.798000 17.73530 4.09360 41.10830 4.84020 2.82650
IAE 0.002806 0.00425 0.01243 0.01981 0.03439 0.04643
Fitness values 0.00016 0.00038 0.00088
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Fitness Values versus Iterations graphs for PSO, SA and GA are shown in Fig. 6a,
b and c respectively. The trajectory tracking and change in control output graphs
for the tuned parameters for PSO, SA and GA are shown in Fig. 7a and b
respectively. The path tracked, x and y versus time variations by the end-effector
of the robotic manipulator are shown in Fig. 7c and d respectively.

6.2 Effects of Model Uncertainties on Controller
Performance

Robustness of the optimized PID controllers was studied for model uncertainties.
The model uncertainties include the mass changes from the actual 0.1 kg value.

For robustness testing, the mass of the robotic manipulator was increased by 5,
10 and 15 % of the actual value in m1, m2 and both masses simultaneously.
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The IAE for the PSO, SA and GA for increase in the value of masses of Link1,
Link2 and both links are presented in the Table 4.

To demonstrate the results graphically for the trajectory tracking and control
output, a special case of 10 % increase in m1 is shown in Fig. 8a and b respec-
tively. The graphical representations of variation in IAE for individual links with
respect to mass changes are shown in Fig. 9. From the Table 4 and Fig. 9, it is
observed that PSO is superior to both SA and GA for handling the model
uncertainties also.

6.3 Disturbance Rejection

The IAE variations under disturbances for PSO, SA and GA are presented in this
Section. Here, two cases for incorporating the disturbances were studied. First, the
disturbances 0.1sin50t, 0.15sin50t and 0.2sin50t were given to the controller
output of Link1, Link2 and both links for 2s individually. The IAE under distur-
bances for PSO, SA and GA are summarized in Table 5. The graphical repre-
sentations of IAE variations with disturbances for individual link are shown in
Fig. 10.

Table 4 IAE for Link1 and Link2 under mass changes

Increase in link mass (%) PSO SA GA

Link1 Link2 Link1 Link2 Link1 Link2

5 0.002806 0.004329 0.01243 0.02026 0.03439 0.04733
m1 10 0.002806 0.004408 0.01243 0.02070 0.03440 0.04823

15 0.002806 0.004487 0.01243 0.02115 0.03440 0.04914
5 0.002947 0.004385 0.01305 0.02036 0.03615 0.04790

m2 10 0.003088 0.004520 0.01368 0.02091 0.03792 0.04938
15 0.003229 0.004655 0.01431 0.02146 0.03969 0.05087
5 0.002947 0.004463 0.01305 0.02081 0.03616 0.04879

m1, m2 10 0.003088 0.004677 0.01368 0.02180 0.03793 0.05116
15 0.003229 0.004890 0.01431 0.02280 0.03971 0.05353
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Fig. 8 a Trajectory tracking. b Controller output for PSO, SA and GA for 10 % change in m1
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Second, the disturbance 0.01 ? 0.1 sin25t was given for the time ts = 1s to
ts = 2 s to Link1, Link2 and both links individually and the graphs for the tra-
jectory tracking and control output with disturbances are shown in Fig. 11a and b
respectively. The IAE for disturbances for PSO, SA and GA are summarized in
Table 6. The graphical representations of IAE variations with disturbances for
individual link are shown in Fig. 12. It is inferred from the results that the PSO
performs better than both SA and GA with disturbances also.
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Fig. 9 Variation in IAE for a change in m1 for Link1, b change in m1 for Link2, c change in m2

for Link1, d change in m2 for Link2, e change in both masses for Link1, f change in both masses
for Link2

Table 5 IAE for disturbance 0.1sin50t, 0.15sin50t and 0.2sin50t

Disturbance PSO SA GA

Link1 Link2 Link1 Link2 Link1 Link2

0.1sin50t 0.002803 0.004250 0.01243 0.01981 0.03438 0.04642
Link1 0.15sin50t 0.002806 0.004252 0.01243 0.01979 0.03438 0.04641

0.2 sin50t 0.002816 0.004250 0.01243 0.01981 0.03438 0.04640
0.1 sin50t 0.002806 0.004248 0.01243 0.01980 0.03434 0.04643

Link2 0.15sin50t 0.002808 0.004250 0.01243 0.01981 0.03432 0.04643
0.2 sin50t 0.002806 0.004257 0.01243 0.01979 0.03430 0.04643
0.1sin50t 0.002803 0.004249 0.01243 0.01980 0.03434 0.04642

Both 0.15sin50t 0.002808 0.004253 0.01243 0.01979 0.03432 0.04641
links 0.2sin50t 0.002816 0.004259 0.01243 0.01979 0.03429 0.04641
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Fig. 11 a Trajectory tracking under disturbance 0.01 ? 0.1 sin25t. b Control output under
disturbance 0.01 ? 0.1sin25t in both links for PSO, SA, GA

Table 6 IAE for disturbance 0.01 ? 0.1sin25t

Disturbance PSO SA GA

Link1 Link2 Link1 Link2 Link1 Link2

Link1 0.002815 0.004251 0.01239 0.01981 0.03438 0.04631
Link2 0.002806 0.004252 0.01243 0.01973 0.03450 0.04643
Both links 0.002815 0.004253 0.01239 0.01973 0.03449 0.05542
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7 Conclusion

This paper investigated a comparative study among three potential optimization
techniques namely PSO, SA and GA for tuning of PID controllers applied to a two-
link planar rigid robotic manipulator. The fitness function IAE and IACCO are
chosen for the purpose of minimization of the tracking error and change in control
output. The study conducted clearly indicates that PSO outperforms both SA and
GA for the trajectory tracking, model uncertainties and disturbance rejection. For
further study, advancement in PSO algorithm can be implemented for the similar
purpose.
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Hybridization of P Systems and Particle
Swarm Optimization for Function
Optimization

Garima Singh and Kusum Deep

Abstract This paper describes the broad framework for the hybridization of
P-systems or Membrane Computing and Particle Swarm Optimization with a view
to minimize nonlinear optimization problems. The paper highlights that very few
papers are available on the hybridization and concludes that a lot of scope of
research is possible in this domain.

Keywords P systems � Particle swarm optimization � Intelligent hybrid algorithm

1 Introduction

To solve the complicated nonlinear optimization problems, researchers now-a-
days prefer intelligent heuristic algorithms over traditional mathematic methods.
Membrane computing, a nature-inspired optimization technique modeled as P
systems was introduced by Paun in 1998 and was published in [1]. It is a parallel
distributed computing model which derives its functionality and structure from
tissues or organs of living cells. Particle Swarm Optimization, an evolutionary
algorithm inspired by swarm behavior of birds was proposed in 1995 by Kennedy
and Eberhart [2].

To improve the exploration ability, diversity and convergence speed of swarm
and obtain more accurate results certain modifications are made in Basic PSO
algorithm. They are either used with different inertia weights and acceleration
constants or they are hybridized with other evolutionary algorithms. Also, to use
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P system and define its rules for practical purpose is still a difficulty. However,
new algorithms can be designed by implementing the rules of evolutionary
algorithm within the parallel and distributed computation framework provided by
P system.

In recent years, a number of papers have appeared in which P-systems are
hybridized with other evolutionary algorithms like Genetic Algorithms [3], Ant
Colony Optimization [4], Quantum Inspired EAs [5], etc.

This paper focuses on the ways in which P-system is combined with PSO and
its variants in the research field and how they are used for various applications.
This paper is organized as follows. Section 2 describes the concept of P-systems
and Sect. 3 provides the basic definition of PSO. Section 4 provides a framework
for the hybridization of P-systems and PSO. Section 5 describes a critical review
of the existing papers on the hybridization of P-systems and PSO. Finally, con-
clusions are drawn in Sect. 6.

2 P-systems

P-system or Membrane system is a distributed and parallelized model with the
features abstracted from the way of processing compounds by biological cells. It is
the hierarchical arrangement of membranes surrounding the region in which
objects and rules to evolve these objects are placed. These are of three types
namely cell-like, tissue-like and neural-like P system each having many of their
variants. A general expression for any P system is given by

P ¼ V;T;C; l;w1; . . .wm R1; q1ð Þ; . . . Rm; q1ð Þð Þ

where V is alphabet of objects, T ( V is the output alphabet, C ( V - T is
catalyst (just used to initiate certain rules without themselves taking part in it), l is
the membrane structure having m membranes each labeled by elements of set
H = {1, 2,…, m}, m is known as degree of P, wið1� i�mÞ is the multiset
defined over V associated with the region i. While each region i, is associated a
finite set of evolution rules given by Ri having a priority relation defined by qi.

3 Particle Swarm Optimization

Particle Swarm Optimization is swarm intelligence method used as optimization
technique in which each particle of the swarm contribute towards obtaining
optimal result by deciding its motion on the basis of its previous best position
(pbest) and global best position (gbest) of the swarm. For this each particles i
update their positions xij(t) and velocity vij(t) in all the j dimensions in each
iteration t using the equations

396 G. Singh and K. Deep



vij t þ 1ð Þ ¼ vij tð Þ þ c1 � r1 � pbestij tð Þ � xij tð Þ
� �

þ c2 � r2 � gbestj tð Þ � xij tð Þ
� �

xij t þ 1ð Þ ¼ xij tð Þ þ vij t þ 1ð Þ

where, c1 and c2 are acceleration constants, r1 and r2 are the uniform random
variable in the range [0, 1].

4 General Hybridization of P-system and PSO Algorithms

Figure 1 shows the basic idea of hybridizing PSO with P systems. The new
variants of the hybrid algorithms are developed by applying one or more of the
following concepts:

i. Use different existing variants of Particle Swarm Optimization.
ii. Using frameworks of different P systems.
iii. By applying various ways of communications among regions.
iv. Various techniques to enhance searching efficiency, improve the precision,

escape the local minima and avoid premature convergence can be incorporated
as a part of transformation/communication rules.

5 Available Hybridized Models in Literature

In literature the first attempt to hybridize P system with PSO was done by Zhou
et al. in 2010 [6]. They used it for continuous function optimization. The mem-
brane algorithm proposed was named Particle Swarm Optimization Based on P

Begin 
t  ← 1

i) Initialize membrane structure with specified 
number of membrane and X(t), V(t).

ii) Generate n individuals for each membrane.

while (not termination condition) do
for i = 1: m   

iii) Perform PSO in the membrane
end 

iv) Execute communication rules

t =  t + 1
end

end    

Fig. 1 Hybridizing of
membrane computing with
PSO
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system (PSOPS). In this algorithm, one layered membrane structure (OLMS) form
of cell-like P system with transformation and communication rules is used in
which the transformation rules are nothing but the evolutionary rules of PSO
applied individually in each membrane. The effectiveness and validity of the
proposed algorithm is established by performing experiments on 7 randomly
selected benchmark continuous optimization problems. For 6 functions the prob-
lem size is 30 whereas the problem size of one problem is trivially kept to 2. They
claim that PSOPS obtains significantly better solutions than PSO for the seven
functions and consume less time relatively in general. They conclude that due to
the fact that PSOPS employs the formal framework and communication rules, it
can avoid premature convergence to a considerable degree, and hence has faster
convergence rate. But the results show that out of the 7 problems considered, only
5 problems attain optimal or close-to-optimal solutions. This is probably due to the
fact that the swarm size is fixed to 30, whereas only 1000 iterations are carried out.
Also only 30 runs are performed. Further, a real life problem related to time-
frequency analysis of a LFM radar emitter signal is solved. The problem is a
4-variable problem. The swarm size is kept to 20, maximal number of iterations is
set to 200; the number of elementary membranes is set to 12, and the maximal
number of generations for the skin membrane is set to 10 and the maximal number
of generations for each elementary membrane randomly is 40. All experiments are
executed for 20 independent runs. Based on the analysis of the results they claim
that PSOPS greatly decreases the computational load of TFAD, as compared with
its counterpart PSO algorithm.

In same year itself, Yang et al. [7] came up with another hybridization named as
Membrane Computing Based Particle Swarm Optimization (MCBPSO). The
algorithm was implementation of Basic PSO in the multi-layered membrane
structure with real numbers as the objects. Although, the evolution rules are the
update equations of basic PSO applied to the objects of each membrane individ-
ually, but this step is followed by cooperation, a way of communicating among
membranes, and the mutation operation in each membrane. The cooperating
operation was performed to improve searching efficiency while the mutation
operation or reinitializing of the bad objects was done to escape local minima and
hence to obtain more precise result. To test the performance MCBPSO is evaluated
on five test functions but the results are not shown in the paper, although, they
claim that algorithm has most satisfying precision and searching efficiency. This
algorithm is then applied to build a soft-sensing model for computing component
of Texaco gasifier syngas with LS-SVM. It is parameter selection problem which
are estimated using 14 variables. The sample data of 277 groups is used out of
which 200 groups are used to train the model and this model is then tested using 77
groups. The results are compared with four other algorithms.

Zhang et al. in 2012 [8] proposed a new variant of membrane algorithm, called
HPSOPS. This algorithm was a one layered membrane structure of cell-like
P system evolved using the update rules of Hybrid Particle Swarm Optimization
with Wavelet Mutation (HPSOWM). Here, the claim behind using HPSOWM was
its excellence in the quality and convergence of solution as compared to other PSO
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approaches. Then, the algorithm is used to solve the broadcasting problem.
Although, broadcasting algorithm was modelled using P system framework way
back in 2010 by Lefticaru et al. [9] but first membrane algorithms to solve this
problem was claimed to be HPSOPS. The swarm size for the problem is fixed to
20. The number of elementary membranes is 6. The maximal generation for ele-
mentary membrane is 40 while the maximal generation for algorithm is fixed at
1000. The experiment was conducted for trees with number of nodes increasing
from 10 to 150 and nodes having sons only in range 2–10 (including). All these
cases are executed for 30 runs independently. The results are compared with
HPSOWM and GA. Based on their experiments they concluded that the decrease
in successful rates is much slower in case of HPSOPS as compared to its
counterpart.

The Bio-Inspired Algorithm Based on Membrane Computing (BIAMC) is
designed by Xiao et al. in 2013 [10]. Their focus was to avoid premature con-
vergence by using concept of neighbourhood search. BIAMC implemented update
rules of PSO based on Gaussian distribution with the framework of cell-like P
system with local and global neighbourhood search applied in the skin membrane
as an intermediate step of send-in and send-out communication rules. To test
effectiveness and efficiency it is used to numerically simulate three constrained
engineering design problems and the results are compared with other algorithms.
For this purpose they designed a membrane structure with 20 elementary mem-
branes each having fixed swarm size of 8. The process is iterated at maximum 500
times. The neighbourhood radius for search is fixed to 5. For each test function 30
independent runs are conducted. Out of three problems two are four variables
problem while one is three variables problem. The result shows that for pressure
vessel design problem did not attain the minimum standard deviation as compared
to other algorithms. Also, for the tension/compression string problem the best
solution by other algorithm is better as compared to best solution found by this
algorithm.

Later, in 2013, Zhong et al. [11] presented a new hybrid particle swarm opti-
mization based on P systems. In this hybridization, the new variation is done on
the basis of the topology or the way used by the population to communicate
between the membranes. They used the wheel-type structure and they claimed that
this technique improves the algorithm’s performance in avoiding its premature
convergence. To validate their claim they tested it on five optimization function
having 10 dimensional search spaces and compared the results with three other
algorithm. The three of the test functions are unimodal while two are multimodal.
To compare the results 50 independent runs are conducted for each function. With
1,000 as the maximum number of iteration to be performed the result shows that
although it performed better than other in case of multimodal functions but for
unimodal functions other algorithms are to be preferred. Also the test were con-
ducted to analysis the parameter settings and on the basis of results it is concluded
that for better convergence swarm size should be 40, number of membranes should
be 40, exchange-timing should be after 30 iterations, and the number of particle to
be exchanged should be 15.
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Latest hybridization to be found in literature is by Wang et al. [12] named as
Membrane Optimization algorithm based on Mutated Particle Swarm Optimiza-
tion (MO-MPSO). This algorithm is designed with a view to avoid evolution of
same particles in searching process of PSOPS algorithm tending to reduce the
swarm size of its elementary membrane and hence converging prematurely. The
performance of the algorithm is measured on the basis of 10 benchmark problems
and the results are compared with PSO and PSOPS. The test is conducted by
taking three dimensions 10, 50 and 100 for each problem. For the test purpose the
swarm size is kept 30 and running the algorithm for each problem 30 times
independently. With the help of experiments the authors proved that due to the
involvement of mutation mechanism as the dimension increases the effect of
homoplasy in elementary membrane causing prematurity is reduced. To further
test it, it is used instead of BP algorithm in the MIMO PID Neural Network
controller and the results are compared with other algorithms. In the algorithm, the
swarm size is set as 30 with eight elementary membranes each of which restricted
to maximum generation of 5 while maximum generation for skin membrane is 20.
The results are compared for small swam size with few algorithms which perform
better for larger swarm size.

6 Conclusion and Future Scope

This paper has provided a survey of the various ways in which Particle Swarm
Optimization technique is embedded within the framework of P systems to fully
utilize the parallelism and distribution ability of membrane structure with help of
easy implementation of PSO for the purpose of function optimization. Not much
work is reported this direction to fully exploit the advantage of this hybridization.
There are still many aspects that can be experimented as a part of future research.
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Image Security Using Cellular Automata
Rules

Manoj Diwakar, Pratibha Sharma, Sandip Swarnakar
and Pardeep Kumar

Abstract In this age of universal electronic connectivity, there is no time at which
security does not matter. With the increase in usage of transmission of digital
images over the network, there is need of more secure systems. The main aim of
this paper is to achieve two main principles of security i.e. authenticity and con-
fidentiality, particularly for transmission of images over a network. Authenticity
ensures that only the intended receiver is able to receive the message and confi-
dentiality ensures that the message is confidential. For achieving these two prin-
ciples, there are lots of mechanisms available, e.g. the most common practices for
achieving authenticity are passwords, access control etc. and for achieving con-
fidentiality, there are lots of symmetric and asymmetric encryption methods
available. In this paper, a two-level security mechanism has been presented. This
two level security ensures authenticity at one level and confidentiality at another
level. For achieving first level of security, the image to be send is hidden behind
another image using Stenographic methods and for achieving second level of
security, the image would be encrypted using 2D Cellular Automata (CA) rules. If
one level of security is broken, then the other level would provide security.

Keywords Cellular automata � Steganography � Cryptography

M. Diwakar (&) � S. Swarnakar
DIT University, Dehradun, Uttrakhand, India
e-mail: manoj.diwakar@gmail.com

S. Swarnakar
e-mail: sandipswarnakar.2008@gmail.com

P. Sharma
Dronacharya College of Engineering, Farrukhnagar, Gurgaon, India
e-mail: pratibha49@gmail.com

P. Kumar
Jaypee University of Information Technology, Solan, India
e-mail: pardeepkumarkhokhar@gmail.com

M. Pant et al. (eds.), Proceedings of the Third International Conference
on Soft Computing for Problem Solving, Advances in Intelligent Systems
and Computing 258, DOI: 10.1007/978-81-322-1771-8_35, � Springer India 2014

403



1 Introduction

The requirements of information security within an organization have undergone
two major changes in last several decades. Before the widespread use of data
processing equipment, the security of information felt to be valuable to an orga-
nization was provided primarily by physical and administrative means. An
example of former is the use of rugged filing cabinets with a combination lock for
storing sensitive documents.

The second major change that affected security is the introduction of distributed
systems and the use of network and communication facilities for carrying data
between user and computer and between computer and computer. Network
security measures are needed to protect data during their transmission.

Now, as the technology is increased for sharing of information over the internet
is an explosive growth, which showing behavior of new threats and vulnerabilities
in the existing systems. Stronger and reliable methodologies are required in order
to handle these threats. The data shared over the internet includes text, images,
audio, video, etc. Since unauthorized data access has become easier, accessibility
in wireless communication networks and efficient security measures need to be
applied. Data security has become a critical issue to protect valuable data from
undesirable readers.

2 Cellular Automata

The cellular automata (CA) have been used since the forties of last century. It was
used in many physical applications. These applications extended to fields as bio-
logical models, image processing, language recognition, simulation, computer
architecture, cryptography and many other fields. The CA is one of the modern
methods used to generate binary pseudo–random a sequences using registers.

The reason for choosing CA for encryption is that they evolve in complex
chaotic structure in future generation from a simple input and secondly, the sys-
tems developed should be such that it can be implemented in VLSI technology and
also optimize performance/cost ratio. CA is one of the fields that enable easy
implementation using basic XOR gates. Also, the computation time of algorithms
developed using CA is less.

The state of the given cell at time step (t ? 1) will be find from different states
of cells at time step t. For a k-state CA, each cell can take any of the integer values
between 0 and (k - 1) then for 2-state CA the value of each cell is 0 or 1 [1, 2]. In
general, this relationship is expressed in Eq. 1.

ðSiðt þ 1Þ ¼ f ðSiðtÞ þ SneighðiÞðtÞÞ ð1Þ

where Si denotes the state of the ith cell, t denotes the number of generations that
have evolved, Sneigh(i) denotes the set of neighbors of the ith cell.

404 M. Diwakar et al.



As shown in the Fig. 1, CA changes according to update rule that shows new state
of every cell based on the old states and its neighbors gives the overall change of CA.
After every iteration, next state is calculated according to some rules [3, 4, 5]. These
rules are different in 1D and 2D CA.

Two dimensional CA were historically studied more extensively than 1D ones –
though rarely with simple initial conditions. Two dimensional CA also consists of
neighbors similar to 1D CA. Different definitions of neighborhoods are possible in
2D space. Considering a two dimensional lattice the following definitions are
common as shown in Fig. 2.

• Von Neumann Neighborhood, four cells: The cell above and below, right and
left from each cell are called the Von Neumann neighborhood of this cell. The
radius of this definition is 1, as only the next layer is considered. The total
number of neighbor cells including itself are 5 cells.

• Moore Neighborhood, eight cells: The Moore neighborhood is an enlargement of
the von Neumann neighborhood containing the diagonal cells too. In this case, the
radius r = 1 too. The total number of neighbor cells including itself are 9 cells.

• Extended Moore Neighborhood: It equivalent to the description of Moore
neighborhood above, however the neighborhood reaches over the distance of the
next adjacent cells. Hence the r = 2 (or larger). The total number of neighbor
cells including itself are 25 cells.

In this paper Moore Neighborhood Model has been used. The dark gray cell is
the center cell; the gray cells are the neighborhood cells. The states of these cells

Fig. 1 Model of cellular automata

Fig. 2 Models of 2D cellular automata. a Von Neumann, b Moore Neighborhood, c Extended
Moore
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are used to calculate the next state of the (dark gray) center cell according to the
defined rule [6, 7]. One of the famous examples of 2D CA example is Game of
Life. It was the first practical CA invented by John Conway in the late 1960s.

Now consider the following 2D CA. Here the cells are shown in black and white
color. By convention white color represents dead cells and is represented by 0 after
converting in binary matrix. Similarly black color represents alive cells and is rep-
resented by 1 after converting in binary matrix. The conversion is shown in Fig. 3.

After this transformation in binary matrix, calculate the number of neighbor’s
matrix as shown in Fig. 4. Here, boundary cells have been left.

Then based on the 4 rules defined above, calculate next state of each cell i.e.
alive or dead. Considering the cell at position (2, 2), it can be seen that it is alive
cell and consists of 3 alive neighbor cells. So its next state will be alive. Cell at
position (2, 3) is dead and consists of 4 neighbors, so the next state will be dead.
Continuing in this fashion for every cell, the final outcome i.e. the cells that are
alive in next generation is shown in Fig. 5.

Fig. 3 Conversion in binary matrix

Fig. 4 Calculation of
neighbors except boundaries

Fig. 5 Final output after
applying rules of life i.e. the
cells alive in next generation
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This is just a simple example. Applying different rules produces different
outputs and patterns.

3 Cryptography and Cellular Automata

Cryptography is the branch of applied mathematics that aims to add security by
encoding messages to make them non-readable. Due to these inherent properties,
CA has become an important tool to develop cryptographic methods. In addition to
encryption CA finds its application in various fields like edge detection, pattern
classification, error correction coding etc. The proposed classifier was built around
a special class of sparse network referred to as CA. Hence CA is widely used for
various applications.

4 Design and Implementation

The techniques used for implementing the two levels of security are:

• Hiding image to be send behind another image by password.
• Encryption of image using CA rules.

First of all Steganography will be used for hiding image to be send behind the
cover image. The image obtained from this step will be then encrypted for making
the content invisible. Encryption will be done by applying CA rules. The block
diagram showing the methodology of the paper is shown in Fig. 6.

4.1 Image Hiding Behind Another Image

First image has used to be sending and another image is to be used as cover image.
If size of cover image and image to be sent is different, the cover image needs to be
resized according to the image to be sent. This can be accomplished using the
‘‘resize’’ function of Matlab.

First the sender is asked for a password. This password has to be kept secret
among sender and receiver. After entering the password, the cover image needs to
be resized.

After resizing, the image to be sent is hidden behind the cover image using
Least Significant Bit (LSB) technique. The last two least significant bits of the
cover image are cleared and the two most significant bits of the image to be sent
are moved to the cleared least significant bits. At the receiver side, first the receiver
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is asked for password. If the password entered is correct only then the image can
be retrieved.

4.2 Encryption Using Cellular Automata Rules

Encryption is absolutely vital to the security of all digital communications on the
internet. Without encryption, you could not securely log into your social apps,
shop online, or use the Internet to transmit any kind of highly personal information
[8, 9, 10]. Encryption encodes the data so that it is not directly visible. The image
obtained after step 1 will be encrypted, so that transmission over the network is
secured. The types of CA.are defined by their dimension. They can be 1D, 2D, 3D
etc. There are different rules for 1D and 2D. In this paper 2D CA rules are used for
encryption.

In case the cell has dependency on two or more neighboring cells, the rule
number will be the arithmetic sum of the numbers of the relevant cells, which
gives the linear rules of CA. So XOR operation is also linear rule of CA.

A null boundary CA is the one in which the extreme cells are connected to
logic–0 states.

• Periodic boundary cellular automata (PB CA): A periodic boundary (PB) CA is
the one in which the extreme cells are connected to each other.

• Uniform Cellular Automata (UCA): A uniform cellular automata (UCA) is the
one in which same rules are applied to each cell.

Fig. 6 Block diagram showing the two levels of security
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• Hybrid Cellular Automata (HCA): If different rules are applied to different cells,
then it is called as hybrid cellular automata.

In this paper PB CA has been used. Fig. 7 shows the steps involved in
encryption process.
Step 1: Nonlinear CA rule (Complement) and PB CA rule-8

The length of the plain text is taken as 128 bits and the length of key as 128 bits.
First the plain text is converted as 4 9 4 matrix with each cell containing 1 bytes
(= 8 bits). Now nonlinear CA rule (complement) is applied to each bit of the plain
text. Similarly 128-bits key is written in a 4 x 4 matrix and nonlinear CA rule
(complement) is applied to each cell of the key matrix. After the complementation
PB CA rule-8 is applied separately. Fig. 8 shows the use of PB CA rule-8 to the
matrix.
Step 2: XOR Operation

XOR operation is applied between the resulted cipher key and cipher text
providing the linear rule of cellular automata and hence providing the diffusion
property of the cryptography.
Step 3: PB CA Rule 128 and PB CA Rule 32

Now the output of XOR operation is fed to PB CA rule128 and PB CA rule32
consecutively so that permutation (transposition) operations are performed pro-
viding the linear rules of CA and hence providing the diffusion property of
cryptography [11]. For example, in the following matrix, applying the PB CA rule
128 to each cell of the matrix, the values in the first row have been shifted to
second row, values in the second row have been shifted to third row and so on and
values in the last row have been shifted to first row after applying periodic
boundary (PB) CA rule-128 to each value in the cell of the matrix.

For example, in the following matrix, applying PB CA rule-32 to each cell, the
values in the first column have been shifted to second column, second column
values have been shifted to third column and third column values have been
shifted to first column, and so on.

Since nonlinear CA rule (compliment), PB CA rule-8 (linear), XOR (linear), PB
CA rule-128 (linear) and PB CA rule-32 (linear) are reversible; we can decrypt the
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cipher text to plain text in reverse way. Hence the inverses of PB CA rule-8, PB
CA rule-128 and PB CA rule-32 are PB CA rule-128; PB CA rule-8 and PB CA
rule-2 respectively. Figure 9 shows the results for image encryption using 2D CA
rules.

To retrieve the image at the receiver side, the receiver selects decryption task to
be performed where reverse process should be processed.

Fig. 7 Encryption steps for 1 round

Fig. 8 PB CA rule-8
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5 Conclusion and Future Work

The proposed technique can be used to hide any format of image. The strength of
the security can be greatly enhanced by combining Steganography and Cryptog-
raphy concepts. For implementing Image Steganography concept, LSB technique
has been used. The strength of the LSB technique used lies in the fact that it gives
no idea that weather is something hidden inside it or not because the size of the
cover image is doubled. The image obtained after hiding is encrypted and hence
both authenticity and confidentiality are achieved. A two level security system for
secure transfer of images has been developed and tested successfully.

In future, the proposed method can be improved as follows:

• As the time taken for encryption is slightly more, it can be reduced by changing
rules applied

• For encryption using CA, S box can be developed.
• Hybrid CA rules can also be applied.
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Cuckoo Search Algorithm
for the Selection of Optimal Scaling
Factors in Image Watermarking

Musrrat Ali, Chang Wook Ahn and Millie Pant

Abstract This paper introduces the application of an evolutionary algorithm,
called the cuckoo search (CS), in finding the optimal scaling factors in digital
image watermarking to improve robustness and imperceptibility. It is the first
application of the cuckoo search technique to the image watermarking problem.
The basic idea is to treat digital image watermarking as an optimization problem
and then solve it using CS. Apply one-level redundant discrete wavelet transform
(RDWT) to the cover image then the singular values of all sub bands are modified
by embedding the watermark multiplied by scaling factors. The scaling factors are
optimized using the cuckoo search algorithm to obtain the highest possible
robustness without compromising with quality. To investigate the robustness of the
scheme several attacks are applied to seriously distort the watermarked image.
Empirical analysis of the results has demonstrated the efficiency of the proposed
technique.
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tion � Cuckoo search algorithm � Optimized scaling factors

M. Ali (&) � C. W. Ahn
Department of Computer Science and Engineering, Sungkyunkwan University,
Suwon 440746, Republic of Korea
e-mail: musrrat.iitr@gmail.com

C. W. Ahn
e-mail: cwan@skku.edu

M. Pant
Department of Applied Sciences and Engineering, IIT Roorkee,
Roorkee 247667, India
e-mail: millifpt@iitr.ernet.in

M. Pant et al. (eds.), Proceedings of the Third International Conference
on Soft Computing for Problem Solving, Advances in Intelligent Systems
and Computing 258, DOI: 10.1007/978-81-322-1771-8_36, � Springer India 2014

413



1 Introduction

In designing of image watermarking scheme, two conflicting objectives which are
the imperceptibility and robustness are often considered. The main goal of image
watermarking scheme is to produce the watermarked image with low quality
degradation and high robustness. In order to improve these objectives researchers
have been proposed several schemes implementing in spatial as well as trans-
formed domain. The spatial domain watermarking techniques directly embed the
watermark into the cover image by altering the pixel values [1, 2]. These methods
generally are less robust to image and signal processing attacks and required low
computational efforts. While frequency domain methods transform the represen-
tation of spatial domain into the frequency domain and then modify its frequency
coefficients to embed the watermark. There are many transform domain water-
marking techniques such as discrete cosine transforms (DCT) [3–5], singular value
decomposition (SVD) [6, 7], discrete Fourier transforms (DFT) [8, 9], and discrete
wavelet transforms (DWT) [10–12]. These methods typically provide higher
image imperceptibility and are much more robust to image manipulations but the
computational cost is higher than spatial-domain watermarking methods. The
performance of watermarking methods was further improved by combining two or
more transformations [10–16]. The idea was based on the fact that combined
transforms could compensate for the drawbacks of each other, resulting in effec-
tive watermarking. In all transformed domain watermarking schemes, there is a
conflict between robustness and transparency (Imperceptibility). If the watermark
is embedded in the perceptually most significant region, the scheme would be
robust to attacks but it is difficult to hide the watermark. However, if the water-
mark is embedded in the perceptually insignificant region, it would be easier to
hide the watermark but the scheme may be less resilient to attacks. Impercepti-
bility and robustness can also be improved by finding the suitable scaling factors
and suitable embedding region. Some of the watermarking algorithms have taken
the advantage of intelligent optimization techniques to improve imperceptibility
and robustness, like genetic algorithm (GA) [17, 18], particle swarm optimization
(PSO) [10, 19–22], and differential evolution (DE) [23]. For many decades, the
selection of optimal scaling factors is a critical issue faced in watermarking

The main contribution of this work is the application the cuckoo search opti-
mization algorithm [24, 25] for obtaining the suitable scaling factors in image
watermarking. This stochastic optimization technique has been successfully
applied in solving some real life application problems with promising results [26–
31]. However, this emerging optimization method has not been applied to
watermarking problems including image watermarking. The performance of this
nature-inspired optimization method has been analyzed using several test images
and ten distortion attacks. Results show that cuckoo search offers a reliable per-
formance for solving these watermarking problems. This is an alternative of other
evolutionary techniques. The major advantage of the cuckoo search algorithm is its
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simplicity of implementation because it has only a single parameter, the identifi-
cation probability of cuckoo eggs (pa), other than the population size NP.

The rest of the paper is structured as follows. The mathematical formulation of
the proposed watermarking scheme is given in Sect. 2. Section 3 describes cuckoo
search algorithm and its implementation. The experimental results are discussed in
Sect. 4. Finally, Sect. 5 draws the conclusions based on this research.

2 Mathematical Formulation of the Proposed
Watermarking Algorithm

This section is devoted to the mathematical formulation of the proposed water-
marking algorithm. Imperceptibility, robustness and capacity or payload are the
most important requirements that must be confronted in designing a watermarking
scheme. Makbol and Khoo [15] recently proposed a watermarking technique based
on redundant discrete wavelet transform (RDWT) and singular value decompo-
sition (SVD). They have replaced DWT by RDWT and followed the same steps
used by Ganic et al. [12]. This scheme performed well against some attacks, but
have a weakness in the selection of the scaling factors which highly affect the
characteristics of the watermarking technique. This method has taken the fixed
values of scaling factors as 0.05 and 0.005 for low frequency and high frequency
sub bands respectively. It is a hard step for choosing the suitable scaling factor
actually, it is image-dependent. Different watermarks need the different scaling
factors, although they are embedded in the same host image. In this paper, the
metaheuristic algorithm named cuckoo search is incorporated for selecting the
suitable scaling factor to satisfy the robustness and invisibility.

2.1 Embedding Process

1. Apply one-level RDWT on cover image (I) that decompose it into four blocks
denoted by LL, HL, LH, and HH.

2. Perform SVD operation on all blocks obtained in step 1 (i.e. LL, HL, LH and
HH).

Ak ¼ Uk Sk VT
k ; k 2 LL;HL; LH;HHf g ð1Þ

3. Modify the singular values of diagonal matrices of LL, HL, LH and HH blocks
of the cover image by adding the corresponding the watermark W and then
apply SVD to them respectively.

Sk þ kkW ¼ UwkSwkVT
wk; k 2 LL;HL; LH;HHf g ð2Þ
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where: kk is an optimized scaling factor obtained from the cuckoo search algo-
rithm. In our case the total number of scaling factors is equal to the number of
blocks. That is anew scaling factor is used for each block.
4. Obtain the modified LL, HL, LH and HH blocks of the one level of cover image

such that

A0k ¼ Uk Swk VT
k ð3Þ

5. Replace the original blocks at the first level of the transformed cover image by
modified blocks respectively and apply the inverse redundant discrete wavelet
transform (IRDWT) to get the watermarked image IW.

2.2 Extraction Process

The watermarked image Iw is subjected to various distortions. If Iw
* is distorted

watermarked image then a possibly corrupted watermark W* can be extracted
performing the following steps:

1. Apply the steps 1 and 2 of the embedding process on the corrupted water-
marked image Iw

* to get Swk
*

A�wk ¼ U�wkS�wk V�Twk ð4Þ

2. Compute possibly corrupted Dk
*

D�k ¼ Uwk S�wk VT
wk ð5Þ

3. Extract the possibly corrupted watermark (W*k) from each sub-band k [ {LL,
HL, LH, HH}

W�k ¼ ðD�k � SkÞ=kk ð6Þ

3 Cuckoo Search Algorithm and its Implementation

3.1 Cuckoo Search Algorithm

The cuckoo search optimization algorithm, introduced by Yang and Deb in 2009
[24, 25], is inspired by the brood parasitism of the cuckoo species in association
with the Lévy Flight behavior of some birds and fruit flies. The characteristic of
cuckoo birds is that they never build their own nests and instead lay their eggs in
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the nest of other host birds. There are two possibilities that the host bird either
discovers the alien eggs or not. If then it is discovered it will either throw these
alien eggs away from the nest or simply abandon its nest and build a completely
new nest somewhere else. So, to reduce the chances of identification cuckoo birds
carefully mimic the color and pattern of the eggs of host birds to increase the
hatching probability of their own eggs. The egg-laying timing of some cuckoo
species is also amazing. Parasitic cuckoos often choose a nest where the host bird
just laid its own eggs. Generally, the hatching time of cuckoo eggs slightly earlier
than their host eggs. As soon as the first cuckoo chick is hatched, the first
instinctive action it will take is to throw out the host bird chicks and eggs that have
not yet hatched to increase the food share provided by its host bird. It is also
observed that a cuckoo chick can also mimic the call of host chicks to gain access
to more feeding opportunity. In cuckoo search optimization algorithm, each egg in
a nest represents a potential solution. The reproduction process of the cuckoo
search algorithm works under three assumptions that are given as:

1. Each cuckoo lays one egg at a time and dumps it in a randomly chosen nest.
2. The best nest with high quality of eggs (solutions) will carry over to the next

generation.
3. The number of available host nests is fixed, and a host can discover an alien egg

with a probability of identification pa [ [0, 1]. If it happens, the host can either
throw away the alien egg from the nest or abandon the nest.

The initial population of NP solutions (nests) is generated by uniformly dis-
tributed random numbers over the search space. The randomly chosen initial
solutions of design variables are defined in the search space by the lower (LB) and
upper (UB) boundaries. The initial value of the jth variable of the ith solution is
given by the following relation:

Xi;j;G¼0 ¼ LBj þ randj � ðUBj � LBjÞ ð7Þ

where LBi and UBi are the jth variables of LB and UB, respectively; G is the
number of the current generation (cycle); randj [ (0, 1) is a uniform random
number and anew for each variable.

The new nest is generated using the concept of Lévy flight. Lévy flight rep-
resents a variation of random walk, one of the ways of motion of some birds or
animals in searching for food, in which the step length is determined by Lévy
distribution. The important property of Levy flight is, it makes sure that the whole
search space is covered, which is due to the heavy-tailed property of Levy dis-
tribution. The general equation of the reproduction scheme of the CS algorithm to
generate a new solution Xi,G+1 corresponding to the solutions Xi,G is given as:

Xi;Gþ1 ¼ Xi;G þ a� LevyðbÞ ð8Þ

where a is the step-size that controls the scale of random search and depends on
the scales of the optimization problems under analysis. It is recommended that the
step size should be 0.01 times of the size of the search space. For larger values of
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the step size the Lévy flight may become too ‘‘aggressive’’ that results in the new
solutions may go out of the boundary of the search space. Index i ¼ 1; 2; . . .;NP
denotes ith solution; � is the element-wise multiplication; Levy (b) is a Levy
distributed random number. There are many algorithms proposed in the literature
for generating the step length s of Levy flight. The numerical algorithm proposed
by Mantegna [32] is one of the most efficient and yet straightforward way to
generate Levy distributed random numbers. In Mantegna’s algorithm, the step
length s can be calculated by using the following expression:

s ¼ u

vj j1=b
ð9Þ

where u and v are drawn from normal distributions. That is u�N 0; r2ð Þ and
v�N 0; 1ð Þ With

r ¼ C 1þ bð Þ sin pb=2ð Þ
C 1þb

2

ffi �
b2

b�1
2

0
@

1
A

1=b

where C denotes gamma function and b [ [0, 2] is a scale factor.
The host bird can identify the cuckoo eggs with probability pa, that is a fraction

pa of the total number of solutions is replaced by new random solutions. The new
solution should be generated by a random walk manner at the location far from the
current best solution to avoid being trapped in local minima. This operator is called
abandon operator and it is performed as follows:

Xi;Gþ1 ¼
Xi;G þ rand � Xr1;G � Xr2;G

� �
if randi [ pa

Xi;G else

�
ð10Þ

where rand is a uniformly distributed random number in [0, 1] interval; Xr1, G and
Xr2,G are the solutions randomly selected from the population. The best nests with
the fittest egg (solution) carry over to the next generation. This process is con-
tinued till the termination criteria reached and the best nest (solution) with fittest
egg (objective value) is taken as the optimal value. The CS algorithm in more
detail is explained in [24, 25] and recommended the parameter values, scale factor
(b) = 1.5 and probability of identification (pa) = 0.25.

3.2 Application of the Cuckoo Search Algorithm in Finding
SFs

Numerous researchers have dealt with solving the problem of image watermarking
as an optimization problem. The objective function, in image watermarking, may
include various requirements (like, imperceptibility, robustness, capacity etc.) that
should be fulfilled by the given watermarking scheme. Scaling factors (SFs) in a
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watermarking technique determine the watermark strength that control the im-
perceptibility and robustness. Use of small scaling factor favors the invisibility of
the watermark, but the watermarked image is less robust to several common
attacks. On the other hand, high scaling factor favors the robustness, but the
quality of watermarked image is unacceptable. Most existing watermarking
schemes have been used scaling factors as a constant value; actually, it is image
dependent. A constant scaling factors may be suitable for one set of images but
may not be appropriate for another set. Moreover, this parameter is often tuned and
adjusted ‘‘manually’’. Proper setting of scaling factor for watermarking is more
difficult than expected. Therefore, an efficient and powerful algorithm is required
for this purpose. Due to the difficulty in finding the suitable value of the scaling
factor, here we apply the cuckoo search algorithm to automatically determine these
values to achieve a better performance. The multiple scaling factors together make
a single solution in CS. In our case the dimension of each individual is four (i.e.
Different scaling factor for each block). The procedure is started initializing the
population generated by random number generator between zero and one. Dif-
ferent blocks of the watermark multiplied by these scaling factors are embedded in
the corresponding blocks of third level decomposition of the cover image

Then the watermarked image is examined for several attacks, and from these
corrupted watermarked images the watermarks are extracted using the extraction
process. The fitness is computed for each individual and then the individual with
smaller fitness values are selected for the next generation. Now start the main loop
of CS. Perform reproduction process to generate new solutions and evaluate the
fitness. Continue the process till the termination criterion not satisfied. At the end
of iteration, we will obtain the near optimum scaling factors. The individual with
the minimum fitness of the final generation is used for watermark embedding. The
evaluation function (fitness function) that rates all individuals according to their
fitness, mathematically is given as follows:

Minimize f ¼ NPN
i¼1 NCðW ;W�i Þ

� NCðI; IwÞ ð11Þ

where I and IW denote the cover and the watermarked images, respectively; NC
[17] represent the two-dimensional normalized correlation value; W and W*
indicate the watermark and the extracted watermark image, respectively; N is the
number of attacking methods.

4 Results and Discussions

This section analyzes the performance of the proposed watermarking scheme
under the numerous experiments. The test images ‘‘lena’’, ‘baboon’ and ‘‘pepper’’
of size 256 9 256 given in Fig. 1a–c are taken as the cover images. While
grayscale ‘‘cameraman’’ of size 256 9 256 given in Fig. 1d is taken as the
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watermark image. PSNR (peak signal-to-noise ratio) is used to analyze the visual
quality of the watermarked image. To investigate the robustness of the proposed
scheme ten attacks are applied to the watermarked images: (1) Gamma correction
(GC) with gamma value 0.6, (2) median filtering (MF) with window size 3 9 3,
(3) cropping (CR) 50 %, (4) rotation (RO) with 45� anticlockwise, (5) translation
(TR) with 50 horizontal and 50 vertical pixels, (6) histogram equalization (HE), (7)
Gaussian noise (GN) with zero mean and 0.01 variance, (8) JPEG compression
with quality factor 50, (9) row flipping (RF), (10) column flipping. The algorithms
are implemented in MATLAB environment on a PC with 4 GB RAM and Core 2
Duo processor. Normalized correlation (NC) coefficient is used as a similarity
measure between the original and extracted watermark images. The parameter
settings of CS are, population (number of nests) size NP = 20, and maximum
generations 200. In order to justify the proposed approach, results are compared to
the scheme proposed by Makbol and Khoo [15] based on RDWT, where the
scaling factors are taken fixed for all the images. For our convenience we will call
it pure RDWT. To run this algorithm we have taken the recommended parameters
setting.

The watermarked images obtained by proposed technique, with PSNR values
are given in Fig. 2a–c. From a close observation of Figs. 1 and 2 one can say that
there is no perceptual difference between original and watermarked images that is
also supported by good PSNR value. It shows that the good imperceptibility is
obtained by proposed technique.

Fig. 1 a–c Cover images
lena, baboon and pepper
respectively, d watermark
image cameraman
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For the robustness experiments the distortions applied on watermarked images
and a sample of distorted images is shown in Fig. 3. For the visual quality analysis of
the extracted watermarks these are given in Fig. 4. From Fig. 4 it is clear that the

Fig. 2 a–c Watermarked images lena, baboon, and pepper respectively with their respective
PSNR values. a PSNR:36.3994. b PSNR:36.2858. c PSNR:34.6284

Fig. 3 a–j Watermarked images after different attacks. a Gama correction (GC). b Median
filtering (MF). c Cropping (CR). d Rotation (RO). e Translation (TR). f Histogram Eq. (HE).
g Gaussian noise (GN). h JPEG compression. i Row flipping (RF). j Column flipping (CF)
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Fig. 4 A visual–perception of watermarks extracted after different attacks from the images given
in Fig. 3. a Gama correction (GC). b Median filtering (MF). c Cropping (CR). d Rotation (RO).
e Translation (TR). f Histogram Eq. (HE). g Gaussian noise (GN). h JPEG compression. i Row
flipping (RF). j Column flipping (CF)
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extracted watermarks are almost similar to the original watermark. The quality of
extracted watermarks is good in all the cases but the quality of the extracted
watermark in the case of Gaussian noise attack is poor in comparison to the other
cases. The PSNR of the watermarked images obtained by the algorithms are given in
Table 1 while the normalized correlation (NC) values of extracted watermarks
obtained in each case are given in Table 2. Also, the results obtained by the algo-
rithm proposed in [15] are given in the tables for the comparison. From the Table 1 it
is clear that the watermarked image quality using these two algorithms is nearly the
same. There is no meaningful difference between the algorithms in the image quality
aspect and the PSNR of watermarked image in all the cases is higher than 30 that is
acceptable. From Table 2, it is observed that the proposed algorithm has the better
correlation values than that of the pure RDWT in all the cases. The overall per-
formance of the proposed algorithm is better than the pure RDWT algorithm.

5 Conclusions

The proposed technique in this paper has taken the advantage of an evolutionary
technique called cuckoo search for finding the suitable scaling factors that are used
in image watermarking. The watermark image is embedded into the cover image in
the RDWT-SVD domain. The advantage of the proposed technique is that it
automatically chooses the optimal scaling factors depending on the image and
watermark, while for the ordinary methods it is constant and need the fine tuning
for all the types of images. To investigate the robustness of the scheme several

Table 1 PSNR comparison of the watermarked images obtained by the algorithms

Algorithm Lena Baboon Pepper

Our 36.3994 36.2858 34.6284
Pure RDWT 36.8792 36.9173 35.7843

Table 2 Experimental results of the proposed scheme under different attacks

Attack Lena Baboon Pepper

Our Pure RDWT Our Pure RDWT Our Pure RDWT

GC 0.9988 0.9896 0.9975 0.9884 0.9992 0.9894
MF 0.9951 0.9821 0.9932 0.9622 0.9975 0.9832
CR 0.9936 0.9864 0.9906 0.9863 0.9914 0.9882
RO 0.9987 0.9828 0.9972 0.9681 0.9973 0.9825
TR 0.9959 0.9796 0.9918 0.9865 0.9919 0.9813
HE 0.9979 0.9912 0.9936 0.9762 0.9978 0.9915
GN 0.9917 0.9792 0.9945 0.9921 0.9939 0.9942
JPEG 0.9978 0.9903 0.9981 0.9933 0.9974 0.9869
RF 0.9989 0.9842 0.9990 0.9867 0.9985 0.9852
CF 0.9987 0.9848 0.9993 0.9880 0.9989 0.9843

Cuckoo Search Algorithm 423



attacks are applied to seriously distort the watermarked image. Numerical and
pictorial representation of the results has shown the efficiency of the proposed
technique. In most of the cases watermark is extracted with high correlation value.
The experimental results comparison with the other algorithm based on RDWT has
also shown the efficiency of the proposed algorithm. Thus, our proposed scheme
has satisfied the capacity, robustness, imperceptibility, and security requirements
that are essential for a good watermarking technique.
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Identifying and Prioritizing Human
Capital Measurement Indicators
for Personnel Selection Using
Fuzzy MADM

Remica Aggarwal

Abstract Human capital constitutes an important and essential asset in any
organization. Identifying and evaluating various human capital indicators or
assessors is a multi-attribute decision making problem (MADM) which includes
both qualitative and quantitative factors and therefore an appropriate MADM
technique is required for proper evaluation and assessment of these factors or
attributes. This study aims at defining a methodology based on Delphi method as
well as Fuzzy Analytic Hierarchy Process (FAHP) is proposed to prioritize various
human capital indicators associated with the five main attributes i.e. Talent,
Integration, enabling a performance-based culture/climate, capability and leader-
ship. The findings showed that in context with the case problem, Employees
satisfaction with advancement opportunities, Internal relationship index,
Employee skills, Creating results by using knowledge, Percentage of employees
with access to appropriate training and development opportunities are the most
important indicators for the HC in an Indian organization.

Keywords Human capital measurement indicators � Fuzzy analytic hierarchy
process � Fuzzy sets � Delphi technique

1 Introduction

The Human Capital (HC) is the source of creativity in the organization. Implicit
knowledge assets of the employees constitute one of the most crucial elements that
affect the work performance of the company [1]. However, precise statistical data
associated with the human capital measurement indicators are not readily available
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or very hard to be extracted. In addition, decision-makers prefer natural language
expressions rather than sharp numerical values in assessing these parameters
which makes HC, an inherently fuzzy notion. Indeed, the uncertainty in expres-
sions such as ‘low talent’, ‘moderate ability of knowledge creation’ or ‘high
experience’, which are frequently encountered in the HC literature, is fuzziness.
To handle such uncertainty based ambiguous or fuzzy information, the fuzzy set
theory proposed by [2] which was later on developed by Zimmermann [3] and has
been extensively used as a useful tool in multi attribute decision making. The
concept of combining the fuzzy theory and MADM is referred to as fuzzy MADM
(FMADM).

This paper aims at obtaining prioritization of HC measurement indicators under
uncertainty or fuzziness. A Fuzzy Analytic Hierarchy Process approach is pro-
posed to prioritize various multiple HC indicators. The findings showed that in
context with the case study, Employees satisfaction with advancement opportu-
nities, Internal relationship index, Employee skills, Creating results by using
knowledge, Percentage of employees with access to appropriate training and
development opportunities are the most important indicators for the HC in an
Indian organization.

2 Literature Review

A. Multi-attribute decision-making techniques for prioritization
Multi-attribute decision-making (MADM) techniques have the advantage that they
can assess a variety of options according to a variety of criteria that have different
units. Another significant advantage is that they can analyze both quantitative and
qualitative evaluation criteria together. TOPSIS, outranking and AHP are three of
the most frequently used MADM techniques. TOPSIS views a MADM problem
with m alternatives as a geometric system with m points in the n dimensional
space. The chosen alternative is required to have shortest distance from the
positive-ideal solution and the longest distance from the negative-ideal solution
[4]. The outranking decision aid methods systematically compare all couples of
actions on different criteria and thereby determine which actions are being pre-
ferred to the others. The most well known outranking methods are ELECTRE,
ORESTE, and PROMETHEE. Analytic Hierarchy Process (AHP) developed by
Saaty [5] is a method for ranking various decision alternatives available and
selecting the best one in the presence of multiple criteria. This includes three main
operations viz. hierarchy construction, priority analysis and consistency verifica-
tion while ranking the decision alternatives. Firstly, complex multiple criteria
decision problems need to break down into multiple hierarchical levels. After that,
the decision makers have to compare each cluster in the same level in a pair-wise
fashion based on their own experience and knowledge. Since these comparisons
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involve personal or subjective judgments, some degree of inconsistency may
occur. To guarantee that the judgments are consistent, consistency verification is
performed to measure the degree of consistency among the pair-wise comparisons
by computing the consistency ratio. If it is found that the consistency ratio is[0.1,
the decision makers should review and revise the pair wise comparisons. Once all
pair-wise comparisons are carried out at every level, and are proved to be
consistent, the judgments can then be synthesized to find out the priority ranking of
each criterion and its attributes.

B. Fuzzy AHP methods
The earliest work in fuzzy AHP appeared in [6] which compared fuzzy ratios
described by triangular membership functions. Thereafter different approaches to
FAHP have been cited in the literature, amongst the recent ones are by [7–10].
This paper proposes the Fuzzy Analytic Hierarchy Process as suggested by [10] to
assess and prioritize various performance measurement indicators of Human
Capital (HC) in an Indian organization.

3 Objectives of the Study

The aims of this research are as follows: (1) enumerate various HC performance
measurement indicators through a review of the literature and industry interviews;
(2) to select appropriate indicators for the case problem taken using Fuzzy Delphi
Technique (FDT); (3) use FAHP (Fuzzy Analytic Hierarchy Process) to find the
fuzzy weights of the indicator (assessors) as well as their final ranking or priorities;
and (4) provide suggestions based on the research results for HC assessment and
serve as a reference for future research in this field.

4 Research Methodology

The paper proposes a process integrating fuzzy Delphi and fuzzy AHP approach to
select and assess various HC performance indicators. The selection of attributes
requires a thorough check on different aspects from each attribute and the
requirement of the company. Based on extensive literature survey by the research
wing of the department, five main attributes has been selected to maximize HC in
an organization. These attributes are Talent (Tal), Integration (Int), enabling a
performance-based culture/climate (Cul), Capability (Cap) and Lead: leadership
(Lead). Associated with these attributes are the various human resource efficiency
measures or indicators [11–14]. After the analysis, 35 indicators have been
selected for measuring performance of Human Capital. Thereafter, based on the
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subjective judgment data of a group of experts, this is further shortlisted to around
20 using Fuzzy Delphi method. After short listing, these are then assessed and
prioritize using the technique of Fuzzy Analytic Hierarchy Process. This section
describes the Fuzzy Set theory, Fuzzy Delphi technique as well as Fuzzy Analytic
Hierarchy Process techniques used in the paper.

C. Fuzzy set
A fuzzy set is characterized by a membership function, which assigns to each
element a grade of membership within the interval [0, 1], indicating to what degree
that element is a member of the set. A tilde ‘‘̃’’ will be placed above a symbol if the
symbol represents a fuzzy set. A TFN is denoted simply as (l, m, u) where the
parameters l, m and u denote the smallest possible value, the most promising
value and the largest possible value that describe a fuzzy event. Each TFN has
linear representations on its left and right side such that its membership function
can be defined as:

leM ¼
0; x\l

x� lð Þ= m� lð Þ; l � x� m

u� xð Þ=u� m; m� x� u

0; x [ u

8>>><
>>>:

D. Fuzzy Delphi Method
The FDM steps [15] are as follows:

1. Collect opinions of decision group: Find the evaluation score of each alternate
factor’s significance given by each expert by using linguistic variables in
questionnaires.

2. Set up triangular fuzzy numbers: Assuming the evaluation value of the sig-

nificance of jth element given by ith expert of n experts is Wij

�
¼ aij; bij; cij

ffi �
then the fuzzy weighting W

�
of jth element is W

�
¼ aj; bj; cj

ffi �
among which

aj ¼ min aij

ffi �
; bj ¼ 1

n

P
n

bij; cj ¼ max cij

ffi �
.

3. Defuzzification: Use simple center of gravity method to defuzzify the fuzzy
weight wij of each alternate element to definite value Sj,

Sj ¼
aj þ 4bj þ cj

6
; j ¼ 1; 2; . . .; m:

4. Screen evaluation indexes: Finally proper factors can be screened out from
numerous factors by setting the threshold a. The principle of screening is as
follows:
If Sj [ a, then jth factor is the evaluation index.
If Sj \ a, then delete jth factor.
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E. Fuzzy Analytic Hierarchy process
This study is based on FAHP method are as follows [10]:

1. Determine the evaluation criteria.
2. Set up hierarchy architecture conforming to target problems through fuzzy

decision making investigating expert’s opinions.
3. Construct pair wise comparison matrices among all the elements/attribute in the

dimensions of the hierarchy system. Assign linguistic terms to the pair wise
comparisons by asking which are the more important of each two dimensions as
following matrix A:

A ¼

1 a12
�

. . .:: a1n
�

a21
�

1 . . .:: a2n
�

:

:

:

:
. . .::

:

:

an1
�

an2
�

. . .:: 1

2
66666664

3
77777775

where;

eaij

e9�1; e8�1; e7�1; e6�1; e5�1; e4�1; e3�1; e2�1; e1�1; e1; e2; e3; e4; e5; e6; e7; e8; e9 i 6¼ j
e1 i ¼ j

(
:

4. To use geometric mean technique to define the fuzzy geometric mean and fuzzy
weights of each criterion given by [16]:

eri ¼ eai1� eai2� . . .:� eainð Þ
1
n

ewi ¼ eri� er1�er2� . . .:�ernð Þ�1:

5 Numerical Illustration

This paper aims at prioritizing HC measurement indicators in an Indian organi-
zation. Among all the available criteria judged and explored after reviewing the
literature, following 20 were sorted out using Fuzzy-Delphi method measurement
(Table 1).

There is a pair wise judgment matrix to be filled by the representatives of the
company who also are the decision makers/managers (refer appendix). The set of
linguistic variables used for obtaining the opinions of the company representatives
is given in Table 2.
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6 Major Results

F. The fuzzy geometric means of responses are obtained as (Table 3)

ri
� ¼ ½ai1

� � ai2
� � ai3

� � ai4
� � ai5

� �. . .. . .. . .. . .� ai20
� ffi1=20

Table 1 Sorting of indicators

Indicator Description Indicator Description

I1 Employees satisfaction with
advancement opportunities

I11 Succession rate of training programs

I2 Absenteeism rate I12 Employee turnover by performance level
and by controllability

I3 Percentage of payroll spent on
training

I13 Internal relationship index

I4 Consistency and clarity of
messages from top
management and HR

I14 Employee skills

I5 Retention rates of critical
human capita

I15 Percentage of employees with access to
appropriate training and development
opportunities

I6 Creating results by using
knowledge

I16 Freely expressing the opinions

I7 Extent of cross- functional
teamwork

I17 Change in employee mindset

I8 Percentage of employees
development plans
completed

I18 Extent of organisational learning

I9 Perception of consistent and
equitable treatment of all
employees

I19 Performance of newly hired applicants

I10 Total HR investments I20 Diversity of race and gender by job
category

Table 2 Set of linguistic
variables

Extremely strong (9, 9, 9)
Intermediate (7, 8, 9)
Very strong (6, 7, 8)
Intermediate (5, 6, 7)
Strong (4, 5, 6)
Intermediate (3, 4, 5)
Moderately strong (2, 3, 4)
Intermediate (1, 2, 3)
Equally strong (1, 1, 1)
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Table 3 Fuzzy geometric
responses of indicators ri1

�
ri2
�

ri3
�

I1 3.823 4.824 5.764
I2 0.967 1.2527 1.617
I3 0.469 0.638 0.893
I4 0.619 0.843 1.118
I5 0.683 0.980 1.386
I6 0.398 0.536 0.782
I7 0.461 0.629 0.938
I8 0.532 0.780 1.143
I9 0.737 1.092 1.564
I10 0.456 0.641 0.941
I11 0.705 1.030 1.510
I12 1.150 1.591 2.153
I13 0.286 0.368 0.526
I14 0.310 0.408 0.587
I15 0.411 0.555 0.803
I16 1.590 2.162 2.727
I17 1.272 1.871 2.370
I18 1.282 1.905 2.597
I19 1.147 1.650 2.135
I20 0.687 0.861 1.104

Table 4 Fuzzy weights of
indicators wi1

�
wi2
�

wi3
�

W1 0.117 0.196 0.320
W2 0.030 1.252 1.617
W3 0.469 0.638 0.893
W4 0.620 0.843 1.118
W5 0.683 0.980 1.386
W6 0.398 0.535 0.781
W7 0.461 0.628 0.938
W8 0.532 0.779 1.142
W9 0.737 1.091 1.564
W10 0.456 0.641 0.9408
W11 0.705 1.029 1.509
W12 1.150 1.591 2.153
W13 0.286 0.368 0.526
W14 0.309 0.408 0.587
W15 0.411 0.555 0.802
W16 1.588 2.162 2.727
W17 1.272 1.871 2.369
W18 1.282 1.905 2.596
W19 1.147 1.649 2.135
W20 0.687 0.861 1.103
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B. Below are the fuzzy weights for each indicator (Table 4)

wi
� ¼ ri

� �½r1
� � r2

� �. . .. . .. . .� r20
� ffi�1

C. The final ranking of each indicator (Table 5).

7 Conclusion

This research incorporates the fuzzy theory for prioritization of performance
measurement indicators of HC in context of an Indian organization by objectifying
the evaluators’ subjective judgments. The findings showed that in context with the
case study Employees satisfaction with advancement opportunities, Internal rela-
tionship index, Employee skills, Creating results by using knowledge, Percentage
of employees with access to appropriate training and development opportunities
are the most important indicators for the HC in an Indian organization.

Table 5 Final ranking of indicators

Rank Name Weights Normalised
weights

1 I1 Employees satisfaction with advancement opportunities 2.160 0.108
2 I13 Internal relationship index 1.916 0.0959
3 I14 Employee skills 1.854 0.0927
4 I6 Creating results by using knowledge 1.646 0.0823
5 I15 Percentage of employees with access to appropriate

training and development opportunities
1.611 0.0806

6 I7 Extent of cross-functional teamwork 1.111 0.0556
7 I3 Percentage of payroll spent on training 1.109 0.0555
8 I10 Total HR investments 1.055 0.0528
9 I8 Percentage of employees development plans completed 0.998 0.050

10 I4 Consistency and clarity of messages from top
management and from HR

0.872 0.0437

11 I20 Diversity of race and gender by job category 0.851 0.0426
12 I5 Retention rates of critical human capita 0.799 0.034
13 I11 Succession rate of training programs. 0.660 0.331
14 I2 Absenteeism rate 0.652 0.0327
15 I9 Perception of consistent and equitable treatment of

all employees
0.652 0.0327

16 I12 Employee turnover by performance level and
by controllability

0.572 0.0287

17 I19 Performance of newly hired applicants 0.553 0.0277
18 I17 Change in employee mindset 0.421 0.0211
19 I18 Extent of organizational learning 0.380 0.0190
20 I16 Freely expressing the opinions 0.203 0.0180
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Appendix

A.1 Pair wise comparison matrix of indicators

I1 I2 I3
I1 1 1 1 4 5 6 3 4 5
I2 0.16 0.2 0.25 1 1 1 2 3 4
I3 0.2 0.25 0.33 0.25 0.33 0.5 1 1 1
I4 0.14 0.17 0.2 0.2 0.25 0.33 2 3 4
I5 0.11 0.12 0.14 0.2 0.25 0.33 3 4 5
I6 0.11 0.11 0.11 0.17 0.2 0.25 3 4 5
I7 0.17 0.2 0.25 0.17 0.2 0.25 0.33 0.5 1
I8 0.14 0.17 0.2 0.25 0.33 0.5 2 3 4
I9 0.12 0.14 0.17 2 3 4 2 3 4
I10 0.12 0.14 0.17 0.2 0.25 0.34 0.33 0.5 1
I11 0.17 0.2 0.25 4 5 6 0.33 0.5 1
I12 0.2 0.25 0.3 3 4 5 2 3 4
I13 0.11 0.11 0.1 0.2 0.25 0.33 0.2 0.25 0.3
I14 0.11 0.11 0.1 0.17 0.2 0.25 0.25 0.33 0.5
I15 0.12 0.14 0.16 0.2 0.25 0.33 0.25 0.33 0.5
I16 0.25 0.33 0.5 3 4 5 3 4 5
I17 0.25 0.33 0.5 4 5 6 2 3 4
I18 0.33 0.5 1 3 4 5 2 3 4
I19 0.14 0.17 0.2 1 2 3 1 2 3
I20 0.25 0.33 0.5 0.17 0.2 0.25 0.17 0.2 0.25

I4 I5 I6
I1 5 6 7 7 8 9 8 9 10
I2 3 4 5 3 4 5 4 5 6
I3 0.2 0.25 0.33 0.2 0.25 0.33 0.2 0.25 0.34
I4 1 1 1 0.25 0.3 0.5 1 2 3
I5 2 3 4 1 1 1 2 3 4
I6 0.3 0.5 1 0.25 0.3 0.5 1 1 1
I7 0.25 0.33 0.5 0.33 0.5 1 2 3 4
I8 0.3 0.5 1 0.25 0.3 0.5 1 2 3
I9 2 3 4 0.33 0.5 1 2 3 4
I10 0.25 0.33 0.5 0.33 0.5 1 2 3 4
I11 3 4 5 3 4 5 1 2 3
I12 2 3 4 4 5 6 3 4 5
I13 0.2 0.25 0.3 0.25 0.33 0.5 0.25 0.33 0.5
I14 0.25 0.33 0.5 0.2 0.25 0.33 0.33 0.5 1
I15 0.25 0.3 0.5 1 2 3 2 3 4
I16 4 5 6 2 3 4 3 4 5
I17 3 4 5 1 2 3 2 3 4
I18 3 4 5 1 2 3 1 2 3
I19 3 4 5 2 3 4 2 3 4
I20 0.12 0.14 0.17 0.25 0.33 0.5 0.2 0.25 0.3

(continued)
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A.1 (continued)
I7 I8 I9

I1 4 5 6 5 6 7 6 7 8
I2 4 5 6 2 3 4 0.25 0.33 0.5
I3 1 2 3 0.25 0.33 0.5 0.25 0.33 0.5
I4 2 3 4 1 2 3 0.25 0.33 0.5
I5 1 2 3 2 3 4 1 2 3
I6 0.25 0.3 0.5 0.33 0.5 1 0.25 0.33 0.5
I7 1 1 1 0.25 0.33 0.5 0.2 0.25 0.3
I8 2 3 4 1 1 1 1 2 3
I9 3 4 5 0.33 0.5 1 1 1 1
I10 2 3 4 1 2 3 0.33 0.5 1
I11 3 4 5 1 2 3 0.33 0.5 1
I12 4 5 6 2 3 4 3 4 5
I13 0.25 0.3 0.5 0.33 0.5 1 0.25 0.33 0.5
I14 0.2 0.2 0.3 0.25 0.33 0.5 0.33 0.5 1
I15 0.25 0.3 0.5 0.33 0.5 1 0.33 0.5 1
I16 1 2 3 2 3 4 2 3 4
I17 1 2 3 3 4 5 2 3 4
I18 1 2 3 2 3 4 3 4 5
I19 1 2 3 3 4 5 1 2 3
I20 0.25 0.33 0.5 0.25 0.33 0.5 0.25 0.33 0.5

I10 I11 I12
I1 6 7 8 4 5 6 3 4 5
I2 2 3 4 0.17 0.2 0.25 0.2 0.25 0.333
I3 1 2 3 0.17 0.2 0.25 0.25 0.33 0.5
I4 2 3 4 0.2 0.25 0.33 0.25 0.33 0.5
I5 1 2 3 0.2 0.25 0.33 0.17 0.2 0.25
I6 0.25 0.33 0.5 0.33 0.5 1 0.2 0.25 0.3
I7 0.25 0.33 0.5 0.2 0.25 0.33 0.17 0.2 0.25
I8 0.33 0.5 1 0.33 0.5 1 0.25 0.33 0.5
I9 1 2 3 1 2 3 0.2 0.25 0.333
I10 1 1 1 0.33 0.5 1 0.25 0.33 0.5
I11 1 2 3 1 1 1 0.25 0.33 0.5
I12 2 3 4 2 3 4 1 1 1
I13 0.25 0.33 0.5 0.33 0.5 1 0.2 0.25 0.333
I14 0.25 0.33 0.5 0.33 0.5 1 0.25 0.33 0.5
I15 0.33 0.5 1 1 1 1 0.33 0.5 1
I16 3 4 5 2 3 4 2 3 4
I17 3 4 5 1 2 3 1 2 3
I18 2 3 4 1 2 3 1 2 3
I19 2 3 4 1 2 3 2 3 4
I20 3 4 5 3 4 5 5 6 7

I13 I14 I15
I1 8 9 10 8 9 10 6 7 8
I2 3 4 5 4 5 6 3 4 5

(continued)
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A.1 (continued)
I3 3 4 5 2 3 4 2 3 4
I4 3 4 5 2 3 4 2 3 4
I5 2 3 4 3 4 5 0.33 0.5 1
I6 2 3 4 1 2 3 0.25 0.33 0.5
I7 2 3 4 3 4 5 2 3 4
I8 1 2 3 2 3 4 1 2 3
I9 2 3 4 1 2 3 1 2 3
I10 2 3 4 2 3 4 1 2 3
I11 1 2 3 1 2 3 1 1 1
I12 3 4 5 2 3 4 1 2 3
I13 1 1 1 0.33 0.5 1 0.25 0.33 0.5
I14 1 2 3 1 1 1 0.25 0.33 0.5
I15 2 3 4 2 3 4 1 1 1
I16 4 5 6 2 3 4 3 4 5
I17 3 4 5 2 3 4 2 3 4
I18 2 3 4 3 4 5 3 4 5
I19 2 3 4 3 4 5 3 4 5
I20 0.1 0.2 0.25 0.17 0.2 0.25 2 3 4

I16 I17 I18
I1 2 3 4 2 3 4 1 2 3
I2 0.2 0.25 0.3 0.17 0.2 0.25 0.2 0.25 0.3
I3 0.2 0.25 0.3 0.25 0.33 0.5 0.25 0.33 0.5
I4 0.17 0.2 0.25 0.2 0.25 0.33 0.2 0.25 0.3
I5 0.25 0.33 0.5 0.33 0.5 1 0.33 0.5 1
I6 0.2 0.25 0.3 0.25 0.33 0.5 0.33 0.5 1
I7 0.33 0.5 1 0.33 0.5 1 0.33 0.5 1
I8 0.25 0.3 1 0.2 0.25 0.33 0.25 0.33 0.5
I9 0.25 0.3 0.5 0.25 0.33 0.5 0.2 0.25 0.3
I10 0.2 0.25 0.3 0.2 0.25 0.33 0.25 0.33 0.5
I11 0.25 0.3 0.3 0.33 0.5 1 0.33 0.5 1
I12 0.25 0.3 0.5 0.33 0.5 1 0.33 0.5 1
I13 0.17 0.25 0.5 0.2 0.25 0.33 0.25 0.33 0.5
I14 0.25 0.3 0.5 0.25 0.33 0.5 0.2 0.25 0.3
I15 0.2 0.25 0.3 0.25 0.33 0.5 0.2 0.25 0.3
I16 1 1 1 1 2 3 1 1 1
I17 0.33 0.5 1 1 1 1 1 2 1
I18 1 1 1 0.33 0.5 1 1 1 1
I19 1 1 1 1 1 1 0.25 0.33 0.5
I20 4 5 6 5 6 7 4 5 6

I19 I20
I1 5 6 7 2 3 4
I2 0.33 0.5 1 4 5 6
I3 0.33 0.5 1 4 5 6
I4 0.2 0.25 0.3 6 7 8
I5 0.25 0.33 0.5 2 3 4

(continued)
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A.1 (continued)
I6 0.25 0.33 0.5 2 3 4
I7 0.33 0.5 1 2 3 4
I8 0.2 0.25 0.3 2 3 4
I9 0.33 0.5 1 2 3 4
I10 0.25 0.33 0.5 0.2 0.25 0.33
I11 0.33 0.5 0.1 0.2 0.25 0.33
I12 0.25 0.33 0.5 0.14 0.17 0.2
I13 0.2 0.25 0.3 0.25 0.33 0.5
I14 0.25 0.33 0.5 0.2 0.25 0.33
I15 0.25 0.33 0.5 0.2 0.25 0.33
I16 1 2 3 1 1 1
I17 1 1 1 1 2 1
I18 0.33 0.5 1 1 1 1
I19 1 1 1 0.25 0.33 0.5
I20 4 5 6 1 1 1
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Application of ANN to Predict
Liquefaction Potential of Soil Deposits
for Chandigarh Region, India

Abha Mittal, Gayatri Devi and P. K. S. Chauhan

Abstract The phenomenon of liquefaction generally caused by dynamic factors
where there is a mass of saturated soil sand. To prevent probable destruction of
structures in such areas, prediction of liquefaction potential seems to be necessary.
For the purpose of data collection we need to do boreholes at various locations and
carry our many experiments, each of which requires a vast expenditure of time and
money. Therefore, prediction of liquefaction by existing data leads us to
decreasing cost of time and money. Neural networks are intelligent systems that
uses specific processing characteristics of the brain The present study attempt to
the prediction of liquefaction potential of soil deposits by artificial neural network
approach in the Chandigarh region of India. To meet the objective 670 datasets
from different boreholes were collected for the development of ANN models.
ANN models were trained with seven input parameters by optimum number of
hidden layers, epochs and suitable transfer function. Out of total datasets 70 %
(470 datasets) of data were used for development of models and 30 % (200
datasets) of datasets were used for testing and validation. The predicted value of
liquefaction potential by ANN models were compared with method [1], which
shows that ANN method could predict with 95 % accuracy in Chandigarh region
of India.

Keywords Artificial neural network � Chandigarh region of India � Liquefaction
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1 Introduction

Soil liquefaction during an earthquake has been one of the major thrusts for
geotechnical engineers. Liquefaction is known as a phenomenon by which the
soils lose all its shear strength due to increase in pore pressure caused by ground
shaking during earthquake. This resulted in disastrous effects such as landslide,
ground settlement, sand boiling and particularly tilting of buildings, foundation
failures. It is always important that engineers should have information regarding
liquefaction potential level of soil and related method for its mitigation for new
construction activity in any city. Seismic microzonation of the major cities based
on the liquefaction is not very much common in India unlike the other countries
like USA, Japan, Australia and New Zealand etc. IS 1893 (Part-I):2002 also does
not give any specific guidelines on liquefaction potential assessment and related
mitigation. However, a few recent earthquakes like Chamoli (1999), Bhuj (2001)
have awakened the engineers and planners for the need to properly assess the
consequences of earthquakes on both existing and future construction activities.

During the last two decades, artificial intelligence (AI) has been successfully
used in several applications in civil engineering because of its heuristic problem-
solving capabilities. The artificial neural network (ANN) is one of the AI
approaches that can be classified as ‘‘machine learning’’. It has the ability to
simulate the learning capabilities of the human brain by automating the process of
knowledge acquisition and data mining [2, 3]. The ANN is a collection of inter-
connected computational elements called ‘‘neurons’’ that have performance
characteristics similar to the biological neurons. Interconnections among neurons
are established by weights, which are applied to all values passing through one
neuron to another.

In literature, CPT test results were used to develop soil liquefaction assessment
methods using neural network methodology [4–10]. Goh [4] developed a back
propagation neural network (BPNN) to assess liquefaction potential from CPT
data. He reported that neural networks were proven to be feasible tools for soil
liquefaction assessments, simpler to apply, and yield more reliable results when
compared to conventional methods. In this model, [4] had used a relatively small
dataset, which is considered the main limitation of ANN approaches. Goh [6]
developed probabilistic neural network (PNN) models to analyze the databases
based on CPT and shear wave velocity data. In this model, soil particle-size
information was introduced as an input data and the liquefaction potential was
considered a classification problem. Barai and Agarwal [7] developed an instance
based learning (lBL) model to predict soil liquefaction potential. Kumar et al. [11]
has compared the predicted values of liquefaction potential using ANN model with
[12] method, which exhibits that trained artificial neural networks models are
capable of predicting soil liquefaction potential adequately. These versatile
applications make ANN models valuable problem-solving tools in the field of
geotechnical engineering, which performs the conventional techniques in terms of
accuracy and efficiency.
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2 Geology and Seismicity of Chandigarh

Chandigarh, presently the union territory and capital city of Punjab and Haryana,
located at about 250 kms North of Delhi at the foot hills of Siwaliks, is a great
centre of attraction in the recent times. The union territory of Chandigarh com-
prises of Chandigarh city, Notified Area Committee Manimajra and 22 villages
(Fig. 1) [13, 14].

Chandigarh is occupied by semi consolidated formations of Upper Siwalik of
Middle Miocene age and is exposed in north eastern fringe. Indo-Gangetic Plain in
the rest of the territory is occupied by the alluvium of Pleistocene age. The city lies
in high earthquake prone Himalayan seismic belt (zone IV, IS 1893–2002). Also,
the alluvial cover of Indo-Gangetic plain makes even distant earthquakes felt here
quite strongly.

The seismicity in this region is due to movements along several faults, thrusts as
well as lineaments. Himalayan earthquakes have their epicenters very close to any
of the terrain bounding thrusts i.e. Main Central Thrust (MCT), Main Boundary
Thrust (MBT) and Himalayan Frontal Thrust (HFT). Due to its location Chandi-
garh region experiences a no. of mild earthquakes every year. Large earthquakes
have occurred in all parts of Himachal Pradesh, the biggest being the Kangra
Earthquake of 1905.There were two more big quakes, but they were not nearly as
powerful as the 1905 jolt. The first was in 1906, a 6.4 near Kullu and the second
was a 6.8 in Lahual-Kinnaur Spiti in 1975 along the Indo-China Border. The
Himalayan Frontal Thrust, the Main Boundary Thrust, the Krol, the Giri, Jutogh
and Nahan thrusts lie in this region. Besides that there are scores of smaller faults,
like the Kaurik Fault etc.

Fig. 1 Map of Chandigarh
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The area is also vulnerable to possible future large earthquakes in the Central
Himalayas [15]. Number of important structures and monuments of this moder-
ately populated city could be prone to damage due to an earthquake of consid-
erable magnitude. According to the GSHAP (Global Seismic Hazard Assessment
Program), the UT Chandigarh should expect to have maximum peak ground
acceleration (PGA) of 0.08–0.32 g. The seismic effects in this zone vary from site
to site depending on the geological, geomorphological and geotechnical condi-
tions. The seismic hazard studies (www.asc.india.org) in the recent past have also
indicated Chandigarh is in the high hazard zone (Fig. 2). The seismic events felt in
around Chandigarh region have been presented in Table 1.

3 Sub-Surface Geology

The sub-surface geological features compiled based on the reports/borehole data
available for Chandigarh city (CGWB, 2002) reveals that the topsoil comprises of
clayey material and varies in thickness from less than a meter to 10 m. It is
underlain by beds of clay and kankar, sand and gravel. Along Sukhna Choe, three
prominent sand beds occur (interbedded with clay beds) within a depth of about
100 m. The upper sand beds are about 15 m thick and occur 8 m below land

Fig. 2 Seismic hazard of
Chandigarh
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surface. The middle sand bed is about 18 m thick and occurs at a depth varying
from 21 to 38 m below ground level. The deeper sand bed occurs at depth varying
from 39 to 76 m below ground level and is about 27 m thick. Along the Patiali-ki-
Rao nala a single thick sand bed has inter-layered clay lenses in northeast and
southwest direction. Further, the soils in Chandigarh are loamy sand at surface and
calcareous sandy loam in subsurface layers. The hard clay forms pan at depths
varying between 20 and 30 m in the northern parts, the soil is sandy to sandy loam
whereas it is loamy to silty loam in southern parts.

4 The Dataset

The borehole data from CGWB, CPWD and a few local agencies have been
collected and compiled for various locations in different sectors. It is revealed from
the data that the soil strata in general comprises of clayey silty soils in the top
layers followed by sandy silt to silty sands at depths in most of the sectors. In
northern parts, the soil is sandy to sandy loam whereas it is loamy to silty loam in
southern parts. A few sectors (6, 12, 25, 27, 30, 36, 37, 42, 43, 52, 54 and 63)
showing a significant amount of non-plastic silts and fine sands with low SPT-N
values and high water table conditions [13, 14]. The sub- surface water level exists
at shallow depths towards western side of the city and at deeper levels towards the
eastern side. The hard/stiff strata are found to encounter at shallow depths on the
NW direction and the depths increased towards the SE direction. However,
boreholes available from a few sectors indicate a poorly graded and fine sands with

Table 1 Historical seismic events in and around Chandigarh region

Sl. No. Date Location MSK Intensity

1 15 July 1720 28.66 N–77.25 E VII–VIII
2 04 April 1905 32.30 N–76.30 E VII–VIII
3 14 January 1934 26.60 N–86.80 E VII–VIII
4 15 August 1950 28.50 N–96.70 E VII–VIII
5 27 August 1960 28.20 N–77.40 E VI
6 20 June 1966 28.50 N–76.98 E IV–V
7 29 July 1980 29.60 N–81.09 E VI–VIII
8 21 October 1991 30.78 N–78.77 E VI–VII
9 09 August 1993 36.37 N–78.87 E VII

10 12 November 1996 29.93 N–77.21 E IV–V
11 04 May 1997 28.98 N–76.59 E IV
12 30 March 1998 28.21 N–76.24 E V
13 22 March 1999 29.26 N–76.94 E IV
14 29 March 1999 30.49 N–79.29 E VI–VII
15 08 October 2005 34.40 N–73.56 E VIII–IX
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low SPT—N values showing signs of potential to liquefaction in case of a major
earthquake. The ground water level has been observed to be nearer to surface
within a range of 1.8 to 8.0 m towards Western side (Mohali) and varied to
significant depths of 2.0 to 14.5 m towards Eastern side. The depth of hard strata
also encountered at shallow depths on the NW side and deep towards SE side.

5 Artificial Neural Networks

ANNs are advanced tools stimulated by the physical and computational charac-
teristics of the human brain. Like biological neurons, they consist of intercon-
nected information processing neural elements (neurons) working in union to
make decisions, classifications, and predictions. Neural networks are capable of
learning linear and nonlinear functions that make them influential tools in the
analysis of complex relations. Interconnections among neurons are established by
weights, which are applied to all values passing through one neuron to another.
Changing weights improves adaptabilities and prediction capabilities of neural
networks.

Neural networks are arranged mainly in three layers namely: input layer; output
layer, and the hidden layers. Through the learning process, input and output data of
a specific engineering problem are given, and the aforementioned weights among
neurons are updated without requiring human development of algorithms. In the
validation phase, the trained network makes predictions for a new set of data that
has never been introduced, during the previous phases. The neural network will
provide accurate prediction, as long as large volumes of data covering all possible
governing parameters and field conditions are used during the learning process.

6 Training Algorithm

The main method, which is used for training network, is called training algorithm
whose function is to adjust the weight of neurons. The input parameters, which are
chosen for training of artificial neural network, relate directly to the approach used
for determining liquefaction potential. The parameters that can potentially produce
the phenomenon of liquefaction in soil are as follows :

Depth (z), SPT-N value (N), Shear reduction factor, Fine content (Fc), Total
and effective stress, maximum acceleration and earthquake magnitude etc. Other
factors such as level of underground water or the density of soil is active in an
indirect way. The output parameter i.e. factor of safety against liquefaction (Fc) is
defined as

F:S: ¼ CRR7:5=CSRð Þ: MSFð Þ;
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where CRR and CSR are cyclic resistance ratio and cyclic stress ratio which will
be computed by using the input parameters define above by Youd et al. method
[1]. Based on the seismic history and the data available from the seismic hazard
studies, the values of Mw = 7.5 and MSF = 1.0 are assumed for assessment of
liquefaction potential. Finally, the liquefaction potential level of Chandigarh city
has been classified into four categories viz. high, moderate, low and very low and
nil based on the value of factor of safety against liquefaction as suggested by
Sitharam et al. [16] shown in Table 2. For this analysis peak acceleration has been
taken as 0.08 g.

A total of 670 datasets were used. Out of 670 datasets about 30 % i.e. 200
datasets were reserved for testing and validation. The boundaries of input and
output parameters of the models are listed in Table 3. The input–output data of
each ANN model were scaled to lie between -1 to +1 by using the following
relation

/norm¼ 2
/actual � /min

/max � /min
� 1

where �norm is the normalized value, �max is the maximum value, �min is the
minimum value �actual is the actual value.

In this study we used feed-forward back propagation technique. In this tech-
nique learning algorithm has two stages. In first stage, the inputs are forwarded
from input layer to output layer. After computing the errors of each output between

Table 2 Liquefaction hazard
potential index

Factor of safety range Severity index

\1 High
1 to 2 Moderate
2 to 3 Low
[3 Nil
Non liquefiable (NL) Nil

Table 3 Range of input and
output parameters

Sl. No. Input/output parameters Minimum Maximum

1 Depth (z) 0.5 34.5
2 SPT-N Value (Nabs) 2 86
3 Bulk density (c) 1 19.4
4 Total stress (rv) 0.51 71.0
5 Effective stress (r’v) 1.01 71.07
6 Fine content (Fc) 0.0 100
7 Stress reduction coeff. (rd) 0.25 1.00
8 Liquefaction potential

(Factor of safety against
liquefaction FS)

0.34 36.5
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computed and desired output, in second stage information is send backward to the
inputs which readjust the connecting weights in the hidden and output layer to
minimize this [11].

Though many activation functions exist, the tan sigmoid activation functions
used, which outputs a number between -1 (for low input values) and 1 (for high
input values). The resultant of this function is then passed as the input to other
neurons through more connections.

7 Results and Discussion

ANN tool built in MATLAB (R2010b) software was used for all operations in
which networks were trained with single or double hidden layers of varying
number of neurons (2–20) were used in the analysis. For choosing training algo-
rithm the abilities of networks were compared and results are presented in Table 4.
Mean square error is used to assess the rate of learning in a neural network.
Comparison has been done between the hidden layers and hidden neurons.
According to Table 4, network architecture at Sl. No. 7 Which has hidden neurons
14 is most suitable for learning.

At the end of training process, the 15 % of dataset that were not used in training
of neural network are taken for validation. From the graphs presented in Fig. 3, it
is inferred that the network at Sl. No. 8 is able to predict liquefaction potential with
95 % accuracy for Chandigarh region. In Fig. 3 regression coeff. R is given for
training, testing, validation as well as for full set of data.

Table 4 Comparison among results of hidden layers and hidden neurons

No. of hidden layers No. of hidden neurons Training Testing Validation

MSE R MSE R MSE R

1 2 0.010 0.93 0.007 0.94 0.007 0.92
1 4 0.007 0.94 0.006 0.95 0.010 0.91
1 6 0.009 0.93 0.005 0.95 0.006 0.93
1 8 0.008 0.92 0.004 0.94 0.011 0.92
1 10 0.005 0.93 0.005 0.93 0.021 0.93
1 12 0.006 0.95 0.006 0.95 0.012 0.94
1 14 0.006 0.95 0.005 0.96 0.004 0.95
1 16 0.008 0.94 0.009 0.94 0.011 0.92
1 18 0.009 0.92 0.010 0.93 0.009 0.94
1 20 0.007 0.91 0.010 0.92 0.009 0.91
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8 Conclusions

In the present paper, ANN model has been developed for the assessment of
liquefaction potential based on field and laboratory test data for Chandigarh
region. Regression Coefficient (R) values in all the models (in Table 4) are greater
than 92 % indicate satisfactory prediction capabilities of ANN approach compared
with [17] method given by Youd et al. [1]. High regression coeff. values indicates
that the model is highly reliable for prediction.

Field and laboratory input parameters can be used directly as input vector for
ANN models, to predict the liquefaction potential for any other site of the
Chandigarh region. ANN model is more simpler than the conventional method
given by Youd et al. [1] to predict liquefaction potential.

Acknowledgements The authors are grateful to the Director, CSIR-Central Building Research
Institute, Roorkee for giving the permission to publish the paper.

Fig. 3 Target vs output for training, testing, validation and all data
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Survey of Curve and Surface
Reconstruction Algorithms from a Set
of Unorganized Points

Kavita Khanna and Navin Rajpal

Abstract Reconstruction of curves and surfaces from a set of unorganized points
is a problem with a lot of practical relevance and thus has been an active area of
research. In the review various curve and surface reconstruction algorithms which
take an unorganized set of points have been discussed. Also it highlights the major
advantages and disadvantages of these algorithms. Delaunay triangulations are
most important structures used in surface reconstruction algorithms as they work
without the geometric properties of the points. Most of the curve and surface
reconstruction algorithms combine different approaches with Delaunay Triangu-
lations in order to make reconstruction more systematic and robust. All such types
of major issues pertaining to surface reconstruction have been reviewed and
mentioned.

Keywords Surface reconstruction � Delaunay triangulations � Robust

1 Introduction

To find the mathematical description of a surface from a set of unorganized points
is a task that is widely needed in reverse engineering, medical imaging and geo-
metric modeling applications. The main issues while dealing with surface recon-
struction are to deal with the samples which have non uniform sampling rate and to
reconstruct surfaces with arbitrary topology. Apart from that the reconstruction
process should have theoretical proofs and guarantees to support them. In this
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paper we study different algorithms pertaining to surface reconstruction and how
these algorithms deal with the above mentioned issues of surface reconstruction.

2 Types of Surface Reconstruction

The work that has been done in Surface Reconstruction so far could be broadly
divided into two categories- Approximation and Interpolation. The algorithms in
the first category calculate the surface which approximates the sample points i.e.
the reconstructed surface does not pass exactly through the sample points whereas
the surface in second category passes through the original sample points.

3 Basic Terms

3.1 Medial Axis

Medial axis of a curve/surface could be defined as the closure of the set of points
that have a minimum of two points at an equal distance in the given curve/surface.

3.2 Local Feature Size

Local feature size at a point could be defined as the distance of that point to the
medial axis. So it is a function f, f : S ? R such that f(x) = d(x, M), where S is the
given surface and M is the medial axis of S.

3.3 Sampling

It is the process of generating points from a given curve or a surface. These are of
two types- uniform sampling and non uniform sampling. For any reconstruction
process to be efficient the sample should be dense. But this density should vary as
the features in the curve or surface with a result fewer samples are needed in low
curvature areas and more samples are needed in high curvature areas. This gave
rise to the concept of a Æ-sample.
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3.4 Æ-sample

Any sample of the given curve/surface is called an Æ-sample if for each point x of
the curve/surface there exist a sample point s such that the normed distance
between x and s is less than equal to Æ f(x), ||x - s|| B Æf(x) where f(x) is the
feature size and Æ should have a value less than 1 in order to have a dense sample.

3.5 Voronoi Diagrams

Voronoi diagram of a given set of points called sites partitions it into cells called
the voronoi cells such that each cell contains a set of points which are near to a site
than to any other site.

3.6 Delaunay Triangulations

Delaunay triangulations are the triangulation that maximizes the minimum angle
among all the triangulations. They are the duals of voronoi diagrams as both of
them represent the same information but in different form.

4 Algorithms for Reconstruction

Hoppe [1, 2] has contributed significantly in the field of approximation based
surface reconstruction algorithms. The algorithm given by Hoppe works by finding
the zero set of the distance function which here is a signed distance function as it
can have both the positive and the negative value depending upon the side to
which the point lies. This zero set is the estimate for the unknown surface. In the
second stage of the algorithm a continuous piecewise linear approximation to the
surface is found from the zero set. For achieving this variation of the marching
cubes algorithm, which was originally given by William and Harvey [3], is used
in which the algorithm visits only the cubes that intersect the zero set. The out-
come is a mesh approximating the given surface. The complexity of the algorithm
is O(mlogn) where n is the number of points given in the cloud and m represents
the number of cubes visited in the entire process.

Dealing with the major issues of Surface Reconstruction this algorithm works
for arbitrary topologies and noisy samples whereas it assumes sampling to be
uniform and surface to be a manifold i.e. non intersecting one.

The algorithms given under second approach i.e. interpolation use Voronoi
diagrams and their duals Delaunay Triangulations [4, 5] for surface reconstruction.
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These structures are a backbone to surface reconstruction as they do not need any
geometric information in a set of unorganized points.

Crust algorithm given by Amenta et al. [6] was the first algorithm of curve
reconstruction which had theoretical guarantees of correctness. It works in two
phases. In the first phase the Voronoi diagram of the sample points is computed.
The second phase computes the Delaunay Triangulation of the union of set of
sample points and Voronoi vertices. Regarding the major issues the Crust algo-
rithm works for the non uniform sample which is an Æ-sample with Æ B 0.25. It is
unable to reconstruct curves with sharp corners and boundaries. Also it works only
for closed and smooth curves. In addition to it the Crust is not able to handle noise.
The time complexity of the algorithm is O(nlogn).

The crust algorithm was further advanced by Conservative crust given by Dey
et al. [7]. It uses the concept of Gabriel graphs and Gabriel edges for recon-
structing curves from a set of unorganized points. A user defined parameter q is
used to fine tune the algorithm for which the range is defined to be [1.25, 1.75].
Dealing with the major issues the conservative crust as opposed to crust also works
for open curves and is able to detect end points. But at the same time it also works
only for smooth nonintersecting curves. Also the user defined parameter q plays a
significant role in the performance of the algorithm. The performance falls when
either the q is too small or too large. The running time of conservative crust is
same as the crust algorithm i.e. O(nlogn).

NN Crust is also a curve reconstruction algorithm given by Dey and Kumar
[8] with theoretical guarantees. It introduced the concept of half neighbors and
showed that only nearest neighbor edges are not sufficient to reconstruct a curve
rather half neighbor edges are helpful in doing so. This concept was implemented
using Delaunay triangulations. It was found that for every p belonging to sample P
the shortest edge pq in Delaunay P gives the nearest neighbor of p, while the
shortest edge ps so that angle (pqs) C P/2 gives the half neighbor to p. Regarding
the major issues, the NN-Crust works correctly for non-uniform samples which are
an Æ-sample with Æ\ 1/3. It can handle only the curves which are smooth, closed
and do not have boundaries. The time complexity of NN Crust is O(nlogn) which
is same as the crust and the conservative crust.

Gathan algorithm given by Dey [9] was also a step forward in the field of curve
reconstruction. It works by computing the Delaunay edges and proceeds after-
wards by computing the normal for each edge and pole for each point. It uses two
user defined parameters q and a. The experimental results show that for a good
reconstruction q should be between 1.7 and 2.0 and a between 35� and 40�. Some
of the major issues of reconstruction are tackled in this algorithm as it can deal
with non smooth curves and thus it can handle corners and end points. But dealing
with non-intersecting curves is still not possible with this algorithm. Also there are
no theoretical proofs for this algorithm. The time complexity of this algorithm is
also O(nlogn).

Zeng et al. [10] proposed a parameter free algorithm DISCUR for the recon-
struction of curves. It uses a vision function to check the connectivity between a
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point and a curve due to which the Delaunay edges that meet the vision function
will be connected and the Delaunay edges that conflict with the vision function
will be disconnected even if they are the shortest neighbors.

Regarding the major issues of Surface Reconstruction the algorithm works for
curves that may be open, closed or have sharp corners. All this could be done when
the sampling condition given in [10] is satisfied.

Guo [11] has given a new curve reconstruction algorithm based on Delaunay
Triangulations. The algorithm first searches for medial points which lie near the
medial axis of the point cloud and use Delaunay triangulations for this. Secondly
all the data points are fitted by a quadratic curve segment which efficiently
approaches the point cloud. The algorithm given in [11] works well on noisy data
as well.

Crust algorithm in two dimensions was extended to 3-d [12, 13] for recon-
struction of surfaces from a set of unorganized points. It uses a subset of voronoi
vertices to remove Delaunay triangles. The algorithm uses the concept of poles
which are defined to be the voronoi vertices for a sample point which are farthest
and are on the opposite sides of that point. The Delaunay triangulation of the union
of sample points and the poles is computed. The triangles which have all the three
vertices belonging to the sample points forms the crust. Dealing with the major
issues, this algorithm works only for non- uniform samples but it should be suf-
ficiently dense. It doesn’t work for surfaces with boundaries. Also it requires two
Delaunay computations and so its time complexity is O(n2logn).

Amenta et al. [14] introduced the CoCone algorithm which was an improve-
ment over the Crust algorithm. It uses only one Delaunay computation as opposed
to crust which uses two of them. It constructs a piecewise linear surface from the
set of sample points. A condition called cocone test is given for the Delaunay
triangles to be in the set of candidate triangles which is a superset of restricted
Delauney triangles. This set is then pruned to extract a 2-manifold. Regarding the
major issues this algorithm works only for smooth closed manifold. The output
may have gaps and holes for sharp corners and boundaries, specifically when the
sampling condition is not met. Also it gives theoretical gurantees only when Æ-
sampling condition is satisfied for Æ B 0.05. The complexity of this algorithm is
O(n2).

Power Crust [15] is also one of the important algorithms for surface recon-
struction. It uses the concept of poles and polar balls in order to approximate the
medial axis transform. Dealing with the major issues it does not depend on the
sampling condition and can reconstruct sharp corners. It is guaranteed to produce
water tight bounded surface on any input. Also it can handle small amount of
noise. And all this is attained without any additional time cost of the previous
algorithms as it also runs in O(n2) time. But the major disadvantage is, it intro-
duces some extra points as vertices in the output surface.

Tight Cocone [16] algorithm is also a famous algorithm for reconstruction. It
first computes the Delaunay Tetrahedral from the input samples and then labels
them as in or out as per an initial approximation of the surface. Finally all the out
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tetrahedral are peeled off. The tight cocone has major advantage over the previous
reconstruction algorithms, the first being that it gives water tight reconstruction
and leaves no holes with under sampling. Also it introduces no extra points as
vertices in the output surface. It can handle small amount of noise and works for
non- uniform samples. Also it runs in O(n2) time which is same as the previous
algorithms.

Kuo and Yau [17] proposed a Delaunay-based region-growing approach to
surface reconstruction which interpolates the set of sample points. This approach
has the advantages of both Delaunay-based and region-growing approaches. It is
better than the traditional Delaunay-based approach as it requires only one Del-
aunay computation. Also it is better than the region growing approaches as it
doesn’t use user defines parameters and heuristic rules. Dealing with the major
issues this approach can handle the surfaces with boundaries. It is also capable of
handling sharp edges and corners when the sampling requirement given in [17] is
satisfied. Also it can deal with the sample points with non-uniform distribution. It
can handle noisy data but then it requires a separate hole filling method as a post
processing step.

Dey and Goswami [18] proposed an algorithm for dealing with the noisy data
with reasonable noise. The algorithm works with the Delaunay/Voronoi diagrams
of the input points and uses the concepts of the power crust algorithm [18]. In the
power crust algorithm the union of a set of Delaunay balls named polar balls
approximate the solid bounded by the sampled surface. But this property does not
stand true in presence of noise. This algorithm assumes a noise model and with this
model some of the Delaunay balls are relatively big that play the role of the polar
balls. These balls are identified and partitioned into inner and outer balls. The
boundary of the union of the outer (or inner) big Delaunay balls is homeomorphic
to the sampled surface. This gives a homeomorphic surface reconstruction but the
reconstructed surface may not interpolate the sample points.

Dey et al. [19] recently presented an algorithm for the reconstruction of a
surface with boundaries in three dimensions from a sufficiently dense sample. It
uses a silver peeling approach and it guarantees that the output is isotopic to the
unknown sampled surface. It was the first algorithm which guarantees isotopic or
homeomorphic reconstruction of surfaces with boundaries. On the other hand it
works only for uniform samples although with some heuristics proposed in [19] it
can be modified to give correct outputs for non-uniform sample as well but no
theoretical guarantees for reconstruction exist in this case.

Hiyoshi [20] visualised the reconstruction problem as an optimization problem
and applied this approach to reconstruct both the curves and the surfaces. The
algorithm first computes the Delaunay triangulation of the sample points and then
it assigns a weight with each of the Delaunay edges. Now the reconstruction is
based on the minimization or maximization of the edges which are included in the
process of reconstruction. It gives theoretical proofs for the better reconstruction
over the previous algorithms.

The recent trend in the surface reconstruction is on fast and memory efficient
algorithms. Gopi et al. [21] gave a projection based approach to surface
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reconstruction. The algorithm given in [21] starts at a data point and then finds all
the triangles that are incident on to that point. Then the vertices which are adjacent
to that are processed in a breadth-first manner and in this way the triangles which
are incident to those points are found. The major advantage of approach given in
[21] is that the worst case time complexity of the algorithm is O(nlogn) whereas in
practice it exhibits linear time performance. Also it is very much memory efficient
as it goes through a single pass of all data points to generate the mesh. The major
drawback is that it gives different triangulations for different starting points.
Moreover it works only for smooth curves. Also it gives spurious boundaries for
under sampled and extremely non uniform models.

Yong Joo et al. [22] gave an algorithm which reconstructs a surface with
parallel implementation using graphics hardware. The algorithm starts by con-
structing an octree for the sample points on CPU and then downloads it to the
GPU. It then finds in parallel the k-nearest neighbours of each sample point. It is
based on the concept that the global triangulations could be obtained by merging
all the set of local triangulations called the fans. The major disadvantage of the
GPU assisted approach in [22] is that it works only for distributions which are
locally uniform. Also it cannot reconstruct noisy data.

Zhou [23] gave a parallel surface reconstruction algorithm that runs entirely on
GPU. The algorithm given in [22] constructs octrees on CPU whereas in this
algorithm octrees are constructed using fine grained parallelism on the GPU. After
that it performs the Poisson surface reconstruction on GPU.

5 Conclusion

Reconstruction of curves and surfaces forms an active area of research. A review
of these reconstruction algorithms have been presented along with the major issues
and challenges in each of these algorithms. Each algorithm is analyzed for its time
complexity, sampling condition, topology and smoothness of surface, presence of
boundaries, presence of noise and its theoretical guarantees.
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Reconstruction of Noisy Bezier Curves
Using Artificial Neural Networks

Kavita Khanna and Navin Rajpal

Abstract The current work examines the reconstruction of Bezier curves with
noisy data using artificial neural networks. Feed forward network with back
propagation learning is used to fit the noisy data of the Bezier curves. Different
parameters like learning rate, number of hidden layer neurons and number of
epochs are studied and the results are compared for different runs. The best suited
parameters are established for this specific problem.

Keywords Bezier curve � Feed-forward network � Noisy data � Back-propagation
learning

1 Introduction

Curves and surfaces play an important role in computer science and engineering.
The technology is increasing fast and so efficient algorithms are needed for dis-
cretizing curves and surfaces in order to store them and display them efficiently. A
great deal of effort is needed to the development and implementation of algorithms
to manipulate curves and surfaces. Bezier curves are an important part in the family
of curves and so play a significant role in computer graphics and in designing. In fact
they are best suited for ab initio designs. The current work studies these Bezier
curves and reconstructs them using the noisy data of these curves. Feed-forward
neural networks are used for this reconstruction as these are best suited for curve
fitting and interpolation problems. The next two sections discuss the basics of Bezier
curves and the artificial neural networks.
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2 Bezier Curves

Mathematically the curves could be broadly given by two techniques:

• Curve Fitting Techniques
• Curve Fairing Techniques

Curve fitting is a term used for the curves that pass through all the given data
and such types of curves are said to fit the data for example cubic splines. Curve
fitting methods provide very good results to the problems related to shape
description where the basic shape comes from experimental evaluation or math-
ematical calculation for example aircraft wings, mechanical and structural parts.
But for the situations where the data points are not the true values rather an
approximation to the true values then the curve that shows the correct trend of the
data may not pass through any of the data points. In this case the curve is said to
fair the data. The most common technique of curve fairing is least squares
approximation which gives a curve with the condition that it minimizes the sum of
the y-squared deviations between the actual or given data points and the derived
curve. The examples of the curves that do not pass through all the data points are
Bezier curves and B-Spline curves. This technique is most commonly used in
shape design problems that depend on both the aesthetics and functional
requirements. These problems are termed ab initio designs examples include ship
hull, car bodies, aircraft fuselages, glass wares and furniture. The curve fitting
techniques like cubic spline fitting method tend to become ineffective for such type
of ab initio designs. The method that suitably describes such types of ab initio
designs and shapes of free form curves and surfaces was developed by Pierre
Bezier and is known as a Bezier curve. This curve is determined by a defining
polygon and mathematically it is established that a curve which is generated with
the help of the vertices of a defining polygon is dependent on some interpolation or
approximation scheme to find the relationship between the curve and the polygon.
This scheme is supported by the choice of a basis function. The Bernstein basis
produces Bezier curves.

2.1 Properties of a Bezier curve [1]

• The basis functions are real.
• The degree of the polynomial defining the curve segment is one less than the

number of defining polygon points.
• The curve follows the shape of the defining polygon.
• The first and the last points on the curve are coincident with the first and the last

points of the defining polygon.
• The tangent vectors at the ends of the curve have the same direction as the first

and the last polygon spans respectively.
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• The curve is contained within the convex hull of the defining polygon.
• The curve is invariant under affine transformation.

2.2 Mathematically we can Define a Parametric Bezier
Curve as

PðtÞ ¼
Xn

i¼0
BiJn;iðtÞ 0� t� 1

where Bi are position vectors of the n ? 1 defining polygon vertices and Jn,i(t) is
the i-th n-th- Bernstein basis function and is given by:

Jn;i tð Þ ¼ n
i

ffi �
tið1� tÞðn�iÞ

n
i

ffi �
¼ n!

i! n� ið Þ!

where n is the degree of the Bernstein basis function and thus of the polynomial
curve segment. It is one less than the number of points in the defining polygon.

The maximum value of each blending function occurs at t = i/n and is given by

Jn;i tð Þ ¼ n
i

ffi �
ii n� ið Þn�i

nn

The summation of the basis function is 1 i.e.
Xn

i¼0
Jn;i tð Þ ¼ 1

Cohen and Riesenfeld have generalized this representation in matrix form as:

P tð Þ ¼ T½ � N½ � G½ �

where [T] = [tn tn-1 tn-2……… t 1]

Niþ1; jþ1
� �n

i; j¼0¼
n
j

ffi �
n� j

n� i� j

ffi �
�1ð Þn�i�j 0 � iþ j � n and 0 otherwise:

2.3 Limitations of Bernstein Basis

Number of vertices fixes the order of resulting polygon which defines the curves. It
is global in nature so that a change in one vertex is felt throughout the entire curve.
This eliminates the ability to produce a local change within a curve.
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3 Neural Networks Basics

Artificial neural networks are commonly known as a brain in a computer. The
working of a neural network is quite similar to a human brain as they are designed
such that the neurons incorporate all the important features of the brain, the major
ones being learning and remembering [2]. This work uses neural networks for its
following advantages:

– Can store accurate functions without using excessive amounts of memory.
– Can take any set of data points and fit a curve to them with the accuracy required

for the specific problem.
– Can efficiently work with noisy data.
– Can work for linear and nonlinear functions.

The type of network used here is a multilayer perceptron which is a feed-
forward neural network with back propagation learning. The feed forward neural
networks are the ones in which the propagation of signals is in the forward
direction i.e. from input layer to the hidden layer and from the hidden layer to the
output layer. Input layer represents the actual data and are connected to the hidden
nodes which modifies the data which in turn is connected to the output node which
represents the target. A function called a threshold or activation function is
responsible for modifying the signal coming into the hidden layer nodes. In the
early days of neural networks this function produced a value of 1 or 0 depending
on whether the signal from the prior layer exceeded a threshold value. Now
activation functions are sigmoid in shape and can take any value between 0 and 1
or between -1 and 1. The process of finding the best set of weights for the neural
network is known as training or learning. Each time the network cycles through the
training data it produces a predicted value for the target variable and error is
computed to reduce the overall error. The goal is to minimize the sum of the
squared residuals.

A 1-n-1 network is used for curve fitting and interpolation problems, where 1
denotes the input node, n the number of hidden layer nodes and 1 output node
[3, 4]. The same network is used here with Log-Sigmoid function as the activation
function for the hidden layer and linear function as the activation function for the
output layer.

4 Simulation Results

Firstly a Bezier curve with control points is created. Then a noise of .05 is added
on to the curve. This noisy curve is then given as input to the network with the
target as the actual curve. Different runs of the net are made to find out the best
suited parameters in terms of learning rate, number of epochs and number of
hidden neurons.
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Normally it is assumed that for simple curves the learning rate should be
between .1 to .01 and for more complex curves it should be between .01 to .001.
The best results are obtained here with the learning rate as .01. It is tested for 5000
and 10000 epochs. Table 1 summarizes the results:

To set up the number of epochs the network was trained initially with 1000
epochs and consequently they were increased till the performance was stabilized.
The performance is best with 20000 epochs and .01 learning rate. Table 2 justifies
the results:

The number of hidden neurons also plays a major role in the performance of
any network. An incremental approach was used to find the number of hidden
neurons that best suit this problem. It was found that the network responds best
with 30 hidden neurons after which the performance does not get better. The
simulation results are given in Table 3.

Figures 1, 2, 3 and 4 show the original Bezier curve constructed using 4 control
points, then the noisy Bezier curve with noise added to both x and y coordinates is
plotted and after that the reconstructed curve is shown and Fig. 4 a combination of
all the previous curves. The result shows that the curve obtained is smooth and fits
the noisy data well.

Table 1 Performance of
training network with varying
learning rate

Learning rate No. of epocs No. of hidden
neurons

Performance

0.01 5000 24 0.00238
0.005 5000 24 0.00228
0.009 5000 24 0.00247
0.0001 5000 24 0.00206
0.01 10000 24 0.00206
0.005 10000 24 0.00242
0.009 10000 24 0.00206
0.0001 10000 24 0.00242

Table 2 Performance of
training network with varying
number of epocs

Learning Rate No. of epocs No. of hidden
neurons

Performance

0.01 1000 24 0.00245
0.01 1500 24 0.00254
0.01 2000 24 0.00232
0.01 2500 24 0.00218
0.01 3500 24 0.00228
0.01 4500 24 0.00215
0.01 5000 24 0.00231
0.01 7000 24 0.00224
0.01 9000 24 0.00223
0.01 10000 24 0.00221
0.01 20000 24 0.00210
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Table 3 Performance of
training network with varying
number of hidden neurons

Learning Rate No. of epocs No. of hidden
neurons

Performance

0.01 20000 02 0.00223
0.01 20000 03 0.00266
0.01 20000 05 0.00243
0.01 20000 08 0.00251
0.01 20000 10 0.00256
0.01 20000 20 0.00205
0.01 20000 24 0.00210
0.01 20000 30 0.00199
0.01 20000 36 0.00244
0.01 20000 40 0.00242

Fig. 1 Curve obtained from
control points

Fig. 2 Noisy curve shown
with green color
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5 Conclusion and Future Work

The current work reconstructs a noisy Bezier curve using feed forward neural
networks. This reconstruction could be carried out using Radial Basis Networks
and the results could be compared to the one obtained from the feed forward neural
networks. This work could be further extended by extracting the control points
from a given curve and then reconstructing the curve using those control points.

Fig. 3 Curve obtained after
fitting shown with red color

Fig. 4 Curve obtained by the
dataset after fitting shown
with red color, noise with
green color and original
curve with blue color
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Assessment of Public Sector Hospitals
in Uttarakhand, India
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Abstract The present study is an attempt to provide an overview of the general
status of the public sector hospitals of Uttarakhand, in terms of their productive
efficiencies. The paper applies slack base model (SBM) for the measurement of
efficiencies and slacks. On the basis of the status of the overall technical efficiency,
it concludes that the performance of hospitals is not satisfactory and is far away
from the optimal level. The average overall technical efficiency 54.10 % indicates
that an average hospital has the scope of producing the outputs with the inputs
45.90 % lesser than their existing levels. The slack analysis results show that on
average 12.57 % of beds, 13.16 % of doctors, 14.04 % of paramedical staff can be
reduced and 17.53 % of out-door patients, 66.55 % of in-door patients, 208.23 %
of major surgeries, 110.73 % of minor surgeries can be expanded if all the inef-
ficient hospitals operate at the level of efficient hospitals.
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1 Introduction

India is a developing country, which has made significant progress in the past several
decades in improving health and well-being of its peoples. However, much progress
remains to be achieved in increasing literacy, public awareness, and providing
quality healthcare services to the general masses. Education and health being vital
components of human development, plays significant role not only in the well-being
of the people but also contribute substantially to the economic development [1].

Indian Government is still under increasing pressure to improve the efficiency
of healthcare system. The increasing resources crunch, coupled with the declining
efficiency and effectiveness of public investment, has put the public sector in a
position of comparative disadvantage. It is observed that public health investment
over the years has been comparatively low as its percentage in terms of gross
domestic product (GDP) has declined from 1.30 % in 1990 to 0.90 % in 1999.
However, its share has increased to 1.25 % in 2007 and further to 1.30 % in 2011.
The aggregate expenditure on the health sector in India is 5.2 % of the GDP of
which public sector constitutes only 17 % [2]. The scarcity of resources, coupled
with structural reform programmes, has forced the policy makers to search for
alternative ways of achieving maximum return from the given public healthcare
services. One approach towards this end has been to examine the performance
status of public hospitals on the basis of which policy decisions on the future
course of action could be taken.

As Uttarakhand is a newly established state and situated mostly in hilly areas,
there is a necessity to examine the status of the state in all the sectors including
healthcare sector. From the establishment of the State, there are no major studies in
public health sector. Only a few DEA-based studies relative to efficiency mea-
surement have been conducted in Indian public and private healthcare sectors.
Some relevant studies conducted on both the healthcare sectors are reviewed.
Agarwal et al. [3] examine the year-wise performance of government sector
hospitals of Uttaranchal for the period 2001–2004 using DEA-CCR and BCC
output-orientated models. Dash et al. [4] assess the technical efficiencies of district
hospitals in Tamil Nadu. Lakshmana [5] examine a district level analysis on
existing healthcare infrastructure for children in Karnataka. Mogha et al. [6] use
DEA-CCR and BCC output-oriented models for assessing the performance of 55
private sector hospitals in India for the year 2010. Mogha et al. [7] also assess the
year-wise technical and scale efficiencies of Indian private sector hospitals for the
6 years period from 2004–2005 to 2009–2010.

The purpose of this study is to evaluate the performance of public sector
hospitals in Uttarakhand by providing a mathematical technique to analyze the
efficiency with which service is rendered. This study estimates the relative effi-
ciencies of public sector hospitals, evaluates the reference sets and set the targets
for the inefficient hospitals. The paper is organized as follows: Sect. 2 contains
methodology and Sect. 3 contains empirical results and discussions followed by
the conclusion in the last.

468 S. K. Mogha et al.



2 Methodology

This paper measures the overall technical efficiency (OTE), pure technical effi-
ciency (PTE) and scale efficiency (SE) of 36 public sector hospitals of Uttarakhand
State. The OTE refers to the extent to which a DMU can produce the maximum
output from its chosen combination of inputs and scale efficiency refers to sub
optimal activity level. DEA is a linear programming (LP) based technique for
measuring the relative efficiency of homogeneous DMUs [8]. It calculates a
maximal performance measure for each DMU relative to all other DMUs in the
observed population with the sole requirement that each DMU lie on or below the
frontier [9]. However, the redial CCR model [10] and BCC model [11] suffers
from one shortcoming; they neglects the slacks in the evaluation of efficiencies. To
overcome this shortcoming efficiency scores can be computed using the ‘‘slack-
based’’ non-radial and non-oriented DEA model [12].

2.1 Data and Variables

We measure OTE of 36 public sector hospitals using the data collected from the
Directorate of Medical Health and Family Welfare, Government of Uttarakhand,
Dehradun, India for the year 2011. We have selected Government hospitals of
Uttarakhand, having bed strength 24 or above. As per the availability of data, a
total of 36 District hospitals, Base hospitals, and Combined hospitals are selected.
Detailed list of selected hospitals is given in Appendix A.

To evaluate the relative efficiency of the public hospitals we have taken three
inputs, namely number of beds (Input 1), number of doctors (Input 2), number of
paramedical staff (Input 3), and four outputs namely, number of outdoor-patients
(Output 1), number of indoor-patients (Output 2), number of major surgery
(Output 3) and number of minor surgeries (Output 4).

In our sample hospitals there are some differences. All district male hospitals
don’t have maternity department and all district female hospitals don’t have dental,
orthopedic and eye departments. Therefore, to maintain the homogeneity of output
measure, only number of major and minor surgery received are taken as the case-
mix outputs [13] because the surgical department is common to all the hospitals.
The thumb rules ‘‘the number of DMUs is expected to be larger than twice the sum
of inputs and outputs’’ is applied for the selection of number of hospitals, inputs
and outputs.

Descriptive statistics of input and output variables are given in Table 1. It is
clear from the maximum and minimum values of input and output variables, and
the value of standard deviations that there is a perceptible variation in the selected
inputs and outputs across the hospitals.
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Correlation analysis also has been worked out to know the relation between
input and output variables. Correlation matrix between input and output variables
is given in Table 2. It is observed that the outputs have positive correlations with
the input variables.

2.2 Selection of the Model

Since in the basic CCR and BCC models the efficiency is measured either by
changing inputs or by changing outputs, i.e., either input-oriented model or output-
oriented model are used for the measurement. When both inputs and outputs can
simultaneously be changed, i.e., the firm is able to reduce inputs and augment
outputs simultaneously, a non-oriented model is used. It is known as the Additive
Model (AM) or a slack-based model (SBM) and this is based on input and output
slacks. This model allows managers to work on both inputs and outputs to achieve
efficiency. Generally, in case of public hospitals it is difficult to choose the ori-
entation (input or output) for the evaluation of efficiencies. It is not admirable to
reduce input levels or increase output levels regarding public sector hospitals. So,
in this study, a non-oriented and non-radial model known as SBM-DEA model has
been used [12, 14].

In order to illustrate the model, let us assume that there are n DMUs (DMUj,
j = 1, 2, …, n) with m inputs (xij, i = 1, 2, …, m) and s outputs (yrj, r = 1, 2, …, s)
for each DMU. Let ui and vj are the weights corresponding to the ith input and jth
output. Then the SBM-DEA model can be described as follows:

Table 1 Descriptive statistics of inputs and outputs

Inputs Outputs

Input 1 Input 2 Input 3 Output 1 Input 2 Input 3 Input 4

Max 402 55 140 715221 22111 4128 2834
Min 24 6 11 5491 485 76 231
Mean 93.667 18.972 39.833 126792.8 7221.42 562.94 692.36
SD 66.967 9.284 25.403 122708.6 5634.79 738.65 522.97

Table 2 Correlation matrix between inputs and outputs

Input 1 Input 2 Input 3 Output 1 Output 2 Output 3 Output 4

Input 1 1
Input 2 0.876 1
Input 3 0.900 0.906 1
Output 1 0.873 0.776 0.796 1
Output 2 0.595 0.559 0.583 0.612 1
Output 3 0.473 0.492 0.619 0.391 0.477 1
Output 4 0.508 0.527 0.629 0.443 0.576 0.959 1
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Minqk ¼
1� ð1=mÞ

Pm
i¼1 s�ik=xik

1þ ð1=sÞ
Ps

r¼1 sþrk=yrk

Subject toXn

j¼1
kjkxij þ s�ik ¼ xik; 8 iXn

j¼1
kjkyrj � sþrk ¼ yrk; 8 r

kjk � 0; s�ik � 0; sþrk; 8i; r; j; k

9>>>>>>>>>>=
>>>>>>>>>>;

. . .Model 1

Table 3 describes the used notations in the model.

2.3 Calculation for OTE, PTE and SE

Calculate OTE for every sample hospital by using Model 1 for the sample year.
The detailed information of SBM-DEA results is given in Table 4.

If the optimal value k�jk of kjk is non-zero, then the jth hospital represents the
reference set (peers) for the kth hospital and the corresponding optimal value is
known as the peer weight of the jth hospital. In the objective function of Model 1,
the numerator value evaluates the mean reduction rate of inputs or input ineffi-
ciency of kth hospital. Similarly, the reciprocal of denominator evaluates the mean
expansion rate of outputs or output inefficiency of kth hospital. Thus, the value of

Table 3 Description of notations used in model 1

Symbol Description

n Total number of DMUs (hospitals)
m Total number of inputs
s Total number of outputs
i Index of input
r Index of output
j Index for DMU
k Index of specific DMU whose efficiency is being assessed
xik Observed amount of the ith input of the kth hospital
yjk Observed amount of the jth output of the kth hospital
kjk Multipliers used for computing linear combinations of hospital inputs–outputs
q The efficiency score of a hospital by SBM model
q� The optimal efficiency score of a hospital by SBM model
s�ik Non-negative slack or potential reduction of the ith input for the kth hospital

sþrk Non-negative slack or potential increase of the rth output for the kth hospital

s��ik Optimal slack to identify an excess utilization of the ith input for the kth hospital
s��ik Optimal slack to identify a shortage utilization of the rth output for the kth hospital
xik Target for the ith input of the kth hospital after evaluation
yrk Target for the rth output of the kth hospital after evaluation
k�jk Optimal value of kjk
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qk can be interpreted as the product of input and output inefficiencies. This model
is known as SBM-CRS model [12].

Model 1 is a fractional programming problem. The theory of fractional linear
programming [14] makes it possible to replace Model 1 with an equivalent linear
programming problem. For this, let us multiply a scalar variable t [ 0 to both the
numerator and denominator of Model 1. This causes no change in qk. We adjust
t so that the denominator becomes 1. This gives the new constraint as

t þ ð1=sÞ
Xs

r¼1
tsþrk=yrk ¼ 1:

So, the objective is to minimize the numerator. Thus we have the following
model:

Min sk ¼ t � ð1=mÞ
Xm

i¼1
ts�ik=xik

Subject to

t þ ð1=sÞ
Xs

r¼1
tsþrk=yrk ¼ 1Xn

j¼1
kjkxij þ s�ik ¼ xik; 8 iXn

j¼1
kjkyrj � sþrk ¼ yrk; 8 r

kjk � 0; s�ik � 0; sþrk; 8 i; r; j; k & t [ 0

9>>>>>>>>>>>>=
>>>>>>>>>>>>;

. . .Model 2

Model 2 given is a non-linear programming problem since it contains the non-
linear terms ts�ik and tsþrk. Let us transform Model 2 into a linear programming
problem. Let S�ik ¼ ts�ik ; Sþik ¼ tsþik and d ¼ tk then Model 2 becomes the fol-
lowing linear programming problem in t; S�ik ; Sþik and d :

Min sk ¼ t � ð1=mÞ
Xm

i¼1
S�ik=xik

Subject to

t þ ð1=sÞ
Xs

r¼1
Sþrk=yrk ¼ 1Xn

j¼1
djkxij þ S�ik ¼ txik; 8 iXn

j¼1
djkyrj � Sþrk ¼ tyrk; 8 r

djk � 0; S�ik � 0; Sþrk; 8i; r; j; k & t [ 0

9>>>>>>>>>>>>=
>>>>>>>>>>>>;

. . .Model 3

Let an optimal solution of Model 3 be ðs�; t�; d�; S��ij ; Sþ�ij Þ. Then the optimal

solution of Model 1 is given by q� ¼ s�; k� ¼ d�=t�; s��ij ¼ S��ij =t�; sþ�ij ¼ Sþ�ij =t�.
The interpretation of results of the Model 1 can be given as follows:
The kth hospital is said to be Pareto efficient if all slacks are zero, i.e., s��ik ¼

sþ�rk ¼ 0 for all i and r, which is equivalent to q�k ¼ 1.
The non-zero slacks and (or) q�k � 1 identify the sources and amount of any

inefficiency that may exist in the kth hospital. The reference set shows how input
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can be decreased and output can be increased to make the kth hospital efficient. We
estimate PTE for every sample hospital by using Model 3 through adjoining the
convexity constraint

Pn
j¼1 djk ¼ 1. Calculate scale efficiency (SE) for every

hospital using SE = OTE/PTE. However some considerations are proven for the
use of SBM-DEA model.

(i) A hospital (DMU) is said to be SBM-efficient if and only if q� = 1, i.e., when
there is no input excess and no output shortfall in an optimal solution.

(ii) The optimal SBM efficiency score q� for any hospital (DMU) is not greater
than the optimal CCR efficiency score h� [14].

The results of SBM-CRS and SBM-VRS models are calculated using
MATLAB.

3 Results and Discussions

The efficiency scores (OTE, PTE and SE) of 36 public hospitals have been esti-
mated for the year 2011. Table 4 presents the efficiency scores obtained from
SBM-CRS and SBM-VRS models along with reference sets and peer weights of
the sample hospitals. The DEA analysis evaluates the set of hospitals which
construct the efficiency frontier. The hospitals achieving the efficiency score equal
to 1.00 constitute the efficiency frontier and those having the value less than 1.00
are inefficient.

3.1 Overall Technical Efficiency (OTE)

Table 4 evinces that out of 36 hospitals 10 hospitals are relatively overall technical
efficient as they scored OTE = 1, and thus they form the efficiency frontier. The
remaining 26 hospitals are inefficient as they have efficiency scores less than 1.
The efficient hospitals H3, H5, H7, H12, H14, H15, H17, H18, H26 and H27 are on
the best practice frontier (efficiency frontier) and thus form the ‘‘reference sets’’,
i.e., these hospitals can set an example of good operating practice for the
remaining 26 inefficient hospitals to emulate. The average OTE score is work out
to be 54.10 %, which reveals that on average a hospital can reduce its resources or
increase outputs by 45.90 % to become efficient. The hospital H19 is the most
technical inefficient hospital as its efficiency is found to be 17.30 %. Among the
inefficient hospitals only 4 hospitals H2, H6, H9 and H36 have the efficiency score
above the average efficiency score.
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3.2 Pure Technical Efficiency (PTE)

SBM-CRS model is based on the assumption of constant returns to scale (CRS)
which does not consider the scale size of hospital to be relevant in assessing
overall technical efficiency. Therefore, in order to know whether inefficiency in
any hospital is due to inefficient production operation or due to unfavorable
conditions displayed by the size of hospital, SBM-VRS model is also applied.
SBM-VRS efficiency (PTE) is always greater than or equal to SBM-CRS effi-
ciency (OTE). Hence number of hospitals on the frontier under SBM-VRS model
is always greater than or equal to the number of hospitals on the frontier under
SBM-CRS model.

The resulted efficiency scores calculated from SBM-VRS model are shown in
the fifth column of Table 4. It is evident from the Table that out of 36 hospitals 18
(50 %) are pure technical efficient (VRS score = 1), while remaining 18 hospitals
are inefficient as they scored efficiency score less than 1. The efficiency score
obtained by this model measures how efficiently inputs are converted into out-
put(s) irrespective of the size of the hospitals. The average PTE is worked out to be
73.80 %. This means that given the scale of operation, on average, hospitals can
reduce its inputs or increase outputs by 26.20 % of its observed level to become
pure technical efficient. PTE is concerned with the efficiency in converting inputs
to outputs, given the scale size of hospital, so, we observe that H2, H6, H19, H21,
H28, H29, H31 and H36 are overall technical inefficient but pure technical effi-
cient. This clearly evinces that these hospitals are able to convert its inputs into
outputs with 100 percent efficiency, but their OTE is low due to their scale-size.

3.3 Scale Efficiency (SE)

A comparison of the results for SBM-CRS and SBM-VRS gives an assessment of
whether the size of a hospital has an influence on its OTE. Scale efficiency (SE) is
the ratio of OTE to PTE scores. If SE is less than one, then the hospital appears
either small or big relative to its optimum scale-size. Table 4 also represents the
SE score of hospitals in the sixth column. Results show that out of 36 hospitals, 10
hospitals are scale efficient while remaining 26 hospitals are scale inefficient. The
average SE is found to be 74.20 %, which indicates that on average a hospital may
be able to decrease its inputs or increase its outputs by 25.80 % beyond its best
practice targets under variable returns to scale (VRS), if it were to operate at
constant returns to scale (CRS).
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3.4 Targets for Inefficient Hospitals

When a hospital is inefficient, DEA allows setting targets of its inputs and outputs
so that it can improve its performance. Thus, each of the inefficient hospitals can
become overall technical efficient by adjusting its operation to the associated target
point determined by the efficient hospitals that define its reference frontier. Input
and output targets, according to the SBM-DEA model, can be set by using the
relations given in Eqs. (1) and (2) respectively.

Table 5 Average slacks in inputs and outputs under SBM-CRS model

Code Input 1 Input 2 Input 3 Output 1 Output 2 Output 3 Output 4

Mean 12.67 2.74 6.21 2340.67 2183.19 673.79 524.91

Source Authors’ calculation

Table 6 Percentage reduction in inputs and augmentation in outputs for inefficient hospitals
under SBM-CRS model

Inputs Outputs

Code Input 1 Input 2 Input 3 Output 1 Output 2 Output 3 Output 4

H1 22.54 0.00 32.92 0.00 225.05 124.75 201.22
H2 0.00 14.29 0.00 73.46 17.23 36.69 0.00
H4 0.00 29.86 41.65 0.00 0.00 351.08 63.07
H6 24.05 0.00 12.26 0.00 16.19 98.50 121.11
H8 31.88 0.00 26.97 0.00 334.74 158.58 75.45
H9 19.58 0.00 37.90 0.00 0.00 34.70 48.11
H10 0.00 12.70 23.87 0.00 80.85 784.95 164.33
H11 0.00 24.07 41.03 0.00 212.92 0.00 41.46
H13 41.67 27.08 0.00 0.00 616.84 172.88 131.34
H16 0.00 34.09 4.69 41.70 0.00 421.89 148.05
H19 42.11 28.57 42.11 53.80 1173.20 242.51 31.14
H20 0.00 5.16 0.00 0.00 7.30 305.68 141.58
H21 55.56 66.67 51.52 135.54 417.29 294.74 27.27
H22 0.00 39.58 19.05 0.00 249.83 224.30 133.61
H23 48.12 36.67 46.06 41.11 122.22 165.64 41.88
H24 0.00 1.18 0.00 0.00 0.00 425.56 243.35
H25 63.20 55.29 51.35 10.86 189.90 78.56 127.48
H28 0.00 43.15 25.06 0.00 0.00 334.25 57.20
H29 30.62 63.25 0.00 0.00 84.09 672.34 126.08
H30 6.10 0.00 9.29 0.00 0.00 765.96 386.25
H31 14.52 11.11 0.00 52.82 0.00 101.64 19.68
H32 0.00 1.43 28.29 0.00 0.00 951.95 346.60
H33 0.00 22.04 15.14 0.00 0.00 623.01 281.57
H34 0.00 14.13 10.05 0.00 0.00 401.89 134.70
H35 0.00 12.55 0.00 0.00 60.35 762.11 182.59
H36 0.00 25.78 0.00 0.00 0.00 128.94 17.80
Mean 12.57 13.16 14.04 17.53 66.55 208.23 110.73

Source Authors’ calculation
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xik ¼ xik � s��ik ð1Þ

yrk ¼ yrk þ sþ�rk ð2Þ

where the description of notations used in Eqs. (1) and (2) are given in Table 3. To
calculate input and output targets, slacks for each hospital are required. The
average optimal input and output slacks for hospitals are given in Table 5.

Table 6 presents the target values of all inputs and outputs for inefficient hospitals
along with percentage reduction in inputs and percentage augmentation in outputs. It
can be observed from Table 6 that on average a hospital has significant scope to
reduce the inputs and expand the outputs relative to the best practice hospital.

4 Conclusions

This paper measures the relative efficiencies (OTE, PTE and SE) of 36 public
sector hospitals of Uttarakhand State using SBM-DEA model. The study finds that
10 (27.78 %) hospitals have the maximum degree of OTE. Average OTE of the
hospitals 54.10 %, indicates that on average 45.90 % of the technical potential of
hospitals is not in use i.e., these hospitals have the scope of producing the more
outputs with lesser inputs than their existing levels. The results of SBM-VRS
model show that out of 36 hospitals, 18 (50 %) are pure technical efficient as they
efficiently convert their inputs into outputs. However, out of them, 8 hospitals are
technical inefficient due to scale-size effect. The target setting results show that all
the inputs have the significant scope to reduce and outputs to increase. The SBM
model suggests that on average, inefficient hospitals may be able to reduce
12.57 % of beds, 13.16 % of doctors, 14.04 % of paramedical staff, and to expand
17.53 % of outdoor-patients, 66.55 % of indoor-patients, 208.23 % of major
surgeries 110.73 % of minor surgeries can be expand if all the inefficient hospitals
operate at the level of efficient hospitals.

Appendix A

Full Name and Locations of the Selected Hospitals

Code District
name

Hospital name Code District
name

Hospital name

H1 Pauri District Male Hospital H19 Nanital G.B Pant Hospital Nanital
H2 Pauri District Female Hospital H20 Nanital Combined Hospital

Ramnagar

(continued)
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Recognizability of Triangular Picture
Languages by Triangular Wang Automata

V. Devi Rajaselvi, T. Kalyani, V. R. Dare and D. G. Thomas

Abstract Wang automata to recognize rectangular picture languages and
iso-picture languages were studied in [6, 7]. In this paper we introduce triangular
Wang automata based on triangular Wang tiles to recognize triangular picture
languages. We discuss scanning strategies and prove that triangular Wang auto-
mata with a specific scanning strategy recognize the class of triangular pictures
recognized by triangular tiling systems.

Keywords Triangular picture languages � Triangular tiling systems � Scanning
strategy � Triangular Wang systems � Wang automaton

1 Introduction

Wang automaton is based on labeled Wang tiles. It combines features of both
online tessellation acceptors and 4-way automata. (i) As in online tessellation
acceptors computation assigns states to each picture position (ii) as in 4-way
automata the input head visits the picture moving from one pixel to an adjacent
one according to some scanning strategy.
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Wang automata recognize the class REC that is they are equivalent to tiling
acceptors and hence strictly more powerful than 4-way automata.

In this paper we extended the concept of Wang automaton to recognize trian-
gular picture languages. We proved that triangular Wang automata with a specific
scanning strategy recognize the class TREC.

This paper is organized in the following manner. In Sect. 2 we recall some basic
notions of triangular pictures and triangular picture languages, triangular tiling and
triangular Wang systems. In Sect. 3 we introduce polite scanning strategies for
triangular pictures. In Sect. 4 we present a newer version of Wang automaton
named as triangular Wang automata (TWA) and prove the theorem characterizing
TREC as the class of triangular picture languages recognized by TWA.

2 Preliminaries

Here we review the notions of formal language theory relating to triangular pic-
tures and triangular tiling systems from [4] and [6].

Let R be a finite alphabet of symbols. A triangular picture ‘p’ over the alphabet R
is a triangular array of symbols over R. The set of all triangular arrays over the
alphabet R is denoted by R��T . A triangular picture language over R is a subset of R��T .

With respect to a triad of three dimensional axes X; Y; Z the coordinates of each
element of a triangular array can be fixed.

Given a triangular picture ‘p’ the number of rows (counting from the bottom to
top) denoted by r(p) is the size of a triangular picture. (The number of horizontal
lines used to draw a triangle are called as the rows of the triangle).

Definition 1 If p 2 R��T then p̂ is the triangular picture obtained by surrounding p
with a special boundary symbol #.

Definition 2 Let p 2 R��T is a triangular picture. Let R and C be two finite
alphabets and p : R! C be a mapping which we call a projection. The projection
by mapping p of a triangular picture p0 2 C�� such that p p i; j; kð Þð Þ ¼ p0 i; j; kð Þ.
Definition 3 Let L � R��T be a triangular picture language. The projection of L is
the language p Lð Þ ¼ p0=p0 ¼ p pð Þ; p 2 Lf g � C��T .

Definition 4 An triangular picture language L is called local if there exists a finite
set D of triangular tiles over R [ #f g such that L ¼ p 2 R��T =B2 p̂ð Þ � D

ffi �
. The

family of local triangular picture languages will be denoted by TLOC.

Definition 5 Let R be a finite alphabet. An triangular picture language L � R��T is
called recognizable if there exists local triangular picture language L0 over an
alphabet and a projection p : C! R such that pðL0Þ ¼ L.
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The family of recognizable triangular picture languages will be denoted by TREC.

Definition 6 A triangular tiling system T is a 4-tuple R;C; p; hð Þ where R and C
are finite set of symbols p : C! R is a projection and h is a set of triangular tiles
over the alphabet C [ #f g.
Definition 7 The triangular picture language L � R��T is tiling recognizable if
there exists a triangular picture language recognizable by triangular tiling system
denoted by L TTSð Þ.

2.1 Triangular Wang Automata

In this section we introduce triangular Wang automaton to recognize triangular
picture language. We introduce triangular Wang tiles to define triangular Wang
systems (TWS) a formalism to recognize triangular picture languages.

Definition 8 A labeled triangular Wang tile is a 4-tuple consisting of three colors
chosen from a finite set of colors Q and a label from a finite alphabet R. The colors are
placed at left down Ldð Þ, right down Rdð Þ and horizontal Hð Þ positions of the label.

Two triangular Wang tiles may be adjacent if and only if the adjacent edges are
of same color.

In the rest of the paper it is supposed that the triangular Wang tilings cover the
plane so that all the tiles that are beyond the borders of the considered picture will
be a special tile #;#;#ð Þ.
Definition 9 For any direction d 2 DirsT ¼ .;&;!f g, Ad is the color of the
edge of a triangular tile A towards the direction d. ‘-d’ refers to the opposite
direction to d. k Að Þ refers to the label of the triangular tile A.

In Fig. 1 A& ¼ q; A. ¼ p; A! ¼ r. The set of tiles with labels in R and
colors in Q is R3Q.

We also consider partial tiles, where some colors may be undefined: The set of
partial tiles is denoted by RQ. Domain of a tile A is the set DA of directions where A
is defined. Given two partial triangular tiles A;C bearing the same label, C extends
to A if Cd ¼ Ad for every d 2 DA. A triangular tile which is not partial can be
called as complete. Labeled triangular Wang tiles can be used to build triangular
pictures over R.

2.2 Triangular Wang Pictures

A triangular picture is called triangular Wang picture if all borders are colored with
# and two tiles may be adjacent only if the color of the touching edges is the same.

An example of triangular Wang picture of size 4 is given in Fig. 2.
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Definition 10 The label of a triangular Wang picture P over R3Q is the picture
p ¼ kðPÞ 2 R��T having the pixels of P. That is Pði; j; kÞ ¼ kðPði; j; kÞÞ. The label of
the above Wang picture is given in Fig. 3.

2.3 Triangular Wang Systems

A triangular Wang system is a triple W ¼ hR;Q; hi where R is a finite alphabet, Q
is the set of colors, h is a subset of R3Q. The language generated by W is the
language LðWÞ � R��T of the labels of all triangular Wang pictures is LWðhÞ.

Notice that a triangular picture p 2 LðwÞmay have more than one Wang tiling in
w. TREC is the class of picture languages generated by triangular Wang systems.

Example 1 Consider the language L � R��T of pictures of size n� 2 with the first
row like wbw where w is the reverse of w. Then L is recognized by the triangular
Wang system hR;Q; hi where Q ¼ R [ f�;#g and
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Fig. 2 Triangular Wang picture
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The symbols on borders are used to connect each letter in w to the corre-
sponding letter in w along nested paths following a V-like form. In Fig. 4 we show
an example of picture p 2 L together with its Wang tiling P 2 LwðhÞ (the colors in
P are used in the figure only to emphasize the V-like form of the resulting paths).

3 Triangular Scanning Strategies

Two dimensional scanning strategies for rectangular pictures are discussed [3].
The authors considered strategies that do not depend on the content of the input
picture. Scanning strategies are defined in terms of partial functions; for a partial
function g, if the value of g at t is not defined then gðtÞ ¼ ? (Fig. 5).

Definition 11 A triangular scanning strategy is a family d ¼
dm�n : 1; 2; . . .f g ! m� n; p 2 R m;nð ÞTffi �

where each dm�n is a partial function
such that dm�nðtÞ 6¼ ? for some t implies dm�nðsÞ 6¼ ? for every 1ffi sffi t. dm�n is
called the triangular scanning function over the triangular picture domain
m� nð Þ. A scanning strategy said to be continuous if for every t;m; n; dm�n t þ 1ð Þ

is adjacent to dm�n tð Þ provided they are both defined.

Definition 12 A triangular scanning strategy is said to be one pass if each
scanning function dm�n restricted to 1; 2; . . .; dom pð Þj jf g where d is a bijection
and dm�nðtÞ ¼ ? for every t [ dom pð Þj j.

A triangular strategy provides a method to visit positions in any triangular
picture domain; lm�n tð Þ is the position visited in dom pð Þ at time t. One pass
strategies are those that visit each position in each domain exactly once.

Definition 13 A triangular scanning strategy is said to be blind if it proceeds
locally by scanning adjacent positions. It cannot be neither triangular picture
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content nor its size. It can realize a border # and an already considered position
when reaches it.

Examples of one pass triangular scanning strategies with the picture size 4.

Example 2 This triangular scanning strategy has a bousrophedomic behaviour
(snake like)

1
2 3 4

9 8 7 6 5
10 11 12 13 14 15 16

Example 3 This triangular scanning strategy has a spiral behaviour

1
2 13 12

3 14 15 16 11
4 5 6 7 8 9 10

Example 4 This triangular scanning strategy has a digitized L-like behaviour

1
2 15 16

3 14 13 12 11
4 5 6 7 8 9 10
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Example 5 This triangular scanning strategy has mixed behaviour

3
4 1 2

5 6 7 8 9
16 15 14 13 12 11 10

The following notions add some constraints to the scanning strategies to
implement blindness. Given a position x, we denote by hxi, the set of 3 edges
adjacent to x and d 2 T dirs, the edge of x in the direction d is denoted by xd and
the position adjacent to x in direction d is denoted by x � d.

Definition 14 The next position function is a partial function g : 2T dirs � T dirs!
T dirs such that gðD; dÞ ¼ ? if 	d 62 D. Here g is used to choose where to go next.
For a given position there may be a set of already considered edges, given by the
set D of directions and d is the direction from the last considered edge.

If jDj ¼ 1 then d is the unique element of D i.e., d ¼ 	d.
If Dj j ¼ 2 then d is uniquely determined.
If 1\ Dj j\2 then d may not be unique.
After fixing any next position function g, any starting corner

cors 2 cornersf‘c; rc; ucg, any starting direction ds 2 T dirs for every picture
domain m� n, consider the following triangular scanning function dm�n over
m� n, the starting position is

dm�nð1Þ ¼
1; 1ð Þ if cors ¼ uc

m; 1ð Þ if cors ¼ ‘c

m; nð Þ if cors ¼ rc

0
@

where n ¼ 2m	 1.
We also define O1 as the set of outer edges (that is, those adjacent to borders) of
the picture domain m� n and we set d1 ¼ ds.

The inductive definition of dm�n t þ 1ð Þ for t� 1 is given by
Dt ¼ d 2 Tdirs : dm�n tð Þð Þd2 Ot

ffi �
.

Otþ1 ¼ Ot [ edges dm�n tð Þð Þ.
dtþ1 ¼ g Dt; dtð Þ.
dm�n t þ 1ð Þ ¼ dm�n tð Þ � dtþ1.
Here we should notice that dm�n 1ð Þ 	 d1 must be in O1 for g D1; d1ð Þ to be defined.

Definition 15 A scanning strategy is blind if it is induced by a triple g; cors; dsh i
where g is a next position function, cors a starting corner and ds a starting
direction.

Definition 16 A triangular scanning strategy is called polite if it is blind and one
pass. All the one pass scanning strategies represented from Examples 2–5 are
blind and hence polite.
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Example 6 induced by the triple where its next position
function is shown in the following table. The set of directions D 2 2T dirs and
incoming direction d ¼ T dirs and together graphically denoted in a partially
outlined triangle where marked sides corresponds to elements of D.

D ¼ .;!;-f g; d ¼., is shown as #.

4 Triangular Wang Automata

We are now able to formally introduce triangular Wang automata and to show that
they are equivalent to triangular tiling systems.

Definition 17 A d-directed triangular Wang automaton d TWAð Þ is a tuple
R;Q; s; d;Fh i where

R—finite input alphabet
Q—finite set of colors
s : RQ � T dirs! 2R3Q is a partial function such that the tile sðA; dÞ extends A.
d is a polite scanning strategy induced by some hg; cors; dsi such that sðA; dÞ 6¼ /
implies c DA; dð Þ 6¼ ?.
F � R3Q.

A triangular Wang automaton can be viewed as having a head that visits a
triangular picture by moving from a position to an adjacent one and coloring at
each step the edges of the position it is visiting. The elements of RQ � Tdirs can be
considered as states of the automaton.

For each accepting computation, the TWA produces a triangular Wang picture
whose label is equal to the input picture. The movements of the head are lead by
the scanning strategy d, where as the coloring operations of automaton are
determined by s. Since triangular scanning strategy d is polite, the automaton
visits the picture positions independently of the input symbols and the choice of
colors to assign to the edges is non-deterministic.
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More precisely the behaviour of a d-directed TWA, A ¼ hR;Q; s; d;Fi over an

input picture p 2 Rðm;nÞT can be described as follows.
Configuration of TWA: hconf ; dr; posi
where conf 2 Rðm;nÞTQ , dr 2 T dirs, pos ¼ ði; jÞ with 1ffi iffim, 1ffi jffi n.
Initial Configuration: hconfs; ds; corsi
where confs 2 Rðm;nÞTQ is such that kðconfsÞ ¼ p with coloring totally undefined,

except for the borders where the coloring is #.
Transition: hconf ; dr; posi 7! hconf 0; dr0; pos0i is such that

dr0 ¼ g Dconf ðposÞ; dr
� �

pos0 ¼ pos � dr0

conf 0 posð Þ ¼ s conf posð Þ; drð Þ
conf 0 pos � vð Þ	v¼ conf 0 posð Þv 8 v 2 T dirsnDconf posð Þ

Final Configuration: hconfF; dF ; posFi
where confF 2 Rðm;nÞT3Q and confF posFð Þ 2 F.

Table 1 TWA for L: d and g stand respectively for d(A, d) and g(DA, d): x, y e Q
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At time t ¼ 0, the head of the automaton points at the position in the starting
corner cors and the current direction is set to ds. At time t [ 0, when the current
direction is dr, the head is placed at position pos, the pixel and colors of borders of
p at position pos are given by conf ðposÞ and then let dr0 ¼ gðDconf ðposÞ; drÞ and
A0 2 sðconf ðposÞ; drÞ. Hence the automaton at time t� 1 may execute this move.

Color the borders at position pos according to A0, set the current direction to
dr0, move to the position pos � dr0 and extend conf to the triangular Wang picture
conf 0 with conf 0ðposÞ ¼ A0.

If no move is possible, TWA halts. The input triangular picture p is accepted if
there is a computation such that three edges of the final position are colored
according to some triangular labeled Wang tile in F.

Example 7 Consider the language L presented in Example 1 starting from the
Wang system sketched in the same example, one can define an equivalent

TWA as described in Table 1. Note that s A; dð Þ has atmost one element, for
any A; d, so in the Table these are not represented as sets. For better readability, the
table also presents the next-position function g. The set of accepting tiles is

It is interesting to note that the set of complete tiles coincides with tile-set h of
Example 1.

Theorem 1 For every polite triangular scanning strategy d, we have
L d	 TWAð Þ ¼ TREC.

Proof We prove that for every polite scanning strategy d, d-directed Wang
automata are equivalent to triangular Wang systems.

Let T ¼ hR;Q; s; d;Fi be a d-TWA recognizing a language L. Then given
A0 2 sðA; dÞ, let d0 ¼ gðDA; dÞ and for every direction y set

gðyÞ ¼
d0 if y ¼ d0

d if y ¼ 	d
? otherwise:

8<
:

If we consider the labeled triangular Wang tile c 2 R3ðQ�TdirsÞ defined by setting
kðcÞ ¼ kðA0Þ and cd ¼ ðAd

0; gðdÞÞ for any direction d. That is, c will be of the form

These labeled triangular Wang tiles C carry two information: The color Cd

assigned by automaton through Ad
0 for the borders and the path followed by the

head of the automaton, corresponding to the scanning strategy d. For every G 2 F,
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consider all tiles J 2 R3ðQ�TdirsÞ which are like G, but exactly one edge colored
with an inbound array (corresponding to current direction), while all the other
edges have their second component as ?. Let h be the set of any such C and J. It
can be easily verified that each triangular Wang picture over h corresponds to an
accepting computation of TWA. Hence L is the language generated by the trian-
gular Wang system W ¼ Q� Tdirs;R; hð Þ.

Conversely let W ¼ Q;R; hð Þ be a triangular Wang system recognizing a lan-
guage L. Then take any polite triangular scanning strategy d and define d-TWA.
T ¼ R;Q; s; d;Fh i where F is set of all triangular Wang tiles over Q and s is
defined by setting for each direction d and partial triangular tile A:

s A; dð Þ ¼ B 2 h=B extends Af g if g DA; dð Þ 6¼ ?
/ otherwise:

�

It can be proved that the language recognized by T is L and this concludes the
proof.

5 Determinism in Triangular Wang Automata

In the framework of triangular Wang automata, it is quite natural to introduce the
concept of determinism.

Definition 18 A l-TWA hR;Q; s; l;Fi is deterministic if sðA; dÞ has atmost one
element for every triangular tile A 2 R� Q3 and direction d. Deterministic d-TWA
are denoted by d-DTWA. The union of classes L d	DTWAð Þ over all polite
scanning strategies d is denoted by Scan-DTREC.

If s is the transition function of d-DTWA, we shall write s A; dð Þ ¼ A
0

instead of
s A; dð Þ ¼ A

0ffi �
.

Example 8 The -TWA in Example 7 is deterministic.

Example 9 Language L presented in Example 1 can be recognized also by a
V-DTWA (see Table 2). The set of accepting tiles is

The first column in Table 2 is used for the outermost V, therefore going right
down then left up. The second column covers internal V 0s following the direction
right down then left up. The third column is for the other internal V’s. As in
Example 7 the set of complete tiles coincides with tile-set h of Example 1.
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6 Conclusion

Triangular Wang automata can be considered as a natural model to define TREC.
The scanning strategies give good alternate to the traditional diagonal strategy
adopted by online tessellation automata. Since polite scanning strategies are used
in TWA, the content and size of the picture is not needed which can be an eye
opener for image analysis.

Table 2 V-DTWA for L : s and g stand respectively for s A; dð Þ and g DA; dð Þ : x; y 2 Q

492 V. D. Rajaselvi et al.



References

1. Anselmo, M., Giammarresi, D., Madonia, M., Restivo, A.: Unambiguous recognizable two-
dimensional languages. Theor. Inf. Appl. 40(2), 277–293 (2006)

2. Anselmo, M., Giammarresi, D., Madonia, M.: From determinism to non-determinism in
recognizable two-dimensional languages. In: Proceedings of the DLT 2007, Lecture Notes in
Computer Science, vol. 4588, pp. 36–47. Springer, Heidelberg (2007)

3. Anselmo, M., Giammarresi, D., Madonia, M.: Tiling automaton: a computational model for
recognizable two-dimensional languages. In: Proceedings of the CIAA 2007, Lecture Notes in
Computer Science, vol. 4783, pp. 290–302 (2007)

4. Devi Rajaselvi, V., Kalyani, T., Thomas, D.G.: Domino recognizability of triangular picture
languages. Int. J. Comput. Appl. 57(15), 0975–8887 (2012)

5. Inoue, K., Takanami, I.: A survey of two-dimensional automata theory. Inf. Sci. 55(1–3),
99–121 (1991)

6. Kalyani, T., Dare, V.R., Thomas, D.G.: Recognizability of iso-picture languages by Wang
systems. Int. J. Imaging Syst. Technol. (Wiley Publications) 19, 140–145 (2009)

7. Lonati, V., Pradella, M.: Deterministic recognizability of picture languages with Wang
automata. Discrete Math. Theor. Comput. Sci. 4, 73–94 (2010)

Recognizability of Triangular Picture Languages by Triangular Wang Automata 493



Role of Information Technology
in Financial Inclusion

Satya Narayan Singh, Om Prakash Dubey, Kusum Deep
and Ajay Prasad

Abstract The Indian banking sector today is stressing toward Financial Inclusion.
The main reason motive is to include large population of India in the financial
system of nation. This is a new avenue and a large market for banks. Where
Information Technology will play an important role in reducing cost of providing
banking services, particularly in the rural and the financially excluded population.
The role of Information Technology can be realized from the fact that it has greater
population penetration and its ability to serve at remote location at low cost which
is essential requirement for Financial Inclusion.
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1 Introduction

The history of financial inclusion in India is actually much older than the formal
adoption of the objective. The Nationalization of Banks, Lead Bank Scheme,
Incorporation of Regional Rural Banks, Service Area Approach and formation of
Self-Help Groups—all these were initiatives aimed at taking banking services to
the masses. The brick and mortar infrastructure expanded. The number of bank
branches multiplied ten-fold: from 8,000+ in 1969, when the first set of banks
were nationalized, to 99,000+ today. Despite this wide network of bank branches
spread across the length and breadth of the country; banking has still not reached a
large section of the population [1, 2].

In mid eighties Information Technology came as enabler for the Financial
Inclusion in Banking sector. Reserve Bank of India (RBI) took upon itself the task
of promoting computerization in banking to improve Customer Services, Book
Keeping, and Management Information System (MIS) to enhance productivity. In
recent years Financial Inclusion (FI) has gained prominence in public con-
sciousness. After observing 2005 as Year of Microfinance by United Nations (UN)
and adoption of Millennium goal to reduce by half world poverty by 2015, efforts
have been stepped up towards inclusive economic growth [3].

The process of ensuring access to financial services and timely and adequate credit where
needed by vulnerable groups such as weaker sections and low income groups at an
affordable cost.

——The Committee on Financial Inclusion [4].

To achieve the goal and process to include the excluded mass technological
interventions are required to reduce cost of business, enhance business
productivity.

2 Need of Information Technology for Financial Inclusion

While many public sector banks in India have launched financial inclusion ini-
tiatives, these are often due to RBI mandates rather than a desire to seize a ‘blue
sky’ business opportunity. Unsurprisingly, most of these initiatives continue to
remain at a pilot stage with limited impact on the ground.

While many public sector banks have undertaken major technology adoption
initiatives e.g. Core Banking System implementation, other supply side stake-
holders of the formal financial ecosystem including post offices, Micro Finance
Institutions (MFI), Regional Rural Banks (RRB), Primary Agricultural Co-oper-
ative Society (PACS) continue to be seriously under invested in IT. Since these
institutions have the primary responsibility to provide financial services to rural
India, their low IT capabilities often impedes their ability to provide services
efficiently and scale up their operations. Poor IT adoption also makes it difficult for
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these institutions to integrate their operations with the other constituents of the
financial ecosystem, both upstream and downstream.

Technology up gradation and reform could also pave the way for home banking
services, especially for presently excluded mass. Apart from poverty alleviation,
increasing financial inclusion may have a multiplier effect on the Indian economy.
It will enable the Government to provide social development benefits and subsidies
directly to the beneficiary bank accounts thereby drastically reducing leakages and
pilferages in social welfare schemes and leading to a reduction in the subsidy
burden. Greater financial inclusion often leads to an increase in economic pros-
perity which has a positive influence on inclusive growth [5].

3 Technological Developments in Banks

Development in the field of Information Technology (IT) strongly supports the
growth and inclusiveness of the banking sector, thereby facilitating inclusive
economic growth. The active role of RBI has enabled the integration of Infor-
mation Technology in banking sector. The major Development in banking sector
is:

3.1 Adoption of the Core Banking Solution (CBS)

CBS is networking of branches, which enables customers to operate their accounts
and avail of banking services from any branch of the Bank on CBS network,
regardless of where the customer maintains his/her account.

3.2 Growth of Automated Teller Machines (ATMs)

The banking space has seen considerable growth through the ATMs, (approxi-
mately 1,00,000 ATMs at present) but the same has been restricted principally to
the urban/metro areas.

3.3 Development of National Payment Systems

The payment system could be broadly divided in two segments:
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3.3.1 Paper-Based Payments

Use of paper-based instruments (like cheques, drafts etc.) account for nearly 60 %
of the volume of total non-cash transactions in the country.

3.3.2 Electronic Payments

The overall thrust is to reduce the use of paper for transactions and move towards
electronic mode. They are practiced under the names of Electronic Clearing
Services (ECS) and National Electronic Fund Transfer (NEFT).

3.4 Pre-paid Payment Systems

Pre-paid instruments are payment instruments that facilitate purchase of goods and
services against the value stored on these instruments. The pre-paid payment
instruments can be issued in the form of smart cards, magnetic stripe cards,
internet accounts, internet wallets, mobile accounts, mobile wallets, paper
vouchers, etc.

3.5 Point of Sale (POS) Terminals/Online Transactions

There are over five lakh POS terminals in the country, which enable customers to
make payments for purchases of goods and services by means of credit/debit cards
[1].

Any of above technological development can’t serve the purpose alone for
Financial Inclusion, until adopted in any model.

4 Model Adopted by Banks for Financial Inclusion

The models adopted for FI by banks can be in the form of Branch Network,
Business Correspondent/Business Facilitator model (BC/BF model) and Micro
Finance Institutions. In their pursuit for achieving FI, novel initiatives like
Banking on wheels an tools of technology like mobile, internet kiosk play a vital
role. As these technological intervention helps to overcome barriers like distance
of branch, location of customers, availability of information and literacy of the
customer. With an objective of providing a viable and cost effective banking
service at the door step of the financially excluded group banks in India have
adopted a branchless banking model called Customer Service Points (CSPs) which
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are manned by Business Correspondents (BCs). The CSPs are low cost and
technology enabled alternate delivery channel that facilitate basic banking services
to the rural communities, at their door step at an affordable cost [6, 7].

Two different technology enabled financial inclusion models were analyzed:

4.1 Point of Scale (POS)

A Point of Scale a smart model is a branchless banking model which facilitates
opening of accounts and financial transactions. A Smart Card is a wallet sized card
with an electronic chip designed to store information relating to the customer.
A POS is a device with the CSPs, capable of reading a smart card. National level
BCs like FINO (Financial Inclusion Network and operations) and ZMF (Zero Mass
Foundation) are leading service providers of this integrated technology platform to
enable sourcing and servicing of customers under FI.

Hardware requirements are Mobile phone with Public Key Infrastructure (PKI)
security, POS with fingerprint scanner and printer. Smart Card with magnetic strip
(contact card) or smart card with Radio Frequency Identification (RFID) also
called as a contact-less card, alternatively a plain plastic card without any mag-
netic strip.

The mobile phone acts as a core bank branch and capable of storing up to
50,000 customer account details like complete customer ID, photograph, 4 or 6
finger print each, multiple account types and 5 years of transaction history for
multiple transaction types. The system can work both online and offline and
synchronization with their data server happens using GPRS. The system has up to
2 GB memory to store offline transactions. There is provision of voice prompts and
local language voice over during transaction or enrollment. Transactions require
the biometrics of the customer and the operator present at the CSP [8].

4.2 Kiosk Banking Model

Stationary locations at remote places enroll and services customer through internet
accessing the customer accounts on core banking platform of the bank.

The service provider are social enterprise like Geosansar, Oxygen Services
India Pvt. Ltd., and other Individual BCs who do not have their own technology or
technology partners are the front end services providers called Kiosk Operators
(KOs) at the CSPs. There is no outside technology vendor for Kiosk banking
channel. The technology has been developed in house. The front end kiosk
operation is integrated with 24 x 7 CBS data centers. The system requirement for
functioning is a simple PC with web camera/digital camera and the speakers,
Internet connectivity, Finger print scanner and Printer [9].

Role of Information Technology in Financial Inclusion 499



5 Analysis

5.1 Discontinuation of RFID Cards/Card with Memories

Though the thought of having transaction detail and the account status with oneself
was good idea but this technical move was not practical in a country where the
technology of developing the card was not developed.

Hence plain cards were introduced having few numbers (like ZSN) which could
be used to retrieve data from the data base. Unlike RFID its maintenance and issue
does not cost more than Rs. 15 where it varied from Rs. 80 to 250 and time to
reissue is time consuming.

5.2 Interoperability Between the Correspondent Serving
Same Branches is not Possible in POS Model

The customer enrolled by one correspondent can make transaction with other
correspondent of any bank if interoperability is possible through the common
gateway. Though the pilot is successfully launched by State Bank of India in
Mewat district of Haryana state. It may take some time to be implemented in full
spirit. Difference in structure is shown in Fig. 1.

5.3 The Possibility of Fraud While Enrolment

This possibility can be sensed in spite of the secure biometric data. This fraud can
be performed while enrolling the customer and while taking the finger print of the
customer. By distracting the customer there is chance that the agent may get his
finger scanned. This will make him the owner of the account. As a result he could
withdraw or transfer money from the account. This shows a need to connect the
banking operation with Aadhaar data base for secure transaction and providing a
document for the identity of the excluded mass.

The above mentioned issues shows that the FI in India required to be imple-
mented with more rigorous tests on the field making, it viable to provide an
efficient structure.

Study conducted on the field showed the models strength and weakness
stressing upon the point that there cannot be generalized model for implementation
of FI but this possibility to initiate the Financial Inclusion is possible due to
Information Technological implementation. It requires refinement for ever
increasing customer base and upcoming challenges in terms of cyber threats
keeping in mind the practicability of technology used for its expansion.
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6 Conclusion

Technology is the final element of financial inclusion strategy and an enabler. The
choice of technology driven models is crucial decision, which could make or
merge the inclusion plan. Since these services have to be provided at zero or
minimal charge to the customer, banks need to lower their own cost of customer
acquisition and maintenance to make this a profitable proposition. In this back-
drop, financial inclusion calls for intelligent selection of a mix of business models
and technology, for successful implementation of Financial Inclusion Plan.

In future the number of customer will be increasing and for the security and
customer protection the database should be well protected to prevent the agents to
give the biometric twice to avoid any fraud by the BC agents.
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Harmony Search Based Algorithm
for Complete Information Equilibrium
in Infinite Game

Riccardo Alberti and Atulya K. Nagar

Abstract In this paper we discuss and analyse a novel algorithm for the com-
putation of approximated Nash equilibrium points in the class of infinite games
with complete information. In particular we compare an established algorithm
based on the principles of simulated annealing (SA) with our implementation
which is a hybrid combination of SA and the basic Harmony Search algorithm. We
study the method in the class of positional games which is a subset of the class of
continuous games and it is a model for economic goods allocation in the presence
of externalities. We show that our hybrid method converges to an equilibrium
point faster than the plain SA algorithm though the accuracy of the solutions is
slightly higher.

Keywords Computational game theory � Harmony search � Simulated anneal-
ing � Nash equilibrium � Best response � Regret function

1 Introduction

In the most general terms, game theory is a mathematical apparatus designed to
analyse the strategic interactions of rational players. The basic assumption is that
decision-makers pursue individual objectives taking into consideration the
expectations of other participants. In this work we focus our attention on strategic
non-cooperative continuous games with a finite number of players. A game is
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defined by the tuple G ¼ R; u; Ið Þ where R ¼ �i2IRi is a compact set (every Ri is
compact) and represents the set of joint pure strategies, u is the set of utility
functions (i.e. ui; 8i 2 I) which we consider to be continuous and concave and, I is
the finite set of players. A solution of the game is defined as r� ¼ r�1; . . .; r�I

ffi �
such

that 8i 2 I ui r�i ; r
�
�i

ffi �
� ui ri;r��i

ffi �
. As usual we use the notation r�i to indicate

the strategies of all players except for player i. This is the definition of Nash
equilibrium. In words a Nash equilibrium is a point in the joint strategy set where
no player can increase her payoff by unilaterally deviate from the equilibrium
strategy while the others don’t. In the original proof of existence, given by Nash in
[1], the author employs the concept of best reponse (BR). BR is a correspondence
that produces a subset of maximisers of i’s utility function when other players play
some joint strategy r�i. Therefore a Nash equilibrium can be defined as the fixed
point of the cartesian product, over the set of player I, of the BR correspondences.
Eventually, another concept that we are goin to extensively use in this work, is that
of regret function. The regret function is a measure that gives the maximum benefit
any agent can gain by unilateral deviation. Formally it is defined as
e rð Þ ¼ maxi2Imaxa2Ri ui a; r�i � uið rð Þ½ �. In this light a Nash equilibrium is the
point that minimise the regret function. Calculating a Nash equilibrium is in the
class of PPAD complexity. Though many tools that compute solutions exist, few
approximation tools for any general class of infinite games are present. In this
work we study a variation of the work proposed in [2] substituting a part of the
proposed Simulated Annealing based algorithm with a Harmony Search algorithm.
In the experimental part of this work we calculate the approximate solution to
games in a class of continuous games that describe an economic model in the
presence of externalities. We show that our implementation though might slightly
lose in accuracy of the approximation, it gains in convergence speed.

The remainder of this paper is structured as follows.
Section 2 revises the method proposed by [2] and present a simplified version

of the algorithm to be applied to continuous games of complete information. In
Sects. 3 and 4 we present our implementation and discuss the results of the sim-
ulations. Eventually in Sect. 5 we draw the conclusion of our work and propose
future directions of research.

2 Simulated Annealing

Simulated Annealing (SA) is a technique that has attracted significant attention as
suitable for optimization problems of large scale, especially ones where a desired
global extremum is hidden among many local extrema [3]. It mimics the physical
process of annealing of metals whereby metals cool and anneal. At high temper-
atures, the molecules of a liquid move freely with respect to one another. If the
liquid is cooled slowly, thermal mobility is lost. The atoms are often able to line
themselves up and form a pure crystal that is completely ordered. This crystal is
the state of minimum energy for this system. For slowly cooled systems, nature is
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able to find this minimum energy state. The general setting of the method is
summarised as follow:

– a real valued function F defined over a finite set D (let us assume that F has
many global minima);

– for each d 2 D a set N dð Þ ffi D containing all the neighbours of d;
– a function T : N ! 0;1ð Þ, the cooling schedule, that is coupled with the

cooling rate Tr;
– d0 2 D as a starting point;

The algorithm evolves as a discrete-time inhomogeneous Markov chain using a
peculiar update rule. The acceptance/update condition is mutuated by another
physical observation. Even at low temperature, there is a chance, of a system being
in a high energy state, thus the system moves, with some probability, to a higher
energy state to get out of a local energy minimum in favor of finding a global one.
The update condition has been defined by Metropolis in [4] and represents the
probability of accepting a new energy state value as: p ¼ exp � E2 � E1ð Þ=kT½ �,
where k is a natural constant (Boltzman), E2 is the new energy value and E1 is the
current minimum.

In [2] a globally convergent SA based algorithm for finding an approximated
Nash equilibrium is described. The method consists of two routines: one for the
computation of the approximated best response for each player and the other for
the minimisation of the joint regret function. A simplified version for continuous
games with complete information is summarised here.

Approximated best response (SABR). For each player this routine is described
by four steps:

1. consider an initial point dk;i 2 Di;
2. choose a neighbour point dkþ1;i 2 N dk;i

ffi �
using a truncated normal distribution

within i’s strategy boundaries;
3. evaluate the utility function for the current player in dkþ1;i and dk;i;
4. update the response using the Metropolis Acceptance (MA) rule;

The parameters used by the SABR routine are as in Table 1
Approximated equilibrium calculator (SAEC ? SABR). For each tick of the

cooling schedule this routine performs the following actions:

1. consider an initial point dk 2 D;
2. choose a neighbour point dkþ1 2 N dkð Þ using a truncated normal distribution

within the joint strategy boundaries;
3. calculate the maximum regret function as

e ¼ maxi ui SABR dk;i

ffi �
; dk;�i

ffi �
� ui dkð Þ

� �
;

4. update the regret counter using the Metropolis Acceptance (MA) rule;

The parameters used in the routine are summarised in Table 2.
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In the Sect. 3 we introduce our contribution which is based on the application of
the Harmony Search algorithm.

3 Harmony Search

The HS algorithm was inspired by the improvisation process of musicians. When
the musicians compose harmony, they usually try various possible combinations of
the musical pitches stored in their memory [5]. The search for a perfect state of
harmony is analogous to the procedure for finding the optimal solutions to engi-
neering problems. It has been shown that HS outperforms various optimization
methods in many optimization problems. One of key success factors of the
algorithm is the employment of a novel stochastic derivative which can be used
even for discrete variables. Instead of traditional calculus-based gradient, the
algorithm utilizes musicians experience as a derivative in searching for an optimal
solution. The Harmony Search (HS) algorithm combines features of others heu-
ristic optimization methods. It preserves the history of past vectors similar to Tabu
Search (TS) and ability to vary the adaptation rate as Simulated Annealing (SA).
Furthermore, HS manages several vectors simultaneously in the process similarly
to the Genetic Algorithm (GA). However, the major difference between GA and
HS is that HS makes a new vector from all existing vectors and can independently
consider each component variable in a vector, while GA utilizes only two of the
existing vectors and keep the structure of gene [6]. The general parameters of the
algorithm are:

Table 1 Simulated
annealing parameters for
SABR

Parameter Value

F ui

D Ri

T 1000
Tr 1.05
MA exp ui dkþ1;i; dk;i

ffi �
� ui dkð Þ

ffi �
=t

ffi �
d0;i random from D

Table 2 Simulated
annealing parameters for
SAEC

Parameter Value

F SABRi

D R
T 1000
Tr 1.05
MA exp e dkð Þ � e dkþ1ð Þð Þ=tð Þ
d0 random from D
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– HMS harmony memory size: number of solution vectors simultaneously han-
dled by the algorithm;

– HMCR harmony memory considering rate: is the rate 0	HMCR	 1ð Þ where
HS picks one value randomly from musicians memory;

– PAR pitch adjusting rate: PAR 0	PAR	 1ð Þ is the rate where HS tweaks the
value which was originally picked from memory;

– MI maximum improvisation: is the number of iterations;
– FW is arbitrary the amount of maximum change in pitch adjustment;

In this work we utilise such algorithm to design an alternative approximated
best response (HSBR). We will incorporate our routine in the SAEC described
above. In words, given a joint strategy of i’s opponents, the routine is able to
determine the best response like a musican is able to determine his best contri-
bution to the harmony produced by the rest of the orchestra.

Approximated best response (HSBR). For each player this routine is described
by five steps:

– consider an initial point dk;i 2 Di;
– initialise HM with random values taken from a uniform distribution within i’s

strategy boundaries (i.e. du for the upper bound and dl for the lower bound);
– if a strategy from HM is selected (HMCR) then adjust pitch (PAR) using a

uniform distribution U 0; 1ð Þ.Generate new strategy o.w;
– update HM replacing worst strategy with strategy generated;
– find best strategy in HM;

The parameters used in the routine are summarised in Table 3.
In our implementation we utilise a fixed set of values for the parameters. As

anticipated the routine just described is integrated withing the SAEC routine
described in the Sect. 2 substituting the original SABR routine. This constitutes an
hybrid HS ? SA search algorithm for the calculation of approximated Nash
equilibria in continuous games with perfect information. Such modification will
result in the following change in the SAEC sequence; in fact step 3. of SAEC is
replaced by the following:

Calculate the maximum regret function as e ¼ maxi ui HSBR dk;i

ffi �
; dk;�i

ffi ��
�ui dkð Þg.

In the Sect. 4 we compare the two methods.

Table 3 Values of the
parameters HSBR

Parameter Value

HMS 30
HMCR 0.9
PAR 0.3
MI 1000
FW du�dl

1000

Harmony Search Based Algorithm for Complete Information Equilibrium 507



4 Simulation and Results

Our simulation considers a set of continuous games derived from the study of an
economic model of competition in the presence of externalities. Such model
generates a class called: positional non-cooperative games. In such model every
player possesses a utility function defined as:

di r; pð Þ ¼ qp
i rð ÞP

j2N qp
j rð Þ

X
j2N

qj rð Þ ð1Þ

where as usual r 2 R is a point in the joint strategy set, the qis are convex
functions that indicate the level of absolute consumption of a particular good and
N is the number of players. Eventually p is the positionality index which indicates
the social-status signalling capabilities of the good at stake [7]. We do not discuss
the details of the economic model here. For the scope of this paper it is sufficient to
know that the dis are continuous and quasi-concave functions and hence every
game defined as G ¼ R; d r; pð Þ; Ið Þ has a Nash equilibrium in pure strategies.

We procede by generating 30 games with random values for the qis and ps and
calculating an approximate Nash equilibrium of each game. In particular we focus
our attention on three performance indices:

1. the values of the maximum regret function e at equilibrium;
2. the absolute number of iteration required by the algorithm to converge to an

equilibrium point (Convergence Speed);
3. the relative convergence speed (RCS) as the ratio between the number of

iteration required to converge to an equilibrium point and the total number of
iteration;

In Fig. 1 we report the comparison between the maximum regret function
calculated with the SABR and HSBR. This measure provides an insight on the
accuracy of the approximated solution. The closer to 0 the closer to the real
equilibrium point. As we can see the simulated annealing based algorithm has the
lowest maximum regret function. The mean (-.0157) of the regret maximum
regret function calculated by the harmony search based best response is still close
to 0 but the suboptimality is evident from Fig. 1.

Though the approximations provided by our algorithm is inferior to the SA
based algorithm, our implementation converges faster to the equilibrium point as
one can appreciate from Fig. 2. In particular in 20 cases out of 30 (66 %) our
algorithm converges faster then the implementation described in [2].

Eventually if we consider the number of steps required to converge to an
equilibrium with respect to the total number of computation steps, out imple-
mentation still outperforms the simulated annealing version. In Fig. 3 the per-
formances against this statistic is presented. In this case only 50 % of the times our
implementation finds the equilibrium point faster (with respect to the previous
analysis) than the SA algorithm.
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Fig. 1 Maximum regret function

Fig. 2 Convergence speed
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In the Sect. 5 we draw the conclusion of this work and we provide some future
research directions.

5 Conclusions

In this work we have exploited the analogy between the behaviour of a rational
agent that finds the best response to her opponents’ strategies and that of a jazz
musician that tries to find the perfect harmony to be in tune with the overall
harmony played through a process of improvisation and improvement. We have
shown that the HSBR converges faster to an equilibrium than the corresponding
routine based on simulated annealing, with the cost of loosing a small fraction of
accuracy in the solution. Future works will be in the direction of using a dynamic
tuning for the HS parameters in order to reduce the inaccuracy but maintaining the
CS. Another research direction is to consider the implementation of HS to the main
routine (SAEC) in order to build a complete approximated Nash equilibrium
calculator based on the harmony search approach.

Fig. 3 Relative convergence speed
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A Proposed Architecture for Efficient
Data Delivery and Route Maintenance
in a Sparsely Deployed Mobile Ad Hoc
Network

Monit Kapoor and Manish Prateek

Abstract Mobile ad hoc networks have seen tremendous research being carried
out looking into various issues in the area of routing, disruption tolerance and
mobility control amongst other issues. MANET has a typical environment and in
many works MANET is not treated as a case of infrastructureless network. This
work aims to treat Ad Hoc networks differently than a Wireless Infrastructure
Network. This work also aims at proposing a framework for route maintenance of
a network of any size in case of sparsely deployed topologies and maintain the
mobility of all the nodes to the advantage of the participating nodes.

Keywords Mobile ad hoc networks � Mobility management � IEEE 802.11
standards � Sparse node � Delay tolerant networks

1 Introduction

Mobile Ad Hoc Networks (MANET) are a collection of self-configuring mobile
nodes which combine arbitrarily in any topology so that basic functions of a
network are carried out and network is up for the duration of time for which it was
established. MANETs are characterized by random mobility of nodes, frequent
disruption in connectivity and limitation of resources such as buffer, battery back-
up etc. and most importantly lack of infrastructure or backbone [1]. Each node in a
MANET can perform network function of Packet forwarding and thus each node is
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acting like a Router, hence at each node route maintenance activity has to be
carried out. Participating nodes in a MANET communicate with other nodes in the
network through 802.11 MAC Layer [2]. They can be found as STA (Stations)
which are part of IBSS (Independent Basic Service Set) in IEEE standards.
A Collection of interacting IBSSs’ is represented as Mobile ad-hoc network where
the Basic Service set functionality is without any backbone as illustrated in Fig. 1
ahead in this article.

Ad-hoc networks have been named like this as they are created on the go mostly
without any prior planning and they are deployed for dealing with emergency
situations mostly, like battlefields, or natural disaster sites earthquake and other
natural calamities etc. These networks are operative for only as long as they are
needed. In emergency situations like mentioned the network partitions can last
long because thick deployment of nodes shall not be done and hence the main
challenges in our view shall be efficient data delivery in sparse deployment,
optimal usage of resources of node. However, it has been seen over a period of
time that commercially Ad Hoc network have not been in use as much as in above
mentioned scenarios.

Many articles [3–5] have been dealing with a high node density scenario there
by proposing protocols such as DSR, DSDV and AODV. These protocols aim to
solve problems of typically ‘‘connected networks’’. A connected network would be
one in which node density in the network deployment area is relatively high.

Some of articles go on to indicate TCP traffic [6, 7] in a MANET which is in
clear opposite to what has been proposed in 802.11 standards where as we can see
in Fig. 1. Stations are part of basic service set and interacting BSS’s combine to
form an Ad hoc network. Since there is no portal involved here as is seen in [2] in
case of wireless infrastructure network hence it can be safely concluded that Ad
Hoc networks are a case of a infrastructureless network and TCP traffic can’t be a
characteristic of Ad Hoc networks. Hence Ad hoc network looks more suited to
conditions mentioned in Delay Tolerant Networks at [8], a separate research group
is working on node mobility management, data buffering amongst others.

Rest of the paper is organized as follows. Section 2 briefly discuss about var-
ious issues that concern us in design of routing protocol for Mobile Ad Hoc
network. Section 3 is about related works in the area of MANET and Delay
Tolerant Network environment and their co relation. Section 4 mentions about
existing drawbacks in the related works. Section 5 contains description about
concept of remoteness and mobility management. Section 6 provides the protocol
design and framework and Sect. 7 is the conclusion section.
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2 Design Issues

The identified issues in design of a routing protocol are:

A. Route Entries at a node: MANET nodes are constantly moving in random
direction and due to changing topology paths keep on varying and it is needed
to maintain the route entries on the move. Lack of infrastructure increases the
need of accurate network mapping all the time so that network function is not
hampered. But doing so should be with minimum overhead.

B. Mobility: Nodes are mobile and this mobility can be put to use so as the
network becomes self-organizing and stable over a period of time. Mobility
control again relies on network mapping at each node but is constrained by
limited battery power. Inclusion of extra control information in data packets for
the purpose of self-organization shall cause faster depletion of battery and has
to be optimized.

C. Limited resources availability: Mobile Nodes have finite battery power and
limited buffer and processing capacity. Any processing overhead would result
in faster consumption of battery and any increase in battery or buffer at node
would lead to loss of free mobility as payload of nodes will increase.

3 Related Works

Sparse node problem has been treated by deploying ferrying techniques in [9].
Message ferrying approach deploys set of special nodes called message ferries that
exploits mobility to decrease delays. OPWP technique also uses this kind of
approach in [10] where ferry nodes rather than being mobile all the time show
controlled mobility around, optimized waypoints. Another technique which is very
similar to [9, 10], uses data mules which are moved into a sensor field to facilitate

802.11
MAC

BSS2

BSS1 STA4

STA3

STA2

STA1

Fig. 1 IBSS as ad hoc network (Source 802.11 standards)
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traffic in a wireless sensor network [11], in which sensor field has a sparse
deployment of nodes. Sensor nodes are pinned at one location and data mules act
as carriers of information available at sensor nodes which are stationary. Ferry
Access Points (FAPS) propose in [12] sticky transfers as a method to improve
communication in DTN. In this node to ferry contact as and when it happens will
lead to creation of a long duration contact resulting transfer of complete data. But,
natural node movement is controlled during this sticky contact. Another approach
is in [13] where throwboxes have been suggested in DTNs having mobile nodes so
that larger contact opportunities are created and these throwboxes are present at
advantage location provide routing and buffering.

In [14] DTN routing schemes are classified as deterministic, enforced and
opportunistic. Deterministic routing schemes are used when a priori information
about traffic demand and contact is known. Enforced Routing schemes deploy
special purpose nodes to provide connectivity as already discussed in [9–13].
Enforced routing techniques also require beforehand information about design of
routes or locations for placing throwboxes to facilitate traffic. Opportunistic
routing schemes use flooding mechanism where multiple copies of each message is
flooded in the network as provided in epidemic routing [15]. As proposed in [16]
the approach aims to better [15] by limiting multiple copies being sent to next hops
for better resource utilization. Another technique is proposed in spray and wait
[17] in which replication of messages is present in network but the concern that
how many messages stay replicated is again a concern and it is stated in [17] that
source can’t decide how many copies of message can stay in network. ASBIT [18]
is a recent technique that identifies the significance of time intervals between two
exchanges and it utilizes the same interval to predict the number of inter node
contacts within the estimated delivery and delay therein. In [19] the authors
provide mechanism to source packets from nodes to a node as compared to node to
a base station in DSG routing where traffic is sent from a node to a base station, a
sensor node and deploys distributed caching. DSG-N2 routing identifies social
grouping among nodes based on contact patterns between nodes.

4 Observations to Related Works

These are:

1. Special nodes are made to travel in network and in event of failure of ferry
node, data mule in [9, 11] the network operation would fail. Moreover in [11]
the technique suggested is for specific case for wireless sensor networks.
However, the concept that some node has to act as ferry is supported.

2. In [10] ferries stop at OPWP and wait for buisiness nodes to come at some point
in network run time to offload nodes’ buffer. This waiting for nodes contributes
to delay.
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3. In [12] mobility of nodes is governed by movement of ferries only during
contact time between ferry node and network node. This is a scenario to be
replicated during entire duration of network but without ferry nodes, and only
for duration of node to node to data transfer.

4. In [14] throwboxes are stationary ferries that occur to contact within the travel
of a node, hence the node that facilitates traffic is stationary and offloads data on
nodes by assuming that node is travelling in direction of destination specific
traffic acquired by throwbox. Hence, throwbox technique is again waiting for
favorable node to arrive.

5. Approaches provided in [16, 17] work on concept of multiple sends and in a
sparse node deployment this flooding or controlled flooding is highly taxing on
resources of mobile nodes and seems improbable too.

6. In [18] it overcomes the disadvantages of [17] by utilizing the inter contact
delay and it is aimed to use this significant inter-contact time for network
restoration.

7. In [19] the network is managed by caching at base stations as well node to node
transfers on type of request basis which suggest that it is not a case of sparsely
deployed network whereas DTN environment is a typical case of sparsely
deployed topology.

5 Concept of Remoteness and Mobility Management

A node can be considered a transceiver with a range around it in a circular area
with node acting as radial point. The range of transmission for a node is equal to
radius of the circle. This imaginary circle moves along with node’s random
movement. Since Ad hoc network will have node to node communication it means
that receiver node has to be inside the circle of sending node for the duration of
transfer. A remote node would be one that is outside the range of the broadcasting
node and a node at relatively larger distance would be more remote to another
node that is relatively nearer but still outside the range of the node.

Also, there can be scenario where node would be moving into the circle in the
direction of center of the circle. In this scenario the node has to stop after coming
inside the circle. This effort of controlling the receiver position inside the
broadcasting node’s transmission range would be called as mobility management.

Here BSS1 has one node in it and the node in BSS3 is remote node for BSS1.
For BSS2 the node on outside boundary is to be stopped and node has to be
brought in after it reaches the boundary perimeter.

The following illustration will explain this concept of node mobility manage-
ment (refer (Fig. 2)).

Let R be the radius of circle of Transmission range and there be defined a
threshold distance Dth1 which is equal to R, i.e. Dth1 = R.

Now 9Y eYk s:t Yk � Y0j j ¼ Ydis and 9X eXk s:t: Xk � X0j j ¼ Xdis:
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Therefore,

p
Ydisð Þ2þ Xdisð Þ2 = R = Dth1 ð1Þ

Let us maximum displacement threshold for any node at any location within the
range is 90 % of R and minimum displacement threshold for node be 20 % of R.
This can be put in inequalities 2 and 3 as below.

p
Ydisð Þ2þ Xdisð Þ2\¼ 0:9R ð2Þ

p
Ydisð Þ2þ Xdisð Þ2 [¼ 0:2R ð3Þ

We shall term this as snoop location test that each node will do for its master
node to get its coordinates as given by inequality 4 as under.

0:2R \¼p Ydisð Þ2þ Xdisð Þ2 \¼ 0:9R ð4Þ

If the condition is violated, the node shall reset its path to align with the master
node and shall keep on doing so, till the next agreed time interval when One Hop
Packets are broadcast and network topology is available afresh.

6 Protocol Design and Framework

In this section, the workflow of the algorithm is described on the basis of the
following assumptions derived out of favorable scenarios in previous section.

a. Network is sparsely deployed and here we model network for 4 nodes only.
b. We assume that all nodes are aware of maximum network size which is 4 in this

case.
c. Nodes broadcast to other nodes there one hop neighbor information after fixed

interval of time and network activity is suspended during this time interval.
d. All nodes enter the network simultaneously and if any node is entering after

some time the network has started functioning it will not straight way look to
connect to some neighbor, though it will be listening to its neighbors if any. It
will have to wait for time interval when one hop neighbor is being broadcast by
its neighbor.

Algorithm: Since the network size is 4 and node are enumerated in given set
Ni = (n1, n2, n3, n4,}. Each node shall maintain a 3 9 4 Stack of Booleans 1-D
matrix for route maintenance, which is to be maintained at each node. Each row of
stack matrix shall signify as nth hop entries where each column represents node eNi.

Tables 1 and 2 are route maintenance matrices for nodes, n1 and n2, where
column are indicative of n1, n2, n3, n4 and rows are indicative of 1 hop neighbor,
2 hop neighbor and 3 hop neighbor. If any entry in table is 1 it means that
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corresponding node is a neighbor and row no will tell if it is 1-hop, 2-hop or 3-hop
neighbor.

The entries in shaded part of Table 1 represent the presence of neighbor at a
particular hop distance. From here onwards, only shaded portion of Table 1 is
reproduced under different scenarios and significance of row and columns remains
same.

Then, image of network for node n1 is in Fig. 2, and we assume nodes moves in
direction of arrow. Let below be called Scenario A.

Zeros in last row of matrix for n2 signify that there is no three hop neighbor for
node 2. Also it can be seen that same network image is available at node n1 and n2.

Let the below be called scenario B shown in Fig. 3 when nodes have moved to
enter a new topology (Fig. 4).

Now the matrix for node n1 and n2 for Scenario B is in Tables 3 and 4
respectively (Fig. 5).

Here it can be seen that n2, n3 and n4 are connected in a looping topology and
hence which route to be followed is not clear if say data is to be sent from 1 to 4
(Table 5).

Table 1 Route Maintenance
Entries in routing table for
node n1

Hop no Node1 Node 2 Node 3 Node 4

1-hop 0 1 0 0
2-hop 0 0 1 0
3-hop 0 0 0 1

Table 2 Route maintenance
entries in routing table for
node n2

1 0 1 0
0 0 0 1
0 0 0 0

BSS2

BSS3

BSS1

Fig. 2 Scenario depicting
remote nodes and nodes
within the transmission range
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n1 n3
n4

n2

Fig. 4 Scenario A

R 

0.2R

0.9R

Y axis

X axis

Fig. 3 Node at center with
threshold radials

Table 3 Route maintenance
entries in routing table for
node n1

0 1 0 0
0 0 1 1
0 0 1 1

Table 4 Route maintenance
entries in routing table for
node n2

1 0 1 1
0 0 1 1
0 0 0 0

n1

n2
n3

n4

Fig. 5 Scenario B
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So, the following algorithm is proposed.

Step 1. Node n e Ni transmits one hop packet containing 4-bit RH(n) frame along
with Control information to each one hop neighbor during the interval
already known to all nodes. All nodes n broadcast one hop information
received from all sources to all their one hop neighbors except the node
from which it came. The source and destination information is available in
one hop packet in form of control bits.

Step 2. Each neighbor node n accepts one hop information, removes control
information and pushes RH(n) on NS(n) in modulo 4 order, s.t., rows
RH(n) of NS (n) are in order (n ? k) % 4 for k = 0, 1, 2, 3 where n is the
node number.

Order is representative of the node number.

2 (a). If (n ? k) % 4 equals ZERO, then set order n of RH(n) being pushed onto
stack NS(n) as n = 4.

Step 3. In NS(n) for node (n) set the nth column bit to ZERO to avoid loopback
condition.

Step 4. Start reading 4 9 4 NS(n) in row major order and preserve 1’s as they are
encountered. For every node n e Ni don’t read the bit in nth column, and
entry is NR whenever 1 is encountered.

4 (a). Preserve 1’s only if 1 is not encountered in previous row traversals, i.e.,
RST if already done a NR for 1 in same column.

5. Drop last row of matrix i.e. the 4th row in this case, NS(n) for network of size 4
is ready.

7 Results and Conclusions

We played this algorithm on a self-prepared computer program and found the
algorithm working for a network of size 4 where duplicity of links was handled by
passing only one hop information between nodes. In this way same network image
is available to all nodes as we created AN(n) and BN (n) for all 4 nodes
(Tables 6 and 7).

Table 5 Notations used in algorithm

Notation
used

Description

RH(n) nth hop information bits framed in size 4 bit
NS(n) nth node’s RH(n)s Stack Array of size (n-1 9 n) for complete route information
AN(n) Stack for node n for scenario A
BN(n) Stack for node n for scenario B
RST, NR Resetted operation, not resetted operation

A Proposed Architecture for Efficient Data Delivery and Route Maintenance 521



After, step 2 the following Tables 6 and 7 are created on nodes n1 and n2. As it
can be seen these tables have four rows whereas the actual table that has route
entries has three rows. One extra row has been created due to iterations in step 2 of
algorithm.

The Tables 8 and 9 are received after the Step 4 and 5 of Algorithm is played.
Tables 8 and 9 are representative of same network image for both node n1 and n2.
The same network image results in zero duplication of messages in the network
when network will be put in operation.

The network image emerging out of Tables 8 and 9 is given in Fig. 6.

Table 6 Route maintenance
entries in routing table for
node n1

0 1 0 0
1 0 1 1
0 1 0 1
0 1 1 0

Table 7 Route maintenance
entries in routing table for
node n2

1 0 1 1
0 1 0 1
0 1 0 0
0 1 0 0

Table 8 Route maintenance
entries in routing table for
node n1

0 1 0 0
0 0 1 1
0 0 0 0

Table 9 Route maintenance
entries in routing table for
node n2

1 0 1 1
0 0 0 0
0 0 0 0

n1

n3

n2

Fig. 6 Scenario emerging
for both n1 and n2
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In this Paper we have tried to establish the Parameter of mobility by modeling
node as a transmitter which transmits in one circular fashion and then we have
tried to propose a routing protocol for the same. It is seen that duplicity of links is
handled very well by the routing protocol and any node at any given point in life of
network has same image of topology of the network. The controlled mobility
feature allows the node to remain in close proximity to each other while data
transmission is taking place. In our future work we shall propose packet format for
the same and shall model it for varying network sizes.
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Multi-carrier Based Radar Signal
Optimization Using Genetic Algorithm

Gabriel Lellouch and Amit Kumar Mishra

Abstract In this paper, we present our preliminary work on the use of single
objective genetic algorithms to improve the design of multicarrier phase coded
radar pulses in terms of their autocorrelation properties. The parameter over which
optimization is performed is the set of complex phase codes which are applied
onto the subcarriers. We show how the use of genetic algorithms is relevant in this
context through several comparisons with the well-known Barker phase code
structures.

Keywords Multi-carrier radar � Autocorrelation function � Genetic algorithm

1 Introduction

With the advent of powerful digital hardware, software defined radio and radar
have become an active area of research and development [1]. This in turn has
given rise to many new research directions in the radar community which was
previously not comprehensible. One such direction is the recently investigated
multi carrier radar also called OFDM radar [2, 3].

The nature of OFDM as a communication waveform is to convey information
via the phase codes applied onto the various subcarriers, which can belong to any
alphabet, phase shift keying (PSK) for example [4]. After several manipulations,
demodulation in the receiver eventually retrieves the transmitted phase codes and
in turn, recovers the binary message. In radar, the multicarrier phase coded
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(MCPC) signal also assigns phase codes onto the subcarriers, however, if the
constraint to convey information is not included the phase codes may be searched
so that the resulting signal offers optimal radar features. Narrow main peak, low
sidelobe level, low ambiguity level both in range and Doppler, are example of such
features. An extensive review of the phase code strategies to optimize some of
these features when a MCPC pulse is used is provided in [5, 6]. Emphasis is put on
the mutual use of a train of MCPC pulses based on complementary sequences
together with frequency weighting to reduce the autocorrelation sidelobe levels.
These promising results also seem to impose several constraints on the number of
subcarriers, symbols and pulses as the complementarity relies on cyclic shifts of
one sequence in time and frequency. For applications such as netted radar, phase
code strategies offering low cross-correlation properties between the pulses of the
different nodes have been investigated [7]. More recently, Riché et al. investigated
the possibilities offered by multicarrier signals to mitigate range ambiguities for
SAR applications. Similarly, the problem consists in lowering the cross-correlation
between consecutive pulses. Unlike Paichard, Riché et al. did not consider the
phase codes but instead investigated the frequency content of the consecutive
pulses.

Formulating other constraints such as minimizing the peak-to-envelope mean
power ratio (PMEPR), minimizing the spectral leakage, etc. it is straightforward
that the design of a code-based OFDM radar is a multi-objective engineering
optimization problem. In this work, we use genetic algorithm (GA) to search for
phase code sequences that would improve the design of MCPC pulses in terms of
autocorrelation sidelobes.

There are two novelties in this paper. First of all, the use of coded MCPC pulse
as a radar signal is in itself a new direction. Secondly, the use of GA to design
MCPC radar pulses is also novel. We show that the GA based OFDM radar
outperforms in some cases the classic Barker code based OFDM radar. The rest of
the paper is organized as follows. Section 2 describes the MCPC signal considered
in this work and recalls some important properties of the multicarrier signal over
which the paper builds up. Section 3 discusses the phase codes generation from a
GA prospect. Our objective functions are presented and the experimental setup is
reviewed. In Sect. 4 our preliminary results are shown and discussed before we
conclude the paper in Sect. 5.

2 Multi Carrier Phase Coded Based Radar

The use of phase codes in radar signals is not new. Likewise the well-known chirp
pulse, phase coded pulses have been attractive from the early days of radar for
their compression capabilities. The initial pulse length T is divided into K bits of
identical duration tb = T/K, and each bit is coded with a different phase value.
Unlike communication applications that require the use of alphabets to transmit
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information, radar potentially support an unlimited number of K-phase code
sequences. As we mentioned earlier, many criteria exist that may be used to select
a specific code. In Chap. 6 [8], Levanon et al. mention the problem of finding a
code that leads to a predetermined range-Doppler resolution as very complicated.
For that reason, he suggests to address the problem of phase code selection with
the one dimension autocorrelation function (ACF) rather than the two dimension
ambiguity function (AF). Our optimization procedure described in Sect. 3 follows
the same guideline.

2.1 Single Phase Coded Correlation Properties

Interestingly, when the ACF R(s) of the single carrier phase coded pulse is con-
sidered, only few discrete samples are necessary to reconstruct the continuous
function. Levanon et al. showed that in this case R(s = itb ? g), (i is a positive
integer and 0 B g\ tb) given by:

Rðitb þ gÞ ¼ 1
Ktb
½g
XK

k¼1

aka�k�i�1 þ ðtb � gÞ
XK

k¼1

aka�k�i� ð1Þ

is obtained by connecting, in the complex plane, the values at R(itb) (noted R[i]) by
straight lines.

RðsÞ ¼ Rðitb þ gÞ ¼ 1
Ktb
½ðtb � gÞR½i� þ gR½iþ 1�� ð2Þ

In Eq. (1) we defined the phase codes ak as zero for illegal values of k (i.e.,
k [ K or k \ 1). Note also that the pulse has been normalized by its length Ktb so
that it exhibits unit energy. One consequence of this observation is that the fol-
lowing optimization problem of finding the phase codes that produce minimum
side lobes or minimum area under R(s) reduces to finding the phase codes that

produce minimum value of either |R(itb)| Vi or
PK�1

i¼1 jR itbð Þj. Chapter 6 in [8]
elaborates further on the many codes that prove to offer these optimal autocor-
relation properties.

2.2 Multi Carrier Phase Coded Correlation Properties

Unlike the single carrier case, the multicarrier pulse no longer offers a simple
expression for the ACF R(s). When the MCPC pulse is defined by:

uðtÞ ¼
XN

n¼1

XK

k¼1

xnan;krkðtÞ � expðj2pnDftÞ ð3Þ

Multi-carrier Based Radar Signal Optimization 527



Levanon et al. have shown [8] in Chap. 11 that R(s) can be expressed as:

jRðitb þ gÞj ¼ j
XN

k¼1

expðj2pk
g
tb
Þ �

XN

n¼1

xnx
�
k

� ½I1

XK

k¼1

an;ka�k;k�i�1 þ I2

XK

k¼1

an;ka�k;k�i�j
ð4Þ

As expressed in Eq. (3), our MCPC pulse is composed of N subcarriers equally
spaced by Df = 1/tb. Each subcarrier is weighted by xn and is assigned the phase
code an,k where the index k denotes the symbol number ranging from 1 to K. The
function rk(t) refers to the rectangular window of each of the K symbols:

rkðtÞ ¼
1 ktb� t�ðk þ 1Þtb

0 elsewhere

ffi

In Eq. (4), I1 and I2 are given by I1 ¼ g � sincðbÞ � expðjÞ where b ¼ pðn� kÞ g
tb

and I2 = tbd(n - k) - I1, [8]. When N = 1 it is easy to realize that Eq. (4)
reduces to Eq. (1) except for the normalization factor, since the multicarrier pulse
has not been normalized.

First null of the autocorrelation Irrespectively of the phase codes, the width
of the main peak can be computed when g=tbffi1 and i = 0. Because I1	 g and
I2	 tbdðn� kÞ � g, and assuming the weights xn = 1 (this assumption is of no
harm for the global behaviour of the ACF), then:

jRðgÞj ’ Mtbj
XN

k¼1

expðj2pk
g
tb
Þj

’ MtbjexpðjpðN þ 1Þ g
tb
Þ �

sinðpN g
tb
Þ

sinðp g
tb
Þ j

ð5Þ

From the second part of the expression one sees that the first null happens for
g = tb/N. Of course, the larger N the better the approximation. This result will be
used in Sect. 3. Note that this expression can be rearranged into ds = 1/B where
ds is the Rayleigh resolution and B the full signal bandwidth.

Identical sequences After all efforts spent in searching for optimal phase codes
in the single carrier case, early investigations with multicarrier waveforms natu-
rally started from those existing results. One way to design the multicarrier pulse
referred to identical sequence (IS) phase coding has been to apply a certain
sequence repetitively onto all N subcarriers. As a result of this design strategy, the
discrete ACF of the multicarrier signal becomes a scaled version of the discrete
ACF of the single carrier signal when the discrete samples are taken at integer
numbers of the symbol duration. Recall Eq. (4) to realize that both continuous
ACFs are no more scaled version of one another. This method has the advantage
that it gives a closed form expression to these discrete values but obviously ignores
the behaviour of the ACF in between. However, as we mentioned previously, the
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multicarrier signal faces another severe constraint, namely the PEMPR. Because
the IS strategy has proven to be a good solution in terms of PMEPR when the
design of the pulse is complemented by a phasing technique, IS coding has been
proposed in many cases [9] despite the little control on the resulting ACF.

3 GA Based Code Generation

In this section, we present our experiments to find optimal sequences for the
multicarrier radar waveform, which we discussed in the previous section, when
GA is the optimization process.

3.1 Objective Functions

As introduced earlier, our objective is to find an optimal coding sequence that will
give us the least amount of sidelobes in the ACF. The two criteria that we use in
our work are the peak sidelobe level ratio (PSLR) and the integrated sidelobe level
ratio (ISLR). Both shall be set as low as possible. Accordingly, we define the
following objective functions based on which we run our GA.

PSLR ¼
max

k
jR½k�j

jR½0�j ISLR ¼

P
k
jR½k�j

jR½0�j ð6Þ

where we have R[0] = 1 because we normalize the ACF with respect to the main
peak value before considering the ratios. R[k] refer to the values of the autocor-
relation as defined in Eq. (4), taken outside the mainlobe. Note however that they
are not as in Eq. (2) taken at integer number of the symbol duration but rather at
consecutive samples of the oversampled ACF. For example, if the oversampling
rate is Nos, the time span between R[k] and R[k ? 1] is tb/(N � Nos). Note that the
orthogonality property of the MCPC pulse imposes a critical sampling period
ts = tb/N. Recall that the first null occurs around tb/N, hence the mainlobe of the
ACF is assumed to be spanning over 2 � Nos samples. Lastly, we must emphasize
the fact that in this work, both objectives are investigated separately and not
together. As a matter of fact, our GA optimization consists in single objective
optimization.

3.2 Experimental Setup

GA procedure The execution of the genetic algorithm implemented in this work
is a two-stage process. Goldberg defined this class of genetic algorithms as simple
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genetic algorithms (SGA) [10]. It starts with the current population, composed of
L subjects. In our case, one subject is a set of N 9 K phase codes [an,k]n,k as
defined in Eq. (3). In the next step, the fitness of all L subjects is assessed upon
either of the two objectives given in Eq. (7). Selection is then applied. The best
subject is selected twice while the weakest subject is not selected. Like this we
build the intermediate population. Thereafter we randomly form pairs out of this
intermediate population making sure that all pairs are composed of different ele-
ments. The next step is called recombination. Each pair produces two offsprings
based on random one-point crossover. Lastly, mutation is applied in an alternate
fashion. Every two generations, few elements (in our simulation we use 5) would
be randomly chosen and for each element one random bit would be flipped. The
condition to end the iterative optimization is based on the mean value of either
fitness functions over the entire population reaching a certain threshold we would
define in comparison with the results obtained with the Barker based IS MCPC
pulse. Our termination condition also includes a convergence criterion on all
elements of the population. Said differently, the variance of the fitness of all
elements shall be small, meaning that the algorithm has reached an optimal value.

Problem encoding The first step in the implementation of any genetic algorithm
is to generate an initial population. Following the canonical genetic algorithm
guideline [10], this implies encoding each element of the population into a binary
string. In our case, we simply encode one phase code (value between 0 and 2p) into a
string of q genes and stack the N � K strings of q genes each into a larger string that
we call chromosome, which is then made up of Q = N � K � q genes. This chro-
mosome constitutes one element of the population. The larger q, the finer the reso-
lution. In our experiments, we consider the largest value authorized by Matlab that is
q = 18. The resolution is Dh ¼ 2p=2q’ 0:024mrad. With the values of N and K that
we consider in this paper, the size of the chromosome can be as large as 900,
(N = 10 and K = 5). The search space S ‘‘reduces’’ to the binary strings of length
Q. Note that in case the range of authorized phase values is restrained by whatever
design constrain, Q may decrease together with the search space dimension.

Population size To understand what the population size L shall be, we followed
the guideline given in [11]. The starting point is to say that every point in the
search space shall be reachable from the initial population by crossover only. This
can happen only if there is at least one instance of every gene at each locus in the
whole population. On the assumption that every gene is generated with random
probability (P(1) = 1/2 and P(0) = 1/2) the probability that at least one gene is
present at each locus is given by:

P ¼ ð1� ð1=2ÞL�1ÞQ ð7Þ

In the two cases that we investigated and report in 4 (K = 3, N = 3) and
(K = 5, N = 10), we have respectively Q1 = 162 and Q2 = 900 for the chro-
mosome size. From Eq. (8), we calculate the population size that would insure a
probability of P = 99.9 %. We obtain respectively L1 = 18.7 and L2 = 21.2. For
simplicity we consider L = 22 in our simulations.
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4 Results and Discussions

We now present the results we obtained with our genetic algorithm and compare
them with the Barker based IS MCPC pulse. The latter is chosen since Barker
codes are well-known for their sidelobe reduction properties. When K = 3, the
Barker based phase sequence is [p p 0] and when K = 5 case it is [p p p 0 p].1 The
IS strategy implies that this sequence is applied onto each of the N subcarriers
through the an,m terms. We could also have decided to apply on each subcarrier a
cyclically time shifted version of the code, but for the sake of comparison between
the different cases we stick to IS.

4.1 PSLR Based GA

When the objective function is the PSLR, Fig. 1a, b tell that in both cases the GA
converges quickly towards populations whose fitnesses are better than the Barker
based IS MCPC pulse. In Figs. 1b and 2b we show the ACF of the MCPC pulse
designed with phase codes resulting from our optimization. In both cases, the
maximum sidelobe level outside the main lobe has been reduced by about 9 dB
and 6 dB respectively. Although we did not stress this constraint in our objective
function, the sidelobe level in the vicinity of the peak has been noticeably reduced.
This is very valuable when high resolution is needed.

4.2 ISLR Based GA

Unlike PSLR, the ISLR of the Barker based IS MCPC pulse is rather good as it can
be expected from the IS strategy. In the first case though (K = 3, N = 3), it is still
possible to find optimal solutions that outperform our reference. Here, we give an
example where we find an optimal solution in two steps. We start from a random
initial population and converge after about 70 iterations towards an optimum
(Fig. 3). We then inject four optimal elements in the initial population, complete
with random elements and run again the algorithm. We observe in Fig. 4 that we
converge towards optimal solutions in the vicinity of this element. This can be
seen in Fig. 4b. In the other case, (K = 5, N = 10), one can guess, looking at
Fig. 2b that the ISLR of the Barker based IS MCPC pulse is very low and might
already be or not far from being an optimal solution. Starting from a fully random
population, our algorithm slowly converged but still could not reach the Barker
solution after many generations. Then, we decided to inject Barker sequences into

1 Another Barker code with the very same autocorrelation properties results from interchanging
0 and p, namely [0 0 p] and [0 0 0 p 0].
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Fig. 1 The phase codes of the MCPC pulse (N = 3, K = 3) are optimized via our PSLR based
GA. a Convergence of our GA, b ACF of the MCPC pulse. In (b) the ACFs of our optimized
MCPC pulse and the Barker based IS MCPC pulse are compared

Fig. 2 The phase codes of the MCPC pulse (N = 10, K = 5) are optimized via our PSLR based
GA. a Convergence of our GA, b ACF of the MCPC pulse. In (b) the ACFs of our optimized
MCPC pulse and the Barker based IS MCPC pulse are compared

Fig. 3 The phase codes of the MCPC pulse (N = 3, K = 3) are optimized via our ISLR based
GA. a Convergence of our GA, b ACF of the MCPC pulse. In (b) the ACFs of our optimized
MCPC pulse and the Barker based IS MCPC pulse are compared

532 G. Lellouch and A. K. Mishra



the initial population. We started with one such sequence out of the 22 which
compose the initial population. Convergence is happening but after 1800 gener-
ations we are still above the reference value. We repeated the experiment with four
sequences and, as seen in Fig. 5b, our genetic algorithm quickly converged
towards the Barker solution. Our findings are altogether summarized in Table 1.

Fig. 4 The phase codes of the MCPC pulse (N = 3, K = 3) are optimized via our ISLR based
GA. In the initial population we injected 4 good elements obtained in the previous search.
a Convergence of our GA, b ACF of the MCPC pulse. In (b) the ACFs of our optimized MCPC
pulse is compared to the MCPC pulse built from the initial good element

Fig. 5 a Convergence of our GA, b Convergence of our GA. In (a) one Barker based IS is
injected in the initial population while in (b) four Barker based IS are injected in the initial
population

Table 1 Summary of the results

Barker wf1 wf2 wf3 wf4

PSLR 0.33 0.12 – – –
ISLR 26.11 – 18.84 – –
PSLR 0.23 – – 0.10 –
ISLR 54.05 – – – 54.05
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5 Conclusion

In this paper we showed how genetic algorithms can be used to optimize the
design of MCPC radar pulses. Our optimization consisted of a single objective
optimization based on either of the two objective functions, the peak sidelobe level
ratio or the integrated sidelobe level ratio of the autocorrelation function. We have
seen that GA permitted to find better phase code sequences than the Barker based
identical sequences, at least in terms of the two objectives we defined, expect in
one of the cases where the latter seems to be an optimal solution. In the future, we
will incorporate multiple objectives in our genetic algorithm to optimize the design
of the MCPC pulse further in terms of more than one criterion, for example the
peak-to-mean envelop power ratio.
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Additive and Multiplicative Inverse
of Generalized Fuzzy Numbers
with Different Left Heights and Right
Heights

Gourav Gupta, Amit Kumar and M. K. Sharma

Abstract In this paper, with the help of Zadeh’s extension principle, it is shown
that there is error in the additive and multiplicative inverse of generalized fuzzy
numbers with different left heights and right heights proposed by Lee and Chen
[1]. To resolve the error, new additive and multiplicative inverse of generalized
fuzzy numbers with different left heights and right heights are proposed. Also, it is
shown that generalized fuzzy numbers with different left heights and right heights
cannot be used for fuzzy risk analysis.

Keywords Generalized fuzzy numbers � Generalized fuzzy numbers with dif-
ferent left heights and right heights � Additive and multiplicative inverse

1 Introduction

Chang et al. [2] proposed the concept of generalized fuzzy numbers with different
left heights and right heights. Lee and Chen [1] proposed the arithmetic operations
of these fuzzy numbers and used the division operation for fuzzy risk analysis.
Chen et al. [3] also used the same division operation for fuzzy risk analysis.
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It is well known that the division operation is actually the multiplication of a
number with the multiplicative inverse of another number and the subtraction
operation is the addition of a number with the additive inverse of another number.

In this paper, it is pointed out that there is error in the additive and multipli-
cative inverse and hence in subtraction and division operation of generalized fuzzy
numbers with different left heights and right heights proposed by Lee and Chen
[1]. To resolve the error, new additive and multiplicative inverse of generalized
fuzzy numbers with different left heights and right heights are proposed. Also, it is
shown that the generalized fuzzy numbers with different left heights and right
heights cannot be used for fuzzy risk analysis.

The rest of this paper is organized as follows. In Sect. 2, error occurring in the
additive and multiplicative inverse of generalized fuzzy numbers with different left
heights and right heights proposed by Lee and Chen [1] are pointed out. In Sect. 3,
new additive and multiplicative inverse are defined for generalized fuzzy numbers
with different left heights and right heights. In Sect. 4, it is shown that generalized
fuzzy numbers with different left heights and right heights cannot be used for fuzzy
risk analysis.

2 Error in Existing Additive and Multiplicative Inverse

If ~A is any fuzzy number defined on the universal set X and l~AðxÞ is the mem-
bership value corresponding to x 2 X, then by Zadeh’s extension principle ([4],
p. 60), the membership value of 1

x in 1
~A

will also be l~AðxÞ. Due to the same reason,

since in the generalized fuzzy number with different left height and right height
~A ¼ ða; b; c; d; L;RÞ the membership values corresponding to b and care L and
R respectively. So, the membership values of 1

b and 1
c in 1

~A
should also be L and

R respectively. However, according to existing arithmetic operation [1], if ~A ¼
ða; b; c; d; L;RÞ is generalized fuzzy number with different left height and right
height then 1

~A
¼ 1

d ;
1
c ;

1
b ;

1
a ; L;R

� �
, i.e., in ~A the membership values corresponding to

b and c are L and R respectively. While, in 1
~A

obtained by the existing arithmetic

operations [1] the membership values corresponding to 1
b and 1

c are R and
L respectively which is contradicting the Zadeh’s extension principle ([4], p. 60),
i.e., there is error in the multiplicative inverse and hence in the division operation
proposed by Lee and Chen [1].

The same error is also occurring in calculating the additive inverse �~A of ~A and
hence in calculating the subtraction of generalized fuzzy numbers with different
left heights and right heights with the help of arithmetic operations proposed by
Lee and Chen [1].
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3 Proposed Additive and Multiplicative Inverse

In this section, keeping Zadeh’s extension principle in mind, the additive and
multiplicative inverse of a generalized fuzzy number with different left height and
right height is defined.

Let ~A ¼ ða; b; c; d; L;RÞ be the generalized fuzzy number with different left
height and right height. Then,

(i) �~A ¼ ð�d;�c;�b;�a; R; LÞ
(ii) 1

~A
¼ 1

d ;
1
c ;

1
b ;

1
a ; R; L

� �

4 Non-applicability of Generalized Fuzzy Numbers
with Different Left Heights and Right Heights
in Fuzzy Risk Analysis

If ~A ¼ ða1; b1; c1; d1; L1;R1Þ and ~B ¼ ða2; b2; c2; d2; L2;R2Þ are two generalized
fuzzy numbers with different left heights and right heights such that left height
(L1) [ right height (R1) and left height (L2) [ right height (R2) then using the

arithmetic operation proposed in Sect. 3, 1
~B
¼ 1

d2
; 1

c2
; 1

b2
; 1

a2
; R2; L2

� �
will be a

generalized fuzzy number with different left height and right height such that left
height (R2) [ right height (L2). Since, in ~A left height (L1) [ right height (R1)
while in 1

~B
left height (R2) [ right height (L2) i.e., both are different types of

generalized fuzzy numbers with different left heights and right heights, so it is not
possible to find the arithmetic operation~A� 1

~B
. However, it is obvious from Step 1

of the existing methods [1, 3] that for the fuzzy risk analysis, there is need to find
~A� 1

~B
. So, generalized fuzzy numbers with different left heights and right heights

cannot be used for the fuzzy risk analysis.
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Cryptanalysis of ‘‘A New Method
of Cryptography Using Laplace
Transform’’

Praneesh Gupta and Prasanna Raghaw Mishra

Abstract We present a cryptanalysis of an encryption scheme based on Laplace
Transforms proposed by A.P. Hiwarekar. We have shown that scheme is described
in a superfluous manner. We have given equivalent operations for the scheme by
means of which the scheme can be described in much simpler terms. Using these
operations we can break the scheme in much lesser number of trials than that is
claimed by the author. We have also given an example to illustrate our cryptan-
alytic attack in support of our findings.

1 Introduction

‘‘A New Method of Cryptography Using Laplace Transform’’ proposed by
Hiwarekar [6] is an encryption scheme designed to facilitate encryption/decryption
for English text. We have shown that the use of Laplace Transform is rather
superfluous and the scheme can be described independent of Laplace Transform
[1, 3] and this description is much simpler than the present one. The author has
claimed that the scheme is secure against any type of cryptanalytic attack. How-
ever, no concrete reasoning is given in support of his claim. We have launched a
ciphertext only attack [8] on the scheme. We have shown that the scheme can be
broken with much lesser number of trials as compared to that is required for Brute
force [7]. The organization of this paper is as follows:
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In the second section we describe the scheme in brief. In the third section we
put some critical observations regarding the scheme. In the fourth section we
describe the simpler representation of the scheme and carry out the cryptanalysis.
We have also given a technique to recover plaintext from the ciphertext without
the knowledge of key. In the fifth section we present some case studies of our
attack applied on ciphertexts of English plaintexts encrypted with the scheme
under consideration.

2 Brief Description of the Scheme

The scheme under consideration is based on computation of Laplace Transform of
a polynomial of specific form. The coefficients of the polynomial depends on the
characters of the plaintext. The details of encryption/decryption process are as
follows:

Encryption: Before encryption, the plaintext is coded to give a finite sequence
of positive integers 0, 1,…25. The coding scheme maps character A to 0, B to 1
and so on. Here no distinction is made between small and capital letters. Numbers
and special characters are just ignored. Infact, this is a one–one onto map (say /)
from the set of alphabets to the set {0, 1, 2, …, 25}.

Let P ¼ P1P2. . .Pn denote the plaintext which is to be encrypted. The coded
plaintext can be given as

/ðPÞ ¼ /ðP1Þ/ðP2Þ. . ./ðPnÞ:

The coded plaintext gives rise to an infinite sequence given as

Gi ¼ /ðPiþ1Þ; i ¼ 0; 1; . . .; n� 1 and Gi ¼ 0 for i� n:

A polynomial f(t) is formed by multiplying this sequence term by term to the
expansion of tert; r 2 N.

It is clear that f(t) has a finite degree as there are only finitely many non-zero
terms in the sequence fGiji 2 Ng. Now the Laplace transform of f(t) i.e. L{f(t)} is
computed and the coefficients of Laplace transform are collected and divided by
26. Quotients are treated as key and kept secret while the remainders are positive
integers in the range 0–25 which are mapped back to English alphabets and taken
as ciphertext.

To illustrate the encryption process, we take r = 2 and the word ‘PROFESSOR’
as plaintext. The plaintext is encoded to 15 17 14 5 4 18 18 14 17. The sequence
{Gi} is given as G0 = 15, G1 = 17, G2 = 14, G3 = 5, G4 = 4, G5 = 18, G6 = 18,
G7 = 15, G8 = 17, Gn = 0 for n C 9. Using this sequence, we form the polyno-
mial f(t) as,
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f ðtÞ ¼ t½G01þ G1
2t

1!
þ G2

22t2

2!
þ G3

23t3

3!
þ G4

24t4

4!
þ G5

25t5

5!

þ G6
26t6

6!
þ G7

27t7

7!
þ G8

28t8

8!
�

¼ 15t þ 17
2t2

1!
þ 14

22t3

2!
þ 5

23t4

3!
þ 4

24t5

4!
þ 18

25t6

5!
þ 18

26t7

6!

þ 14
27t8

7!
þ 17

28t9

8!
:

Here f(t) is a polynomial in t of degree 9. We now compute Laplace transform
of f(t).

Lff ðtÞgðsÞ ¼ Lf15t þ 17
2t2

1!
þ 14

22t3

2!
þ 5

23t4

3!
þ 4

24t5

4!
þ 18

25t6

5!
þ 18

26t7

6!

þ 14
27t8

7!
þ 17

28t9

8!
gðsÞ

¼ 15
s2
þ 68

s3
þ 168

s4
þ 160

s5
þ 320

s6
þ 3456

s7
þ 8064

s8
þ 14336

s9

þ 39168
s10

s being a non zero real or complex number.
Now the coefficients of Laplace transform are collected and divided by 26. In

our case the quotients are 0, 2, 6, 6, 12, 132, 310, 551, 1506 and remainders are 15,
16, 12, 4, 8, 24, 4, 10, 12. Now the key is given as 0, 2, 6, 6, 12, 132, 310, 551,
1506 and the remainders when mapped back to alphabets, produce ciphertext as
PQMEIYEKM.

Decryption: For decryption ciphertext is mapped to integers as per encoding
scheme described above. In this case ciphertext PQMEIYEKM is mapped to 15,
16, 12, 4, 8, 24, 4, 10, 12. With the use of key value, we can obtain the coefficients
of Laplace transform of f(t) i.e. L{f(t)} using division algorithm [4, 5]. The values
of coefficients thus obtained are 15, 68, 168, 320, 3456, 8064, 14336, 39168. Now,
L{f(t)} can be written as:

Lff ðtÞgðsÞ ¼ 15
s2
þ 68

s3
þ 168

s4
þ 160

s5
þ 320

s6
þ 3456

s7
þ 8064

s8
þ 14336

s9

þ 39168
s10

Taking inverse Laplace transform, we can get back f(t). From f(t), the original
plaintext message can be easily recovered.
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3 Observations

We have made the following observations regarding the scheme.

1. The scheme does not use pre-decided secret parameter as key, instead the key is
derived from the plaintext itself. This is inconsistent with the existing design
philosophy.

2. It is not stated whether the parameter r is a part of the key or a pre-shared value.
3. As per designer’s claim, the encryption/decryption scheme is based on Laplace

Transform. The equivalent description of the scheme (as shown in Sect. 4)
shows that the scheme is actually independent of Laplace Transform.

The first two observations are related to inconsistencies present in the scheme
while the last one is related to security aspects of the scheme. In the next section
we describe how this security related issue can be exploited to mount a ‘‘ciphertext
only’’ type of cryptanalytic attack on the scheme.

4 Cryptanalysis

Let the plaintext be denoted as sequence of English alphabets P1, P2, …Pn and the
corresponding ciphertext be denoted as C1, C2, …Cn. As discussed in Sect. 2, to

encrypt the given plaintext we need the Laplace transform of
Pn

i¼1
ri�1/ðPiÞti

ði�1Þ! . We

have

L
Xn

i¼1

ri�1/ðPiÞti

ði� 1Þ!

 !
¼
Xn

i¼1

L
ri�1/ðPiÞti

ði� 1Þ!

ffi �

¼
Xn

i¼1

ri�1/ðPiÞ
ði� 1Þ! LðtiÞ

¼
Xn

i¼1

ri�1/ðPiÞ
ði� 1Þ!

Z 1
0

e�sttidt

¼
Xn

i¼1

ri�1/ðPiÞ
ði� 1Þ!

i!

siþ1

¼
Xn

i¼1

ri�1i/ðPiÞ
siþ1

:

This leads us to formulate an alternate description of encryption process.
The ith character of ciphertext is given as
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Ci ¼ /�1ððri�1i/ðPiÞÞ mod 26Þ

and the ith key element is given as ri�1i/ðPiÞ
�

26
� �� �

. This is clearly independent
of Laplace Transform. Now we describe our analysis that leads to the breaking of
the scheme. Depending upon the value of ri-1i, we can make different guesses as
described below.

1. For ri�1i � 1 mod 26 we have

Ci ¼ /�1ð/ðPiÞ mod 26Þ ¼ Pi

2. gcd ri�1i; 26ð Þ ¼ 1: In this case we can find plaintext uniquely as

Pi ¼ /�1ððyi/ðCiÞÞ mod 26Þ;

yi being the inverse of ri-1i modulo 26. In particular if Ci = ‘A’ then from above
relation we have Pi = ‘A’ so the plaintext character is directly determined and the
value of yi need not be computed.
3. gcd ri�1i; 26ð Þ ¼ 2: Let x ¼ / Pið Þ, then to guess the possible plaintext we have

to solve the congruence ri�1ix � /ðCiÞ mod 26 for x. It will have 2 solutions
[2]. Let one of the solution be x1. The other solution will be given by
x2 � x1 þ 13 mod 26. There will be two choices for Pi precisely /-1(x1) and
/-1(x2).

4. gcd ri�1i; 26ð Þ ¼ 13: In this case the congruence equation given in (3) will have
thirteen solutions. Let one of the solution be x1. The other solution will be given
by x2 � x1 þ 2 mod 26, x3 � x1 þ 4 mod 26… x13 � x1 þ 24 mod 26. The
corresponding plaintext characters will precisely be /-1(x1), /-1(x2)…
/-1(x13).

5. ri�1i � 0 mod 26 In this case there are all 26 possibilities for plaintext
character.

5 Case Studies

Some case studies are given below to illustrate our technique to recover the
plaintext from ciphertext.

1. Given C = ‘‘PQMEIYEKM’’ and r = 2. Now applying the ciphertext only
attack as described in pervious section we have: For i = 1 we directly know the
plaintext i.e., P.
For i = 2 we have, C2 = ‘Q’ and /(C2) = 16. As gcd ri�1i; 26ð Þ ¼
gcd 4; 26ð Þ ¼ 2; there will be two choices for the possible plaintext character.
To guess the plaintext character we solve the congruence 4x � 16 mod 26.
The solutions to the congruence are 4 and 17. The two choices the plaintext
characters will be /-1(4) and /-1(17) i.e., ‘E’ and ‘R’ respectively.
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Similarly, there are two choices for each of the plaintext characters at positions
3rd, 4th, 5th, 6th, 7th, 8th and 9th positions.These choices are (‘B’, ‘O’), (‘F’, ‘S’),
(‘E’, ‘R’), (‘F’, ‘S’), (‘F’, ‘S’), (‘B’, ‘O’) and (‘E’, ‘R’) respectively. Thus the
plaintext word can be guessed in maximum 256 trials. The 256 guessed words are-

The correct word appears at position 244.
2. Given C = ‘‘PYOUIKWYZ’’ and r = 3.

The first letter of the plaintext is determined directly i.e., P.
There are two choices for each of the plaintext characters at positions 2nd, 4th,
6th and 8th positions. Plaintext characters at positions 3, 5, 7 and 9 can be
guessed uniquely. Thus the plaintext word can be guessed in maximum 16
trials. The sixteen guessed words are-

The correct word appears at position 14.
3. Given C = ‘‘PEEWYSEWR’’ and r = 7.

The directly known plaintext character is ‘P’.
There are two choices for each of the plaintext characters at positions 4th, 6th,
and 8th positions. Plaintext characters at positions 3, 5, 7 and 9 can be guessed
uniquely. Thus the plaintext word can be guessed in maximum 16 trials. The
sixteen guessed words are-

1. PEBFEFFBE
2. PRBFEFFBE
3. PEOFEFFBE

:

243. PEOFESSOR
244. PROFESSOR
245. PEBSESSOR

:

254. PRBSRSSOR
255. PEOSRSSOR
256. PROSRSSOR

1. PEOFEFSBR
2. PROFEFSBR
3. PEOSEFSBR

:

14. PROFESSOR
15. PEOSESSOR
16. PROSESSOR
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The correct word appears at position 14.
4. Given C = ‘‘POKEUUEMK’’ and r = 18.
As described earlier the first plaintext character is ‘P’.

Except first, there are two choices for each of the plaintext characters at all
positions. Thus the plaintext word can be guessed in maximum 256 trials. The 256
guessed words are-

The correct word appears at position 244.

The above analysis is done with the assumption that r is a publicly known
parameter. However, it is possible to break the scheme even if r is a part of key, as
there are effectively 26 different values of r, the number of trials for r is bounded
above by 26. The complexity of the attack will be increased at most by a factor of
26 in this case.

6 Conclusion

The cryptographic scheme proposed by Hiwarekar [6] is a weak scheme. We have
proved that the encryption function of the scheme can be expressed in a simpler
form which is independent of Laplace Transform. Using our alternate formulation

1. PEOFEFSBR
2. PROFEFSBR
3. PEOSEFSBR

:

14. PROFESSOR
15. PEOSESSOR
16. PROSESSOR

1. PEBFEFFBE
2. PRBFEFFBE
3. PEOFEFFBE

:

243. PEOFESSOR
244. PROFESSOR
245. PEBSESSOR

:

254. PRBSRSSOR
255. PEOSRSSOR
256. PROSRSSOR
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of encryption process we have launched a ciphertext only attack and shown that
the scheme can be broken in much lesser number of trials than the exhaustive
trials. With the help of examples we have illustrated how the plaintexts are
recovered from the ciphertexts.
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A Design of Longitudinal Control
of an Aircraft Using a Fuzzy Logic
Based PID Controller

S. N. Deepa and G. Sudha

Abstract For linear systems and nonlinear systems, classic controllers such as
PID have been widely used in industrial control processes and in flight control
systems because of their simple structure and robust performance in a wide range
of operating conditions. Several numerical approaches such as Fuzzy Logic
Controller (FLC) algorithm and evolutionary algorithms have been used for the
optimum design of PID controllers. In this paper Fuzzy PID controller is devel-
oped to improve the performance for a pitch control of aircraft system. The
controller is designed based on the dynamic modeling of system begins with a
derivation of suitable mathematical model to describe the longitudinal motion of
an aircraft. Mamdani-type-Fuzzy Logic Controller is used to tune each parameter
of Proportional-integral-derivative (PID) controller by selecting appropriate fuzzy
rules through simulations. The simulation results show that Fuzzy Logic Controller
tuned by PID algorithm is better performance and more robust than the classical
type algorithm for aircraft pitch control.

Keywords Fuzzy logic controller � Fuzzy sets � Pitch dynamics � PID controller

1 Introduction

Flight dynamics deals principally with the response of aerospace vehicles to
perturbations in their flight environments and to control inputs [1–3]. In order to
understand this response, it is necessary to characterize the aerodynamic and
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propulsive forces and moments acting on the vehicle, and the dependence of these
forces and moments on the flight variables, including airspeed and vehicle ori-
entation. The rapid advancement of aircraft design from the very limited capa-
bilities of the Wright brothers first successfully airplane to today’s high
performance military, commercial and general aviation aircraft require the
development of many technologies, these are aerodynamics, structures, materials,
propulsion and flight control. In longitudinal control, the elevator controls pitch or
the longitudinal motion of aircraft system [4, 5]. The elevator is situated at the rear
of the airplane running parallel to the wing that houses the ailerons. Pitch control is
a longitudinal problem and this work controls the pitch of an aircraft. Pitch is
controlled by the rear part of the tail plane’s horizontal stabilizer being hinged to
create an elevator. By moving the elevator control backwards the pilot moves the
elevator up a position of negative camber and the downwards force on the hori-
zontal tail is increased. The angle of attack on the wings increased so the nose is
pitched up and lift is generally increased. In gliders the pitch action is reversed and
the pitch control system is much simpler, so when the pilot moves the elevator
control backwards it produces a nose-down pitch and the angle of attack on the
wing is reduced. The pitch angle of an aircraft is controlled by adjusting the angle
and therefore the lift force of the rear elevator. Lot of works has been done in the
past to control the pitch of an aircraft for the purpose of flight stability and yet this
research still remains an open issue in the present and future works [6, 7]. Modern
aircraft include a variety of automatic control system that aids the flight crew in
navigation, flight management and augmenting the stability characteristics of the
airplane.

2 Mathematical Model of Aircraft Dynamics

The standard notation [8] for describing the motion of, and the aerodynamic forces
and moments acting upon, flight vehicle is indicated in Fig. 1. The variables x, y, z
represent coordinates, with origin at the center of mass of the vehicle. The x-axis
lays in the symmetry plane of the vehicle [9] and points toward the nose of the
vehicle. The z-axis also is taken to lie in the plane of symmetry, perpendicular to
the x-axis, and pointing approximately down. The y-axis completes a right-handed
orthogonal system, pointing approximately out the right wing [10].

Angles h, u and de represent the orientation of aircraft pitch angle in the earth-
axis system and elevator deflection angle. The forces, moments and velocity
components in the body fixed coordinate of aircraft system can be described as
showed in Fig. 1. The aerodynamics moment components for roll, pitch and yaw
axis are represent as L, M and N. The term p, q, r represent the angular rates about
roll, pitch and yaw axis while term u, v, w represent the velocity components of
roll, pitch and yaw axis. The angles a and b represents the angle of attack and
sideslip respectively [11, 12].
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A few assumption need to be considered before continuing with the modeling
process. First, the aircraft is at a steady state cruising at constant altitude and
velocity, thus the thrust and drag are cancel out and the lift and weight balance out
each other. Second, the change in pitch angle does not change the speed of an
aircraft under any circumstance. Also, the atmosphere in which the plane flies is
assumed undisturbed, thus forces and moment due to atmospheric disturbance are
considered zero. Hence, considering Fig. 1, the following dynamic equations
describe the longitudinal dynamics of a typical aircraft;

Force equations:

X � mgSh ¼ m _uþ qv � rvð Þ ð1Þ

ZþmgChCu ¼ mð _wþ pv� quÞ ð2Þ

Momentum equation:

M ¼ Iy _qþ rqðIx � IzÞ þ IxzðP2 � r2Þ ð3Þ

Equations (1), (2) and (3) should be linearized using small disturbance theory.
The equations are replaced by a reference value plus a perturbation or disturbance,
as given in Eq. (4). All the variables in the equation of motion are replaced by a
reference value plus a perturbation or disturbance. The perturbations in aerody-
namic forces and moments are functions of both, the perturbations in state vari-
ables and control inputs.

u ¼ u0 þ Du; v ¼ v0 þ Dv;w ¼ w0 þ Dw

p ¼ p0 þ Dp; q ¼ q0 þ Dq; r ¼ r0 þ Dr

X ¼ X0 þ DX;M ¼ M0 þ DM;Z ¼ Z0 þ DZ

d ¼ d0 þ Dd

ð4Þ

For convenience, the reference flight condition is assumed to be symmetric and
the propulsive forces are assumed to remain constant [13]. This implies that,

Fig. 1 Force, moments, and
velocity components in a
body fixed coordinate
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v0 ¼ p0 ¼ q0 ¼ r0 ¼ u0 ¼ w0 ¼ w0 ¼ 0 ð5Þ

After linearization the following equations were obtained for the longitudinal
dynamics, of the aircraft.

d

dt
� Xu

ffi �
u þ gocosh0 � Xww ¼ Xdede þ XdTdT ð6Þ

�Zuu þ 1 � Z _wð Þ d

dt
� ZW

ffi �
w � u0 þ Zq

� �
q þ go sin h0 ¼ Zdede þ ZdTdT v

ð7Þ

�Muu � M _W

� � d

dt
�MW

ffi �
w þ d

dt
�Mq

ffi �
q ¼ Mdede þ MdTdT ð8Þ

The Eq. (9) gives the transfer function for the change in the pitch rate to the
change in elevator deflection angle.

DqðsÞ
DdeðsÞ

¼
� Mdeþ

M _aZdeþ
u0

� �
s � ðMaZdeþ

u0 � ZaMde
u0 Þ

s2 � Mq þ M _a þ Za
u0

� 	
s þ ðZaMq

u0
� MaÞ

ð9Þ

The transfer function of the change in pitch angle to the change in elevator
angle can be obtained from the change in pitch rates to the change in elevator
angle as given in Eqs. (10), (11) and (12).

Dq ¼ D _h ð10Þ

Dq sð Þ¼ sDh sð Þ ð11Þ

DhðsÞ
DdeðsÞ

¼ 1
s

DqðsÞ
DhðsÞ ð12Þ

Hence, the transfer function for the pitch system dynamics of an aircraft can be
described by,

DqðsÞ
DdeðsÞ

¼ 1
s

� Mdeþ
M _aZdeþ

u0

� �
s� ðMaZdeþ

u0 � ZaMde
u0 Þ

s2 � Mq þM _a þ Za
u0

� 	
sþ ðZaMq

u0
�MaÞ

ð13Þ

For simplicity, a first order model of an actuator is employed with the transfer
function as given in Eq. (14), and time constant s = 0.0167 s is employed.

H sð Þ ¼ 1
ssþ 1

ð14Þ

Modern computer-based flight dynamics simulation is usually done in dimen-
sional form, but the basic aerodynamic inputs are best defined in terms of the
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classical non-dimensional aerodynamic forms. These are defined using the
dynamic pressure,

Q ¼ 1
2
qV2 ¼ 1

2
qSLV2

eq ð15Þ

where q is the ambient density at the flight altitude and Veq is the equivalent
airspeed, which is defined by the above equation in which qSL, is the standard sea-
level value of the density. In addition, the vehicle reference area S, usually the
wing platform area, wing mean aerodynamic chord �c, and wing span b are used to
non-dimensionalize forces and moments.

3 PID Structures

In the literature, several works has describing the PID structure [15–19].
According to the authors the three term form is the standard PID structure of this
controller. The structure is also known as parallel form and is represented by,

G sð Þ ¼ Kp þ KI

1
S
þ KDs ¼ Kpð1þ

1
TIS
þ TDsÞ ð16Þ

where Kp is proportional gain, KI is integral gain, KD derivative gain; TI is integral
time constant and TD is derivative time constant. The proportional term is for
providing an overall control action which is proportional to the error signal
through the constant gain factor. The integral term is to reduce steady-state errors
through low-frequency compensation by an integrator. The derivative term is to
improve transient response through high-frequency compensation by a differen-
tiator. Each of the controllers has its advantages and disadvantages. The disad-
vantages of each controller can be eliminated by combining all three controllers
into a single PID controller. The selection of gains for the PID controllers can be
determined by a method developed by Ziegler and Nichols, who studied the
performance of PID controllers by examining the integral of the absolute error.

4 Mamdani Fuzzy Logic with PID Combination

In general, the non linear aircraft model is complex, and the complexity arises from
the uncertainty in the form of ambiguity [14]. The growth of fuzzy logic approach
handles ambiguity and uncertainty existing in complex problems. Fuzzy sets rep-
resents fuzzy logic provide means to model the uncertainty associated with vague-
ness, imprecision and lack of information regarding aircraft dynamics. Fuzzy logic
operates on the concept of membership. The membership was extended to possess
various ‘‘degrees of membership’’ on the real continues interval between the value 0
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and 1. Fuzzy sets are tools that convert the concept offuzzy logic into algorithms [20].
Since fuzzy sets allow partial membership, they provide computer with such algo-
rithms that extend binary logic and enable it to take human like decision. Fuzzy Logic
Control (FLC) system is one of the main developments and successes of fuzzy sets
and fuzzy logic. A FLC is characterized by four modules: fuzzifier; defuzzifier;
inference engine and rule base. In terms of inference process there are two main types
of Fuzzy Inference Systems (FIS) the Mamdani-type and the Takagi–Sugeno Kang
(TSK) type. In terms of use, the Mamdani FIS is more widely used, mostly because it
provides reasonable results with a relatively simple structure, and also due to the
intuitive and interpretable nature of the rule base [22–24].

The aircraft dynamics are highly nonlinear, trial-and-error procedures and
experience play an important role in defining the rules. Each fuzzy set consists of
three types of membership function, which are negative (N), zero (Z) and positive
(P). Here triangular membership functions are chosen for each fuzzy set. The
universe of discourse is set between -0.4 to 0.4 that implies the range of pitch
angle (± 0.4 radian).

The appropriate membership function to represent each fuzzy set need to be
defined and each fuzzy set must have the appropriate universe of discourse. Using
the FIS editor, the two inputs to the fuzzy controller are the error (e) which
measures the system performance and the rate at which the error changes (De),
whereas the output of the control signal (Du). The FIS rule and plot of output
surface viewer is shown in Figs. 2 and 3.

Fig. 2 Fuzzy inference in the rule viewer
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5 Results and Discussion

5.1 Case 1: Classical Method

Ziegler–Nichols method is heuristic tuning method to obtain PID parameters. In
this method, the Ki and Kd gains are first set to zero. The proportional gain is
increased until it reaches the ultimate gain, Ku, at which the output of the loop
starts to oscillate Ku and the oscillation period Pu are used to set the gains of PID
parameters. The longitudinal state space matrix for aircraft dynamics is given in
Eq. (17).

A ¼

�63:17 �203:14 �776:4 0:0000
1:00000 0:0000 0:0000 0:0000
0:00000 1:0000 0:00000 0:000
0:0000 0:0000 1:0000 0:0000

2
664

3
775 ð17Þ

Fig. 3 Three dimensional view of output surface
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The eigen values of the longitudinal transport is given in Eqs. (18) and (19).

k1;2 ¼ 0; 60 ð18Þ

k3;4 ¼ �1:585 � i 3:22 ð19Þ

When the roots are real, there is of course no period, and only parameter is the
time to double or half [25]. These are the times that must elapse during which any
disturbance quantity will double or halve itself, respectively. When the modes are
oscillatory, it is envelope ordinate that doubles or halves. Since the envelope may
be regarded as an amplitude modulation, then we may think of the doubling or
halving as applied to the variable amplitude. The stability of the airplane is
governed by the real parts of the eigen values, roots of the characteristics equation.
The root locus of closed loop aircraft dynamics is shown in Fig. 4.

Fig. 4 Root locus of aircraft dynamics response
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The root locus of closed loop PID controller for aircraft dynamics is shown in
Fig. 5. PID Controller has addition of one pole and two zeros. Addition of PID
controller generally increases the order of the system. Addition of zeros will cause
the root locus to bend toward the left half portion making the system more stable.

The step response of the PID controller is shown in Fig. 6. The delay time is
3 s, rise time is 8 s, settling time is 33 s, and peak overshoot is 59 %. The response
is oscillatory in nature.

5.2 Case II: Hybrid Method

In the advanced modern aircrafts, the conventional PID (Proportional-Integral-
Derivative) controllers are used extensively even though they are not very efficient
for non-linear dynamic systems, mainly because of their intuitive nature, ease of
operation and low cost. To overcome this flaw, an unconventional technique of
Fuzzy Logic could be used as it has proven to be more efficient than PID con-
trollers and depends on human experience and intuition [26]. This type of Fuzzy

Fig. 5 Root locus of PID controller with aircraft dynamics response
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PID control was expressed by Mamdani and is very popular compared to Takagi–
Sugeno type which uses fuzzy sets to define the input variables but the output is
defined by means of functions or LTI systems. The step response of the Fuzzy
based PID controller is shown in Fig. 7. The delay time is 0.4 s, rise time is 0.8 s,
settling time is 3.1 s, and peak overshoot is 48 %. The response is smooth in
nature.

The results shown in Table 1 clearly indicates Fuzzy based PID controller is the
best compared to PID Controller. The performance specifications like delay time,
rise time, settling time and peak overshoot values are very less compared to PID
Controller. But it has reasonable steady error as 8 %.

Fig. 6 PID controller response
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6 Conclusions

Hence, in this paper fuzzy logic based intelligent controller design is introduced
for controlling non linear longitudinal pitch control of an aircraft. Although, there
have been many developed techniques to control a dynamic system using feedback
as PID control, but very few control techniques are actually implemented in the

Fig. 7 Fuzzy PID controller response

Table 1 Comparison of PID and fuzzy controller

S.no PID controller Fuzzy PID controller

Delay time Td in secs 3 0.4
Rise time Tr in secs 8 0.8
Settling time Ts in secs 33 3.1
Peak overshoot Mp in % 59 48
Transient behavior Oscillatory Smooth
% Steady state error Ess 0 8 %
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real world flight control applications. The main reason behind not implementing
the advanced optimal control techniques is that they are not intuitive and in
aerospace where safety is a high priority, unintuitive techniques are not trusted
enough to be implemented in real aircrafts. From the results the following
parameters can be observed. The values show, the PID controller produces the
response with very high settling time due to the oscillatory behavior in transient
period. It has severe oscillations with a very high peak overshoot of 59 %. The
proposed Fuzzy logic controller can effectively eliminate these dangerous oscil-
lations and provides smooth operation in transient period. Also it is giving a steady
state error of 8 %, which is a considerable value. The fuzzy control works very
efficiently for nonlinear dynamic systems and it’s simple and intuitive which is
precisely what is required in the current and future aerospace industry.
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Evaluation of Content Based Spam
Filtering Using Data Mining Approach
Applied on Text and Image Corpus

Amit Kumar Sharma, Prabhjeet Kaur and Sanjay Kumar Anand

Abstract With the continuous growth of email users, unsolicited emails also known
as Spam increases to a large extent. In current, server and client side anti spam filters
are developed for detecting different features of spam emails. However, recently
spammers introduced some new tricks consisting of embedding spam contents into
digital image, pdf and doc files as attachments, which can make all current techniques
based on the analysis of digital text in the body and subject field of emails ineffective.
In this paper we proposed an anti spam filtering approach based on data mining
techniques which classify the spam and ham emails. The effectiveness of proposed
approach is experimentally evaluated on large corpus of simple text datasets as well
as text embedded image datasets and comparisons between some classifiers such as
Random Forest and Naive Bayes is done.

Keywords Spam filtering � Image spam � OCR � Stemming � Features � VSM �
tf-idf � PCA � Naive Bayes � Random Forest

1 Introduction

The continuous growth of internet technology leads to various possible ways of
communication, in which email system is one of the most convenient and eco-
nomic method [1]. In email system, everyday we receive different types of
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messages in bulk. Spam emails is a big problem having several harmful effects
such as wastage of user time [2], economic loss, work productivity loss, spreading
of virus and Trojans which results in degradation of users trust. Spam stands for
‘‘Self Promotional Advertising Messages’’ but now the most popular definition is
‘‘unsolicited bulk mail’’. Spam raises the bandwidth requirement of email system
and server load capacity which results in increase of annual cost. In addition,
phishing spam emails are the serious threat to security of end users, that try to get
personnel and confidential information like passwords and account numbers
through spoof messages from on-line business transactions. Another trick has been
applied by spammers that is image spam, it embed body of the message into
images and send as attachments. Image spam email target different advertisement
aims such as: adult, financial, product, internet, health, education, political and
spiritual etc.

Spam filtering techniques are classified to segregate ham and spam emails [2].
These techniques mainly focus on three levels as email address, the subject of
message and message contents [3]. Email address and subject of message is mainly
based on black/white list technology [4] and pattern matching, but spammer are
able to bypass both filtering and results in increased rates of false negatives.
Content based spam filtering is one of the most effective solutions to detect spam.
It is based on features selection and text classification methods such as Naive
Bayesian classifier, Random Forest and SVM etc. [5–9]. For image based spam
filtering, OCR provides the facility to extract the textual information into images
that extracts clean digital text. Spammers are trying to make OCR system inef-
fective without compromising human readability, by placing text in form of
CAPTCHA and it is the hard challenge for OCR [10, 11].

Source of Spam
Source of spam are Botnet [12], Directory Harvest Attacks [12], Internet

Hoaxes and Chain Process [12], Social Networking, Backscatter [13], Unsecured
Wireless Networks and Open Relays etc.

Types of Spam
There are various types of spam. Some of spam are as: Blank Spam [14],

Phishing Mails [12], Email Scam [12], Trojan Horse Email, Image Spam [15, 16],
Web Spam [17] and Attachment Spam [18] etc. Spammer more active at the time
of festivals and important occasions such as Christmas, Diwali, New Year and
World Cup etc., that time spammer attract to the users for buying products and
provides several offers to lure them.

2 Image Spam

As there are various anti spam filters are available for detecting the spam with
simple messages. For passing these spam filters spammer used image as spam
message. Contents of image spam are URL [19], text and hyperlink of the website
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etc. For avoid spam filtering in Image they also use some technique with image as
obfuscation, split image in multiple section, add wild background, add more colors,
hand written text, use of animated pictures, use of CAPTCHA, text bold trick,
shorten URLs, forged header information, add Patchy font, use Cartoon etc. [15,
20]. Mostly image spam target are advertisements such as: adult contents, financial,
products sell, political, internet, health (usually pharmaceuticals), educational and
anti-spam messages etc. Example of image spam can be seen in (Fig. 1).

There are two big issue faced, first is imposed high computational cost to
filtering process and second is spammer exploit lot of tricks to fool OCR such as
CAPTCHA. In this paper our main focus is on content that are embedded in image,
OCR is the useful for image spam filtering. Generally OCR extract image
including hand written text, print written text and type written text into simple text.
A good OCR recognizes characters in different size, fonts and style. ABBYY Fine
Reader is the OCR tool that transforms scans, PDFs and digital camera images into
editable and searchable formats and delivers up to 99.8 % recognition accuracy. It
can recognize 189 languages and automatic language detection. ABBYY supports
Image input formats in BMP, PCX, DCX, JPEG, JPEG 2000, JBIG2, PNG, TIFF,
PDF, XPS, DjVu, GIF, WDP and saving formats in DOC, DOCX, XLS, XLSX,
PPTX, RTF, PDF, PDF/A, HTML, CSV, TXT, ODT, EPUB, FB2, DjVu [21].

3 Spam Procedure and Remedy

3.1 Technique of Spam Email

Usually spammer use bulk mailing technique to send spam. In this technique bulk
mailer send huge volume of email without going through mail server or ISP
(Internet Service Provider). In this spammer use several features to hide their

Fig. 1 Image spam: health advertisement
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tracks. Mostly bulk mailer don’t use their ISP, they use open relay, open relay is
SMTP server that provides to everyone to sending mails [22].

3.2 Remedy of Spam

There are two different methods to counter spam emails as:

• The first method tries to prevent bulk mailers to send spam, e.g. by incurring a
cost on every email message sent, or by blocking or limiting access to mail
servers for spammers. Prevention techniques are classified as Computer time
based system and Money Based Systems [22].

• The second method aims to detect and remove all spam once it is sent, by
applying different types of filtering techniques. These filtering techniques are as
Origin based filtering [4], Challenge—Response Filter, Filtering based on traffic
analysis [22], Rule based spam filter [4] and Content based spam filtering [4, 10,
23]. Our main focus in this paper is content based filtering because body of spam
message is user interactive part due to attractiveness of contents every time
when a user open an email.

4 Related Work

Classification techniques have been applied in textual as well as image spam
filtering process. During literature survey, we can see a proposed method, where
variant of Naive Bayes classifier have been applied for spam detection [23].
A Compared classification strategy including Naive Bayes, Neural Network,
Decision Tree and SVM were tested on different dataset on emails [9]. In which
J48 and NB classifier provides better results compare to NN and SVM. A textual
classification method defined by K-NN and Genetic Algorithm for solving clus-
tering problem [5]. After successfully done textual classification, some techniques
developed for image classification, in which textual features, visual features, shape
feature and template based nature have been applied on SVM classifier [11]. A
binary classifier also have been proposed to detect image spam which achieves
preliminary results on different datasets [15]. Image spam filtering techniques are
based on pattern recognition and computer vision, in which OCR and rule based
classification technique also have been applied for image spam detection [24]. At
the server side a solution of image spam has been presented that suggest a combine
cluster analysis based on sparse representation with clustering algorithm [19].
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5 Attacks on Spam Filter

To preventing spam emails, spam filtering techniques are playing very effectively
role in web security. To decrease filtering effectiveness, spammers try to various
attacks on spam filters. There is various common attacks on spam filters as
following:

• Tokenization Attacks—Spammer prevent tokenization of message by splitting
or modifying features, for example putting extra spaces, or symbols like ‘-’ or
‘#’, in the middle of the words, ‘U_N_D_$_E_R_S_T_##_A_N_D’ [12].

• Text Obfuscation Attacks—When message have misspelling certain keywords,
such as ‘weeek’, ‘veeery’. Transposing letters or by substituting letters with
numbers and symbols, for example, ‘drgs’ or ‘UN$UBB$CRIBE’ [12].

• Good Word Attacks—One of the most common technique, a spammer mod-
ifies a spam message by appending or inserting words indicative of legitimate
mails [25, 26].

6 Problem Formulation

Problem with bulk of spam emails received in our mailbox are without our
knowledge and these are targeted to affect our systems. For prevention from such
spam many schemes has been proposed and implemented, but still problem with
these is that whenever spam filters are introduced, the spammer try to find out new
way to bypass these filters with new techniques to affect the targeted system.
Nowadays most of spammer sends spam mails in image format using several
embedding tricks. Some problems were observed literature survey are as:

• How to make more effective to spam filters?
• How to better identify spam emails and classification of ham and spam emails

from large data?
• How to better identification of image spam emails from large volume of data?
• How to understand human vision used by spammer?
• Find out new tricks which applied by spammer to send image spam emails.

7 Proposed Working Model

Proposed working model is based on data mining approach for classify ham and
spam emails separately to make more effective to content based spam filters at the
user level. It has four major sections of data mining process as: data selection, data
pre-processing, data classification and data evaluation. The effectiveness of
proposed model is experimentally evaluated on simple text datasets as well text
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embedded image datasets of spam emails by detecting different features of spam
emails. We can see the working of proposed model in (Fig. 2).

7.1 Data Selection

We have selected simple text data from Trec07 text corpus and image data from
combination of Trec07 image and Personal image corpus [23, 27]. Randomly
different size of files were selected from corpuses for testing purpose.

7.2 Data Pre-processing

Today’s real world databases are highly susceptible to noisy, missing, incomplete
and inconsistent data due to their typically huge size and their origin from het-
erogeneous, multiple sources. Low quality data lead to low quality mining results.
There are many data pre-processing techniques available as Data cleaning, Data
integration, Data transformation and Data reduction [6]. Following steps are used
for data cleaning and reducing.

Feature Selection [3, 10, 28, 29]
Feature selection approach is used to find subset of the original variables also

known as variable selection or attribute selection. This is based on information
gain, correlation and mutual information to filter unimportant and redundant
features. We getting features from subject and body of the emails of different data
sources using content based filtering.

Feature Extraction
In feature extraction relevant information is extracted from input large data that

reduce set of features [28]. Here we are extracting the keywords lists (blacklist and
white list) that are present into body of the emails.

Remove Stop and Irrelevant Words
Many common, irrelevant and daily uses words are frequently occurs in email

files like is, are, they, has, from, to etc. that have no sense. Some common words
also available in emails that are used in both spam emails and legitimate emails. In
programming implementation, we are using more than 600 stop words [30] to
remove from files.

Word Stemming
In word stemming process commoner morphological and inflexional ending are

removed from words. Stemming algorithm based on suffix stripping was given by
M. F. Porter in 1980 using English grammatical rules [31–34].
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Tokenization
Tokenization is the process of breaking text into words, phrases, symbols, white

spaces or other meaningful elements.

Fig. 2 Proposed working model for ham and spam classification
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Generate Vector Space Model (VSM)
VSM provides a sparse matrix which has word frequency for all testing files.

Matrix columns represent the number of words presence in the dataset files and
rows represent name of the files. The matrix form as in Table 1.

Compute tf-idf
In text mining or information retrieval, the tf-idf (term frequency inverse

document frequency), is a suitable method to evaluate how a word important in a
document. Calculate tf-idf and represent textual information into a VSM [35] that
is algebraic model in which textual information represent as a vector and com-
ponents of vector represent the importance of a term absence or presence in a
document [10, 36].

Combine term frequency and inverse document frequency, to produce a com-
posite weight for each term in each document. tf-idf weight assign to term t in
document d given by

t f � idft;d ¼ t ft;d � idfd

where t ft;d is term frequency, each term in a document has a associated weight for
that term, that depend on the number of occurrences of the term in the document.

t f ¼ PðwjdÞ

where idft is inverse document frequency, measured by term is common across all
documents divided by cardinality of number of documents by the number of
documents containing the term, and taking log of that quotient.

idft ¼ logðN=dftÞ

where dft defined to be the number of documents in the collection that contain a
term t, N is total number of document (corpus of documents).

Feature Reduction
Feature reduction or dimension reduction transform the data in high dimen-

sional to fewer dimensions. We apply principle component analysis technique for
feature reduction which take less time for classification and decrease complexity
of classifier.

In machine learning field, PCA (Karl Pearson et al. 1901) is a statistical
procedure that transform correlated variable into linearly uncorrelated variable

Table 1 Format of sparse matrix

Word frequency

Document Word1 Word2 Word3 – –

File1 2 1 0 – –
File2 3 0 4 – –
– – – – – –
– – – – – –
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which are ordered in reducing variability. Uncorrelated variables are combinations
of the original variables. Removal of variables is applied in last with minimum loss
of original data [8]. PCA is the simplest true Eigen vector based multivariate
analysis. Steps to obtain Principal Component (PC):
Step 1: Dataset is given in form of covariance matrix (R):

R ¼

a11 a12 � � � a1n

a22 � � � a2n

� � � � � �
ann

0
BB@

1
CCA

Step 2: Obtain the Eigen vector correspondence to covariance matrix
R� kIj j = 0 and arrange the Eigen vector in decreasing order as
k1 k2. . . kn: Here I denote to the identity matrix

Step 3: Choose k1 and get correspond value of the k1:

jR� kIj

b1

b2

� � �
bn

0
BBBB@

1
CCCCA ¼ 0

Calculate the b1; b2. . . bn under the normality condition

Step 4: Calculate principle components (PCs). For first PC calculate

l1 ¼ bð1Þ
0
X

X =

X1

X2

� � �
Xn

0
BBB@

1
CCCA

Same process proceeds for k2. . . kn.

Properties:

1. First principle component has the maximum variability among the remaining
all PCs.

2. Variance of the PC is equal to the corresponding Eigen values.
3. Percentage of variance is explained by the first r PCs, here r \ n.

%ofvariation ¼
Pr

i¼1 kiPn
i¼1 ki

� 100

Evaluation of Content Based Spam Filtering 569



7.3 Data Classification

Classification technique of data mining classifies the large data into separate
classes by using different classifier. We are working with Naive Bayes and random
forest classifier to classify ham and spam emails. We have compared the results
after applying PCA and without applying PCA.

Naive Bayes Classifier
It is a statistical classifier which help in predicting the probability of class

membership. In this paper we have used Nave Bayesian classifier which is based
on assumption that the effect of value of attribute belonging to a given class is
independent of the values of other attribute. The spam message’s calculated
probability value is higher than the set threshold; then the message is classified as a
spam. Before it can be used, a bayesian filter must be trained with a set of
legitimate emails (ham). For each word w in the training sets the filter estimates
the probability in a spam message(C = S) or a ham message(C = H) using

PðW ¼ w=C ¼ SÞ ¼ SðwÞ=NS

SðwÞ=NS þ HðwÞ=NH

Where S(w) is the number of occurrences of word w in the spam set, H(w) is the
number of occurrences of word w in the ham set, and NH and NS are the sizes of the
ham and spam training sets respectively.

Random Forest Classifier
Generally, the concept of Random Forests is applied to create many classifi-

cation trees. This method puts every input vector at bottom in each tree of the
forest to classify a new object from an input feature vectors. Each tree in forest
provides the ‘‘votes’’ to each tree and tree with highest ‘‘votes’’ are considered for
classification.

7.4 Data Analysis

Data analysis is evaluation of results of different classifier applied on different
datasets. K-fold cross validation is used as testing option for testing of model built
by classifier. Cross validation helps to identify good parameters on the basis of
which classifier predict unknown data accurately [37]. We have analysed results to
find out correctly classified and incorrectly classified instances, analyse time taken
to build model, detail accuracy and confusion matrix. Various parameters are as
follow [3, 9, 38]

True Positive (TP): Correctly ham and spam detected rate that is actual ham
and spam emails.
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False Positive (FP): Incorrectly ham and spam detected rate that is not ham and
spam emails.

Precision: Number of correctly classified instances of a class/number of
instances classified as belonging to that class.

P ¼ TP=TPþ FP

Recall: Number of correctly classified instances of a class/number of instances
in that class.

R ¼ TP=TPþ TN

Accuracy = (Correctly Classified Emails/Total Emails) * 100
Confusion Matrix: Confusion matrices are very useful for evaluating classi-

fiers, as they provide an efficient snapshot of it’s performance, by displaying the
distribution of correct and incorrect instances. Typical Weka output contains the
following:

Confusion Matrix

a b \�� classifiedas
24 1 ja ¼ ham
2 23 jb ¼ spam

8 Experimental Evaluation

8.1 Experiment Setup

Experiments were carried out on different data sets, which are publicly available.
We apply our strategy on image and text dataset; we made different set of files that
has equal ham and spam files for both datasets. We have extracted text from image
files by using ABBYY FR OCR tool. System configuration was 4 GB RAM,
Core2duo 2.00GH processor having window 7 installed.

8.2 Experiment Results

Experiment 1
Proposed scheme was applied on both image and text dataset. We get the

preprocessed results after apply stemming process, remove stop words and other
irrelevant words, count word frequency, compute tf-idf and generate sparse matrix.
For classifying the data, applied Naive Bayes and Random Forest classifier.
Results can be observed as Tables 2, 3, 4 and 5.
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Experiment 2
Proposed scheme was also applied on different sets of Trec07 text dataset with

PCA. Results can be observed as Table 6.

Table 2 Results: apply Naive Bayes classifier on simple text dataset

No. of
emails

Total
attributes

Correctly
classified
instances

Incorrectly
classified
instances

TP
rate
(%)

FP
rate
(%)

Acc
rate
(%)

Time
build
model

300 462 290 10 96.7 3.3 96.7 0.06
500 723 482 18 96.4 3.6 96.4 0.11
1000 1198 954 46 95.4 4.6 95.4 0.46
1500 1530 1435 65 95.7 4.3 95.7 0.72
2000 1823 1920 80 96.0 4.0 96.0 1.13

Table 3 Results: apply Random Forest classifier on simple text dataset

No. of
emails

Total
attributes

Correctly
classified
instances

Incorrectly
classified
instances

TP
rate
(%)

FP
rate
(%)

Acc
rate
(%)

Time
build
model

300 462 290 10 96.7 3.3 96.7 0.08
500 723 483 17 96.6 3.4 96.6 0.20
1000 1198 964 36 96.4 3.6 96.4 0.56
1500 1530 1451 49 96.7 3.3 96.7 1.11
2000 1823 1952 98 97.6 2.4 97.6 1.58

Table 4 Results: apply Naive Bayes classifier on image dataset

No. of
emails

Total
attributes

Correctly
classified
instances

Incorrectly
classified
instances

TP
rate
(%)

FP
rate
(%)

Acc
rate
(%)

Time
build
model

50 136 47 3 94 6 94 0
100 284 96 4 96 4 96 0.02
150 444 139 11 92.7 7.3 92.7 0.03
200 553 176 24 88 12 88 0.05

Table 5 Results: apply Random Forest classifier on image dataset

No. of
emails

Total
attributes

Correctly
classified
instances

Incorrectly
classified
instances

TP
rate
(%)

FP
rate
(%)

Acc
rate
(%)

Time
build
model

50 136 40 10 88 20 80 0.02
100 284 94 6 94 6 94 0.03
150 444 134 16 89.3 10.7 89.3 0.06
200 553 175 25 87.5 12.5 87.5 0.08
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8.3 Result Evaluation

1. Experiment 1 results, tf-idf provides importance of words and removes the
unusual words or attribute. Results of Naive Bayes classifier and Random
Forest classifier are compared and observed that Random Forest classifier better
for large volume of dataset with large features (Fig. 3). Naive Bayes classifier
give better accuracy for image categorization.

2. Experiment 2 results shows that Naive Bayes classifier take less time to build
model comparative Random Forest classifier (Fig. 4).

3. Experiment 2 results also shows that when we apply classifier with PCA, it
reduce the dimensionality of variables and take the less time to build model.
Time taken by classifier to build the model after applying PCA is less than
without apply PCA (Fig. 5). When we use more instances and attribute PCA
gives the almost similar results with high performance.

Table 6 Results: dimensionality reduction of attributes by applying PCA

No. of
emails

Total
attributes

Correctly
classified
instances

Incorrectly
classified
instances

TP
rate
(%)

FP
rate
(%)

Acc
rate
(%)

Time
build
model

300 157 284 16 94.7 5.3 94.7 0.08
500 261 473 27 94.6 5.4 94.6 0.16
1000 508 911 89 91.1 8.9 91.1 0.35
1500 685 1382 118 92.1 7.9 92.1 0.62
2000 850 1828 172 91.4 8.6 91.4 0.75

Fig. 3 Accuracy graph between NB and RF classifier

Evaluation of Content Based Spam Filtering 573



Fig. 4 Time taken to build model graph between NB and RF classifier

Fig. 5 Time taken to build model graph between applied PCA and without applied PCA
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9 Conclusions and Future Work

Researchers are trying to implement new spam filters that can prevent to desti-
nation by blocking at client level or server level. In this work, we have presented a
content based spam filtering approach using data mining techniques at the client
level for classifying the spam and ham emails.

Presented approach have been successfully applied on both simple text dataset
as well as image text dataset. We have compared its performance with the Naive
Bayes and Random Forest classifiers. We have also compared the performance and
accuracy with the using PCA and without using PCA.

We have completed experiment using large and publicly available standard
databases and results indicate that the performance of proposed strategy is better.
Proposed approach acquired to best average performance for all evaluated dat-
abases presenting an higher accuracy rate that is more than 96 % for all emails
datasets.

We are conducting more experiments using large volume of datasets as Trec07
simple text dataset, Trec07 image dataset and Personal image dataset. OCR
(ABBYY Fine Reader PE 11) tool provides the 99.8 % accuracy to extract text
from scan files, pdf and digital camera image files.

Future researches need to consideration on coevolutionary problem of the spam
filtering at server level, because while the spam filter tries to develop its prediction
capacity, the spammer try to develop their spam messages in order to overreach the
classifiers. Therefore, an efficient way to evolve for detection the changes of spam
features.

Moreover, Spammer insert a large amount of noise in spam message to make
the probability estimation more difficult. None of classifier can give 100 %
accuracy thus, spam filters should have a flexible way to compare the term in the
classifying task.
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Comparison of Lattice Form Based
and Direct Form Based Complex Adaptive
Notch Filter

Bhawya Kumar, Rahul Vijay and Pankaj Shukla

Abstract In this paper we present a comparison of the tracking characteristics of
Lattice based complex adaptive IIR notch filter (L-CANF) using new adaptive
algorithm and Direct from based complex adaptive notch IIR notch filter (D-
CANF) using simplified gradient descent adaptive algorithm for different step size
parameters. Three cases are investigated, i.e., linear chirp, quadratic chirp and
randomly-hoping frequency input complex signals buried complex zero mean
white Gaussian noise. Computer simulations shows the better tracking perfor-
mance of L-CANF based on new adaptive algorithm over D-CANF based on
simplified gradient descent algorithm.

Keywords Adaptive filters � Freq-hop � Chirp � Frequency estimation � Complex
notch filter

1 Introduction

Adaptive notch filters are required in many engineering applications for estimation,
enhancement and suppression of unknown frequencies of periodic components,
buried in additive noise. Many designs have been proposed over the years [1–10].
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An IIR based design provides better notch than FIR based design as surveyed in
[1, 2].

While most of the designs focused on real coefficient filters, however complex
coefficient adaptive notch filters are required for applications in communication
system and signal processing particularly when input signal consist of in-phase and
quadrature-phase components. Some examples include enhancement of noisy
chirp signals in radar systems [3] and suppression of narrow band interference in
the QPSK spread-spectrum system [4, 5].

Complex adaptive IIR notch filters can be direct form based using simplified
gradient descent adaptive algorithm as presented in [5, 8] or lattice form based
using new complex algorithm as proposed in [9].

In this paper we compared the tracking characteristics of lattice form based
complex adaptive notch filter [9] with direct form based complex adaptive notch
filter [5–8] using computer simulation. Three different cases are considered i.e.
linear chirp, quadratic chirp and randomly-hoping frequency input complex signals
buried complex zero mean white Gaussian noise. Our Simulation results shows
that L-CANF with new adaptive algorithm provides better and faster tracking of
notch frequency than D-CANF using simplified gradient descent algorithm in case
of hop and chirp input signals for narrow notch bandwidth as required.

The structure of first order direct form based complex adaptive notch filter is
presented in Sects. 2 and 3 presents the lattice form based complex adaptive notch
filter. Input signals for different cases of experiment are defined in Sect. 4. Results
of computer simulation are presented in Sect. 6 while a comparison using mean
update term is shown in Sect. 6 and finally Sect. 7 contains the conclusion.

2 Direct Form Based CANF

Figure 1 shows the structure of first order direct-form complex notch filter. The
input sequence is designated as u(n) while output is e(n).

The transfer function linking the input u(n) to the output e(n) of the complex
notch filter can be expressed as

G zð Þ ¼ 1þ a
2

1� ejx1 nð Þz�1

1� aejx1 nð Þz�1
ð1Þ

where a is the notch bandwidth coefficient and x1 is the notch frequency
parameter. Simplified gradient descent adaptive algorithm used to estimate the
input signal frequency is expressed as [5–8].

x1 n + 1ð Þ ¼ x1 nð ÞþlRe[e(n)x1
� nð Þ� ð2Þ
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Here Re[.] denotes real number and * denotes complex conjugate, l is the step
size parameter, x1(n) is the simplified gradient signal which is generated by the
circuit whose transfer function is given by [5, 8] as

F zð Þ ¼ 1þa
2

jejx1ðnÞz�1

1�aejx1ðnÞz�1
ð3Þ

3 Lattice Form Based CANF

Figure 2 shows the flow graph of Lattice form complex notch filter as given by [9].
The input sequence is designated as u(n) while output is e(n).

The transfer function linking input u(n) to the output e(n) of the notch filter will
be

H zð Þ ¼ 1þa
2

1� ejxðnÞz�1

1� aejxðnÞz�1
ð4Þ

where a is the notch bandwidth coefficient and x is the notch frequency parameter.
Transfer function linking the input u(n) to the filtered regressor x(n) of notch filter
can be expressed as

G zð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffi
1�a2
p ejx(n)z�1

1�aejx(n)z�1 ð5Þ

Fig. 1 Flow graph of direct
form complex notch filter

Fig. 2 Flow graph of lattice
form complex notch filter
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For very slow adaptation i.e. small value of l new complex adaptive algorithm
for estimation of the input signal frequency can be written as

x n + 1ð Þ ¼ x nð Þ þ l Im[e nð Þx� nð Þ� ð6Þ

where the imaginary part of the expectation i.e. E{e(n)x*(n)} can be found to be
independent of noise induced term as shown in [9]. Here Im [.] denotes the
imaginary number and * denotes complex conjugate, l[ 0 is the step size
parameter.

The upper bound for the step size parameter in the above update equation can
be found by using stationarity assumption [9] as

0\l\
1

A2

1�a
1þa

� �3=2

ð7Þ

The new complex algorithm for lattice based CANF is summarized in Table 1.

Table 1 New complex algorithm for lattice based CANF
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4 Complex Input Signal

The input to the system is taken as complex single-sided tone plus the background
noise.

u nð Þ = Aejðx0ðnÞþ;Þ + v nð Þ ð8Þ

where A is scale factor (Real or complex) x0 is unknown frequency of input
signal, ; is random phase uniformly distributed over [0, 2p] and v(n) is white
complex circular Gaussian noise process whose variance is given by

r2 = E v(n)j j2 = E Rð e v(n)½ �Þ2
n o

+ E Im v(n)½ �Þ2
n o

ð9Þ

a. Linear Chirp: For Linear chirp input signal we take

u nð Þ = AejxðnÞ + v(n) ð10Þ

in which linearly varying frequency is generated using x(n) = ;1n2 with
;1 ¼ 0:004.
b. Quadratic Chirp: For quadratic chirp input signal

u nð Þ = AejxðnÞ + v(n) ð11Þ

quadratically varying frequency is generated using

x nð Þ ¼ ;2n2 þ ;n3 ð12Þ

with ;2 ¼ �0:004, ;3 ¼ 1:2� 10�6

c. Frequency Hop: For generating frequency-hop input signal, its frequency x is
abruptly changes every 1000 iterations giving a piecewise stationary signal.

5 Simulation, Results and Discussion

In this section we present simulation results obtain from single run of adaptive
algorithms to demonstrate the comparison of L-CANF with new complex adaptive
algorithm and D-CANF with simplified gradient descent algorithm in tracking
frequencies of linear chirp, quadratic chirp and frequency hop signal.

In all the cases the signal power is taken as unity (A = 1) and signal-to noise
ratio is taken as 0 dB.

For notch bandwidth parameter a = 0.7 and A = 1 the upper bound for step
size parameter can be calculated using (7) as
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0\l\0:07 ð13Þ

Figure 3a, b shows the results of tracking a frequency of a linear chirp signal.
Bandwidth parameter a = 0.7, step size parameter l = 0.07 (upper bound from
(10) for Fig. 3a and l = 0.02 (roughly one-third of upper bound from (10) for
Fig. 3b. It can be seen that in both cases L-CANF using new complex algorithm
shows much better tracking performance then D-CANF using simplified gradient
descent algorithm. Also as the step size parameter is scaled back from its upper
bound the adaptive algorithms shows much better tracking capabilities as shown in
Fig. 3b.

Figure 4a, b shows the results of tracking a quadratically varying frequency of a
quadratic chirp signal. Bandwidth parameter a = 0.7, step size parameter

Fig. 3 a Linear chirp signal with a = 0.7 and l = 0.07. b Linear chirp signal with a = 0.7 and
l = 0.02
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l = 0.07 (upper bound from (10)) for Fig. 4a and l = 0.02 (roughly one-third of
upper bound from (10)) for Fig. 4b. It can be seen that in both cases L-CANF
using new complex algorithm shows much better tracking performance then D-
CANF using simplified gradient descent algorithm. Also as the step size parameter
is scaled back from its upper bound the adaptive algorithms shows much better
tracking capabilities as shown in Fig. 4b.

Figure 5 shows the frequency estimates x(n) (reduced modulo-2p) obtained
from single run of L-CANF using new complex algorithm and D-CANF using

Fig. 4 a Quadratic chirp signal with a = 0.7 and l = 0.07. b Quadratic chirp signal with
a = 0.7 and l = 0.02
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simplified gradient descent algorithm in a frequency hop experiment, using
bandwidth parameter a = 0.7, step size parameter l = 0.07 (upper bound from
(10)). It can be seen that both the adaptive filter algorithms are able to distinguish
between positive and negative frequencies as required and takes almost same
number of iteration for adaptation, however the variations are slightly less in case
of L-CANF using new complex algorithm as compared to D-CANF using sim-
plified gradient descent algorithm.

6 Comparison

The mean update term in case of simplified gradient descent algorithm can be
found as

fsimgrad ¼
�A2

4
1þ að Þ2

1�aej x0�x1ð Þj j2
sin x0�x1ð Þ ð14Þ

and in case of new complex algorithm as given by [9].

fnewcomp ¼
�A2

2
1það Þ

ffiffiffiffiffiffiffiffiffiffiffi
1�a2
p

1�aej x0�xð Þj j2
sin x0�xð Þ ð15Þ

From (14) and (15) we have

fsimgrad

fnewcomp

¼ �1
2

ffiffiffiffiffiffiffiffiffi
1þa
1�a

r
� 1 ð16Þ

Fig. 5 Frequency hop experiment with a = 0.7 and l = 0.07
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when a C 0.6.
Thus simplified gradient descent algorithm will have weaker driving force when

a[ 0.6 or we can say for

BW3db ¼
p
2
� 2tan�1a\28ffi ð17Þ

Fig. 6 a Linear chirp signal with a = 0.59 and l = 0.11. b Quadratic chirp signal with a = 0.59
and l = 0.11
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At a & 0.6 both the algorithms provide the similar tracking capabilities as
shown in Fig. 6a for linear chirp signal experiment and in Fig. 6b for quadratic
chirp signal experiment.

7 Conclusion

In this paper, tracking characteristics of lattice based CANF using new complex
algorithm [9] are compared with direct form based CANF using simplified gra-
dient descent algorithm. The comparison was made using linear chirp, quadratic
chirp and frequency hop experiment. It has been observed that L-CANF using new
complex algorithm shows much better tracking capabilities in estimating varying
signal frequencies as compared to D-CANF using simplified gradient descent
counterpart for narrow notch filter bandwidth.
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An Ensemble Pruning Approach Based
on Reinforcement Learning in Presence
of Multi-class Imbalanced Data

Lida Abdi and Sattar Hashemi

Abstract In recent years, learning from imbalanced data sets has become a chal-
lenging issue in machine learning and data mining communities. This problem
occurs when some classes of data have smaller number of instances than other
classes. Multi-class imbalanced data sets have been pervasively observed in many
real world applications. Many typical machine learning algorithms pose many
difficulties dealing with these kinds of data sets. In this paper, we proposed an
ensemble pruning approach which is based on Reinforcement Learning framework.
In effect, we were inspired by Markov Decision Process and considered the
ensemble pruning problem as a one player game, and select the best classifiers
among our initial state space. These selected classifiers which can produce a good
ensemble model, are employed to learn from multi-class imbalanced data sets. Our
experimental results on some UCI and KEEL benchmark data sets show promising
improvements in terms of minority class recall, G-mean, and MAUC.

Keywords Reinforcement learning �Markov decision process (MDP) � Ensemble
pruning � Multi-class imbalanced problems

1 Introduction

In many real world applications, the presence of imbalanced data causes many
problems for learning algorithms. In these data sets some class or classes of data have
smaller number of instances (minor or positive classes) than other classes (major or
negative classes). Multi-class imbalanced problems have been pervasively observed
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in many real world applications such as weld flaw and protein fold classifications. In
imbalance learning, correctly classifying the positive class instances is of great
importance. Many typical machine learning algorithms are highly biased to the
majority class and ignore the minority class instances. Classification rules that can
learn from positive classes are fewer and weaker than other classes. The objective is
to learn a classifier which provides a high accuracy for the minority class without
severely jeopardizing the accuracy of the majority class [1].

Considering imbalanced problems, there are two crucial aspects; first, which
evaluation criteria should be used in order to assess the classifier’s performance?
Second, what are possible solutions in handling class imbalanced problems?
Regarding the first aspect, it is common that accuracy and error rate are the most
widely used criteria in classification. But considering the model that is induced
with skewed distribution, accuracy or error rate are no longer a wise measure,
since the minority class has very little impact on accuracy than other classes. As a
result, other performance metrics such as G-mean, Receiver Operator Character-
istics (ROC) curve analysis, F-measure, precision, and recall are the more
appropriate criteria in this field.

With regard to the second aspect, solutions which have been proposed in the
literature are consisting of sampling techniques, feature selection methods, and
new algorithms [2]. Sampling techniques, which are commonly consisting of over-
sampling and under-sampling techniques, are conducted as pre-process tasks in
order to balance the distribution of the training data. These techniques suffer from
over-fitting and lack of useful information, respectively. Feature selection tech-
niques [3] attempt to choose the most informative and discriminative features
among all features and can help ease the learning process. New algorithms, on the
other hand, are designed to change the inductive bias of the learners. Cost sensitive
methods, one class classifications, and ensemble learning approaches are among
these techniques. These model-based approaches showed many improvements in
dealing with skewed distributions. In particular, ensemble learning algorithms
have become an effective tool in processing imbalanced data. Many researches
have focused on these learning algorithms due to their effectiveness and profi-
ciency such as SMOTEBOOST [4].

We propose an ensemble pruning method which is based on Reinforcement
Learning framework. Assuming all the trained classifiers as our initial search
space, we try to rank and choose the most accurate and diverse classifiers. Also, a
low cost reward function is designed and used to evaluate each state of the search
space. Finally, a subset of the base learners is chosen and together they will create
a good ensemble model for multi-class imbalanced data sets.

The rest of the paper is organized as follows: in Sect. 2 some of the related
researches in imbalanced data sets are presented. Section 3 provides the details of
the proposed ensemble pruning approach. Our experimental results and analyses
are presented in Sect. 4. Section 5 concludes the paper by a conclusion part.
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2 Related Work

In this section some related researches in the area of imbalanced data sets are
presented. Data re-sampling techniques such as random over-sampling, random
under-sampling, and SMOTE over-sampling (Synthetic Minority Over-sampling
Techniques) [5] are among the most widely used methods of sampling. In random
oversampling, some randomly chosen instances are added to the original data set.
Random under-sampling on the other hand, remove some number of randomly
chosen instances from the data set. SMOTE over-sampling, which was proposed
by Chawla et al., shows great success in various applications.

SMOTE generate artificial data based on the nearest neighbours of existing
minority class instances. For each minority class instance that was chosen to
populate, K nearest neighbours are considered. The difference between the con-
sidered sample and one of its randomly selected neighbours is computed. Then this
difference is multiplied by a random number d 2 0; 1½ � and added to the original
sample. The new sample is generated on the connecting line segment between the
considered sample and its nearest neighbour. Among model based techniques,
SMOTEBOOST [4] combine both SMOTE over-sampling and AdaBoost [6]
together which outperforms both of them. SMOTEBoost populates the training
data in each iteration of AdaBoost. M2 algorithm with SMOTE over-sampling.
Therefore, a balanced set of training data is used in each iteration of the
SMOTEBoost. Particularly, in processing multi-class imbalanced data sets the
most widely used technique is class decomposition.

Sun et al. [7] used Genetic Algorithm and find the optimum cost setup of each
class and design a cost sensitive ensemble algorithm. Wang and Yao [8] used the
idea of negative correlation learning which is a successful neural network
ensemble learning model and design an algorithm which is called AdaBoost. NC
to learn from multi-class imbalanced datasets. They used an ambiguity term,
which represents diversity, and lead the algorithm to generate accurate and diverse
ensemble members.

Liao [9] studied several over-sampling and under-sampling techniques used
with OAA for weld flaw classification problem. Fernandez et al. [10] combined
OAO and SMOTE in their algorithm. In order to identify different classes they
used a two-step methodology. First, they applied OAO method to decompose the
problem to some two-class sub-problems, and then they used SMOTE to balance
the data in each sub-problem.

In this paper we designed an ensemble pruning algorithm which is inspired by
[8]. In fact, Hazrati et al. [11] designed a game theoretic framework for feature
selection. They introduced a Monte Carlo graph search to overcome the com-
plexity of the problem of feature selection. Each state is referred to a subset of
features and the action is choosing a feature among all other features. In order to
evaluate each episode, they employ a low cost evaluation function to determine the
importance of feature subsets in classification problem. The return of episode is
propagated to all features that contribute in the episode.
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We used the idea of feature selection from [8] and designed an ensemble pruning
algorithm to learn from multi-class imbalanced data sets. Ensemble learning models
are comprised of three steps: ensemble generation, ensemble pruning, and ensemble
integration. In ensemble generation step, some desired number of classifiers are
trained as our initial search space. Then our proposed ensemble method ranks each
classifier and chooses the most effective ones. In ensemble integration part, we
assigned weights to each classifier and aggregate the prediction of selected learners.
The label of the coming test instance will be the weighted vote of these classifiers.

3 The Proposed Method

In this section, the proposed ensemble pruning approach which is based on
Reinforcement Learning (RL) framework is introduced. We used UCT [12], a
Monte Carlo tree search algorithm to generate episodes which help us to explore
most promising regions in huge search space of classifiers’ combinations. In each
iteration, an episode is generated by a sequence of classifier selection. At the end
of each iteration, the set of classifiers in the episode is evaluated. The reward of
final state is divided among all classifiers in the episode. After desired number
of iterations, the top ranked classifiers are selected as our final ensemble model.
Weight of each classifier is considered as its weight. In the following parts the
detailed explanation of each part is presented.

3.1 Problem Definition

In [12], the problem of feature subset selection has been considered as a Markov
Decision Process (MDP) and the RL procedure is applied to evaluate the space.
Actually, in RL techniques, it is needed to introduce states and actions. Monte
Carlo is one of the RL techniques which learns from complete sample returns and
is only used for episodic tasks [13]. After termination of each episode, the episode
should be evaluated and the acquired reward should be traversed to each state that
has been in the episode.

Inspired from [12], we can consider ensemble pruning problem as a MDP and
use RL approach to select the best classifiers for the final ensemble model. Our
approach can be formalized as follows: let CT stands for all the trained classifiers
that form our initial search space and C is a subset of CT which is a state in our
search space. In fact, the state space is the power set of CT and action in this
problem is referred to selecting a classifier in the considered state and going to the
next state. We consider an imaginary classifier Cf which stands for the last chosen
classifier. Selecting this classifier means our episode is terminated and it should be
evaluated. At the beginning of each iteration, we consider an empty state and add
each classifier to the previous set and go to the next state. As we know the policy p
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is a process of selecting the best classifier and the best policy p� is the one that
leads to the best reward [13]:

p� Cð Þ ¼ Argmaxc2CT=C Rewardsð Þ ð1Þ

3.2 The Proposed Ensemble Pruning Method

In order to select the best classifiers from among all trained ones, a huge state
space must be evaluated. Learning the best policy in each state means selecting the
best classifier in the current state and that is the main concern of all RL problems.
The proposed policy estimation relies on the Upper Confidence Tree (UCT) [14]
which improves EvE (exploration versus exploitation) trade-off of the Upper
Confidence Bound (UCB) algorithm [15]. Each subset of classifiers in the UCT
can be represented as a node. UCT is comprised of two phases: Bandit-based phase
and Random-based phase. Bandit-based phase is executed when the algorithm
reaches a node which has not been seen previously. In bandit-base phase the
algorithm chooses an optimal action that maximizes the UCB criterion which is

a� ¼ argmaxa2AfblC;a þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
celnðTCÞ

tC;a

s
g ð2Þ

where TC is the number of times that node C have been visited, tC;a is the number of
times that action a has been selected in node C, lC;a is the average reward collected
when selecting action a in node C, and ce is a parameter of the algorithm which is
set to 2 in [11] and in our case. On the other hand, random-based phase is executed
when the algorithm reaches a node which has not been seen previously. In this
phase, the newly met node is added to our state space. In this situation the algorithm
does not have any experience, so it will choose an action randomly (Fig. 1).

3.3 The Reward Function

In our approach, at the end of each episode we should evaluate the final state with a
low cost function. Since we want to have an accurate and diverse ensemble model,
we should design a suitable reward function which is able to evaluate the episode
efficiently. The reward of each episode is the summation of diversity and G-mean.
Each classifier which is involved in the episode gain an equal portion of this reward.
Finally, classifiers are ranked with regards to the acquired reward and the ensemble
model is created from top ranked classifiers. For a two-class data set we define
S ¼ x1; y1ð Þ; . . .; xi; yið Þ; . . .; xt; ytð Þf gwhere yi is the true label of instance xi and for
each classifier fj, we define y j; ið Þ ¼ 1 if fj recognizes xi correctly and 0 otherwise. In
order to calculate diversity, we used Q-statistic [16] which is a pairwise measure of
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diversity. It is highly recommended for its simplicity and understandability. For two
classifiers fi and fk, the Q-statistic will be calculated as follows:

Qi;k ¼
N11N00 � N01N10

N11N00 þ N01N10
ð3Þ

where Nab is the number of instances xj for which y j; ið Þ ¼ a, y j; kð Þ ¼ b. When
the number of existing classifiers in an episode is more than two, this measure can
be calculated. So if we have m classifiers we have m m� 1ð Þð Þ=2 pairs of classi-
fiers. Higher Q-statistic indicates smaller diversity and lower disagreement
between learners. So we can compute diversity as follows:

diversity ¼ �1ð Þ � Q�statistic 2 �1; 1½ � ð4Þ

In order to evaluate the efficiency of the classifiers in each episode we used G-
mean which is the geometric mean of the recall of all classes and can be calculated
as follows:

G�mean ¼ ð
Yc

i¼1

RiÞ
1
c ð5Þ

Ri ¼
TPi

TPi þ FNi
; i ¼ 1; . . .; c ð6Þ

where c is the number of classes. In multi-class case c [ 2ð Þ. TP is the number of
instances of positive class which are classified correctly and FN is the number of
positive class instances that are misclassified. We used a reward function that is
computed by adding these two metrics, diversity and G-mean. In each phase of
calculating the reward function, each classifier should classify the whole training

Fig. 1 Illustrates the UCT, a
Monte Carlo tree search [12]
algorithm which will grow
the search tree
asymmetrically in order to
search the promising regions
thereof. UCT proceeds by
successive iterations where
each iteration executes a
sequence of actions which are
divided to two phases: a
bandit-base phase and
random-based phase
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data and then we calculate each metric. In order to decrease the computational cost
of classification, at the beginning of the algorithm where we want to train initial
classifiers as our state space, we classify the whole train samples and preserve the
estimated labels. In order to calculate G-mean, we acquire the estimated labels of
the instances by taking majority vote between existing classifiers in the episode.
Then the corresponding diversity can be calculated as well. In the case that our
episode contains less than two classifiers, we set diversity to -1.

3.4 Overview of the Proposed Method

The pseudo code of the proposed ensemble pruning algorithm with its three major
parts is presented in Algorithm 3.4. Main part of the algorithm initializes the
search space. The desired number of classifiers is trained using sampling with
replacement. We train 100 classifiers. Also, bandit-based phase and random-based
phase are presented in part 2 and 3 of the algorithm.
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4 Experimental Design

In this section, we aim at providing some evidence which proves the efficiency of
our method on 10 standard data sets from UCI [17] and KEEL [18] repository.
Table 1 provides some characteristics of these data sets. We used five-fold cross
validation in each algorithm to make sure that each fold of test data contains all
classes of instances. Also, we used C4.5 decision tree as our base classifier in all
algorithms which is implemented in Weka [19], an open source data mining tool
with the default parameters. We compare our result with two other ensemble
learning models Bagging and AdaBoost. The results show ensemble pruning based
on Reinforcement Learning outperforms these two ensemble models in most cases.

4.1 Performance Metrics

Usually the most prevalently used performance criteria in classification tasks are
accuracy and error rate. However, they can be deceiving in certain situations and
are highly sensitive to changes in data [1]. In processing imbalanced data sets
selecting good evaluation criteria is of great importance. We used three perfor-
mance metrics here, minority class recall, G-mean, and MAUC [20]. Minority
class recall which is simply the recall of the minority class is computed as follows:

Rminor ¼
TPminor

TPminor þ FNminor
ð7Þ

Precision is a measure of exactness, i.e. from among the examples labelled as
positive, how many are actually labelled correctly [1]. On the other hand, recall is
a measure of completeness, i.e. how many examples of the positive class were
labelled correctly. F-measure incorporates both measures, precision and recall, to
express the trade-off between them. Parameter b which is set to one in most cases
and in our case is a coefficient to adjust the relative importance of these two
metrics [1]. Precision and F-measure also provided in the following equations:

Precision ¼ TP

TPþ FP
ð8Þ

F�measure ¼
1þ b2� �

Recall:Precision

b2:Recallþ Precision
ð9Þ

G-mean which is the geometric mean over all classes of data is given in Eq. 5.
MAUC on the other hand is the extended version of AUC for multi-class cases is
the average of AUC over all pairs of classes.
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MAUC ¼ 2
c c� 1ð Þ

X
i\j

A i; jð Þ þ A j; ið Þ½ �
2

ð10Þ

In which A i; jð Þ is the AUC over classes i, j and can be calculated from the ith
column of M. M is a t � c matrix which is provided by classifier for t instances and
c classes. Each element in M, m p;qð Þ, indicates the probability of belongingness of
instance p to class q. In multi-class cases A i; jð Þ and A j; ið Þ may not be equal, so
both of them should be calculated in MAUC [20].

4.2 Analyses and Observations

Our results on several multi-class imbalanced data sets are reported in Table 2. We
used five-fold cross validation over each data set. The means and standard deviation
of all metrics are computed. Recall is the measure of completeness; it indicates that
how many positive class samples are classified correctly. Our overall results indicate
improvements in terms of minority class recall, precision, F-measure, G-mean, and
MAUC compared to two other ensemble learning algorithms, Bagging and
AdaBoost. Minority class recall, precision, F-measure, and G-mean indicate better
results over six out of ten data sets. G-Mean shows that how well a classifier can
balance the recognition among different classes. In other words, it is the geometric
mean of the recall over all classes of data and can indicate the ability of the algo-
rithm in predicting the true labels over all classes. MAUC evaluates the average
ability of separating any pairs of classes. It is the average of AUC over all existing
class pairs. In our method this metric outperform other methods over four data sets.
Although our proposed ensemble pruning approach is simple, it indicates better
performance over other competing methods. By searching a huge space of classifiers
and select the best performing ones, the learning process improved greatly over
other popular ensemble methods. Diversity shows a positive effect on the minority
class and the overall performance in terms of MAUC and G-mean [21].

Table 1 Description of ten benchmark multi-class imbalanced data sets

Data set Size Distribution Class

Ecoli 327 143/77/52/35/20 5
Cleveland 303 164/55/36/35/13 5
Page 5473 4913/329/28/88/115 5
Wine 178 48/59/71 3
Contraceptive 1473 629/333/511 3
Solarflare2 1066 147/211/239/95/43/331 6
Hayes-roth 132 51/51/30 3
Pageblocks 545 492/33/8/12 4
Car 1728 1210/384/69/65 4
Glass 214 70/76/17/13/9/29 6
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Table 2 Means and standard deviations of MAUC, G-mean, minority class recall, precision, and
F-measure by bagging, adaBoost and the proposed method over 10 data sets of UCI [17] and
KEEL [18]. Single class metrics are computed for the smallest class of each data set. Greater
values are highlighted in boldface

MAUC

â€¢ Proposed method Bagging AdaBoost

Ecoli 0.953 ± 0.0141 0.948 ± 0.025 0.943 ± 0.020
Cleveland 0.616 ± 0.061 0.623 ± 0.074 0.604 ± 0.029
Page 0.971 ± 0.015 0.983 ± 0.009 0.969 ± 0.018
Wine 0.998 ± 0.002 0.996 ± 0.004 0.995 ± 0.007
Contraceptive 0.698 ± 0.028 0.704 ± 0.021 0.688 ± 0.031
Solarflare2 0.866 ± 0.016 0.891 ± 0.014 0.883 ± 0.016
Hayes-roth 0.986 ± 0.015 0.979 ± 0.011 0.972 ± 0.014
Pageblocks 0.947 ± 0.038 0.971 ± 0.031 0.948 ± 0.034
Car 0.998 ± 0.001 0.998 ± 0.001 0.998 ± 0.001
Glass 0.919 ± 0.009 0.925 ± 0.009 0.913 ± 0.031
G-mean

Proposed method Bagging AdaBoost
Ecoli 0.759 ± 0.059 0.752 ± 0.085 0.78 ± 0.077
Cleveland 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0
Page 0.848 ± 0.058 0.843 ± 0.04 0.837 ± 0.024
Wine 0.962 ± 0.034 0.93 ± 0.04 0.968 ± 0.013
Contraceptive 0.491 ± 0.032 0.494 ± 0.039 0.492 ± 0.020
Solarflare2 0.416 ± 0.242 0.381 ± 0.216 0.313 ± 0.289
Hayes-roth 0.879 ± 0.124 0.847 ± 0.065 0.816 ± 0.070
Pageblocks 0.615 ± 0.364 0.610 ± 0.349 0.420 ± 0.384
Car 0.961 ± 0.024 0.953 ± 0.025 0.951 ± 0.052
Glass 0.262 ± 0.36 0.507 ± 0.284 0.414 ± 0.38
Minority class recall

Proposed method Bagging AdaBoost
Ecoli 0.8 ± 0.111 0.65 ± 0.224 0.85 ± 0.137
Cleveland 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0
Page 0.867 ± 0.139 0.9 ± 0.091 0.9 ± 0.149
Wine 0.978 ± 0.05 0.916 ± 0.085 0.978 ± 0.05
Contraceptive 0.366 ± 0.054 0.387 ± 0.079 0.393 ± 0.046
Balance 0.02 ± 0.045 0.0 ± 0.0 0.1 ± 0.07
Solarflare2 0.158 ± 0.126 0.117 ± 0.079 0.119 ± 0.153
Hayes-roth 1.0 ± 0.0 1.0 ± 0.0 1.0 ± 0.0
Pageblocks 0.6 ± 0.418 0.8 ± 0.274 0.4 ± 0.418
Car 0.985 ± 0.034 0.954 ± 0.069 0.923 ± 0.133
Glass 0.8 ± 0.447 0.8 ± 0.447 0.6 ± 0.548
Minority class precision

Proposed method Bagging AdaBoost
Ecoli 0.883 ± 0.162 0.933 ± 0.149 0.86 ± 0.129
Cleveland 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0
Page 0.868 ± 0.184 0.829 ± 0.156 0.848 ± 0.155
Wine 0.964 ± 0.05 0.945 ± 0.122 0.944 ± 0.052

(continued)
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5 Conclusion

In this paper we proposed an ensemble pruning algorithm based on Reinforcement
Learning. In other words, we consider the problem as a Markov Decision Process. By
generating episode in each iteration and computing the corresponding reward we are
able to rank classifiers. By employing the UCT we could search the most promising
regions of the huge state space which provide a trade-off between exploration and
exploitation. Our experimental results show the efficiency of our method in most
cases in comparison with Bagging and AdaBoost ensemble models.
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Table 2 (continued)

MAUC

â€¢ Proposed method Bagging AdaBoost

Contraceptive 0.425 ± 0.023 0.428 ± 0.066 0.403 ± 0.037
Solarflare2 0.293 ± 0.219 0.233 ± 0.137 0.155 ± 0.153
Hayes-roth 1.0 ± 0.0 1.0 ± 0.0 0.971 ± 0.064
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Fusion of Fingerprint and Iris Biometrics
Using Binary Ant Colony Optimization

Minakshi Gogoi and Dhruba Kr. Bhattacharyya

Abstract This paper presents an effective method for decision level fusion of
fingerprint and iris biometrics using binary ant colony optimization (ACO) tech-
nique to identify the imposter instances. ACO is an evolutionary method. The
selection of a proper set of optimization parameters for ACO is a multi-objective
decision making optimization problem. Initially the matching scores for individual
biometric classifiers are computed. Next, a ACO-based procedure is followed to
simultaneously optimize the parameters and the fusion rules for fingerprint and iris
biometrics. The proposed method has been found to perform satisfactorily on
several benchmark datasets.

Keywords ACO � BACO � Iris � Fingerprint � FAR � FRR

1 Introduction

Multimodal biometrics fusion gains importance in the biometric authentication
system due to its impact on higher accuracy and better performance. In score level
fusion of different modalities, the performance is adversely affected by the fusion
strategies. The score level fusion involves matching scores from the different
sensors, and the fusion of these scores by sum, product and weighted sum rules.
A major issue of fusion of multi-modal biometric is the selection of optimal rules.
Some of the approaches that employ an optimal fusion are deterministic methods,
probabilistic method and evolutionary computation method. Different evolutionary
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computation approaches are swarm intelligence (SI) [1], ant colony optimization
(ACO), bacteria foraging and genetic algorithm (GA).

Our work is focused on the development of an effective method for combination
of multimodal biometric data. Iris and fingerprint biometrics have been found better
as compared to other available traits due to their accuracy, reliability and simplicity,
which make them promising solution to the society. The features of individual iris
and fingerprint traits are extracted from their preprocessed images. These features
of a query image are compared with those of stored template to obtain the matching
scores as in [2]. It shows the utility of adaptive multimodal biometric fusion on the
real biometric samples using the Bayesian fusion rule for score level fusion. We
have investigated the adaptive combination of iris and fingerprint biometric on
publicly available database and the results have been found satisfactory.

The rest of the paper is organization as follows: Sect. 2 describes the related
multimodal biometric fusion works. In Sect. 3, we discuss about the ACO optimi-
zation work. In Sect. 4, we have given our method. We demonstrate the performance
of the proposed method in Sect. 5, followed by our concluding remarks in Sect. 6.

2 Related Work

Recently, works on the fusion of multimodal biometrics are gaining significant
importance due to their effectiveness in terms of cost and efficiency. In the past
few years several novel methods have been introduced to address this important
problem. Based on our study, it has been observed that the fusion works can be
classified into six major categories as follows.

(a) Sensor level fusion: Raghavendra et al. [3] consider biometric sensor fusion
technique using PSO for face and palmprint images. The authors use
decomposition technique based on wavelet transformation. They select the
most discriminative wavelet coefficients from the images to produce a fused
image. Singh et al. [4] use visible and infrared face images and verification. It
decides based on match scores by using multiple SVMs to learn both the local
and global properties of the multi-spectral face images at different granularity
levels and resolution.

(b) Representation level fusion: Nagar et al. [5] consider fusion of different fea-
tures into a single multi-biometric template by converting different biometric
representations into a common representation space using various embedding
algorithms. Rattani et al. [6] use integrated feature sets obtained from multiple
biometric traits like fingerprint and iris.

(c) Dynamic Classifier Selection: Giacinto et al. [7] select classifier for each
unknown pattern, that is more likely to classify it correctly. In another attempt,
Giacinto et al. [8] design a multiclassifier selector for each pattern. It ensures
that at least one classifier identifies the patterns correctly. In order to select this
classifier, the training patterns with the same behaviour are considered and the
classifier with the highest accuracy is chosen.
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(d) Matching score-based fusion: Kittler et al. [9] introduce a rule-based method
to combine the classifiers in a probabilistic Bayesian framework on the basis
of the Bayes theorem and by using a hypothesis it obtains the ways to merge
the modalities (sum, product, max, min). It is established by the authors based
on experimental results that the sumrule outperforms the remainder due to its
robustness to errors made by the individual classifiers. Fierrez-Aguilar et al.
[10] provide a supervised method which shows that a fusion strategy using a
support vector machine (SVM) can outperform a fusion algorithm using the
sumrule.

(e) Class Rank-based fusion: Rukhin et al. [11] propose a fusion technique based
on a minimum distance method for combining rankings from several biometric
algorithms.

(f) Decisión Level Fusion: Veeramachaneni et al. [12] use a decisión-level fusion
for correlated biometric classifiers based on likelihood ratio test (LRT) and the
Chair Varshney rule (CVR).

A table of comparison of these methods in terms of two basic parameters is
shown in Table 1. We enumerate the following observations based on our study:

1. In the past, several effective supervised and unsupervised methods have been
introduced to address the multimodel biometric fusion problem. Most methods
have been established using fingerprint and iris images.

Table 1 Biometric fusion methods and their uses

Approaches Descriptions/methods used

Sensor level (Raw data) The authors [3] consider biometric sensor fusion technique using PSO
for face and palmprint images. The authors [4] have fused visible
and infrared face images and verification decision is made using
match score fusion

Representation or feature
level

The author [5] have considered fusion of different features into a
single multi-biometric template. The author [6] have used
integrated feature sets obtained from multiple biometric traits like
fingerprint, iris

Dynamic classifier
selection

The author [7] have aimed to select, for each unknown pattern, the
classifier that is more likely to classify it correctly. The author [8]
also considered to design an multiclassifier selector for each
pattern

Matching score or
confidence level

The author [9] introduce a rule-based approach to consider the task of
combining classifiers in a probabilistic Bayesian framework based
on the Bayes theorem and hypothesis. The author [10], provided a
supervised approach which shows fusion strategy using a support
vector machine (SVM)

Class rank-based (Class
rank)

The author [11] propose fusion based on a minimum distance method
for combining rankings from several biometric algorithms

Decision (abstract level) The authors [13] introduce decision-level fusion for correlated
biometric classifiers
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2. Methods for multibiometric fusion can be broadly classified into six categories
based on their flexibility on the measure, metric and level of representation
used. A major issue with most of the these methods is the increase in false
alarms. Special attempts have been made to improve the detection accuracy,
and hence to minimize the false alarms.

3. Appropriate use of optimization techniques have proven to be useful in
improving the performance of such multisensor-based methods. However,
deciding the appropriate set of parameters/thresholds is the challenging task in
such optimization techniques.

3 Background of the Work

Ant colony optimization (ACO) is a nature-inspired optimization algorithm
[14, 15], motivated by the natural phenomenon that ants deposit pheromone on the
ground in order to mark some favorable path that should be followed by other
members of the colony. The first ACO algorithm, called the ant system, was pro-
posed by Dorigo et al. [16]. ACO has been widely applied in various problems [17].

3.1 Ant Colony Optimization (ACO)

ACO aims to iteratively find the optimal solution of the target problem through a
guided search (i.e., the movements of a number of ants) over the solution space, by
constructing the pheromone information. The main characteristic of ACO algo-
rithm is that, at each iteration the pheromone values are updated by all the k ants
those have built a solution in the iteration itself. Each ant chooses its possible
solutions randomly from the available possible values. Two important parameters
in ACO are ‘pheromone constant’ (Q) and ‘evaporation factor’ q\1ð Þ. The
pseudo code of an ACO algorithm is given in Fig. 1.

3.2 Binary ACO for Fusion of Fingerprint and Iris

The binary ACO (BACO) algorithm used in this fusion approach of iris and
fingerprint trait is (i) to make choice of sensors, (ii) to dynamically select threshold
and (iii) to select fusion rule to maximize the accuracy or minimize the accuracy
error. The algorithm quantifies different security level by associating error rates:
global false acceptance rate (GFAR) and global false rejection rate (GFRR) given
by [12] are depicted in the Table 2.
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3.3 Problem Formulation with BACO for Fusion

In this problem there are N þ 1ð Þ dimensions, where N is the number of biometrics.
Each of the N dimensions is a threshold at which that particular biometric is set. The
N þ 1ð Þth dimension is the fusion rule, which determines how all the decisions

from the biometrics are fused. Hence the representation of each particle is

Xi ¼ ki1; ki2; ki3; ki4; . . .kin; finþ1 ð1Þ

where each kij; j ¼ 1; 2; . . .n, represents a particular biometric and finþ1 represents
the fusion rule.

The problem is to develop an effective decision level fusion method based on a
score combination function ‘f’ which accepts individual scores obtained from each
sensor to identify an instance Xi either as genuine or imposter w.r.t. a decision
threshold.

4 Proposed Method

The biometric thresholds are continuous. In such model, a fusion rule takes an
integer value which suffers slow convergence hence the need for binary ACO
(BACO) algorithm, where FAR of each biometric is evolved instead of thresholds.

The fusion rule is a binary number having a length of log2p bits, where p ¼ 22N
;

Fig. 1 Pseudo code of an
ACO

Table 2 Fusion rules

Error
definition

Fusion rule selected

Iris
only

Fingerprint
only

AND OR

GFAR FAR1 FAR2 FAR1 9 FAR2 FAR1 ? FAR2 - FAR1 9 FAR2
GFRR FRR1 FRR2 FRR1 ? FRR2 -

FRR1 9 FRR2
FRR1 9 FRR2
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with a real value varying from 0� f � p� 1. For binary search spaces, the binary
decision model as described in [12] is being used. A binary decision model works
better for moving through the decision fusion space.

The block diagram of the proposed method is shown in Fig. 2. As shown in the
figure, the method accepts the match scores from the individual sensors and uses a
combination function f to combine the scores, hence to decide the genuiness of an
input instance.

The multimodal biometric data from fingerprint and iris biometric are used to
extract the corresponding FF and FI feature vectors. These feature vectors are
employed to generate the matching scores SF and SI from the corresponding
templates acquired during the registration. The risk of attack on a biometric system
can be varying and therefore it is critical to provide multiple levels of security. The
security requirement in Bayesian sense, is quantified with two parameters; the
global cost (0, 1) of falsely accepting an imposter CFA and the global cost (0, 1) of
falsely rejecting or accepting a genuine user CFR from the installed biometric
system. These two costs can be employed to adequately quantify the desired
performance. The total error cost, E to be minimized by the multimodal biometrics
system is the weighted sum of GFAR and GFRR as given by [12] is

E ¼ CFAGFAR gð Þ þ CFRGFRRðgÞ where CFA þ CFR ¼ 2 ð2Þ

where GFRR gð Þ is the global or the combined false acceptance rate and GFRR gð Þ
is the combined false rejection rate at decision threshold g from the multimodal
biometric system. The task of multimodal biometric system as shown in Fig. 2 is
to minimize the (global) cost E, i.e., the accuracy error for the system given by
Eq. 2, by selecting (i) the appropriate score level combination rule, (ii) its
parameters and (iii) the decision threshold. The multidimensional search among
the various combination rules and their weight parameters to optimize the global
cost E is achieved by the ant colony optimization (ACO) approach.

We discuss the basic steps of the proposed method as depicted in Fig. 2.

Fig. 2 Block diagram of the proposed system
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4.1 Data Acquisition

A virtual multimodal database derived from the CASIA iris database [18] and FVC
fingerprint database [19] is used to evaluate the performance of the said method.
The multimodal database consists of 108 users obtained by randomly pairing the
first 108 users in the FVC database with the users in the CASIA database.

4.2 Feature Extractions

In case of iris, the most discriminating features of iris pattern is the phase infor-
mation. Extraction of the phase information is done by using 2D Gabor wavelets
according to Daugman [20]. In case of fingerprint feature extraction, two salient
features, i.e., core and reference points. An algorithm developed by Hong et al.
[21] is used to detect the core point but with a slight difference that maps all the
block directions to the interval from -0.5 to 0.5 and then simply regards the value
0.5 corresponds to the core.

4.3 Matching

We use individual matching mechanism for each sensor output, which are dis-
cussed next. For Iris recognition, we match a pair of Iris image templates (derived
based on its discriminating feature) bit-wise using the Hamming distance (HD).
Two templates are considered to have been generated from the same iris image if
the Hamming distance produced is lower than a user defined threshold. In case of
fingerprint, we match two fingerprint feature representations at two levels. At
coarse level, fingerprints are classified into whorl, arch, tented arch, left loop, right
loop and twin loop. At a finer level, it is compared to the subset of the database
containing that type of fingerprints only. Here, we have used our SOM-MSOM
technique [2] for coarse level classification. At finer level, matching is performed
based on the minutiae (i.e., ridge ending and branching points) information.

4.4 Combination Function, f

This function accepts match scores, i.e., SI and SF respectively, from iris and
fingerprint module and computes f Si

F ; S
i
I

� �
using the rules and parameter provided

by BACO submodule.
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4.5 Decision Box

This module takes the input from combination function, f and BACO to decide the
class of a given input instance Xi either as genuine or imposter. It uses the decision
threshold given by the BACO submodule to decide the class of Xi.

5 Performance Evaluation

In this section we report performance evaluation of our method in light of three
well-known and one synthetic dataset.

5.1 Environment Used

The experiments were carried out on a workstation with Intel dual-core processor
(1.86 GHz) with 1 GB of RAM. We used MATLAB 7.2 (R2006a) version in
windows (64-bits) platform for the performance evaluation.

5.2 Datasets Used

We have used four datasets out of which two benchmark, and one synthetic dataset
for fingerprint trait and one benchmark dataset for iris trait. The detail about the
datasets are given in Table 3. The fingerprint dataset FVC2000 and FVC2004 are
available in [19]. The synthetic dataset was created using tools [22], where each
image size is of 300� 300 pixels. The iris dataset is available in [18]. For the
verification experiments, the datasets are divided into two parts training and test sets.

5.3 Result and Analysis

From the result of our experiment we have obtained different ROC curves for each
biometric trait as shown in Figs. 3 and 4.

Iris biometric: For iris dataset, i.e., CASIA V.1, we obtain the matching scores
for different iris images, the corresponding error rates are generated using different
threshold values. The ROC curve obtained is shown in Fig. 3. The FAR and FRR
values are reported in Table 4. It can be seen from the table as well as from the
figure that result is satisfactory.
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Table 3 Datasets used

Samples Dataset types

Fingerprint Iris

Real Synthetic CASIA V.1

FVC 2000 FVC 2004

Training 200 200 200 324
Test 100 100 100 432

Fig. 3 ROC curve of Iris
biometric (CASIA) dataset

Fig. 4 ROC curve of
fingerprint (FVC) dataset
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The ROC curve for the CASIA V.1 Iris dataset is depicted in Fig. 3. Similarly
we obtain satisfactory performance for FVC dataset as shown in Fig. 4.

Fingerprint biometric: For fingerprint biometric we obtain three sets of results
for FVC2000, FVC2004 and synthetic datasets. The average results are obtained as
Table 5. The corresponding ROC curve for FVC dataset is shown in Fig. 4. Like
CASIA dataset, we obtain satisfactory performance for FVC dataset as shown in
Fig. 4.

Multimodal biometric fusion: In this work we provide the solutions for fusion
of iris and fingerprint for the range of costs 1:7� 2:0. The algorithm ran the
BACO 100 times for the same cost. The details about the parameters used is as
given on the Table 6. It can be observed from Table 7 that as the value of CFA

approaches more towards the maximum value (i.e., 2), the sensor 1 (i.e., Iris) is
dominant in the sensor suite of Fingerprint and Iris. The solutions consist of the
rule and the sensor operating point defined by its false acceptance rate (FAR) and
false rejection rate (FRR). From the error rates of the sensors and their distribu-
tions the sensor threshold are computed. In Table 7, we summarize the results
showing a range of costs and the probable rules selected. The ‘OR’ rule is more
probable when the cost of false acceptance is low i.e., less than 1:88. Due to sensor
1’s dominance, the system simply ignores the sensor 2’s (Fingerprint) decisions
with higher range of costs.

Table 4 Results of FAR/
FRR values of CASIA V.1
dataset

Threshold FAR FRR

0.2800 0 71.6821
0.3000 0 58.0247
0.3200 0.0007 44.5988
0.3400 0.0007 33.5648
0.3600 0.0021 23.6883
0.3800 0.0100 16.8210
0.4000 0.0436 12.1142
0.4200 0.3358 8.7191

Table 5 Results of FAR/
FRR values of FVC dataset

Threshold FAR FRR

0.6000 10 1.333
0.6250 8.6667 2.6667
0.6500 7.3333 3.3333
0.6750 4.6667 4.6667
0.7000 3.3333 7.3333
0.7250 2.0000 13.000
0.7500 1.3333 15.333
0.7750 0.6667 19.3333
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Table 6 Ant colony optimization parameters

No of ants No of dimensions No of rules Pheromone constant(Q) Evaporation factor(R)

8 2 4 0.01 0.05

Table 7 Selection of rules against different CFA

CFA Probabilities of rule chosen by ACO

Iris only Fingerprint only AND rule OR rule

1.70 0 0 0 100
1.72 0 0 0 100
1.74 0 0 0 100
1.76 0 0 0 100
1.8 0 0 0 100
1.82 0 0 0 100
1.84 0 0 0 100
1.86 0 0 0 100
1.88 94 0 0 6
1.9 95 0 0 5
1.92 100 0 0 0
1.94 100 0 0 0
1.96 100 0 0 0
1.98 100 0 0 0

Fig. 5 GFAR versus GFRR
curve for AND and OR rule
of Iris and Fingerprint dataset
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6 Conclusions and Future Works

In this paper we have introduced a fusion method for combination of multimodel
biometrics. The method has been established to perform significantly well over
several benchmark datasets. In our future work, it is aimed to use other biometric
traits and to explore the possibility of developing a faster approach with high
detection accuracy (Figs. 5 and 6).
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Efficient Resource Allocation Strategies
for Video on Demand Services

Alok Kumar Prusty and Bibhudatta Sahoo

Abstract The Web Services have gained considerable attention over the last few
years. Video-on-Demand (VoD) systems have resulted in speedy growth of the
web traffic. Therefore the concept of load balancer aimed to distribute the tasks to
different Web Servers to reduce response times was introduced. This paper
attempts to analyze the performance of FCFS, Randomized, Genetic algorithms
and Heuristics algorithms for selecting server to meet the VoD requirement.
Performances of these algorithms have been simulated with parameters like
makespan and average resource utilization for different server models. This paper
presents an efficient heuristic called Ga-max-min for distributing the load among
servers. Heuristics like min-min and max-min are also applied to heterogeneous
server farms and the result is compared with the proposed heuristic for VOD
Servers. Ga-max-min was found to provide lower makespan and higher resource
utilization than the genetic algorithm.

Keywords Makespan � Resource utilization � FCFS � Random � Genetic �
Max-min � Min-min

1 Introduction

Web server is a program that provides content like web pages over the World
Wide Web. The simultaneous open connections to the web server are generally
limited. Thus the waiting time becomes high when the number of requests to the
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web server is large resulting in DOS (Denial of Service) attack. An effective
solution to this problem is the use of multiple servers known as clustered Web
Servers or a server farm. Multimedia communications require continuous service,
i.e. read, process and transfer the information should be done with minimum delay
which is vastly improved if we use a server farm.

The performance of a server farm depends on the type of routing, server
capacity and scheduling policies used. The server capacity can be homogeneous or
heterogeneous. In case of homogeneous systems, each of the servers in the server
farm are of equal capacity and the request is processed by the server having the
least number of tasks in the queue, i.e. Join the shortest queue policy [1]. Heter-
ogeneous systems score over homogeneous systems if tasks are of different sizes.
Heterogeneous systems can also include task-specific systems, i.e. for more
computation oriented tasks we can use an array processor.

Load Balancing Policy consists of load index policy, information collection
policy, task location and task transfer policy. In our approach we assume that the
nature of task coming to the web server is known beforehand. Load index policy
keeps track of the number of tasks in the queue and information collection policy
has the knowledge about the type of tasks coming to the server farm and the nature
of web traffic distribution. Task transfer policy decides whether the task has to be
serviced in the local servers or sent to other servers located remotely. Our main
focus is on the task location policy which describes scheduling algorithm for the
various tasks. We also assume an infinite capacity front end dispatcher which
assigns the tasks to various servers.

In this paper we examine the different scheduling algorithms, first come first
serve, random and genetic algorithm. The metric for comparing different algo-
rithms is makespan. Makespan is defined as the maximum time taken to complete
all the tasks given to the dispatcher or load balancer. An advantage for using
genetic approach is that there is no need to set any threshold values on the number
of tasks or utilization of the server. The server load can be represented by the
following equation [2].

Bandwidth ¼ AverageDailyVisitors � AveragePageViews � AveragePageSize
� 31 � FudgeFactor

ð1Þ

If people are allowed to download files from the site, the bandwidth calculation
becomes:

Bandwidth ¼ AverageDailyVisitors � AveragePageViews � AveragePageSizeð Þ½
þ AverageDailyFileDownloads � AverageFileSizeð Þ� � 31 � Fudge Factor

ð2Þ

• Average Daily Visitors—The number of people expected to visit a site, on
average, each day. It may vary significantly on the basis of how a site is
marketed.
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• Average Page Views It represents the average number of web pages visited by a
person.

• Average Page Size It shows the average size of the web pages, expressed in
kilobytes (KB).

• Average Daily File Downloads—The number of downloads expected to occur
from a site. It depends on number of visitors and average downloads per visitor.

• Average File Size—Average size of files that are downloadable from the site.
• Fudge Factor—A number greater than 1. A fudge factor of 1.5 implies that the

estimate is off by 50. Usually, bandwidth is offered in terms of Gigabytes (GB)
per month. Hence the entire formula is multiplied by 31.

Video on Demand. VOD servers are different from normal web servers because
they demand a consistent and higher data rate. They find applications in Video
Conference (VC), IP telephony, Multimedia Mail and Digital Libraries [3]. VOD
networks followed centralized architecture in the early days. But with increase in
number of requests the trend has shifted to distributed architecture for VOD
networks. As the number of requests increases the number of servers required to
cater to those request increases which adds to additional cost. If by some heuristics
or means, we can efficiently allocate the tasks to the different available servers
such that it optimizes the value of a metric like makespan and throughput, then the
customer requirements can be met in a better manner. The objective of this paper
is twofold. Firstly to analyze the existing algorithms and heuristics in the context
of VOD based systems, and secondly to analyze the performance of the proposed
heuristic for two metrics namely Makespan and Average resource utilization.

2 Literature Review

Most notable of the server selection algorithms [4] are the closest server algorithm
that selects server based on the proximity to the client, optimized closest server
algorithm that chooses the closest server among the free channels, Register all
algorithm where the clients request is added to the queue of all the servers and
Maximum-MFQ-rank-first algorithm which computes the rank at the various
server queues and assigns the request to the server having the best rank. Gupta
et al. [1] analyzed the join the shortest queue policy on processor sharing server
farms. They used a single queue approximation and investigated the sensitivity of
the queuing model to variations. Niyato et al. [5] studied load balancing for
Internet video and audio server. Ciardo et al. [6] devised a strategy for task
allocation in web servers based on size distributions of the requested documents.
Zhang et al. [7] analyzed the central load balancing model, derived average
response time and the rejection rate and compared three different routing policies.
The retrieval schemes for VOD can be classified into two categories, a) Disk level
retrieval schemes [3] which focuses on synchronizing and efficiently using the data
between different storage devices and b) server level retrieval schemes [3] which
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delivers data to the client whenever the need arise. Our approach is based on the
server level. Similar requests can be batched or the server can be replicated [4] to
achieve low latency and thus serve a higher number of requests. Previous studies
have followed the Zipfs Law to calculate the popularity of the video files [8–10].
In Zipf-like distributions, the access frequency for a file of popularity rank i is
equal to C/ia, where C is a normalization constant and a(a [ 0) is the distribution
parameter [11]. The file usage patterns like which category of videos are accessed
at which point of time during a day can also be analyzed and the cache be
maintained accordingly.

3 System Architecture

The adapted Fig. 1 [12] depicts the prevalent 3-tier architecture for web servers.
The main components are a set of web servers, a set of database server nodes and a
switch which executes the logic for server selection. It can divide the tasks into
classes on basis of quality metric like burst time, etc. The Front end servers are
designed to deliver the static pages mostly and in case of any query from the client
the appropriate database server is connected. The routing and firewall switch
ensures authorization and authentication and forbids any unintended user from
accessing the files on the servers.

The system architecture of a Video on Demand system basically consists of
three major parts [13]: a client, a network, and a server. Each part can be subdi-
vided further into components and interfaces.

VOD system from the client’s point of view is a simple operation. The user
makes a selection from a list of available videos and the video is delivered to the
user within the accepted QoS limits. Most networks use proxy servers or replicas
to minimize delay. This is done by a process called request routing which directs
the request to a particular web server on the basis of certain metrics. According to
[11, 14], there are 4 kinds of architecture for VOD networks a) Centralized, all the
requests from the clients are handled at the original server, b) proxy based servers
that are located close to the user end to reduce the load on the original server by
caching, c) Content delivery networks, the servers are deployed close to the edge
of the network to serve a fraction of clients request and d) hybrid, is basically a
peer to peer approach.

4 Server Model and Performance Metrics

The web server infrastructure supporting VOD can be modeled as M/M/m queuing
system with m heterogeneous server. The heterogeneous server farm addressed
here can be expressed by Kendall notation like M/M/m, where: (i) First M: rep-
resents exponential inter arrival times between tasks distribution (Poisson process),
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(ii) Second M: represents exponential execution time of jobs distribution, and (iii)
m: represents number of heterogeneous computing nodes in the system. It is also
assumed that the queue has infinite waiting room to accept the incoming tasks.
Each computing node executes its queue of tasks in first-come first-served order.
The task enters into the queue of central scheduler at mean rate k. The distribution
is assumed to be exponential with mean 1/k. A task ti with central scheduler can be
allocated to a computing node with probability ai

Xm

i¼1

ai ¼ 1 ð3Þ

The processing time of task ti on node Mj is modeled as an independent
exponentially distributed random variable with mean 1/lj. For stability it is also
assumed that tasks must not be generated faster than the HDCS can process i.e.

Fig. 1 Three tire architecture for web server
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k �
Xm

j¼1

lj ð4Þ

In general for HDCS with m nodes, the state of the markov chain is described
by m tuples (s1, s2,…,sm) in which sj denotes number of task with node Mj. A task
allocated to node Mj with probability aj or executed at node M1 with probability a1.
Let kj be the arrival rate of task at the computing node Mj resulted due to allocation
by central scheduler. The average utilization qj can be computed as kj/lj. Let Qj be
the queue length of node Mj then the average queue length can be computed as:

E Qj

ffi �
¼ qj=ð1� qjÞ ð5Þ

The average response time denoted as E (Tj) and defined as

E Tj

ffi �
¼ 1=kðqj=ð1� qjÞÞ ð6Þ

As the central scheduler runs on M1, let a1 is the probability that schedules the
task to node M1 locally. The probability a task will migrate to another node is 1-

a1 and migration probabilities to each node is identical. The average execution
queue length or Lj determines how smoothly the load is balanced.

Many different metrics are used to evaluate the performance of VOD server.
They can be classified as Technology based and user based [3]. We have used
Makespan and Resource utilization as two metrics for comparing algorithms as
defined below.

Makespan: Makespan is defined as the largest completion time of all the tasks
in the system. In the VOD scenario, it is an indicator of the response time. For
example; if the makespan of a group of tasks exceeds a certain threshold then the
tasks are not allowed as the response time Qos is not met.

Resource Utilization: Average Resource utilization for a system is defined as
the average of the resource utilization of various servers. For a single server,
utilization is given by

Resource utilization Ruð Þ ¼ Amount of time a server is idleð Þ=Total time ð7Þ

Makespan indirectly refers to the Response time of the system as a certain
response time of say 0.5 s implies that the requests should complete execution
within 0.5 s which suggests the makespan should not exceed 0.5 s. Resource
utilization suggests what fraction of the total time a server is working.

4.1 Linear Programming Problem Formulation for VOD
Task

Let A(j) be the set of tasks assigned to server(node) Mj; and Tj be the total time
machine Mj have to work to finish all the task in A(j). Hence Tj ¼

P
tieAðjÞ tij; for all

task in A(j). This is otherwise denoted as Lj and defined as load on node Mj. The
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basic objective of load balancing is to minimize make span, which is defined as
maximum loads on any node (T = maxj:1:m (Tj)). Let xij correspond to each pair
(i, j) of node Mj [ M and task ti [ T.

• xij ¼ 0; implies that task i not assign to node j.
• xij ¼ tij; will indicate load of task i on node j.

For each task ti we need
Pm

j¼1 xij ¼ tij ; for all task ti 2 T . The load on node Mj

can be represented as Lj ¼
Pn

i¼1 xij , where xij ¼ 0 whenever task ti 62 A jð Þ.
The load balancing problem aims to find an assignment that minimizes the maxi-
mum load. Let L be the load of a HDCS with m nodes. Hence the generalized load
balancing problem on HDCS can be formulated as

Minimize L
Xm

j¼ 1
xij ¼ tij; for all ti 2 T ð8Þ

Xn

i¼1
xij� L; for all Mj 2 M ð9Þ

Where xij 2 f0; tijg, for all ti 2 T , Mj 2 M and xij ¼ 0
for all ti 62 AðjÞ
. The objective function defined here is to minimize the makespan, hence used

as the performance metric for evaluating various load balancing scheme through
resource allocation. More over the resource utilization also used as a metric to
predict effective utilization of server farm.

5 Typical Server Selection Algorithms

Let there be a task set T consisting of n(T1, T2,…, Tn) tasks and let there be M
servers. The basic problem is where to map a task Ti among the M possible
servers. This is done by the server selection strategy. The tasks should be allocated
in such a way that after allocation of all the n tasks among the M servers, the
performance metrics should be optimized.

The need for server selection arises in case of distributed system architecture.
Choosing a good strategy is important because of the following reasons

1. It can reduce the overall cost of maintenance of the system.
2. It can reduce the response time of the system, thereby increasing customer

satisfaction.
3. It can efficiently distribute the load among various servers and thus reduces the

chance of breakdown of a particular system due to server overloading.
4. It can provide robustness and easy scalability to the system.

So selecting a good strategy is of paramount importance. But each of the existing
algorithms does not apply well to all the scenarios. The existing algorithms can be
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further divided into Traditional and Heuristic based algorithms. Traditional ones
include FCFS, Random and Genetic algorithms. There is another class of algo-
rithms called the Heuristic algorithms which comprises of Min-min, Max-min and
Weighted mean time scheduling [15]. These heuristics are applicable for hetero-
geneous task systems where we have servers of different capacity.

5.1 First Come First Serve

This is a simple scheduling policy used in various load balancing servers.
Whichever request comes first is served first irrespective of any other criteria. This
algorithm though simple to implement has serious limitations. For e.g. if a process
with a high burst time is followed by a sequence of processes with low burst time
then the latter has to wait for a long period of time to complete its execution. The
response time for these processes is far greater than their burst times. So these
processes undergo starvation.

5.2 Random

This is another scheduling policy where the tasks are distributed randomly to the
available processors. If the distribution is truly random, then the random outweighs
other algorithms in the long run.

5.3 Genetic

The genetic algorithm is an optimization technique that has it base on the basis of
natural selection. A GA consists of candidates or populations which evolve based
on some predefined rules such that each evolution produces a better population
(i.e. population which minimizes the cost function). Some of the advantages of GA
are

• It optimizes both continuous and discrete variables.
• It simultaneously searches from a wide sampling space.
• It is well suited for parallel computing.
• It optimizes complex cost functions quite well (there are several local minima)

and produces the global minima.
• It provides a list of optimal solutions not the single best optimum solution.
• Encoding the variables is easy when they are represented in terms of genes. GA

essentially operates in five steps initialization, evaluation of fitness function,
selection, crossover, mutation [16].
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5.4 Min–Min

This consists of two phases [12, 15]. First we choose a fixed arbitrary order and
then for each task we choose the server with the minimum burst time. In the
second phase, the task with the minimum burst time among the group chosen is
phase 1 is selected and assigned the corresponding server and the ETC matrix is
updated with new completion times for the remaining tasks while the chosen task
is deleted from the matrix. Completion time is given by the equation.

CT i; jð Þ ¼ ET i; jð Þ þ r jð Þ ð10Þ

Where r(j) is the ready time of machine j, i.e. the time taken by the machine to
complete all its pending tasks from the moment the task i is assigned to machine j.
The maximum time to complete all the tasks is represented by the makespan.

5.5 Max–Min

This algorithm is similar to min–min except in the second phase the task with the
maximum completion time is mapped first. This algorithm is known to provide
better resource utilization than the Min-min algorithm.

5.6 WMTS

The algorithm is adopted as described in [12] where the weighted sum of expected
time is used. The weights are proportional to the server capacity.

5.7 Composite GA-Max-Min Server Selection Algorithm

This algorithm merges the genetic algorithm and the Max-min algorithm. This
results in the enhancement of the performance of the genetic algorithm. So this
kind of algorithm can be used where the number of tasks is very large.
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GA-Max-min algorithm.

1. For all tasks i in the task set
2. Divide the tasks into classes on basis of burst time or previous history
3. Send the tasks to the appropriate queue
4. Apply different selection algorithms as applicable to the different queues
5. Makespan = Calculate makespan (Task set)
6. Resource utilization = Calculate resource utilization (Task set)
7. End.

The task set is divided into classes based on burst time or previous history. Then
for each queue Resource utilization and makespan is calculated by the calculate
resource utilization () and calculate makespan () functions. Both these functions
take task set as the input.

6 Experimental Evaluation

See (Figs. 2, 3, 4 and 5).
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7 Conclusion

In this paper we compared various resource allocation strategies such as FCFS,
Random, Min-min for Video On Demand Services on the basis of makespan and
average resource utilization. We also combined two heuristics Genetic algorithm
and max min to get a new heuristic GA-max-min. We chose Genetic algorithm as
one component of the combined heuristic as it was feasible to apply genetic
algorithms for large data sets and the max min algorithm as another component as
it provides the best resource utilization. The new heuristic proved to be better in
terms of resource utilization and makespan. For unpredictable nature of the tasks
genetic algorithms works best as the system learns about the nature through GA
and thus utilization is sometimes low. The combined heuristic can, thus be used to
enhance the Average resource utilization of the Genetic algorithm and it also
decreases the makespan that the genetic algorithm produces.
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A Novel Co-swarm Gravitational Search
Algorithm for Constrained Optimization

Anupam Yadav and Kusum Deep

Abstract In this article a new co-swarm Gravitational Search Algorithm is
proposed to solve the non-linear constrained optimization problems. The idea of
Gravitational search algorithm (GSA) and Differential Evolution (DE) is inherited
to proposed a new robust search algorithm. The individual influences of GSA and
DE over the particles is incorporated collectively to provide a more effective
influence in comparison to the individual influences of the GSA and DE. A new
velocity update equation is propose to update the positions of the particles. To
evaluate the availability of the proposed algorithm a state-of-the-art problems
proposed in IEEE CEC 2006 is solved and the results are compared with GSA and
DE. The supremacy of the proposed algorithm is benchmarked over the exhaustive
simulation results, feasibility rate and success rate.

Keywords Gravitational search algorithm � Differential evolution � Mutation �
Crossover

1 Introduction

Constrained optimization problems (COPs) play very important role in the field of
optimization theory because many real life, including engineering problems can be
modeled as constrained optimization problems. Mathematically the COPs can be
formulated as:
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Min: or Max: f xð Þ; x ¼ x1; x2; x3; . . .; xD½ �; ð1Þ

subject to a set of inequality constraints

gj xð Þ� 0; j ¼ 1; 2; 3; . . . q; ð2Þ

as well as equality constraints

hj xð Þ ¼ 0; j ¼ qþ 1; qþ 2; . . . m; ð3Þ

where f : RD ! R; gj are q inequality constraints and hj are the m� q. The feasible
solution to these problems is a great challenge to the researchers working in this
area. Since some of the problems has high level of complexity because of the very
small ratio of the feasible region and total search region [1]. Due to the obvious
limitations of the deterministic methods available in operations research, the dif-
ferential free stochastic search techniques are very useful while solving COPs.
Many nature inspired algorithms are also established in the literature which are
being used to solve COPs, such as GA, PSO, DE and many other optimization
techniques are successfully utilized to solve these problems. Since every swarm
intelligence or evolutionary heuristics are having their own limitations depending
upon the complexity of the problems. To develop a global heuristic which can be
applied to a variety of a problems, a hybrid of the existing techniques is reported in
the literature [2]. Liao [3] successfully solved engineering design problems using a
hybrid of DE. A biogeography based hybrid DE algorithm is also proposed by Gong
et al. [4]. A self adaptive DE is also proposed by Brest [5], co-evolutionary DE is
also coined by He [6] and Sedki [7]. Xin [8] suggested the supremacy of the
hybridized algorithms over a variety of problems. In this article a very recent search
algorithm Gravitational search is hybridized with the Differential Evolution. Since
these two algorithms are inspired from two very different fundamental natural
process which coined the basic idea of hybridization of the GSA and DE. A co-
swam approach involving GSA and DE is contrived to develop a novel technique.
The paper is organized as follows. In the next section s brief introduction of GSA
and DE is discussed. In Sect. 3, a new hybrid co-swarm Gravitational search
algorithm is proposed. In Sect. 4, benchmark functions and experimental results are
presented. Finally the article is concluded along with the proposed future scope.

2 Gravitational Search Algorithm

Gravitational Search Algorithm (GSA) [9] is a recent heuristic optimization
algorithm. It is inspired by Newton’s basic physical theory that a force of attraction
works between every particle in the universe and this force is directly proportional
to the product of their masses and inversely proportional to the square of distance
between their positions. All these particles are named as agents or particles. In
GSA each agent is equipped with four kinds of properties: position, mass, active

630 A. Yadav and K. Deep



gravitational mass and passive gravitational mass. The position of the mass pro-
vides the solution of the problem. Gravitational masses and inertial masses can be
evaluated using fitness function. Each kind of massed follows the following to
basic laws of physics:

1. Law of gravity
2. Law of motion

The exhaustive procedure of GSA is explained in Table 1.

2.1 Differential Evolution

Differential Evolution is again a nature inspired optimization technique, It was
proposed by Storn and Price [10] in 1995. This technique is also a population
based stochastic optimization algorithm. This technique comes under the umbrella
of Evolutionary Algorithms. It employs the simple arithmetic operation including
the mutation, crossover and selection to develop a better population from the
randomly generated initial population. The implementation of DE is quite simple
and easy to synchronize it with different platforms. For the obvious reason it has
been used for various optimization problems; constrained as well as unconstrained
continuous optimization problems [11]. DE is equipped with two key processes:

Table 1 Pseudo code of gravitational search algorithm
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the fluctuation process which enables the exploration ability throughout the search
space and selection process, which enables the exploitation of the search algo-
rithm. DE begins with the random generation of a population which can be
expressed as multidimensional vectors of the form, Xt

i xt
i1; x

t
i2; . . .; xt

iD

ffi �
where i ¼

1 : ps is the number of particles at any instant t and D is the dimension of space.
Initially, these vectors are randomly generated in the fixed size of interval. These
generated particles undergo the processes of mutation, crossover and selection.
Before proposing a new co-evolutionary algorithm, a brief review of mutation,
crossover and selection is presented in the following subsection. An exhaustive
procedure of DE is explained in Table 2.

3 A Hybrid Co-swarm Gravitational Search Algorithm

3.1 Motivation

The motivation behind the hybridization of the GSA and DE is to take the
advantage of the very basic principle of force of attraction between two particles
and the basis of the differential evolution simultaneously. As GSA is a technique
based on the laws of motions of particles and DE is the technique inspired from the
basic idea of human evolution. The Idea of hybridization is design a new stochastic
search technique which is equipped with the power of GSA as well as DE. The
guiding ability of the GSA and DE in mixed simultaneously so that the particles
can be pushed towards a more better position than the position suggested by GSA

Table 2 The pseudo code of differential evolution algorithm
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and DE individually the proposed algorithm follows the following steps, let

Xt
1;X

t
2; . . .;Xt

ps

� �
be the randomly initialized particles in the search domain. These

initially generated particles are processed through an independent process of DE
and GSA. After applying DE and GSA as explained in the previous sections, we
have accelerations act

i evaluated through GSA and a set of trail vector ut
i obtained

by the process mutation and crossover in DE. Instead of updating particles position
by the position update equation of GSA or DE, a new velocity update equation is
proposed which incorporates the influence of both DE and GSA in a single one.
Equation (4) is the proposed velocity update equation for the swarm.

Vtþ1
i ¼ xrandðÞ � Vt

i þ act
i þ c � randðÞ � ut

i � Xt
i

ffi �
ð4Þ

Xt
i ¼ Vtþ1

i þ Xt
i ð5Þ

Figure 1 depicts the three dimensional environment of the position update of
the particles. The exhaustive algorithm of the proposed GSADE is explained in
Table 3.

4 Experimental Results and Benchmark Functions

In this section the proposed GSADE algorithm is tested on 24 real parameter
benchmark problems proposed in IEEE CEC 2006 [1]. The results of the GSADE
is compared with the original GSA [9] and DE. The choice of parameters and
constraint handling method is explained in the following sections.
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Fig. 1 Three dimensional environment of the position update strategy
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4.1 Constraint Handling

The parameter-free constraint handling approach based on sorting of the swarm is
used to ensure the feasibility of the particles. The degree of constrained violation
for a particle x is evaluated by using the equation GðxÞ ¼ 1

m

Pm
j¼1 GjðxÞ. In each

iteration the swarm is sorted as suggested in Liang et al. [1].

Table 3 The pseudo code of the proposed GSADE algorithm

Table 4 Fine tuned parameter values for GSADE, GSA and DE

x c ps F CR itermax

0.9 1.49618 60 0.7 1.1 4000
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Table 5 Function optimization results for the functions g01 to g12

Best Mean Worse Stdev Mean inf.

g01
GSADE -15.0000 -15.0000 -15.0000 1.61E – 11 0.0000
GSA – – – – 541.8225
DE -15.0000 -15.0000 -15.0000 3.11E – 10 0.0000

g02
GSADE -0.7967 -0.7967 -0.7967 3.36E – 16 0.0000
GSA -0.2423 -0.0983 -0.0465 2.80E – 02 0.0000
DE -0.7810 -0.7810 -0.7810 4.01E – 09 0.0000

g03
GSADE -1.0005 -1.0005 -1.0005 7.63E – 16 0.0000
GSA – – – – 2.2765
DE -0.0118 -0.0118 -0.0118 5.18E – 18 0.0000
g04

GSADE -30665.5390 -30665.5390 -30665.5390 2.57E – 11 0.0000
GSA -29510.0520 -27327.3890 -23560.6830 2.11E ? 03 1.0715
DE -30665.5335 -30665.5353 -30665.5347 1.78E – 11 0.0000

g05
GSADE 5126.4967 5126.4967 5126.4967 5.50E – 12 0.0000
GSA – – – – 1975.0210
DE 5126.5001 5126.4987 5126.4989 5.43E – 12 0.0000

g06
GSADE -6961.8139 -6961.8139 -6961.8139 2.13E – 12 0.0000
GSA -3744.2747 279310.4500 1020773.7000 2.42E ? 05 5809.5648
DE -6961.8139 -6961.8139 -6961.8139 4.59E – 12 0.0000

g07
GSADE 24.3062 24.3062 24.3062 2.15E – 14 0.0000
GSA 850.4374 2103.3302 4824.1543 1.08E ? 03 1992.8454
DE 24.3062 24.3062 24.3062 4.83E – 11 0.0000

g08
GSADE -0.0958 -0.0958 -0.0958 8.40E – 17 0.0000
GSA -0.0958 0.5679 53.5663 6.47E ? 00 33.3236
DE -0.0958 -0.0958 -0.0958 5.44E – 17 0.0000
g09

GSADE 680.6301 680.6301 680.6301 5.73E – 13 0.0000
GSA 836.1642 1.4309E ? 06 9.5128E ? 06 2.27E ? 06 6848.2815
DE 680.6301 680.6301 680.6301 3.84E – 11 0.0000

g10
GSADE 7049.2480 7049.2480 7049.2480 5.50E – 12 0.0000
GSA – – – – 1750742.8000
DE 7049.2480 7049.2480 7049.2480 7.31E – 10 0.0000

(continued)
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4.2 Parameter Setting

The fine tuned parameters involved in GSADE is listed in Table 4. For the
experiments a 100 run result is simulated.

5 Results and Discussion

To test the proposed algorithm a state-of-the-art real parameter constrained
optimization problems are solved. The results of the GSADE is compared with the
results of GSA and DE. Table 5 shows the results of the GSADE, GSA and DE.
The results are compiled for the best, mean, worse, standard deviation (STDEV)
and mean infeasibility (Mean Inf.) of the particles in the last iteration of each run.
A 4000 iteration is taken to simulate the results. From Table 5, it can be observed
that for the problems g01, g02, g03, g04, g05, g07, g12, g13 and g17 the proposed
GSADE is able to give the best fitness value in comparison to the other
algorithms. Even the difference between the best, mean and worse is recorded
zero up to the 8–10 decimal places, however only four decimal places results are
presented. Except the problems g11, g20, g22 and g23 the standard deviation in
the fitness value is less than O 10�10ð Þ. In the last column of the Table 5 the mean
infeasibility of the particles in the last iteration is presented, in which it is
observed that GSADE is able to give 100 % feasibility to the 22 problems out of
24 problems. To test the feasibility rate and success of the GSADE, feasibility
rate and success rate is compared with the feasibility and success of the GSA and
DE (Table 6).

1. Feasible Run: A run during which at least one feasible solution is recorded.
Feasibility Rate = No. of Feasible Runs/Total Runs

2. Successful Run(Sruns): A run during which at least one feasible solution is
recorded meeting with jfitðxÞ � fitðx�Þj � 0:0001, where f ðxÞ is the known

Table 5 (continued)

Best Mean Worse Stdev Mean inf.

g11
GSADE 0.7532 0.7534 0.7683 1.23E – 02 0.0000
GSA 0.8452 1.6221 4.5674 1.17E ? 00 0.5211
DE 0.7499 0.7499 0.7499 8.96E – 16 0.0000

g12
GSADE -1.0000 -1.0000 -1.0000 0.00E ? 00 0.0000
GSA -0.9997 -0.7204 -0.3703 1.34E – 01 0.4205
DE -1.0000 -1.0000 -1.0000 0.00E ? 00 0.0000
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Table 6 Function optimization results for the functions g13 to g24

g13
GSADE 0.4388 0.4388 0.4388 3.92E – 16 0
GSA – – – – 24.9075
DE 0.4933 0.5001 0.5075 3.02E – 03 0

g14
GSADE -47.7649 -47.7649 -47.7649 4.30E – 14 0
GSA – – – – 85.4441
DE -47.7649 -47.7649 -47.7649 2.97E – 13 0

g15
GSADE 961.715 961.715 961.715 8.03E – 13 0
GSA 963.9578 811.6076 983.4647 9.78E ? 01 171.1705
DE 961.715 961.715 961.715 8.05E – 13 0

g16
GSADE -1.9052 -1.9052 -1.9052 1.34E – 15 0
GSA – – – – 28864.923
DE -1.9052 -1.9052 -1.9052 3.75E – 16 0

g17
GSADE 8853.5339 8853.5339 8853.5339 8.47E – 12 0
GSA – – – – 1203.7903
DE 8854.9729 8854.9971 8855.0434 1.67E – 02 0

g18
GSADE -0.866 -0.866 -0.866 6.07E – 16 0
GSA -0.2928 0.5234 193.3305 5.84E ? 01 1296.7228
DE -0.866 -0.866 -0.866 7.75E – 10 0

g19
GSADE 32.6556 32.6556 32.6556 5.94E – 12 0
GSA 954.2394 18959.779 41292.367 8.89E ? 03 219.0697
DE 32.6556 32.6556 32.6556 1.17E – 06 0

g20
GSADE – – – – 0.246
GSA – – – – 235.4983
DE – – – – 0.2699

g21
GSADE 324.7028 324.7028 324.7028 0.00E ? 00 0
GSA – – – – 2640.1702
DE 324.7028 324.7028 324.7028 1.86E – 10 0

g22
GSADE – – – – 308.1947
GSA – – – – 3200071
DE – – – – 3000.1

(continued)
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Table 6 (continued)
g23
GSADE -400.0551 -400.0551 -400.0551 2.31E – 06 0
GSA – – – – 363.0938
DE -400.0551 -400.0551 -400.0551 7.61E – 08 0
g24
GSADE -5.508 -5.508 -5.508 3.58E – 15 0
GSA -5.4272 -3.7059 -1.2099 1.23E ? 00 0.8783
DE -5.508 -5.508 -5.508 3.46E – 16 0

Table 7 Feasibility rate of GSADE, GSA and DE

g01 g02 g03 g04 g05 g06 g07 g08
GSADE 100 100 100 100 100 100 100 100
GSA 0 100 0 60 0 20 40 35
DE 100 100 100 100 100 100 100 100

g09 g10 g11 g12 g13 g14 g15 g16
GSADE 100 100 100 100 100 100 100 100
GSA 24 0 90 85 0 5 2 0
DE 100 100 100 100 95 100 100 90

g17 g18 g19 g20 g21 g22 g23 g24
GSADE 100 100 100 0 100 0 100 100
GSA 0 20 10 0 40 0 0 90
DE 0 0 0 0 100 0 92 100

Table 8 Success rate of GSADE, GSA and DE

g01 g02 g03 g04 g05 g06 g07 g08
GSADE 1.00 0.00 0.90 1.00 0.95 1.00 1.00 1.00
GSA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.90
DE 1.00 0.00 0.00 1.00 0.90 0.96 1.00 1.00

g09 g10 g11 g12 g13 g14 g15 g16
GSADE 1.00 1.00 97.00 1.00 1.00 1.00 1.00 1.00
GSA 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00
DE 1.00 0.98 0.96 0.65 0.00 1.00 0.96 0.98

g17 g18 g19 g20 g21 g22 g23 g24
GSADE 1.00 1.00 1.00 0.00 0.00 0.00 1.00 1.00
GSA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
DE 0.00 1.00 0.68 0.00 0.00 0.00 1.00 0.97
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global minima and f ðx�Þ is the obtained minima.
Success Rate = No. of Successful Runs/Total Runs

The results of the feasibility rate and success rate are listed in Tables 7 and 8.
The success rate of the GSADE is recorded 100 % for 17 problems and more than
90 % for the 3 problems out of total 24 problems. To discover the behavior of the
acceleration of the particles a one dimensional trajectory of the acceleration is
depicted in Figs. 2 and 3. Over all it can be observed that the performance of the
GSADE is very good over the chosen problems, for few problems the perfor-
mance is excellent and for some problems the results of the GSADE is compa-
rable to DE.
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6 Conclusion

This article proposes a new co-swarm gravitational search algorithm which is
designed by hybridizing the essential properties of GSA and DE. A new velocity
update equation is proposed to implement this hybridization the proposed algo-
rithm is tested over 24 real parameter constrained optimization problems, having a
varied level of complexity. The results of the GSADE is compared with the
original GSA and DE. The fitness value analysis is performed with feasibility rate
and success rate. It is observed that for most of the problems the performance of
GSADE is very good in comparison to the other algorithms. In future the utility of
the proposed algorithm could be tested over some more benchmark problems and
real life problems.
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An Analytical Investigation on Thermally
Induced Vibrations of Non-homogeneous
Tapered Rectangular Plate

Anupam Khanna and Narinder Kaur

Abstract The goal of the present investigation is to study the temperature-thickness
coupling problem of non-homogeneous rectangular plate with varying thickness.
Authors assumed that temperature and thickness of the plate vary exponentially in
x-direction only. Four sided clamped boundary condition with two term deflection
function is considered. Due to non-homogeneity present in the plate’s material,
variation in poisson’s ratio is assumed exponential in x-direction. An authentic and
quite convenient Rayleigh–Ritz technique has been applied to obtain the funda-
mental frequencies for the first two modes of vibration. The effect of structural
parameters such as taper constant, thermal gradient, non-homogeneity constant and
aspect ratio on time period and deflection has been illustrated for first two modes of
vibration. Results are calculated with great accuracy and presented in tabular form.

Keywords Vibration � Thermal gradient � Taper constant � Aspect ratio � Non-
homogeneity constant � Deflection

1 Introduction

Recent development in space technology has stimulated interest in the study and
analysis of vibration of plates. With the development of technology, especially in
space technology, composite materials i.e. visco-elastic materials became the
necessity to reduce or control the effect of vibrations. Plates of variable thickness
are frequently used in order to economize the plate material or to lighten the plates,
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especially when it is used in the wings of high-speed and high performance
aircrafts.

In an up-date survey of literature, authors have come across various models to
account for non-homogeneity of plate materials proposed by researchers dealing
with vibration but none of them consider non-homogeneity with thermal effect on
tapered visco-elastic plates. An appreciable work [1–19] is available in the field of
vibrations of plates with different surroundings and conditions but very few of
them had worked on non homogeneous visco-elastic plates of variable thickness
subject to thermal gradient.

In this paper, our main endeavour is to provide a mathematical model for
analyzing the vibrational behaviour of visco-elastic non-homogeneous rectangular
plate with exponential varying thickness and temperature variation in x-direction.
The non-homogeneity is assumed to arise in exponential order in x-direction due to
the variation in the poisson’s ratio of the plate material. Rayleigh–Ritz approach
had been adopted to calculate time period and defection for the first two modes of
vibrations for various values of taper constant, thermal gradient, aspect ratio and
non-homogeneity constant. It is also assumed that rectangular visco-elastic plate is
isotropic and clamped on all the four edges. All the material constants used in
numerical calculation have been taken for ‘DURALIUM’, an alloy of aluminium.
Findings of the present paper are given in tabular form.

2 Mathematical Formulation

2.1 Analysis of Differential Equation of Motion

The differential equation of an isotropic visco-elastic tapered plate is given by
Leissa [11]

Mx;xx þ 2Mxy;xy þMy;yy ¼ qhw;tt: ð1Þ

where,

Mx ¼� ~DD1½w;xx þ mw;yy�;
My ¼� ~DD1½w;yyþ;xx�; and

Mxy ¼� ~DD1ð1� mÞw;xy:

ð2Þ

where, Mx, My are bending moments, Mxy is twisting moment. Here w, h, q and m
are deflection, thickness of plate, density and poisson ratio of plate material
respectively. A comma in the suffix denotes partial differentiation with respect to
suffix variable. After substituting the values of Mx, My and Mxy from Eq. (2) in
Eq. (1), one gets
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~D D1ðw;xxxx þ 2w;xxyy þ w;yyyyÞ þ 2D1;xðw;xxx þ w;xyyÞ
ffi
þ 2D1;yðw;yyy þ w;yxxÞ þ D1;xxðw;xx þ mw;yyÞ
þ D1;yyðw;yy þ mw;xxÞ þ 2ð1� mÞD1;xyw;xy

�
þ qhw;tt ¼ 0:

ð3Þ

By using variable separation technique, the solution of Eq. (3) can be taken in
the form of product of two functions as,

wðx; y; tÞ ¼ /ðx; yÞwðtÞ: ð4Þ

where / and w are deflection function and time function respectively.
After using Eq. (4) in Eq. (3), one obtains

D1ð/;xxxx þ 2/;xxyy þ /;yyyyÞ
ffi
þ 2D1;xð/;xxx þ /;xyyÞ þ 2D1;yð/;yyy þ /;yxxÞ
þ D1;xxð/;xx þ m/;yyÞ þ D1;yyð/;yy þ m/;xxÞ

þ 2ð1� mÞD1;xy/;xy

�
=qh/ ¼ �

€w
~Dw

:

ð5Þ

Here, dot denotes differentiation with respect to t.
The previous equation is satisfied if both of its sides are equal to a constant.

Denoting this constant by n2, one gets

D1ð/;xxxx þ 2/;xxyy þ /;yyyyÞ
ffi
þ 2D1;xð/;xxx þ /;xyyÞ þ 2D1;yð/;yyy þ /;yxxÞ
þ D1;xxð/;xx þ m/;yyÞ þ D1;yyð/;yy þ m/;xxÞ
þ 2ð1� mÞD1;xy/;xy

�
� qn2h/ ¼ 0:

ð6Þ

and

€wþ n2 ~Dw ¼ 0: ð7Þ

Equations (6) and (7) represent the differential equations of motion and time
function for non-homogeneous rectangular plate respectively. Here, D1 is flexural
rigidity of rectangular plate i.e.,

D1 ¼
Eh3

12ð1� m2Þ : ð8Þ

2.2 Frequency Equation and Assumptions

Ray-leigh Ritz technique has been adopted to solve the frequency equation. This
method is completely depends upon conservation of energy according to which
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maximum strain energy ðSmÞ must be equal to the maximum kinetic energy ðKmÞ.
So, it is necessary for the problem under consideration that [7]

ðSm � k2KmÞ ¼ 0: ð9Þ

where,

Km ¼
1
2

qn2
Z a

0

Z b

0
h/2dydx: ð10Þ

and

Sm ¼
1
2

Z a

0

Z b

0
D1 ð/;xxÞ

2 þ ð/;yyÞ
2

n

2m/;xx/;yy þ 2ð1� mÞð/;xyÞ2
o

dydx:

ð11Þ

The authors assumed the exponential temperature variation as:

s ¼ s0ð1� e
x
aÞ: ð12Þ

where s denotes the temperature excess above the reference temperature at any
point on the plate and s0 denotes the temperature excess above the reference
temperature at x ¼ y ¼ 0 and a and b denote the length and breadth of rectangular
plate respectively.

For most of engineering materials, the temperature dependence of the modulus
of elasticity can be expressed as [8]:

E ¼ E0ð1� csÞ: ð13Þ

where E0 is the value of the Young’s modulus at reference temperature i.e. s ¼ 0
and c is the slope of the variation of E. After using Eq. (12) in Eq. (13), one gets

E ¼ E0ð1� a 1� e
x
a

� �
Þ: ð14Þ

where, a ¼ cs0ð0 � a \ 1Þ is thermal gradient.
It is considered that thickness varies exponential in x-direction as

h ¼ h0 ebx
a

� �
: ð15Þ

where, h0 is thickness of the plate at x ¼ y ¼ 0 and b is taper constant in
x-direction.

Also, the authors assumed that poisson ratio of material varies exponentially in
x-direction as shown below:

m ¼ m0ea1x=a: ð16Þ

where m0 denotes poisson ratio at reference temperature i.e. s ¼ 0 and a1 is called
non homogeneity constant.

After using Eqs. (14), (15) and (16) in Eq. (8), one obtains
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D1 ¼
ðE0ð1� a 1� e

x
a

� �
Þh3

0 ebx
a

� �3

12 1� m2
0e

2a1x
a

� � : ð17Þ

Since plate is assumed clamped at the boundary, so the boundary conditions are
taken as:

/ ¼ /; x ¼ 0; x ¼ 0; a

/ ¼ /; y ¼ 0; y ¼ 0; b

)
: ð18Þ

For arbitrary variations of / satisfying the relevant boundary conditions.

/ðx; yÞ ¼ x

a

� � y

b

� �
1� x

a

� �
1� y

b

� �h i2

U1 þ U2
x

a

� � y

b

� �
1� x

a

� �
1� y

b

� �h i
:

ð19Þ

where U1 and U2 are two arbitrary constants.

2.3 Solution of Equation of Motion

Now assuming the non-dimensional variables as

X ¼ x

a
; Y ¼ y

a
: ð20Þ

After using Eq. (20) in Eqs. (10) and (11), one gets

K�m ¼
1
2
qn2a2h0

Z 1

0

Z b=a

0
ðebXÞ/2dYdX: ð21Þ

and

S�m ¼ R

Z 1

0

Z b=a

0

ð1� a 1� eXð ÞÞ ebX
� �3

1� m2
0ea1X

� �
( )

�
ð/;XXÞ2 þ ð/;YYÞ2 þ 2m0ea1X/;XX/;YY

þ 2ð1� m0ea1XÞð/;XYÞ2
	

dYdX:

ð22Þ

where, R ¼ E0h3
0

24a2. After substituting K�m and S�m from Eqs. (21) and (22) in Eq. (9),
one obtains

ðS�m � k2K�mÞ ¼ 0: ð23Þ
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Here k2 ¼ 12qn2a4

E0h2
0

is a frequency parameter. Equation (23) consists two

unknown constants i.e. U1 and U2 arising due to the substitution of /. These two
constants are to be determined as follows

dðS�m � k2K�mÞ
dUn

¼ 0; n ¼ 1; 2: ð24Þ

On simplifying Eq. (24), one obtains

Sn1 U1 þ Sn2 U2 ¼ 0; n ¼ 1; 2: ð25Þ

Choosing U1 ¼ 1, one can easily get U2 from Eq. (25), which is �Sn1
Sn2

� �
.

For a non-trivial solution, the determinant of the coefficient of Eq. (25) must be
zero. Therefore one obtains the frequency equation as follows:

S11 S12

S21 S22












 ¼ 0: ð26Þ

As Eq. (26) gives a bi-quadratic equation in k which provides desired values of k2.
After substituting the values of U1 and U2 in Eq. (19), one can obtain deflection

function / as

/ ¼ XY
a

b

� �
ð1� XÞ 1� aY

b

� �� � �2

1þ �S11

S12

� �
XY

a

b

� �
ð1� XÞ 1� aY

b

� �� � �
:

ð27Þ

Time period of the vibration of visco-elastic plate is given by

K ¼ 2� p
n

: ð28Þ

2.4 Solution of Time Function and Deflection

Time function of vibrations of non-homogeneous rectangular plate are defined by
the general ordinary differential Eq. (7) [12].

wðtÞ ¼ ea1t cos b1t þ � a1

b1

� �
sin b1t

 �
: ð29Þ
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After using Eqs. (27) and (29) in Eq. (4), deflection function w can be expressed as

w ¼ XY
a

b

� �
1� Xð Þ 1� aY

b

� �� � �2

1þ �S11

S12

� �
XY

a

b

� �
ð1� XÞ 1� aY

b

� �� � �

� ea1t cos b1t þ �a1

b1

� �
sin b1t

� 	 �
:

ð30Þ

3 Results and Discussion

In calculations, the following parameters are used for duralium i.e.

E ¼ 7:08� 1010 N

M2
;

G ¼ 2:632� 1010 N

M2 ;

g ¼ 14:612� 105 Ns

M2 ;

q ¼ 2:80� 103 Kg

M3 ;

m0 ¼ 0:345; h0 ¼ 0:01 m:

Authors had calculated as well as tabulated the results for time period and
deflection for different combinations of taper constant, aspect ratio, thermal gra-
dient and non-homogeneity constant for first two modes of vibration.

Table 1 shows time period K � 10�5
� �

for increasing values of non homoge-
neity constant a1ð Þ for fixed aspect ratio a=b ¼ 1:5ð Þ for different combinations of
taper constant (b) and thermal gradient (a) i.e.

b ¼ a ¼ 0:0, b ¼ a ¼ 0:2, b ¼ a ¼ 0:6.
From Table 1, it can be clearly observed that time period for both the modes of

vibration continuously decreases (top to bottom) with increasing non-homogeneity
constant from 0.0 to 0.15 for fixed value of aspect ratio i.e. a

b ¼ 1:5 at different

Table 1 Time period ð�10�5Þ vs non homogeneity constant for fixed aspect ratio (a=b ¼ 1:5)

a1 b ¼ a ¼ 0:0 b ¼ a ¼ 0:2 b ¼ a ¼ 0:6

Mode 1 Mode 2 Mode 1 Mode 2 Mode 1 Mode 2

0:0 668.23 169.09 562.92 142.59 393.40 100.17
0:05 665.99 168.52 560.97 142.09 392.01 99.78
0:1 663.62 167.92 558.90 141.55 390.53 99.36
0:15 661.11 167.28 556.70 140.98 388.93 98.91
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combination of a and b. Also interesting to note that time period decreases (left to
right) as combined values of b and a increase for both the modes of vibration.

Table 2 shows time period K � 10�5
� �

for increasing value of aspect ratio a
b

� �
for fixed taper constant b ¼ 0:2ð Þ and thermal gradient a ¼ 0:2ð Þ for different
values of non homogeneity constant ða1Þ i.e.

a1 ¼ 0:0; a1 ¼ 0:1;

From Table 2, it is found that as aspect ratio increases from 0.25 to 1.5, time
period decreases (top to bottom) continuously for different values of non-homo-
geneity constant i.e. a1 ¼ 0:0; 0:1 at fixed value of thermal gradient ða ¼ 0:2) and
taper constant ðb ¼ 0:2Þ.

In Tables 3, 4 and 5, deflection (for both the modes of vibrations) is calculated
for T ¼ 0 K and T ¼ 5 K at different values of X and Y i.e.

• 3: a ¼ b ¼ 0:0; a
b ¼ 1:5; a1 ¼ 0:0; 0:1

• 4: a ¼ b ¼ 0:6; a
b ¼ 1:5; a1 ¼ 0:0; 0:1

• 5: a ¼ b ¼ 0:2; a1 ¼ 0:1; a
b ¼ 0:25; 0:5; 0:75; 1:0; 1:25; 1:5.

From Tables 3 and 4, it can be seen that at T ¼ 0 K, deflection (for both the
modes of vibration) increases from 0.0 to its maxima then decreases to 0 (left to
right) as X increases from 0.0 to 1.0 for Y ¼ 0:2 and Y ¼ 0:6. Interesting to see
that deflection for X ¼ 0:2 and X ¼ 0:8 and X ¼ 0:4 and X ¼ 0:6 are same for
both the modes of vibration. Authors noticed that deflection decreases rapidly as Y
increases from 0.2 to 0.6 for both the modes of vibrations.

At T ¼ 5 K in Table 3, deflection for both the modes of vibration decreases
continuously as a1 varies from 0.0 to 0.1 (top to bottom). In Table 4, at T ¼ 5 K,
deflection for both the modes of vibration increases at different values of X; Y and
a1. From Table 5, it can be clearly seen that at T ¼ 0 K and T ¼ 5 K, deflection at
Y ¼ 0:2 for first mode of vibration increases as aspect ratio increases from 0.25 to
1.5. At T ¼ 5 K deflection for first mode of vibration continuously increases while
deflection for the second mode, it firstly increases then it decreases as aspect ratio
increases from 0.25 to 1.5 for fixed value of taper constant, thermal gradient and
non-homogeneity constant i.e. a ¼ b ¼ 0:2 and a1 ¼ 0:1.

Table 2 Time period ð�10�5Þ vs aspect ratio for fixed taper constant ðb ¼ 0:2Þ and thermal
gradient ða ¼ 0:2Þ
a

b
a1 ¼ 0:0 a1 ¼ 0:1

Mode 1 Mode 2 Mode 1 Mode 2

0:25 1472.26 360.24 1459.84 357.10
0:5 1367.36 341.03 1356.16 338.12
0:75 1177.13 298.85 1167.93 296.41
1:0 944.51 241.33 937.46 239.50
1:25 730.75 186.25 725.46 184.86
1:5 562.92 142.59 558.90 141.55
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4 Conclusion

The main aim of the present study is to provide such kind of a mathematical
models which help the scientists and practicing engineers to increase strength,
durability and efficiency of designs of machines and structures. They can obtain
the desired values of deflection by the appropriate tapering and variation in cor-
responding parameters. Therefore, authors advised them to go through the findings
of the present paper before finalizing any design of machine and structure.
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Building of a Competent Mobility Model
for Ad Hoc Wireless Networks

Arvind Kumar Shukla, C. K. Jha and Vimal Kumar Mishra

Abstract Mobility is a natural character of Ad Hoc networks. A realistic simu-
lation of user movement in Ad Hoc Network is very important to the network
performance. Therefore, by using a realistic mobility model, which is an important
aspect in enhancing the self-confidence in the simulation result of the network.
Although, each node’s movement is random, there are still some underlying dis-
ciplines in their mobility. By predicting the mobility of user that truly depicts
nodes mobility in an Ad Hoc Network, is the first step of mobility management. In
this manuscript an attempt has been made by proposing a new mobility model
called restriction models for generating unusual mobility scenarios for Ad Hoc
networks such as campus scenario. The propose algorithm performance has been
evaluated using network simulator (ns2.35) for dynamic source routing (DSR).
The results are compared with other mobility model such as Random way point.
The results shows that our proposed algorithm has outperform the available
mobility model for campus scenario.
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1 Introduction

This instruction Individual mobility has been widely studied in many areas like
urban planning, traffic forecasting and avoiding the spread of biological and
mobile viruses [1, 2]. It’s also an essential topic used to improve the Performance
of wireless ad-hoc network. For example, protocols can be designed based on the
regularity of nodes movement pattern. As the mobile devices are often carried by
human, it’s important to study the human mobility in order to simulate the Ad Hoc
networks in a more perfect and practical way. Modern research has proved that
person movement is not random but natural [1, 3–5]. Additionally, it has been
indicated that even with the regularity of persons, the individual mobility has some
basic presentation. However, it is logical to imagine a high degree of correlation
between future and past movement speeds and direction. This motion is totally
stateless, that is, the future movement here is completely independent of the past
movement and hence there are no boundaries forced on the maximum variation
which the nodes can take up for their next movement. This randomness in
choosing the next direction vector renders this type of movement entirely
changeable. One of the most usually used mobility models is the Random Way-
point model. In this model, every node selects a random point in the simulation
area as its destination, and a speed V from an input range [Vmin, Vmax]. The node
then moves to its destination at its selected speed. When the node reaches its
destination, it rests for some pause time. At the end of this pause time, it selects a
new destination and speed and resumes movement. The properties of the random
waypoint model have been extensively studied [3, 6–8]. One of the interesting
results of these studies addresses the node spatial distribution of the random
waypoint model. It is shown that, due to the characteristics of the model, the
concentration of nodes follows a cyclic pattern during the lifetime of the network.
The nodes tend to congregate in the center of the simulation area, resulting in non-
uniform network density.

In a realistic mobility model the nodes movement is the first step to perform
mobility management. Different mobility models have different focuses and dif-
ferent application scenarios [3, 6, 9]. Moreover random mobility models, to get
enhanced performance, some emerging mobility research papers have modified a
method to organize the movement of a small part of elected nodes and develop this
movement to improve the network’s overall performance. In this paper we pro-
posed a new variant of mobility model which reflects the realism and diversified
walk. In this technique we impose some constraints to find the current and future
location of the mobile node. Mobility models are required to describe movement
behavior on different scales. The most of the researchers resort to adding their own
ad hoc mobility models to the traditional wired models. These ad hoc mobility
models seldom reflect actual movement patterns. There are a few models for
delineating the mobility of Mobile Users. The common approaches for modeling
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human movements are described below. Among these are fluid flow model, dif-
fusion model, gravity model, and markovian chain mobility model. In campus the
movement of person is affected by its behavior and each person’s mobility differs
which can be problematic for mobility modeling. There are still some common
facts that could be used to represent person movement pattern for campus. In this
paper, we discuss various characteristics of individual mobility: i.e. Pause time;
and Return time; Velocity and increase of velocity; Direction angle change;
Displacement; The combination of these characteristics can be helpful in pre-
dicting the person movement pattern.

In this paper, the next section describes the Classification of the existing
mobility models, followed by proposed new mobility model for campus scenario.
Section 4 discusses simulation results and finally paper is concluded in Sect. 5.

2 Existing Mobility Models

The Mobility Models can be categorized on the following criteria: measurement,
scale of mobility, randomness, geological constraints, destination oriented and by
varying parameters [10]. Usually, there are two types of mobility models (I) Trace
based mobility models and (II) Synthetic mobility models. Trace models provide
mobility patterns based on deterministic approach while synthetic models present
movements of mobile nodes in a practical manner. Many mobility models have
been proposed in the literature [10–16]. In this section we will review several
common mobility models used in the literature. In paper different stochastic
mobility models are discussed. In Fig. 1 the Categorization of mobility model has
been shown.

In Random walk mobility model each node moves from its existing location to
a new location by randomly choosing an arbitrary direction and speed from a
specified range. Such a move is performed for either a constant time or a constant
distance traveled. Then a new speed and direction are selected. At the limitations,
nodes jump off like billiard balls on a pool table. The random walk mobility model
is described as a memory less mobility pattern, because it retains no information
about its past locations and speed values. In Random waypoint mobility model,
this model is equal to the random walk model except that the modification in speed
and direction is done after predefined pause time. This model is extensively used
for evaluating ad hoc network routing protocols [7, 10, 17, 18]. Random direction
mobility model deals with mobility of node where speed and direction are constant
and new direction and velocity is chosen after pause time. In this the nodes touches
the edge of area after that the velocity on direction is rest. Then, the nodes pause
and a fresh direction and velocity are chosen randomly. Then the procedure repeats
[7, 17, 19, 20]. A boundless simulation area mobility model contacts the planar
rectangular simulation field with a boundless torus.
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In Gauss-Markov mobility model the uses one modification restriction to
contrast the degree of randomness in the mobility pattern. The random Gauss-
Markov mobility model is introduced as an enhancement above the soft random
mobility model. A node’s next location is generated by its past location and
velocity. Depending upon parameters set, this allows modeling beside a field from
random walk to fluid-flow [7, 10, 16–18].

In probabilistic version of the random walk mobility model the last step made
by the random walk influences the next one. Under the form that a node has
motivated to the right, the probability that it continues to travel in this path is
higher than the probability that movement will cease. This leads to a walk that
leaves the starting point much faster than the unusual random walk model [17, 19].

In City Section Mobility Model the random waypoint movement is combined
with a street map of an implicit city and paths of the mobile nodes are partial to
these streets in the field. In a related model, the streets are replaced by Voronoi
graphs. Also, obstacles are used, which obstruct radio signals [19, 20].

In group-mobility models [2, 21] are usually an expansion of the above models,
where either a function describes the group behavior or the nodes are in some way
connected with a group leader or a target.

In Exponential Correlated Random Mobility Model the motion function creates
a group activity [16, 18].

In Column Mobility Model, set of mobile nodes form a line and move forward
in a particular direction [3, 22, 23].

In Nomadic Community Mobility Model define a set of mobile nodes move
mutually from one position to another.

In Pursue Mobility Model, for each group the group members follow a target
node moving over the simulation area.

In Reference Point Group Mobility Model the movement of group is based
upon the path traveled by a consistent center. Again the logical center moves
according to a person mobility model [7, 10, 17, 18, 21].

Fig. 1 Categorization of the existing mobility models
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2.1 Unusual Levels of Mobility

In static networks, the mobility of nodes, users, and the monitored event itself is
minimal or ignored. This static model may be extended by introducing mobility in
one or more of the below-mentioned three levels of the ad hoc networks:

Node level mobility: the ad hoc nodes themselves may be moving. Examples
include nodes mounted on moving cars or flying unmanned airborne vehicles,
collecting information as their carriers constantly change their location and/ or
orientation [16, 24].

Information level mobility: the event (source) monitored by or going on in the
network is mobile [1, 4, 14, 25]. Mobility Management in MANETs [2] main-
tained truck is moving along with the truck.

User level mobility: users (destination) accessing the information composed by
the network may themselves be moving, and thus the information that is related to
them may change over time [16, 17, 22, 23].

3 Proposed Mobility Model

Here we are proposing restricted mobility model for person movement in the
campus model that can be helpful in modeling realistic scenario such as factory,
university, etc. It could be interesting to model mobility inside the above campus.
In this work we have assume that the nodes mobility pattern is homogenous in
nature that means, the entire set of nodes follow any one particular type of
mobility pattern. Further, it has been assumed that the speed of the nodes remains
constant where as nodes may change their direction. In the next section we have
discuss the constriction of Partially Deterministic Mobility Model.

3.1 Partially Deterministic Mobility Model

For constructing the partially deterministic mobility model for person movement in
campus, we considered two types of column movement, depending on the maxi-
mum acceptable variation from the unusual direction. Thus, if the maximum
deviation of the person was less than 15�, then the mobility pattern will follow strict
column model. If, however, the maximum deviation was greater than 15� and less
the 45�, then it will be termed as less strict column model. The algorithm is given
below:
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Here the mathematical component shows a node (person) at location (old_x,
old_y), moving horizontally and now undergoes a deviation of F (i.e. +15�).
Consider the node (person) continues to travel at the same speed (i.e. v) with
which it was moving, the new x and y co-ordinates (i.e. new_x, new _y) are given
by new_x = old_x ? v * t * cos(F) and new_y = old_y ? v * t * sin(F). A
probable column model is shown in Fig. 2.

3.2 Constructing Random Mobility Model

For constructing random mobility pattern, there is no predetermined path of the
nodes [16, 22]. Here the nodes after each pause choose a random direction, in an
accurately random scenario the speed of the nodes would be a random variable, but
for our simulations the speed is constant through the duration of simulation. The
pseudo code for constructing this type of mobility pattern is similar to the pseudo
code for semi-deterministic model shown in Fig. 3, excepting that the,
get_new_direction() purpose here returns a random value ranging from 0� to 360o.

3.2.1 Constructing Deterministic Mobility Model

For constructing deterministic mobility patterns, the nodes are imparted a exacting
velocity through which they travel but they move only in vertical or horizontal
tips. When a node hits the border of the outline, it retraces its lane with the same
speed. To execute this mobility model, we fed the scenario producer component of
NS2.35 with location coordinates as well as the turns which the node would take;
resembling an urban traffic model, where the paths and speeds are predefined i.e.
the speed of the person is 0–3 km/h.
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3.3 Constructing and Identifying the Position Aware
Algorithm for Underlying Mobility Pattern Aware

To produce the mobility patterns, which the nodes in the mobile Ad Hoc network
will follow, the position aware algorithm will adapted according to node move-
ment. Now assume, the nodes in an Ad Hoc network are imparted a particular type
of mobility pattern. The algorithm would have no information of the basic mobility
pattern being followed by the nodes. Thus, in order to make the algorithm for
mobility pattern aware, it should first be prepared be able to recognize the mobility
models (urban traffic, column or random) of the nodes. Secondly, it will adapt
according to the mobility pattern recognize in order to effectively predict position
of the mobile nodes.

In order to categorize mobility, we used F, which is the variation of the new
direction of movement of the person from the old direction, as the major constraint
to classify mobility. Now when the algorithm has to recognize the mobility pattern
being followed by the nodes, it also uses the variation F, as its basis for catego-
rization. To establish this variation F, the record of past position co-ordinates of
nodes stored in the past tables is used. The algorithm is given as follows:

Fig. 2 Coordinates computation model

Fig. 3 Location prediction
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The logic used for computing the deviation angle is the difference in slopes of
two consecutive entries in the history table for any node. For example consider the
sample history table entries for node2 stored at node1, (x2,1, y2,1), (x2,2, y2,2),
(x2,3, y2,3) and (x2,4, y2,4). Then the slope of the line from (x2,1, y2,1) and (x2,2,
y2,2) is given by (x2,1 - x2,2)/(y2,1 - y2,2) and similarly for the line between
points (x2,2, y2,2) and (x2,3, y2,3) is given by (x2,2 - x2,3)/(y2,2 - y2,3). And
the difference in their slopes will give us the deviation between the two lines.
Thus, as can be seen from the algorithm, it is the average deviation, which helps in
deciding the mobility pattern and in recognizing the mobility patterns proposed in
our study.

3.3.1 Number of Rows in History Table

Till now we have understood that the history table has at least four entries for each
node. Clearly, keeping more history will be beneficial and will lead to a more
correct classification of the basic mobility pattern. But in our study, however, as
the maximum number of possible mobility patterns under concern is only three, it
suffices to have four history table entries. Because by keeping four position co-
ordinates, we can calculate two variation angles and from those two deviations we
can find the common deviation acceptable, which is enough to classify the
mobility being followed into deterministic, semi-deterministic or random.

3.3.2 Adapting to Mobility Patterns

To find a route to the destination node our algorithm will try to get intermediary
nodes which will be in the direction of the destination node. The location co-
ordinates from the last location renew from the destination node was used to set up
the general direction of the destination. But as the nodes in an Ad Hoc network are
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commonly in motion, the last location update received about the destination node,
might not be destination node’s current location. We accept that this method of
location prediction is not error free, but if we are able to predict the future location
of the nodes with an error which is less than half of the nodes’ transmission range,
it suffices our requirements.

The algorithm of location forecast is as follows:

4 Simulation and Performance Metrics

The network simulations have been carried out using Network Simulator ns2.35
and its related tools for animation and study of results. We chose a Linux platform
i.e. UBUNTU 12.04 LTS, as Linux offers a number of programming development
tools that can be used with the simulation method. We have generated mobility
scenarios for Proposed Mobility Model and random way point model using the
ns2.35, so that they can be incorporated into TCL scripts. Random traffic asso-
ciates of CBR can be setup between mobile nodes using a traffic-scenario gen-
erator script [21].

For this study, we have used the Proposed mobility Models and random way-
point mobility model for the node having pause time of 30 s and speed varying
between 0 and 100 m/s with minimum speed of 5 m/s and maximum speed of
20 m/s for simulation time of 300 s.

4.1 Simulation Constraint

The parameters used for carrying out simulation are summarized in Table 1.
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4.2 Performance Parameters

The performance of routing protocol DSR is using the following important Quality
of Services (QoS) metrics:

4.2.1 Packet Delivery Ratio (PDR)

It describes the loss rate that will be seen by the transport protocols, which run on
top of the network layer. It is the ratio of data packets delivered to the destination
to those generated from the sources. It is calculated by dividing the number of
packets received by destination through the number packet originated from the
source.

PDF = (Pr/Ps) * 100, where Pr is total Packet received and Ps is the total
Packet sent.

4.2.2 Throughput

It is the average number of messages successfully delivered per unit time number
of bits delivered per second [19, 20].

Throughput ¼ Total Received Packets
Total Simulation Time

ðkbits/sec)

where N is the number of data sources.

Table 1 Simulation parameters

Parameter Value

Channel type Channel/Wireless channel
Simulator NS 2 (Version 2.35)
protocols DSR
Simulation duration 300 s
Number of nodes 25, 50, 75, 100
Transmission range 250 m
Movement model Proposed mobility models and random way point mobility model
MAC layer protocol 802.11
Pause time (s) 0.20, 40, 60
Maximum speed 20
Minimum speed 0.5
Packet rate 4 packet/s
Traffic type CBR
Data payload 512 bytes/packet
Max of CBR connections 8, 25, 40
Environment size 500 m * 500 m
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4.2.3 Average End-to-End Delay

It is defined as the time taken for a data packet to be transmitted across an MANET
from source to destination.

D = (Tr - Ts), where Tr is receive Time and Ts is sent Time.

4.3 Results

The simulations are focused on analyzing the performance of routing overhead,
throughput and packet delivery ratio. The results also compared with proposed and
random way point mobility. The result will show the performance for every
mobility model that had been selected.

4.3.1 Throughput

Random Waypoint Model and Proposed model both have more or less same
throughput. The high throughput is contributed the lower delay because of the
lower number of hop (Fig. 4).

4.3.2 Packet Delivery Ratio (PDR)

Proposed mobility models (Restricted) performed better in delivering packet data
to destination by considering the pause time every time changing their directions.
The proposed mobility models are improved significant with the increasing of the
number of nodes because the number of load is small and the traffic is not heavy
(Fig. 5).

4.3.3 Average End to End Delays

It shows that the proposed mobility model is generated the highest routing over-
head compared with the Random way point mobility model due to the movement
of the each Mobile Node are being enforced to the border of the simulation area
before changing track. Proposed Model performs lowest routing overhead and it’s
good for the routing communication (Fig. 6).
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5 Conclusion

In this paper we have a proposed a statistical Mobility Model for Ad-hoc Network.
For most scenarios, including campus, office buildings etc, and a random move-
ment of nodes on straight lines is much over simplified. Here, we allow nodes to
assume more than one role and provide an intuitive way to reconcile their
potentially conflicting schedules and path state. This naturally lends itself to a
greater diversity of mobility patterns while also being more in line with the way
we think, which again facilitates the design of the anticipated scenario in the first
place.In the proposed model we have calculated the various Performance
Parameters with respected to propose and Random Way point Mobility models
using DSR routing protocol. In this paper we have given new mobility models
which closely capture the movement of common campus person. The propose
model has shown better results in terms of Throughput, PDR and end to end delay
where DSR has been taken as a routing protocol. The improvement in performance
is achieved by better prediction of nodes movement. Thus we can say that our
proposed model can be used for the campus scenario.
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Single Axis Position Control of a Precision
Gimbal

Kamna Ashu, Sanoj Kumar and Kanika Chawla

Abstract This paper describes the single axis (azimuth) motion control of a Dual
axis Gimbal scanner using a digital signal processor TMS320F28335. Here the
Gimbal is being used as an electro-mechanical platform for mounting of electro-
optical payloads. Its motion is being controlled by DSP and commanded and
monitored by the Graphical User Interface (GUI) designed on LabVIEW. The
control system implements a two loop architecture i.e. inner rate loop closed by the
Gyro and Outer loop closed by the position encoder. The external disturbing noise
or force to the Gimbal is being removed by stabilizing the gyro. The Gimbal
Scanner consists of DC motors for driving its two axes i.e., azimuth and elevation.
The incremental encoders are used as position sensors.

Keywords Gimbal � Control system � Gyro � LabVIEW � Position control � PID

1 Introduction

A Gimbal is an electro-mechanical arm to isolate the electro-optical payloads from
ground disturbances. It provides a platform to mount cameras, sensors, laser source
and laser receivers. The laser source and receiver optics will be used for pointing
and scanning of moving targets like ships, tanks, military tanks, aerial photography
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[1, 2] or Unmanned Aerial Vehicles (UAVs). The platform at which these pay-
loads will be mounted must be a motorized and stabilized platform. Hence, the
Gimbal provides this requirement. Apart from this it is widely used in imaging and
tracking. The effect of gimbal point displacement on optical axis pointing preci-
sion in an image seeker was analyzed [3]. The precision Gimbal has a set of two
orthogonal pivot axes.

The project uses Pulse Width Modulation, Analog to Digital Converter, Serial
Communication Interface, Serial Peripheral Interface and Quadrature Encoder
Pulse modules of TMS320F28335, to control the motion of Gimbal scanner in
Azimuth or Horizontal plane. The serial communication is being used between the
GUI and the processor for command and feedbacks. The direction of the rotation is
a function of the angle made by the averaged axis direction of the rotor and the
normal to the plane [4]. The Gimbal responds to the processor by rotating to the
specified angle as commanded by the GUI.

1.1 System Requirements

• System should support two way communications between the processor and the
GUI.

• System should store data and provide access to Gimbal control parameters.
• System must be field-configurable.
• System should be properly grounded.

1.2 Power Requirements

• The system requires 24 V power supply for motors, ±15 V for operational
amplifiers, +5 V for ADC, Buffers, +3.3 V for DSP buffers and 1.9 V for the
DSP core.

• The system takes only +24 V for its operation. The rest of other power supplies
are provided by DC–DC converters and regulators.

1.3 Specifications of Gimbal

• Payload: 20 kg
• Slewing rates: 1 deg/sec (min)
60 deg/sec (max)
• Slewing acceleration: 10 deg/sec2
• Azimuth: -80 to +80 degree
• Elevation: 0–60 degree.
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2 Operation

The Gimbal signals are limit switches and encoder outputs. They both operate at
power from 0 to 5 V. However the processor can respond only to 0–3.3 V. This is
overcome by the use of level shifter. The level shifter is placed at the interface of
the processor and the Gimbal. It brings down the voltage level of Gimbal to the
processor level. Hence now in the presence of level shifter, the gimbal operates in
the range of 0–3.3 V.

The motion of the Gimbal is programmed in DSP and it is being controlled by
using Proportional Integral Differential control. The position encoder provides the
angular travel and the gyro provides the rate of move. It is operated in several
modes i.e. scan, home, pause, stop and command depending on the command
being given on the GUI. In scan mode, a fixed the duty cycle of PWM is fed into
the Gimbal through power amplifier, the Gimbal moves in one counter clockwise
direction. On reaching the maximum position of encoder it changes the direction
by change of duty cycle by DSP and moves clockwise. The mechanical motion of
the Gimbal is limited by mechanical stopper and limit switches. The maximum
position of encoder counts is set few counts ahead of the limit switch to avoid a
mechanical hit. The limit switch in azimuth and elevation are provided for ini-
tializing the encoder and to cut off the motor power if the Gimbal arm over travels.
The limit switch operates in normally open mode. In open mode it gives 5 V
output and in close contact it gives 0 V output. The degree of rotation of Gimbal in
azimuth varies by +80 degree to -80 degree. The motion of Gimbal is being
controlled by the commands on the GUI designed on Lab VIEW (Fig. 1).

2.1 Position Control

The position of the Gimbal is monitored by the encoder. The angular travel of the
Gimbal is controlled by the position encoder. It closes the outer loop of the control
system. The encoder also gets the direction and speed information of the Gimbal.

An incremental encoder is used to sense the position of the Gimbal. The counter
in the DSP is set up in the up count mode for counting encoder counts. The
encoder is initialized at the centre position. The counter starts counting from zero
and keeps incrementing. When it reaches the period value of the timer period
register, it resets to zero and the counting operation starts again from zero.

The range of the azimuth is set linear to the range of the pulse width modulator.
The current-mode linearization was successfully handled via compensation filters
and internal model controllers [5]. The range of the pulse width modulator is from
0 to 7500 and the range of the azimuth is from -80 to +80 degree. This is done so
that the pace of the Gimbal is linear for both below its centre position and above its
centre position.
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2.2 Integration of GUI

The GUI is created on LabVIEW. The GUI communicates with the processor via
serial communication in full duplex mode. The GUI acts as a mode to change the
position of Gimbal by changing the degrees of the Gimbal on GUI in the range of
-80 degrees to +80 degrees in command mode. The Gimbal is being commanded
and monitored via GUI. It works on the principle of VISA communication.

When the write switch is on, the GUI sends the commanded value to the
processor by means of serial communication. The processor then feeds the
received value to the motor of the Gimbal. The Gimbal in turns responds by
moving to the degree value commanded from the GUI.

In addition, when the read switch is turned on, the Gimbal sends its feedback
value to the GUI. The received value is indicated by the position of the slider on
the GUI. The Gimbal hence works in a closed loop.

SCI Asynchronous Baud ¼ LSPCLK

BRRþ 1ð Þ8 ð1Þ

BRR ¼ LSPCLK

SCI Asynchronous Baud � 8
� 1

¼ 37500000
9600 � 8

� 1

¼ 0x01E7

ð2Þ

Fig. 1 Block Diagram. Commands are given by GUI. It is then conditioned, amplified and
converted to bipolar form to be fed to the motor. The encoder’s value is level translated and is
given as feedback to the Quadrature Encoder Pulse (QEP)
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The upper two bits of the BRR are set at the high baud value i.e., 0x0001, and
the lower two bits of the BRR are set at the lower baud value i.e., 0x00E7. The
serial communication is done in first in first out mode (FIFO mode). An interrupt
level is fixed to a certain set value. When the status level of the SCI matches to the
interrupt level, an interrupt is generated and the data is transferred. Hence serial
communication is done.

SPI Baud Rate ¼ LSPCLK

SPIBRRþ 1ð Þ
¼ 0x0063

ð3Þ

The SPI Baud Rate determines the rate at which bit is being transferred to the
peripherals. In the master mode there are 125 data transfer rates. In one SPICLK
cycle one data bit is shifted. SPI communicates between the processor and the
ADC. It is set in the master mode.

2.3 Modes

The modes of the Gimbal can be controlled by scan, command and pause options
on the GUI. The scan, command and pause options can be set high and low
accordingly to switch to different modes of the Gimbal as per need. The GUI is
designed on the LabVIEW to operate the Gimbal in five modes.

HOME MODE: (SCAN = 0, COMMAND = 0 PAUSE = 0)
This is the initial mode of the Gimbal. When the switch to Gimbal is turned on,

the Gimbal starts its motion. It takes one complete rotation and sets itself to centre
position and rests at this position until other mode is set. At the centre, the duty
cycle of the Gimbal is fifty percent.

SCAN MODE: (SCAN = 1, COMMAND = 0, PAUSE = 0)
In this mode the Gimbal is set into free mode. It continuously scans. At the

minimum position its duty cycle is hundred percent. As soon as it strikes the
maximum position, the direction is reversed. At minimum position the duty cycle
is zero percent. When it reaches the minimum position, it again reverses the
direction. This operation continues until it is paused or stopped by the operator by
setting the pause high.

PAUSE MODE: (SCAN = 1, COMMAND = 0, PAUSE = 1)
The Gimbal in scan mode can be paused by initializing PAUSE. When it is set

high, the Gimbal stops at the position its pause command was given. In this mode
SCAN command and PAUSE command are set high.

COMMAND MODE: (SCAN = 0, COMMAND = 1, PAUSE = 0)
In command mode, the Gimbal is manually operated. The motion of the Gimbal

here is controlled by the operator. The operator varies the angle of the Gimbal on
the GUI and the Gimbal turns by the same. The Gimbal can be steered to any
direction in the range of -80 degree to -80 degree by varying the slider to
different positions.
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• At zero degree, the Gimbal is at its centre position.
• At -80 degree, the Gimbal is at its minimum position.
• At +80 degree, the Gimbal is at its maximum position.

STOP MODE: (SCAN = 1/0, COMMAND = 0, PAUSE = 0)
In the STOP mode the Gimbal is initially in SCAN mode. When the SCAN is

raised low from high along with COMMAND and PAUSE both being low, STOP
mode is initialized. Hence the position where this mode is initialized, the Gimbal
moves in that direction which is closest to the extreme value and stops there. If it is
set in stop mode before the centre position, it will move back to zero position and
stop there. If the stop mode is set after the centre position, the Gimbal will move to
the maximum position and stop at the maximum position (Fig. 2).

2.4 Noise Reduction

The Gimbal is stabilized by the gyro rate outputs. The gyro senses the external
disturbances and the closed control loop are inserted to make the output stable.
The Gimbal can also be stabilized by LQG/LTR controller [6]. Noise reduction is

Fig. 2 Graphical user Interface at centre position in command mode. At the centre position the
slider is at 0 degree. The centre position of the gimbal is set as 4798 which is retrieved in write
data of GUI after feedback response from the gimbal
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done by adding the filter and increasing the gain of the control system. At low
gains the system becomes slow and sluggish. Whereas when the system is pro-
portionally integrally and derivative controlled, the system becomes more
responsive and errors are detected easily. A Finite Impulse response filter having a
cut off frequency, f, 100 Hz is inserted to eliminate the gyro noise.

Y

X
¼ 2pf

sþ 2pf

¼ 2 � 3:142 � 100
sþ 2 � 3:142 � 100

¼ 628:4
sþ 628:4

ð4Þ

Where,
Y = output,
X = input.
The Laplace transfer function, [7], of the plant and compensator are imple-

mented into DSP by replacing s in terms of z and expressing in terms of past and
present input and output (Fig. 3).

S ¼ 2 ð1� z�1Þ
T ð1þ z�1Þ ð5Þ

Y0 ¼ 0:01545 � X0ð Þ þ 0:01545 � X1ð Þ þ 0:96908 � Y1ð Þ ð6Þ

Where,
Y0 = current output,
Y1 = past output,
X0 = present input,
X1 = past input.
The sampling frequency of the control loop is at 100 Hz. The system is com-

pensated by implementing Proportional, Integral and Differential (PID) control.

Fig. 3 Gimbals’ response without compensation. This response of gimbal is unstable and has
many oscillations. The system thus is not very responsive and is not stable
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The proportional action enables easy detection of error. The proportional factor
depends on the present error. The derivative factor depends on the past error.
Integral factor depends on the analysis of future errors of the closed control loop.
The derivative action controls the rate of error with time. It also allows reaching
the point in a well tuned manner. Integral action moves the proportional band
relative to the set point increasingly until the error is reduced to zero and the set
point is achieved. Hence PID is used to improve the performance of the control
system by removing oscillations and sluggishness (Fig. 4).

3 Conclusion

The Gimbal is operated in different modes according to the requirement. It is
stabilized by using compensators and PID control thereby reducing the external
noises and disturbances present in the control loop. The error in the Gimbal is
reduced by making it more responsive, removing the oscillations present and
increasing the stability of the system. The stabilized Gimbal can now be effectively
used for the purpose of scanning and tracking in various modes.
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Abstract Multi-label classification deals with problems where each instance is
associated with multiple labels at the same time. Various techniques exist to solve
the multi-label classification problem. One such technique is ML-RBF (Multi-
Label Radial Basis Function), which has proved to be quite efficient. However, to
further enhance the performance of the ML-RBF for multi-label classification
problem, we have proposed two new algorithms. The first proposed algorithm is
named as fuzzy PSO based ML-RBF, which is the hybridization of fuzzy PSO and
ML-RBF. The second proposed algorithm is named as FSVD-MLRBF that
hybridizes fuzzy c-means clustering along with SVD (Singular Value Decompo-
sition). Both the proposed algorithms are applied to real world datasets i.e. yeast
and scene dataset. The experimental results show that both the proposed algo-
rithms meets or beats ML-RBF when applied on the test datasets.

Keywords Fuzzy particle swarm optimization � Singular value decomposition �
Multi-label classification � Multi-label radial basis function

J. Agrawal (&) � S. Kaur � S. Sharma
School of Information Technology, RGPV, Bhopal, Madhya Pradesh, India
e-mail: jitendra@rgtu.net

S. Kaur
e-mail: shilpykaur191@gmail.com

S. Sharma
e-mail: sanjeev@rgtu.net

S. Agrawal
University Institute of Technology, RGPV, Bhopal, Madhya Pradesh, India
e-mail: shikha@rgtu.net

M. Pant et al. (eds.), Proceedings of the Third International Conference
on Soft Computing for Problem Solving, Advances in Intelligent Systems
and Computing 258, DOI: 10.1007/978-81-322-1771-8_59, � Springer India 2014

677



1 Introduction

Multi-label classification problems are present everywhere in the real world. An
example can be a text document consisting information about the attacks of 26/11
can be categorized as news, movie and terrorist attack. Similarly in medical
diagnosis, a patient may be suffering from cancer, diabetes and kidney failure at
the same time. In semantic scene classification, a snap can simultaneously belong
to more than one class, such as beach, forest, city and people. Similarly a protein
can perform many functions simultaneously. For example, enzymatic proteins
increase metabolism for digestion in the stomach, functioning of pancreas, blood-
clotting and convert glycogen into glucose. In all these examples set of labels are
associated with each instance, so the task of multi-label classifier is to output the
label set for unseen instances. Thus in multi-label classification each example is
associated with a subset of labels Yi in the given label set L i.e. Yi � L. The
following paragraph contains the literature survey of the work done in so far in
multi-label classification using neural networks and particle swarm optimization.

Multi-label k-nearest neighbor (ML-kNN) is introduced by Zhang and Zhou [1]
which uses the basic concept of k-nearest neighbor. For each test tuple it first
identifies its k-nearest neighbors and according to the classes assigned to these
neighbors, test tuple is classified using maximum a posteriori (MAP). Spyromitros
et al. [2] proposed kNN in conjunction with Binary Relevance (BR) problem
transformation method known as BR-kNN. When BR is paired with kNN same
process of calculating kNN is performed L (total number of labels) times. In order
to overcome in the proposed BR-kNN independent predictions are made for each
label followed by single k-nearest neighbor search. The author identifies two
extensions of BR-kNN to improve the performance. The first extension known as
BR-kNN-a, handles the empty set that may be produced as an output of BR. In
such case, BR-kNN-a outputs the label with highest confidence. The second
extension BR-kNN-b works in two steps: in the first step it calculates the average
size of label set of k-nearest neighbor and in second step the label with highest
confidence is produced. Coelho et al. [3] proposed Multi-Label k-Nearest Mich-
igan Particle Swarm Optimization (ML-KMPSO) which hybridizes MPSO
(Michigan Particle Swarm Optimization) and ML-kNN (Multi-Label k-Nearest
Neighbor). At first MPSO breaks the MLC into sub classification problems without
considering the label correlation. And then ML-kNN is used to establish the
correlation among classes.

Zhang and Zhou [4] proposed first neural network based algorithm for multi-
label classification and named it as back propagation for multi-label learning (BP-
MLL). In this work a single hidden layer feed-forward BP-MLL neural network is
used with sigmoidal neurons and bias parameters in the hidden and input layers.
The number of output layer neuron is equal to the number of labels. Training is
based on the traditional BP (Back Propagation) algorithm. But to deal with the
correlation between labels a global error function is proposed in this paper.
Grodzicki et al. [5] proposed some modifications in the error function of BP-MLL
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proposed in [4], by incorporating a threshold value into the error function used in
BP-MLL. Radial Basis Neural Network for Multi-Label (ML-RBF) learning is
proposed by Zhang [6]. The training procedure of ML-RBF is a two stage process.
In first step k-means clustering is performed on set of instances of each possible
class. The parameters of the basis functions are than determined using these
centroids. In the second stage, weights are adjusted to minimize the sum-of-square
error function. Apart from RBF, ART (Adaptive Resonance Theory) is also
applied for multi-label classification. Sapozhnikova [7] presents the extension of
fuzzy ARTMAP for multi-label classification called multi-label-FAM. In the
proposed methodology a best category set with high activation values are produced
based on the fact that if the relative difference of activations of a category lies
below a predefined threshold then it is included in the set. After normalizing these
activation values the resultant prediction is obtained by calculating weighted sum
of individual predictions. Post processing filter is used to produce the labels,
having scored more than predefined fraction of the highest score. De Souza et al.
[8] Proposed an effective machine learning technique which provides fast training
and testing along with simple implementation for automatic multi-label text cat-
egorization systems known as VG-RAM WNN (virtual generalizing random
access memory weightless neural networks). RAM based neural networks use
RAM to store knowledge instead of connections. The networks input values are
used as the RAM address the value stored at this address is the neuron’s output.
Implementation simplicity and high computational speed during the training phase
of Probabilistic Neural Network (PNN) motivates Ciarelli et al. [9] to propose a
modified version of PNN to solve the multi-label classification problem. The
proposed version of PNN is composed of three layers but like original PNN
requires only one training step. Chen et al. [10] Proposed an algorithm that consists
of two stages of a multilayer perceptron (MLP), named Multi-Instance Multi-Label
Neural Network (MIMLNN). The first-stage of MLP is used to establish the
relationship between scene regions and labels whereas the second stage of MLP
captures the label correlation needed for multi-label classification. The training of
MIMLNN is done by Rprop, which is a refined form of back-propagation
algorithm.

Although many approaches have been proposed by different researchers to
solve multi-label classification problem but population based meta heuristics
approaches are yet to be explored. So, this paper introduces two new algorithms
for multi-label classification: the first algorithm fuzzy PSO based ML-RBF
hybridizes RBF neural network and fuzzy PSO algorithm which is used to opti-
mize the RBF networks connection weights. Briefly, we perform fuzzy c-means on
the instances of each possible class. The centroids so obtained are used to deter-
mine the first layer basis functions. At the next step, second layer weights of RBF
neural network are optimized by minimizing sum-of square error function using
fuzzy PSO. Whereas in the second algorithm, RBF is trained using traditional
training method SVD (Singular Value Decomposition) and so it is named as
FSVD-MLRBF.
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The structure of this paper is organized as: Sect. 2 describes the proposed
methodology of the two proposed algorithms. Section 3 reports experiments and
compares obtained results with the result of the known classifier reported earlier in
literature. Finally, Sect. 4 concludes the paper.

2 Proposed Methodology

The proposed algorithms (Fig. 1) are based on ML-RBF (Multi-Label Radial Basis
Function) neural network. The training of ML-RBF [6] can be done in two stages:
At the first stage we determine the centers and RBF (Radial Basis Function) by
applying fuzzy c-means clustering and Gaussian activation function respectively.
This leads to the formation of nodes in the hidden layer. In the second stage we
determine the weights between hidden layer and output layer. In our proposed
methods we have trained the neural network using two different approaches: In the
fuzzy PSO based ML-RBF we use fuzzy PSO (fuzzy Particle Swarm Optimiza-
tion) to obtain optimized weights whereas in FSVD-MLRBF the weights are
determined using traditional SVD (Singular Value Decomposition).

2.1 Phase 1: Determination of Hidden Layer

Let D be a multi-label dataset and L = 1, 2…, L be the label set, such that
D ¼ xi; Yið Þj1� i�mf g, where xi is a single instance and Yi 2 L is the set of labels
to which xi belongs.

In this paper, we perform fuzzy c-means clustering on the set of instances with
label l 2 L. We thus have kl clustered groups and j centroids for each l 2 L. The
number of clusters in each case is determined using following formula used in [6]
i.e.

kl ¼ a� jUlj ð1Þ

where, a is a fraction of the number of instances Ul. kl and cj are together form the
basis function. We are using Gaussian activation function as the basis function
which is given by:

Uj xið Þ ¼ exp �
dist xi; cj

ffi �2

2r2

 !
: ð2Þ

Here distðxi; cjÞ is the Euclidean distance between xi and the jth centroid cj. r is
the smoothing parameter and for all the centroids its value remains same and is
calculated using:
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r ¼ l�
PK�1

p¼1

PK
q¼pþ1 distðcp; cqÞ

KðK � 1Þ=2

 !
ð3Þ

where, l is the scaling factor. Thus for each label kl basis functions are obtained
hence the total number of basis function retained in the hidden layer will be given

as K ¼
PL

l¼1 kl. All the basis functions so obtained are then put together and re-
indexed.

2.2 Phase 2: Determination of Weights Between Hidden
Layer and Output Layer

Different methods can be applied to train a neural network. The two methods that
are used in our proposed work are described in the next paragraph.

A. Weight Adjustment using fuzzy PSO algorithm

In fuzzy PSO [11] instead of only one best particle in the neighborhood,
multiple particles in the neighborhood are allowed to influence other particles.
Each group member is assigned with the multiplier known as charisma which is a
fuzzy variable. The influence of each best particle to others is calculated using this
charisma variable and summation is than applied to the original formulation. Thus
each particle will update its position and velocity using following two formulas:

xid ¼ xid þ Vid ð4Þ

Input data 

Determination of 
hidden layer nodes 

using Fuzzy c-
means clustering 

RBF Neural 
Network 

Fuzzy PSO or  
SVD

Output 

Training 

Fig. 1 Proposed Architecture of Fuzzy PSO based ML-RBF and FSVD-MLRBF for multi-label
classification
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Vid ¼ wVid þ c1 � randðÞ � pid � xidð Þ þ
Xk

h¼1

c2 � randðÞ �W phdð Þ phd � xidð Þ ð5Þ

where, w is the inertia weight, c1 and c2 are the acceleration coefficients and rand()
is independent random number, W phdð Þ is charisma function and is defined as
follows:

WðphÞ ¼
1

1þ l
f phð Þ�f pgð Þ

f pgð Þ

� �2 : ð6Þ

f(.) is the fitness function, l is a user specified parameter. The key of the fuzzy PSO
algorithm is to choose the fitness function. This paper uses sum-of-square error as
the fitness function.

E ¼ 1
2

Xm

i¼1

XL

l¼1

ðyl xið Þ � ti
lÞ

2 ð7Þ

In this formula tl
i is the desired output of xi on the lth class. yl(xi) is the actual

output of xion the lth class and is given by yl xið Þ ¼
PLþ1

j¼1 wjlUjðxiÞ.
The objective is to find such a particle that minimizes the output of the fitness

function. At first step, initialize the position and velocity of each particle. Set the
values of k and l. At second step, calculate the fitness of each particle using fitness
function according to formula (7). In each iteration of neural network training, the
particle with smallest fitness function value is considered as gbest, which is best
position of all the particles till now. Each particle will update its position and
velocity using Eqs. (4) and (5) respectively. This process terminates when the
minimum fitness function value is achieved or maximum number of iterations is met.

B. Weight Adjustment using SVD

Due to the quadratic nature of the error function, it can be solved using set of
linear equations. In order to find the solution, differentiating Eq. (7) with respect to
wjl and setting the derivative to zero gives the normal equations for the least sum-
of-square problem:

UTU
ffi �

W ¼ UT T : ð8Þ

Here, U has dimensions m 9 (K ? 1) with elements Uj xið Þ, W has dimensions
(K ? 1) 9 L with elements wjl and T has dimensions m 9 L with elements ti

l. The
weights are calculated using Eq. (8) using linear matrix inversion techniques of
SVD [12].

Correlation between the classes in RBF is achieved as all the nodes in the
hidden layer are connected to all the nodes in the output layer. Thus information
present in the hidden layer nodes is completely used to determine the optimized
weights as well as for predicting instances for class l.
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3 Experiments

3.1 Dataset

The performance of the two proposed approaches is evaluated on the yeast dataset
and scene dataset. Yeast dataset describes the genes of Yeast Saccharomyces
cerevisiae. 103 features are derived for each gene from the micro-array expression
data and phylogenetic profile. For simplicity 14 classes in the top hierarchy are
used with average value of 4.24 labels per gene. The dataset contains 2, 417
instances. The scene dataset is composed of 2,407 instances each of which is
represented by 294 feature vector. This dataset contains the scenes data. There are
6 classes used in this dataset.

3.2 Evaluation Measures

The performance of multi-label classifier is measured using four evaluation
measures [6, 13] which are: Hamming Loss, One Error, Coverage and Ranking
Loss. Hamming loss is defined as the number of times an instance is classified
incorrectly and is defined as

HL ¼ 1
n

Xn

i¼1

jZiDYij
L

: ð9Þ

D is the symmetric difference between two sets. Zi is the set of labels predicted
by the classifier and Yi is the desired set of labels for a given test instance xi.

One error measures the number of times top-ranked label is not in the set of
labels of an instance. It is given by

OE ¼ 1
n

Xn

i¼1

o arg max f xi; lð Þ½ ffi 62 Yið Þ: ð10Þ

Here d is a function that produces 1 if the argument is true and 0 otherwise.
Coverage is used to determine the number of steps needed to cover all the

proper labels of the instance and is given by

Coverage ¼ 1
n

Xn

i¼1

max rank xi; lð Þ � 1: ð11Þ

And last is Ranking Loss that determines the number of label pairs that are
reversely ordered for an instance. It is given by
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RL ¼ 1
n

Xn

i¼1

jDij
Yij jjYij

ð12Þ

where Yi is complementary of Yi while
D ¼ l1; l2ð Þjf xi; l1ð Þ� f xi; l2ð Þ; l1; l2ð Þ 2 Yi � Yi

� �
.

All the performance measures described above have best performance when
value is zero which implies that smaller the value better the performance of the
classifier.

3.3 Classification Results

The experimental results are obtained by performing ten-fold cross validation on
the yeast and scene data set. The other parameters that govern the performance of
RBF neural network are a and l, whose value is set to a = 0.01 and l = 1 as in
[6]. Fuzzy PSO search dimension (RBF networks weights number) is the product
of number of nodes in the hidden layer and number of nodes in the output layer of
the neural network. Here the number of hidden nodes is obtained as a result
of clustering and the number of output nodes is equals to the number of classes in
the dataset. So for yeast dataset, number of nodes in output layer are 14 and in case
of scene dataset they are 6. Results are obtained in 50 runs of fuzzy PSO. The
termination criterion of fuzzy PSO is either 1,000 iterations or till the value of
fitness function reaches 0.001. The values of other parameters are given in the
Table 1 below:

Table 1 Values of various
parameters used in
experiments

Parameter Range

w 0.4
c1 2
c1 2
k 3
l 1.6
E 0.001
m 1.25
Vmax 0.5, 1, 2
Number of particles 20
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Tables 2 and 3 shows the experimental results of proposed algorithms and
ML-RBF. The values of ML-RBF used in Tables 2 and 3 have been taken from
[6]. The results have been reported as mean ± std. deviation.

Tables 4 and 5 shows statistical results of all the three algorithms. As shown in
the tables, for each evaluation metric, A\B indicates that performance of B is
statistically significantly better than that of A for one specific metric based on
unpaired t test at 95 % confidence interval.

From the experimental results of the Tables 2 and 3, the two proposed algo-
rithms i.e. fuzzy PSO based MLRBF and FSVD-MLRBF outperforms ML-RBF in
terms of one error and coverage but hamming loss and ranking loss of ML-RBF is
less than both the proposed algorithms. However, statistical analysis of the results
on the yeast dataset shows that ML-RBF is equivalent to both the proposed

Table 2 Performance of each compared algorithm (mean ± std. deviation) on Yeast dataset

Fuzzy PSO based ML-RBF (A1) FSVD-MLRBF (A2) ML-RBF (A3)

Hamming loss 0.260 ± 0.110 0.291 ± 0.151 0.195 ± 0.011
One error 0.181 ± 0.076 0.306 ± 0.382 0.233 ± 0.037
Coverage 5.277 ± 0.570 3.743 ± 2.145 6.352 ± 0.244
Ranking loss 0.298 ± 0.170 0.224 ± 0.157 0.169 ± 0.017

Table 3 Performance of each compared algorithm (mean ± std. deviation) on Scene dataset

Fuzzy PSO based ML-RBF (A1) FSVD-MLRBF (A2) ML-RBF (A3)

Hamming loss 0.211 ± 0.097 0.236 ± 0.119 0.163 ± 0.015
One error 0.150 ± 0.183 0.196 ± 0.214 0.294 ± 0.033
Coverage 0.901 ± 0.595 0.892 ± 0.711 0.904 ± 0.087
Ranking loss 0.503 ± 0.162 0.552 ± 0.113 0.158 ± 0.020

Table 4 Statistical analysis of each algorithm on Yeast dataset

Hamming
loss

One
error

Coverage Ranking
loss

Fuzzy PSO based ML-RBF—FSVD-
MLRBF

A1 	 A2 A1 [ A2 A1\A2 A1 	 A2

Fuzzy PSO based ML-RBF—ML-RBF A1 	 A3 A1 [ A3 A1 	 A3 A1 	 A3

FSVD-MLRBF—ML-RBF A2 	 A3 A2 	 A3 A2 [ A3 A2 	 A3

Table 5 Statistical analysis of each algorithm on Scene dataset

Hamming
loss

One
error

Coverage Ranking
loss

Fuzzy PSO based ML-RBF—FSVD-
MLRBF

A1 	 A2 A1 	 A2 A1 	 A2 A1 	 A2

Fuzzy PSO based ML-RBF—ML-RBF A1 	 A3 A1 [ A3 A1 	 A3 A1\A3

FSVD-MLRBF—ML-RBF A2 	 A3 A2 [ A3 A2 & A3 A2\A3
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algorithms in terms of hamming loss and ranking loss. While t-test result on scene
dataset shows that ML-RBF outperforms both the proposed algorithms in terms of
ranking loss. This may be because we have more number of instances of scene
dataset compared to in [6]. In terms of one error fuzzy PSO based MLRBF is
outperforming FSVD-MLRBF and ML-RBF while in case of coverage FSVD-
MLRBF is outperforming fuzzy PSO based MLRBF and ML-RBF.

4 Conclusion

In this paper, we have proposed two approaches fuzzy PSO based MLRBF and
FSVD-MLRBF. The experiments were conducted on two real world datasets i.e.
yeast and scene dataset. Results of experiments show that both these algorithms
can be successfully used for solving multi-label classification task. The analysis of
results show that FSVD-MLRBF and fuzzy PSO based MLRBF outperforms
ML-RBF in terms of one error and coverage in both the datasets. Statistical results
of PSO based MLRBF and FSVD-MLRBF shows that both the proposed algo-
rithms meets or beats existing ML-RBF. However, ML-RBF performs better in
terms of ranking loss. So, in future we can further improve the performance of the
proposed algorithms in terms of ranking loss. We can also use other multi-label
datasets of varying complexity to fully evaluate the performance of both the
proposed algorithms.
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A Peer-to-Peer Single Objective Particle
Swarm Optimizer

Hrishikesh Dewan, Raksha B. Nayak and V. Susheela Devi

Abstract Particle Swarm Optimization is a parallel algorithm that spawns parti-
cles across a search space searching for an optimized solution. Though inherently
parallel, they have distinct synchronizations points which stumbles attempts to
create completely distributed versions of it. In this paper, we attempt to create a
completely distributed peer-to-peer (P2P) particle swarm optimization in a cluster
of heterogeneous nodes. Since, the original algorithm requires explicit synchro-
nization points we modified the algorithm in multiple ways to support a P2P
system of nodes. We also modify certain aspect of the basic PSO algorithm and
show how certain numerical problems can take advantage of the same thereby
yielding fast convergence. This paper is based on one of our earlier work where we
demonstrated the use of peer-to-peer systems for single objective optimizations
functions. In this paper, we present the modifications that have been made to the
previous system and test several benchmark functions.

1 Introduction

Particle swarm optimization (PSO) is based on the simulated modeling of birds,
schools of fish and is being pursued actively in solving a wide range of compu-
tational optimization problems. The algorithm is inherently parallel and requires
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creation of an adequate number of particles that encompass the solution space to
find the global minimum or maximum and a range of local optima solutions for a
given problem. The initial PSO algorithm is sequential in that a single process
when executed with an objective function, also called as a fitness function, is
executed sequentially one after another to derive the required result. While, there
are attempts to create a distributed based particle swarm optimizer, such attempts
are more oriented towards a client–server master slave model with both syn-
chronous and asynchronous model of communication [1–4] etc. are some of the
implementations. As evident, such systems due to implicit or explicit dependence
on single computing nodes pose problems in the areas of fault-tolerance and
availability. Also, client–server distributed system requires significant resource
planning and allocation before we execute any optimization problem. In this work,
we propose a completely distributed P2P particle swarm optimizer. Our P2P model
is resilient towards node failure, churns and has adequate algorithms for main-
taining load across a set of heterogeneous systems. Further, the implementation is
generic and hence any optimization problem can be plugged in the system without
significant change in the underlying source code and the execution. We believe
that the present system is a convincing alternative for those where owning a
expansive expensive system is not a reality and requires guaranteed result without
any dependence of any kind of centralized system. This paper is a revision of our
earlier work [5] where we have demonstrated the usefulness of a peer-to-peer
system for optimizing functions. In this paper, we introduce the various modifi-
cations that has been made to enhance the system and also present new results
based on the experiments that has been conducted on top of this new system.

This paper is organized as follows. Section 2 describe related work and shows
how our algorithm is different from other peer works. Section 3 describes the main
components of our algorithm. Section 4 describes the algorithms. Experiments and
Results are described in Sect. 5 and finally we conclude the paper in Sect. 6.

2 Related Work

Distribution of PSO is being tried in several different ways. For example, [1–4, 6–9]
lists the several attempts. Almost all of them except for [1] have definite syn-
chronization barriers. As such each swarm agent though distributed in a set of nodes
requires a synchronization point. In some implementations, definite synchroniza-
tion points are defined and they are categorically termed as a synchronized particle
swarm optimization whereas in case of others, asynchronous method is being
developed by sending individual updates to a centralized server. In such imple-
mentations, the remote swarm agent need not wait for other agents for identifying
the global best but the design demands a single server to which all nodes are
required to send information. In other words, the parallel methods still have a
dependency on a single server for information dissipation. We overcome this
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anomaly by distributing information to a fixed set of neighbor nodes and a col-
lection of random nodes.

Of all these attempts our work is comparable to [2]. In [2], they have proposed a
parallel algorithm for solving a PSO problem and use gossip or epidemic algo-
rithms to disseminate the best particle across a set of nodes. They however have
not mentioned any fault-tolerance and load balancing techniques for the distributed
PSO. Compared to [2] we have defined explicit load balance and fault tolerant
algorithms. Another work in this area is [1]. In [1], authors have defined a multi-
objective P2P particle swarm optimization method. In [1], Free Pastry [7] is being
used to create the ring of node space. In our work, we have instead used a ring of
nodes where the neighbor selection is based on the proximity of the swarm space
than the numeric proximity as noted in [1]. Further, in [1], there is no specific
scheme that is being defined for fault-tolerance and load balancing of nodes. In a
peer-to-peer system, load balancing and fault tolerant are important features as
computing systems participating are largely heterogenous in hardware configura-
tions and they may fail without any notice to the other systems. Also, we have
introduced swarm skip, a technique to skip ahead already computed swarm space.
Ability to skip swarm space nullifies re-work and thereby decreasing the time
required to converge to global minima.

3 Components of the Peer-to-Peer PSO

Our model includes the following three basic components. These components
work together to create a complete distributed P2P swarm optimization set of
nodes.

3.1 Peer-to-Peer Model

We follow a distributed system of nodes where every node is a master and a slave
at the same time. In essence, each node is a peer and is responsible for all activities
of the swarm. In some cases, such a single node acts as a complete PSO node and
is capable of executing single or multiple objective functions. The communication
model among the peers is asynchronous, meaning that generation and transfer of
message is independent of any other node. We don’t have distinct master nodes but
at a particular time instant, a few of the nodes may be regarded as the leader of the
optimization problem. Such leaders are however not static and they are purely
formed in an ad-hoc manner and thus can change based on the overall system state.
In our base model, we also handle load balance of the nodes. Our system has no
strict requirement on homogeneity of nodes and hence handling load balance
among the nodes is a necessity. However, unlike [1–4], we do not have a cen-
tralized model for calculating load imbalance in the system and subsequent
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distribution of work. In our model, load balance is handled in a local manner and
gradually load imbalance is solved using a distributed messaging system. In the
similar way, fault tolerance is handled by continuous implicit monitoring of nodes
and re-starting new swarm optimizers whenever a node fails. The organization of
nodes in our model is based on circular ring where each node is connected to its
immediate neighbor. Neighbors are however dependent on the dimensionality of
the objective function. Thus for each swarm optimization problem, each node
maintains a distinct routing table. Entries in the routing tables are used for com-
munication among nodes. Further, each node randomly chooses log N number of
nodes and includes them in the routing table. Each node has a unique identifier of
2128 bits and hence the number of systems that can be supported in our existing
implementation is of the order of 2128. Node identifier is generated using SHA-1
algorithm, which is known to provide 128 bit pseudo random number with sig-
nificant probability of randomness. It can be shown that in our system, a message
need not require more than log K number of hops to reach from one position to the
other. Hence instead of a purely unstructured P2P network, the system has a
deterministic cost for traversing a message. Distributing a PSO algorithm that was
being designed to run sequentially and share results at the end of each iteration
requires a few modifications. The first modification that we did is the non syn-
chronous global update propagation wherein each iteration need not wait for a
synchronization barrier for proceeding to the next interval. The second modifi-
cation we did is on the swarm agent to subscribe to events precipitated by the
particles whenever they try to cross their chunk size. In our method, we don’t
allow the particles to cross their swarm size. The algorithm detects such anomalies
and either blocks the particle or reposition the particle in its own swarm space for
more exploration of the candidate solutions. The third modification we introduced
is the skipping of swarm exploration space. In our model, before a new swarm is
explored, the intelligent agent at each node checks if the swarm space is already
being explored. If the swarm space is explored, the swarm is re-positioned in a new
candidate solution space or the swarm agent declares itself in its community of
neighbor of job completion. We don’t however include the following in our
existing model. We assume that the system of nodes is trusted and hence byzantine
fault tolerant techniques and security policies are not applied. The reason for not
implementing the same is due to the fact that optimizers may not require such extra
sophisticated algorithms to ensure security and trustworthiness. However, with
some minor enhancements and some increasing cost in messaging, such systems
can be easily introduced in our system. We envision this implementation in our test
bed as a future work. Finally, the present system is capable of handling single
objective functions with both convex and non convex types. We do not support
multi-modal or multi-objective functions and such single objective functions
which changes dynamically.
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3.2 Network

Each node in our system maintains a routing table. The routing table entries are
used for communication, to multicast results, transfer information related to load
in the system and for fault tolerance. Like Chord [10, 11], our system arranges the
nodes in a circular ring where each node is connected to its immediate successors
and predecessors. However, unlike the single dimensional arrangement of [10, 11],
we build the neighbor nodes in a multidimensional way. Therefore, the routing
protocol in our system of nodes is a multi-dimensional one unlike the single
dimensional routing strategies as adopted in most P2P systems. The number of
dimensions in the multi-dimensional network is however dependent on the number
of variables in the objective function. If the objective function involves a vector of
single element, it is the same as in [10, 11] whereas if the system has a vector of D
dimensions, routing and selection of nodes happens in D dimensions. Nodes join
and leave the system without any prior notice and we do not envision a complete
stable system. In a P2P system, the churns rates can be very high and thus mea-
sures for ensuring connectivity and completion of work is of utmost concern.
Since, our connection of nodes is at random with no reliance on the underlying
physical topology, we avoid the churning effect of nodes that might happen due to
network partition or failure of a complete failure of a system of nodes. On the other
hand due to non-availability of underlying physical network topology, the com-
munication among peer nodes might require a large number of physical hops in the
internet.

3.3 Swarm Agent

Each agent runs a sequential PSO and therefore the same agent can be used to find
optimal solutions for a given objective function. When a agent starts, it calculates
the swarm based on its mode. We support at present two modes of operation;
master mode and slave mode. The notion of master is used for only two reasons-
one to compute the swarm space and divide into chunks. Each chunk is a workable
item and can be shared across a set of nodes requesting for work. The swarm
agents receive chunks of data from a remote peer node and via the network
component sends it across to the neighbors and the nodes in the routing table. Also
swarm agents have distinct roles defined as Cooperative and Island where in each
mode the swarm agent declares to its set of neighbors its choice of accepting work
share from other nodes.
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4 Algorithms

The system can be divided into four different sections: Swarm Optimization and
Execution, Node Join and Leave, load balancing and fault tolerance. We present
below the core set of algorithms that encompasses all these four sections.

4.1 Network Model

We use an overlay network of nodes for communication of system as well as
application level messages. The overlay network is a circular ring and is formed by
applying consistent hashing functions. When a node joins the network, it is pro-
vided with a unique 160 bit identifier. The identifier is derived by concatenating
time and MAC address of the node as an input to SHA-1 hash function. Based on
the output, the ring is organized lexicographically. Figure 1 is an illustration of the
same. For routing messages from one node to the other, each node maintains a
routing table. The routing table entries are of three different types. Lexicographic
neighbors (bi-directional) in both the clockwise and anti clock wise directions (a
configurable number each in either direction), second unidirectional random links
(based on the number of 1 s in the identifier) and third objective space neighbors.
Objective space neighbors are the areas in decision variable space which are
adjacent to the node that is currently being computed. For example, as illustrated
in Fig. 3, the decision variable space is divided into equal size squares. Each node
at any single point of time computes only one quadrant. For 2D space as illus-
trated, the number of neighbors is 4 and in general for n-dimensional space there
are 2n neighbors. The reason for maintaining the objective space neighbors is to
refer to it during the strategic re-work negation algorithm defined in the subsequent

Fig. 1 An overlay network
of nodes
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sections. When a node needs to send a message to yet another node, the routing
table for the node is consulted to find the nearest node. Nearest node distance is the
lexicographic distance. The algorithm then forwards the node to the nearest node
and the same procedure is repeated till either the destination node is reached or
there is no node of that identifier. In case of the former, the message is consumed
by the destination node where as in case of the latter, the message is either
consumed by the most preceding node or an error is returned to the user. Due to
non-uniformity of node links, the reverse path can be different from the source
node. It can be proved that on an average the maximum number of hops required to
transfer a message is not more than log K, where K is the number of nodes in the
network. Also, due to non-uniformity of processing capability, each node may
compute widely disparate function spaces. Therefore the neighbor space routing
table changes from time to time and is not bound to be static during the entire life
cycle of a node. Our network differs from other DHT-based network such as
Chord, Pastry etc. by including extra neighbor node information related to our
objective function. This modification is sought to decrease the message overload
and also for fast convergence. When a node completes its job of finding the global
best, it does not seek to enter into some other nodes dimensional space. Instead, the
completed or the lightly loaded node simply skips the region of space and moves
to the space which is slowly progressing or not yet processed. Thus, unlike the
traditional PSO algorithms where there is a large amount of duplication of work,
this design ensures very little duplication of work. Hence, compared to other
algorithms, the relative time to convergence is faster (Figs. 5 and 6).

Due to large number of dimensions, the effective neighbors are roughly around
2 N. This is a large number even for moderately size dimensions. To reduce the
effect of introducing a large number of such neighbor nodes, we include a tree base
directory structure (Fig. 3). Every node maintains a single indirection to its parent
and each parent includes the list of siblings. The number of siblings is not more than

Fig. 2 P2P PSO Architecture
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the number of dimensions that is being used to divide the hyper-plane. Thus, the
maximum number of neighbors that a node has to store is dependent upon the
problem statement and also on the factors of division. For example, for three
dimensional vectors, we first divide the function space in one of its axis. The second
level includes the divisions of the second and so on. This increases the time to
propagation but it prohibits the overcrowding of the routing table entries of the node.

4.2 Node Management

In a P2P network all nodes are symmetric and equal. Whenever a node has to
participate in the function optimization computation, the first operation is the join
operation. Upon completion of join, a node acquires a membership to the network
and participates in all its activities, which includes function optimization, message
passing, load balancing and fault-tolerance. Since each peer-node is responsible
for at-least a certain chunk of work, there must be well-defined node leaving
protocol. In this section, we define the node joining and leave protocols. It is
important to note that in an ad-hoc network with no central administrative unit,
nodes can join and leave at any moment. Such abrupt change in the network
topology could be due to malfunctioning of hardware, software or the network.

Fig. 3 a Division of search space into equal size partitions

Fig. 4 a States of a Node: b Legends
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Hence, the join and the leave protocol must handle these extreme but major use
cases as well (Fig. 4).

As noted in section A, whenever a node joins, it first creates a new pseudo-random
ID of 160 bits. After the ID is created, it then searches for an existing node in the
network to communicate with. The list of existing nodes must be supplied to the new
node before it starts its operation and is, by and large a manual process. Once, the
node is connected to any of the existing nodes, the first message it composes is to find
duplication of its own calculated node ID. Such a message is routed to the network
using the newly connected existing node. If there are no such nodes, then the node can
safely join the network. On the other hand, if such a node exists, the new node creates
a new ID and recursively follows the same process. Joining the network involves
creating the routing table entries. After the routing table entries are successfully
created, the node connects to any node in the network for work units. Since a node
already existent in the network is completely participating in the optimization pro-
cess, the new node requests work from the already existent nodes. In our present
protocol, we allow a new node to acquire work from a number of existing nodes and
selects the work that seems appropriate. Upon selection of the work unit, the
neighbors nodes are identified and the objective neighbor node work is filled. At this
stage the routing table entries are complete and also the necessary code and work unit
is with the new node. The new node starts executing its own sequential PSO from this
point. Note that this type of work selection is completely deterministic and may take
some time if the already existing nodes do not have work to allocate to a new node.
The other joining protocol that we have investigated is to randomly select a work.
Once the new node acquires the necessary code for the functions, its solution space
and work division technique, it randomly selects a work unit from the entire available
work unit. Since the routing table entries maintains neighbor node information based
on the decision space neighbors, a message is sent from the new node to the node
which is responsible for the work chunk. If the work chunk is available, then it is
allocated to the new node or the node recursively continues the random work unit
selection process again until it gets the desired work load. It is important to note that if
the number of nodes are larger than the available work units, then neighbor nodes can
further partition its work space and allocate a few to the newly joined node.

The node leaving protocol is opposite of what is defined in the node joining
protocol. The leaving node broadcast leave messages to all its neighbors and waits
for a few seconds before it leaves the network. Upon leaving the network, a hole is
created in the overlay network and routing table entries of the neighbor nodes are
modified. Dynamic node churns are described in more detail in section E.

4.3 Information Propagation

Information Propagation is done using the routing table entries of each node. Thus
each node in the network works as a router and is responsible for forwarding message
to the closest (lexicographically) destination node for transmission. In our system,
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there are two types of information. The first type is the information related to swarm
optimization and second type is the information for maintaining the network. As
noted earlier, our objective space is divided into distinct hyper-planes and we
maintain a hierarchy of neighbors. The non-dominated solution is only passed to the
neighbors. The receiving node takes the responsibility of finding dominated solu-
tions, if any, from this set. Figure 3 shows such neighbor sets for a particular peer that
is responsible for a certain hyper-plane of the search space. The other information
that is passed in the network is related to the maintenance of the network. Node join
and leave, heartbeat messages and that of load balancing information are some of
them. More details of these messages are mentioned in their respective subsections.

4.4 Load Balancing and Fault Tolerance

A P2P ad-hoc network is always a mix of diversified components: diversified in
terms of hardware resources and software components available for computation.
Therefore, there is no uniformity in the completion time of a solution space. Some
nodes may take a long time to compute a work unit whereas some nodes may
complete the same in 1/10th of the time taken by the other node. As a result, load
balancing of nodes is an important requirement in such a diversified P2P network.
We balance loads not instantaneously, but after repeated step intervals. A step
interval is a finite number of iterations. After completion of each step, the node
propagates its load to the neighbors using a broadcast. Nodes that are lagging
behind comparatively are further propagated.

For broadcasting, there are two specific rules. For each node we maintain a least
and utmost load, which are respectively 20 and 80 %. If the CPU utilization falls
below or above this limit, the node broadcasts this information to the neighbors.
Every node therefore maintains the load of its neighbors. If, however, the load is
not below or above this threshold limit, there is no message sent. Hence, load
information table is not as populated as the routing table entries. Once a node
receives such information, it compares the load with all the entries and tries to
achieve equilibrium by matching low capacity nodes with the high capacity ones.
If, on the other hand, there are nodes that are still not yet matched, then the
information is passed on to the nodes neighbors. The process is repeated until
either there is a match or there are no nodes to match. When a node completes its
allocated work unit and there are no more pending works, the computational
utilization decreases by 10 %. Under this circumstance, the broadcast is sent from
the node to all its neighbors till it receives new chunk of data. It is not difficult to
prove that lowest utilized node is always eventually matched with a highly loaded
node and the maximum number of steps required to match such a node is no more
than log N. Thus the network tries to balance load at the neighborhood first and if
unsuccessful, propagates the information to the next level. With this, there are no
central co-coordinators required and also the number of messages required for
balancing the load is less. As in the case of load balancing, fault tolerance is also
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handled co-operatively. Each node upon joining the network maintains three fault
tolerant connections to three other nodes. These nodes need not be entries in the
routing table and are independent of them. After every successful time interval,
which is configurable, the node sends the best positions, work unit in allocation
information to each of these nodes. Failure to receive updates by the majority,
either due to its software/hardware or network partition, signals the node as dead
and a new node is selected for execution of the work. In the traditional algorithm
for PSO, particles seem to do repetitive work. In our model, we prune such
repetitions. Every particle sub swarm is allocated a chunk of work describing the
lower and upper bound for the objective function and whenever a swarm moves
beyond its chunk space, it first collaborates with the neighboring nodes for the
exploration of the search space. If the swarm space is already explored or
exploited, the swarm is allocated a new chunk work and the swarm jumps towards
that point. As evident, the swarm computation part has a large number of peer
threads or parallel tasks in execution. The execution of such is however asyn-
chronous and event based mechanism is used to inform each tasks or the other. In
our system, every peer can compute the whole swarm space, unless it is joined by

Fig. 5 Convergence plots
for F1-F4, F6-F25 for FES
1,00,000, 150 particles
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other swarm. The actual distribution of swarm happens only when multiple nodes
of nodes join together to create a family of swarm agents, collating to solve or find
solutions to a single objective function.

5 Experiment and Results

We checked our system and the algorithms by creating a complete PSO imple-
mentation from scratch using.NET 4.0 and C# as the implementation language. To
support multiple different objective functions, we wrote a generic set of classes
and interfaces. The same implementation code is re-usable across multiple
objective functions of varied types. Each agent in a node runs as a process and has
three main modules: network and routing, sequential PSO implementation, load
and fault-tolerance. We have tested our algorithms using the benchmark functions
as mentioned in [12]. The test bed is varied from 10 to 100 logical nodes. Each
node runs as a process in a computer system and altogether we used 8 computing
nodes for running the system. Each system runs either Windows 7 or Linux
Operating System and.NET framework is included to execute the programs. Each
system includes at-least 1 GB of RAM and dual core processors. The network
connecting among the nodes is 100 Mbps Ethernet LAN. Each experiment is run
for 25 number of times and we have produced the statistical results in Tables 1 and

Fig. 6 Convergence plots
for F1-F4, F6-F25 for FES
3,00,000, 150 particles
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2. Initial chunk division of nodes is made to 1/10 of the variable size. The con-
vergence plots for one of the runs for each of these benchmark functions are
plotted in Figs. 5 and 6. We clearly observe that if the decision variable size is of
large size increase in the number of nodes that participates in the system is
essential. PSO algorithm, without any modification, doesn’t work well when the
number of dimensions of an objective function increases. To mitigate the effect, a
large number of nodes are essential to break up the search space into chunks and
allocate work to the swarm agents. Increasing the number of particles or the FES is
a problem with a single system based particle swarm optimizer. But in a peer-to-
peer system, there is no problem of these sort and problems of such kind is solved
effectively. We also observed that unlike our semi-structured network as presented
in [5], a structured network as implemented in this paper produces better result.
But such kind of structured networks are only helpful when the entire peer-to-peer
nodes are in close vicinity. If the nodes are far apart and the overlay network is
oblivious to the underlying physical network, it may take a long time to transfer
messages to desired recipients. We intend to mitigate this problem in the future.

6 Future Work and Conclusion

In the present work, we concentrated on single objective functions and showed
how a P2P distributed system can be effectively used to find global minima/
maxima of optimization functions. A peer-to-peer system is vulnerable from a
security point of view; malicious node may distribute incorrect gbest and make the
swarm move in a totally endless solution space where optimal solutions can never
be reached. Byzantine fault tolerance, encryption of essential data and identifi-
cation of nodes may be necessary when internet scale P2P systems are used for
solving such problems. We intend to investigate these feature as our future work
and also test a new set of scalable test functions for single objective unconstrained
optimizations.
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F-FDRPSO: A Novel Approach Based
on Hybridization of Fuzzy C-means
and FDRPSO for Gene Clustering

Arpit Jain, Shikha Agrawal, Jitendra Agrawal and Sanjeev Sharma

Abstract Gene Clustering is one among the most popular issues involve in the
field of Bioinformatics and is defined as the process of grouping related genes in
the same cluster. Among the various algorithm proposed for clustering, the fuzzy
c-means and there hybridization with some other methods has been used by most
of the researchers to deal with the problem of premature convergence in fuzzy c-
means clustering algorithm, but the results obtained were not satisfactory because
the gene expression has huge amounts of ambiguous and uncertain biological data
which requires advanced computing tools for processing such data. Particle Swarm
Optimization (PSO) one of the variant of Swarm Intelligence (SI) has recently
emerged as a nature inspired algorithms, especially known for their ability to
produce low cost, fast and reasonably accurate solutions to complex search
problems. PSO based Fuzzy C-Means algorithm were proposed but they all uses
the traditional PSO algorithm. In traditional PSO algorithm each particle is
attracted toward the best ever position discovered by any particle in the swarm,
that limits the exploration capability. Instead if particle learn from the experience
of the neighbouring that has better fitness than itself, the swarm can be more
effectively and efficiently explored. So a method based on hybridization of fuzzy c-
means and Fitness Distance Ratio based PSO is proposed. Initially this approach
distributes the membership on the basis of the distance between sample and cluster
centre making membership meet the constraints of FCM then the ratio of relative
fitness and the distance of other particle is used to determine the direction in which
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each component of the particle position needs to be changed. The experiments
were conducted on four real data sets and results shows that F-FDRPSO performs
significantly better than FPSO and FCM algorithm.

Keywords Fitness distance ratio based particle swarm optimization � Fuzzy c-
means � Gene clustering � Particle swarm optimization

1 Introduction

Bioinformatics field is an application of computational methods which makes
biological discoveries. During the past few years a tremendous growth have been
made for gathering biological information in the form of protein sequences, gene
expression data and genomes. These information were analysed, interpreted and
apply on the various Bioinformatics problems such as Gene Clustering Problem,
Molecular Docking Problem, Multiple Sequence Alignment Problems, Phyloge-
netic tree construction, RNA Secondary Structure Prediction, Protein Secondary
Structure Prediction, and Fragment Assembly Problem. Gene Clustering is one
among the most popular issues involve in the field of Bioinformatics and is defined
as the process of assigning related genes in the same cluster. A gene is the basic
physical and functional unit of heredity and is made up of DNA which carries the
required information that helps in the formation of protein which leads to con-
struction of structural components. Clustering is a process of combining objects
into a set of disjoint groups on the basis of some sort of similarity such that the
objects in each cluster are more similar to each other than object from different
clusters. So, a Gene clustering can be defined as the process of grouping Genes into
cluster based on similar Gene expression level. The process through which the
coded information of a gene is converted into structures operating in the cell is
termed as gene expression. The gene expression helps in knowing the status of gene
i.e. a gene has been ‘‘turned on’’ or activated. Gene Clustering is becoming popular
nowadays because of increasing power of computing and matured microarray
technology. Microarray technology allows monitoring huge amount of gene
expression level simultaneously for whole genome through a single chip only.

Number of researchers have put their efforts for clustering the Gene Expression
Data in which firstly Hartigan et al. [1] apply the concept of clustering on Gene
expression data using classic K-Means algorithm. But it has the drawback of easily
getting trapped in local optima. To overcome this problem Zhihua et al. [2] pro-
posed a modified form of K-Means algorithm known as PK-Means in which
Particle Pair Optimizer is combined with K-Means clustering algorithm. Due to
the addition of exploration factor the PK-Means algorithms outperform K-Means.
Lam et al. [3], has proposed a modified version of PK-means in which the concept
of cluster matching is introduced where on the basis of closest distance each
cluster centroid in a particle is matched with its corresponding centroid in the best
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particle. Lam et al. [4] proposes a novel algorithm XK-means which hybridize
PSO and K-means so as to integrate the concept of exploration with exploitation.
This is done by using K-means and an exploratory vector. Before K-Means iter-
ation the exploratory vector is added to each centroid. The algorithm includes two
parameters namely ai and bi which are problem dependent and the value of
parameter bi is set in such a way that it decrease monotonically. As a result the
search space gets explored and the exploitation level gets increased. In comparison
to K-means and PK-means the complexity of the proposed algorithm is low.

A neural network based Gene clustering approach was introduced by Xiao et al.
[5] which hybridizes Self Organizing Maps (SOM) and PSO for clustering genetic
data. The proposed SOM/PSO algorithm works in two stages. In the first stage of
the proposed algorithm, SOM is used to cluster the dataset. In this stage either
regular SOM or SOM with a conscience can be used. The SOM normally runs for
100 iterations and generates a group of weights. In the second stage, PSO is
initialized with the weights produced by SOM in the first stage. Then PSO is used
to refine the clustering process. The experimental result shows that the proposed
algorithm outperforms the average quantization error and the typographic error as
compared to SOM.

Zhen et al. [6] proposes a Particle Swarm Optimizer (PSO) based memetic
algorithm (MA) [7] named as memetic K-means algorithm (MKMA). The aim of
the proposed algorithm is to minimize the sum of squared distance. The MA
combines both global and local search where the global search in MKMA is
achieved with the help of one of the variants of PSO i.e. Comprehensive learning
particle swarm optimizer (CLPSO) [8]. CLPSO maintains the diversity of the
swarm which help in improving the exploration efficiency of the global search.
The experiment were conducted on two gene expression datasets and it was found
that, in comparison to K-means, Fuzzy K-means and PK-means the MKMA has
consistently attained better performance. Although the PSO algorithm converges
fast, but lacks in global convergence and may get trapped in local optima. To
overcome this drawback of PSO the Sun et al. [9] proposed the Quantum-behaved
Particle Swarm Optimization (QPSO) algorithm. The QPSO possesses better
global convergence behavior than PSO, but it also suffers from premature con-
vergence. To overcome the problem of QPSO, Jun Sun introduced the revised
version of QPSO by adding a Multi-Elistic strategy for Quantum-behaved Particle
Swarm Optimization (QPSO) known as Multi-Elitist QPSO model to update the
gbest position of the QPSO algorithm. In the MEQPSO algorithm, the particle’s
search is not based on the global position i.e. gbest but on the basis of the
promising search region so that the particle has more chance to search in this
region and obtain the global optimal solution. As a result, the MEQPSO have a
stronger global search ability and better overall performance than the original
QPSO [10].

This paper presents a novel approach based on hybridization of Fuzzy c-means
and Fitness Distance Ratio based Particle Swarm Optimization (FDRPSO) for Gene
Clustering named as F-FDRPSO. Particle Swarm Optimization is a newly emerged
evolutionary technique based on swarm intelligence theory and FDR-PSO is one of
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the variant of PSO. In FDR-PSO each particle not only learns from itself, group best
particle but also learns from the experience of the neighbouring particle that has
better fitness than itself. So the search space can be more effectively and efficiently
explored.

The rest of the paper is organized as follows. In Sect. 2, the detail of Fuzzy c-
means and FDR-PSO is presented and a novel approach F-FDRPSO is proposed.
In Sect. 3, we evaluated the proposed algorithm with four test datasets and
compare it with FPSO and Fuzzy c-means, finally Sect. 4 concludes this study
with a short discussion.

2 F-FDRPSO: A Hybrid FDRPSO Based Fuzzy C-means
Algorithm

Although Fuzzy C-Means is one of the most popular methods for gene clustering
due to its simplicity but facing with the problem of premature convergence. To
deal with this problem PSO based Fuzzy C-Means algorithm is proposed (FPSO)
by Mehdizadeh et al. [11] but it uses the traditional PSO algorithm, where each
particle is attracted toward the best ever position discovered by any particle in the
swarm. This limits the exploration. So to enhance the performance, a novel method
based on hybridization of FCM with FDRPSO is proposed called F-FDRPSO
which maintains the merits of both FCM and PSO algorithms.

2.1 Fuzzy C-means Algorithm

Fuzzy C-Mean (FCM) algorithm was developed by Dunn [12] and improved by
Bezdek et al. [13]. It is basically an unsupervised clustering algorithm which has
been applied to wide range of problems involving clustering, classifier design and
feature analysis. FCM clustering method allows a data to belong to two or more
clusters. The clusters are formed using distance between data points and cluster
centers.

Fuzzy c-means partition n data points d¼ p1; p2; p3; . . .. . .. . .: pnð Þ into
c 1\c\nð Þ clusters with Z ¼ z1; z2; z3. . .. . . znð Þ centroids. The classification
result is expressed in terms of matrix U = [lik]c9n, where lik is the membership
degree of data point k with cluster i and satisfies the following conditions:

0� lik� 1 i ¼ 1; 2; . . .. . .c; k ¼ 1; 2; . . .. . . n ð1Þ

Xc

i¼1

lik ¼ 1 k ¼ 1; 2; . . .. . .n ð2Þ
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0\
Xn

k¼1

lik� n i ¼ 1; 2; :. . .c ð3Þ

The objective function of FCM algorithm is to minimize the Eq. (4):

J pð Þ ¼
Xn

k¼1

Xc

i¼1

lik½ �mk xk � Vi k2 ð4Þ

where m [ 1 which controls the influence of membership grade, Vi denotes the

cluster center of cluster i; xk denotes the vector of data point and Xk � Vik k2

imitate the Euclidean distance between xk and Vi:
where

Vi ¼

Pn

k¼1

lij½ �mxk

Pn

k¼1

lij½ �m
i ¼ 1; 2. . .. . .::c ð5Þ

ltþ1
ik ¼

Xc

j¼1

k xk � V tð Þ
i k

2

k xk � V tð Þ
j k2

 ! 1
m�1

2
4

3
5
�1

ð6Þ

where ltþ1
ik is the membership degree of data point k in cluster i.

The Fuzzy c-means clustering is defined as follows:
Step 1: Let t = 0, Select an initial fuzzy pseudo-partition.
Step 2: Calculate the c cluster centers Vt

1; . . .. . .. . .. . .Vt
c by Eq. (5) for P tð Þ and

the value of m which has been taken.

Step 3: Compute l tþ1ð Þ
ik by Eq. (6) and update Ptþ1

Step 4: Compare Pt and p tþ1ð Þ If P tþ1ð Þ � Pt
ffiffi ffiffi� e; then stop; otherwise increase

the value of t by one and go to step 2.
In the above algorithm, the parameter m [ 1 is selected to suit the problem

under consideration, as the value of m increases the partition becomes fuzzier and
currently there is no measure to determine the optimal value for it [14].

2.2 Particle Swarm Optimization

Particle swarm optimization (PSO) is a population based stochastic optimization
technique proposed by Kennedy and Eberhart [15] in 1995. The concept is stated
as; each particle updates its position and velocity on the basis of its own best value
and best value in the whole swarm. For a swarm of n particles the ith particle is
represented by a position denoted as xi ¼ xi1; xi2; . . .; xidð Þ and velocity as vi ¼
vi1; vi2; . . .; vidð Þ: The particles were explore in the search space with a velocity
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that is updated through its own and that of neighbor’s particle performance. In the
PSO method the velocity and position of each particle were updated using equa-
tion’s given below:

Vtþ1
id ¼xVt

id þ c1r1 pbest � Xidð Þ þ c2r2 Gbest � Xidð Þ ð7Þ

Xtþ1
id ¼ Xt

id þ Vtþ1
id ð8Þ

Here w is an inertia weight, c1 and c2 are two positive acceleration constants,
Pbest is the best positions of the ith particle find so far and Gbest is the group best
position of a particle in the swarm and t is the iteration count.

2.3 Fitness Distance Ratio Based Particle Swarm
Optimization

Peram et al. [16] proposed a modified particle swarm optimization called Fitness
Distance Ratio based Particle Swarm Optimization (FDRPSO) in which each
particle is moved towards other nearby particles that have better fitness, instead of
just the best position discovered so far.

The learning process defined in the standard PSO is based on a particle’s own
experience and the best particle in the swarm. The FDRPSO algorithm adds a new
dimension to this approach where each particle also learns from the neighbour
particles based on the better fitness value than itself. This approach results in
changes in the velocity update equations, although the position update equations
remain unchanged. The FDR-PSO algorithms consider only one particle at a time
and that particle must satisfy two criteria:

1. It must be near the particle being updated.
2. It should have visited a position of higher fitness.

The velocity component is update by selecting a particle which maximizes the
ratio i.e. the dth dimension of the ith particle’s velocity is updated using a particle
called the Nbest, with prior best position Pj, which maximize the

Fitness Distance Ratio ¼
Fitness Pj

� �
� Fitness Xið Þ

Pjd � Xid

ffiffi ffiffi ð9Þ

where . . .j j denotes the absolute value.

Vtþ1
id ¼ xVt

id þ c1r1 Pbest � Xidð Þ þ c2r2 Gbest � Xidð Þ þ c3r3 Nbest � Xidð Þ ð10Þ

Xtþ1
id ¼ Xt

id þ Vtþ1
id ð11Þ

714 A. Jain et al.



The proposed F-FDRPSO algorithm for gene clustering problem can be stated
as-

Algorithm F-FDRPSO
Input: dataset, number of cluster.
Output: Minimized value of Objective Function.
Begin

1. Initialize the position and velocity of each particle including Gbest, Pbest, x, c1,
c2, c3 along with the fuzzy parameters as fuzzy index, number of clusters,
where c1, c2, c3, x are the constants, Pbest is the best position of the particle
discovered so far, Gbest is the group best position in the swarm. Nbest is the
neighbour particle which is having better fitness value.

2. Find cluster centre for each particle using Eq. (5).
3. Using the value of cluster centre compute the value of objective function

according to Eq. (4).
4. Store each particle position as best position Pbest and each particle Fitness, then

choose the particle that has best fitness as Gbest.
5. Calculate the Fitness Distance Ratio using Eq. (9) and compute the Nbest value

accordingly.
6. Update the position and velocity of each particle according to Eqs. (10) and (11).
7. Based on the updated value, recomputed the fitness value of each particle

compare the fitness of each particle with its previous best fitness Pbest, if better
than it, and then set the current position as Pbest.

8. Compare the fitness of each particle with the group best previous fitness, if
better than it, then set the current position as; Gbest.

9. The algorithm terminates when either the objective function improvement
between two consecutive iterations is less than the minimum amount of
improvement specified or the maximum number of iterations is reached, if
preconditions not met, then return to Step 2; else stop the iteration and output
the solution.

3 Experimental Results

3.1 Parameter Settings

This paper presented a novel F-FDRPSO method for clustering Gene Expression Data.
The main objective of this study is to access the relative performance of the proposed
F-FDRPSO with respect to FPSO and FCM. The performance is measured with
respect to the minimization of objective function value as in Eq. (4). For the com-
parative study, the methods were coded using the fuzzy tools available in MATLAB.
For our experimental tests, we used a Dual Core processor with (CPU 2.60 GHz 4 GB
RAM) and the values of different parameters used are as follows: w ¼ 0:72; c1 ¼
c2 ¼ c3 ¼ 1:49;m ¼ 2; e ¼ 0:00001 and number of iterations = 100.
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3.2 Performance Metrix

Mean Squared Error
The Mean Squared Error (MSE) is used to measure the compactness inside the

clusters, and is defined as:

MSE ¼ 1
N

XK�1

j¼0

X
xi2Cj

k yi � zj k2 ð12Þ

where yi is a data point i, zj is its cluster’s centroid and Cj is its cluster.

3.3 Test Dataset

For evaluating the FCM, FPSO, F-FDRPSO methods, four real world dataset were
considered:

1. The Iris plants data set is from the UCI Machine Learning Repository. This is
perhaps the best known database to be found in pattern recognition literature. The
data set has 150 points containing 50 instances of each of three types of Iris plants.

2. The Wine data set has 178 data points and 13 attributes where each data point is
classified into three classes. This dataset is taken from UCI Machine Learning
Repository.

3. The training Image Segmentation data set has 210 data points and 19 attributes,
where each data point is classified into seven classes (i.e., brick face, sky, foliage,
cement, window, path, grass). This dataset is from UCI Machine Learning
Repository.

4. The Reduced Yeast Cell Cycle (RYCC) data set used in this research is from [17].
It is a data matrix with 384 rows and 17 columns. Each row represents a gene with
17 dimensions where each dimension corresponds to a point in the time series. It
contains 384 genes that are grouped based on the five phases of the cell cycle: G1/
M, G1, S, G2, and M. The microarray samples, collected at 17 time points taken
in 10-min intervals, cover nearly two full cell cycles (170 min).

4 Result

Although the main objective of this research is to cluster the Genes of Yeast cell
cycle dataset but we have firstly tested the method on three standard dataset
namely iris, wine and image and compared the result with FCM, FPSO and F-
FDRPSO as shown in Table 1. In Table 2 the Yeast Cell Cycle dataset is tested
with varying the fuzziness parameter value as m = 2 and m = 1.25 for the FCM,
FPSO and F-FDRPSO respectively. The Yeast Cell Cycle data set has been tested
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for the first time using Fuzzy c-means and that of PSO and its variant i.e. FDR-
PSO. In all cases the result obtained by proposed method outperforms the FCM
and FPSO methods.

The average variation of the MSE performance over the iteration of the
schemes with the datasets, obtained in a 10 typical runs and with m = 2 and
m = 1.25, is shown in Figs. 1 and 2 respectively. From the result depicted in
Fig. 1, it can be seen that the MSE of the FPSO in compare to F-FDRPSO,
converges faster. Also with m = 125 the graph of F-FDRPSO show that the value
of MSE decreasing initially but with the increase in the number of iteration the F-
FDRPSO converges to lower value of MSE than FPSO.

Table 1 Results of FCM, FPSO and F-FDRPSO methods on three standard datasets

Problem Method Average OFV Best OFV Worst OFV

IRIS FCM 60.575959 60.575956 60.575963
FPSO 60.575959 60.575956 60.575963
F-FDRPSO 60.575959 60.575956 60.575963

WINE FCM 1796082.759585 1796082.759582 1796082.759588
FPSO 1796082.759585 1796082.759582 1796082.759588
F-FDRPSO 1796082.759585 1796082.759582 1796082.759588

IMAGE FCM 678645.888423 677260.451155 688310.182251
FPSO 678286.821116 677260.451155 688310.166998
F-FDRPSO 678125.120520 677260.451154 688310.123091

Table 2 Results of FCM, FPSO and F-FDRPSO methods on yeast cell cycle datasets

Problem Method Average OFV Best OFV Worst OFV

Yeast cell cycle with m = 2.0 FCM 288.786616 288.776441 288.992267
FPSO 288.788632 288.776277 289.069299
F-FDRPSO 288.779445 288.776324 288.823331

Yeast cell cycle with m = 1.25 FCM 726.376694 725.581488 731.011064
FPSO 726.386523 725.581451 731.008277
F-FDRPSO 726.039010 725.581488 731.005278

Fig. 1 MSE plots with
iterations of the schemes in
yeast cell-cycle data with
m = 2.0
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5 Conclusion

Gene cluster analysis is the first step in discovering the function of gene in bio-
informatics. Although K-means clustering is one of the most popular clustering
algorithm in which the data objects are partitioned into k clusters(where the
number of clusters is known in advance), such that each data object is belongs to
exactly one cluster still it is not applicable for real data sets having no definite
boundaries between the clusters. In such condition Fuzzy C-Means, due to its
fuzziness feature has become the most well-known and powerful method in cluster
analysis, but the random selection in centre points makes iterative process falling
into the local optimal solution easily. To overcome this problem, recently many
evolutionary algorithms such as genetic algorithm (GA), simulated annealing
(SA), ant colony optimization (ACO), and particle swarm optimization (PSO) have
been applied. Evolutionary algorithm, such as Particle Swarm Optimization (PSO)
is incorporated with the fuzzy c-means clustering to achieve both exploration and
exploitation. This kind of integrated algorithm can give better clustering results in
term of compactness within the clusters, but the problem with the PSO based
Fuzzy C-Means is that each particle is attracted toward the best ever position
discovered by any particle in the swarm which limit the exploration. Instead if
particle learn from the experience of the neighbouring particle that has better
fitness than itself then the swarm can be more effectively and efficiently explored.
This concept is used in the proposed F-FDRPSO method. The experimental results
over four well known data set namely Iris, Wine, Image and Yeast Cell Cycle data
set shows that the proposed method is efficient and produce much better results in
comparison to PSO based fuzzy c-means and Fuzzy c-means.

3.41

3.42

3.43

3.44

3.45

3.46

3.47

5 10 15 20 25 30 35 40 45 50 55 60 65 70

M
S

E
 v

al
u

e

Number of Iteration

MSE plots of the Schema in Yeast 
             Cell Cycle Data 

FFDRPSO FPSO

Fig. 2 MSE plots with
iterations of the schemes in
yeast cell-cycle data with
m = 1.25

718 A. Jain et al.



References

1. Hartigan, J.A., Wong, M.A.: A k-means clustering algorithm. Appl. Stat. 28, 126–130 (1979)
2. Du, Z., Wang, Y., Ji, Z.: PK-means: a new algorithm for gene clustering. Comput. Biol.

Chem. 32, 243–247 (2008)
3. Lam, Y.-K., Tsang, P.W.M., Leung, C.-S.: Improved Gene Clustering Based on Particle

Swarm Optimization, K-Means, and Cluster Matching, pp. 654–661. Springer, Berlin (2011)
4. Lam, Y.-K., Tsang, P.W.M., Leung, C.-S.: eXploratory K-means: a new simple and efficient

algorithm for gene clustering. Appl. Soft Comput. 12(3), 1149–1157 (2012)
5. Xiao, X., Dow, E.R., Eberhart, R., Miled, Z.B., Oppelt, R.J.: Gene clustering using self-

organizing maps and particle swarm optimization (2003)
6. Ji, Z., Liu, W., Zh, Z.: Gene Cluster in using Particle Swarm Optimizer based Memetic

Algorithm. Springer, Berlin (2011)
7. Moscato, P.: Memetic Algorithm: A Short Introduction. McGraw-Hill, London (1999)
8. Liang, J.J., Qin, A.K., et al.: Comprehensive learning particle swarm optimizer for global

optimization of multimodal functions. Proc. IEEE Trans. Evol. Comput. 10(3), 81–295
(2006)

9. Sun, J., Fang, W.C., Wun, X.J., Xu, W.: Gene expression data analysis with the clustering
method based on an improved quantum-behaved particle swarm optimization. Eng. Appl.
Artif. Intell. 25, 376–391 (2012)

10. Jain, Arpit, Agrawal, Shikha, Agrawal, Jitendra, Sharma, Sanjeev: Analysis of population
based metaheuristic used for gene clustering. Int. J. Comput. Commun. Eng. 2(2), 174–178
(2013)

11. Mehdizadeh, E., Sadi-Nezhad, S., Tavakkoli-Moghaddam, R.: Optimization of fuzzy
clustering criteria by a hybrid PSO and fuzzy c-means clustering algorithm. Iran. J. Fuzzy
Syst. 5(3), 1–14 (2008)

12. Dunn, J.C.: A fuzzy relative of the isodata process and its use in detecting compact well-
separated clusters. J. Cybern. 3, 32–57 (1973)

13. Bezdek, J.C., Ehrlich, R., Full, W.: FCM: the fuzzy c-means clustering algorithm. Comput.
Geosci. 10(2–3), 191–203 (1984)

14. Klir, J.G., Yuan, B.: Fuzzy Sets and Fuzzy Logic, Theory and Applications. Prentice-Hall,
New Jersey (2003)

15. Kennedy, J., Eberhardt, R.C.: Particle swarm optimization. In: IEEE International Joint
Conference on Neural Networks, pp. 1942–1947. IEEE, Piscataway (1995)

16. Peram, T., Veeramachaneni, K., Mohan, C.K.: Fitness-distance-ratio based particle swarm
optimization. In: Proceedings of the IEEE/SIS, pp. 174–181 (2003)

17. Yeung, K.Y.: Cluster analysis of gene expression data. Dissertation, Department of Computer
Science and Engineering, Washington (2001)

F-FDRPSO: A Novel Approach Based on Hybridization 719



Metaheuristic Approaches
for Multiprocessor Scheduling

Lakshmi Kanth Munganda and Alok Singh

Abstract In the multiprocessor scheduling problem, a given list of tasks has to be
scheduled on identical parallel processors. Each task in the list is defined by a
release date, a due date and a processing time. The objective is to minimize the
number of processors used while respecting the constraints imposed by release
dates and due dates. This objective is clearly linked with minimizing the cost of
hardware needed for implementing a specific application. In this paper, we have
proposed two metaheuristic approaches for this problem. The first approach is
based on artificial bee colony algorithm, whereas the latter approach is based on
invasive weed optimization algorithm. On the standard benchmark instances for
the problem, performances of our approaches are comparable to other state-of-the-
art approaches.

1 Introduction

A list of n tasks is given and these tasks have to be scheduled on identical parallel
processors (each processor has the same computing ability). Each task i has a
release date ri, a due date di, and a processing time pi. Let si be the start time of
task i. A task i can start only after its release date, i.e., ri � si and has to be
finished before its due date si þ pi � di. The objective of multiprocessor sched-
uling problem considered in this paper is to schedule the tasks so as to minimize
the number of processors used in such a way that the constraints imposed by
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release dates and due dates should not be violated. This objective is directly linked
with minimizing the cost of the hardware needed for implementing a specific
application [5, 8], where tasks must be executed on the cheapest possible
architecture.

The multiprocessor scheduling problem as defined above is NP –Hard as it
reduces to one-dimensional bin packing problem when all release dates are set to
to zero and all due dates are set to a unique date greater than or equal to the
processing time of the longest task. One-dimensional bin packing problem is a
well known NP-Hard problem.

A tabu search based method is proposed by Sevaux and Sörensen [22] for this
problem. This method first computes a lower bound m on the number of processors
and then the classical Pm rij j

P
Ui scheduling problem is solved using tabu

search. The Pm rij j
P

Ui problem seeks an allocation of tasks on m processors so
as to minimize the number of late tasks, i.e., those tasks that can not be finished
before its due date. The binary variable Ui ¼ 1, if task i is late, 0 otherwise. If a
task is not late then it is called an early task. In case

P
Ui ¼ 0 then a solution to

the original scheduling problem is found and the method stops, otherwise the tabu
search procedure is applied again after incrementing the value of m by 1. This
process continues until a solution with

P
Ui ¼ 0 is found. Tabu search procedure

either inserts a late task in between two early tasks or replaces a late task with
some consecutive early tasks. Sum of processing times of late tasks is used as tabu
criterion in this method. Inbuilt cycle detection mechanism and dynamic tabu
tenure adjustment are two other important features of this method. This method
will be referred to as TS-I subsequently.

Sevaux et al. [21] also presented a tabu search based method which follows a
reverse approach in comparison to [22]. This method begins with an initial feasible
solution to the problem with m processors and then it removes one or two pro-
cessors randomly from the solution thereby making some tasks unallocated. Tabu
search tries to allocate these unallocated tasks one-by-one in some random order. If
a solution with m or less than m processors is found after allocating all the tasks then
it becomes the new initial solution and the whole process is repeated again,
otherwise the new solution is discarded and the original solution is perturbed again.
This process is repeated for a fixed number of iterations. Like [22], this tabu search
procedure also consists of either inserting an unallocated task between two allo-
cated tasks or exchanging an unallocated task with some consecutively allocated
tasks. However, in this approach an exchange operation is performed only when the
processing time of the unallocated task is more than the processing time of each
consecutively allocated task to be exchanged. Moreover, once an unallocated task
becomes allocated, it can not be removed for the duration determined by the tabu
tenure. No cycle detection mechanism is needed in this approach as an unallocated
task is exchanged with smaller tasks only. In comparison to TS-I, this approach
performed better. This approach will be referred to as TS-II subsequently.

A hybrid approach combining a steady-state grouping genetic algorithm with a
heuristic is proposed in [24]. This approach employs specially designed crossover
and mutation operators which are used in a mutually exclusive manner. After the
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application of genetic operators some tasks remain unallocated which are allocated
by the heuristic. This hybrid approach outperformed both TS-I and TS-II. Here-
after, this approach will be referred to as HGGA-SSR. HGGA-SSR along with TS-
I and TS-II constitute the state-of-the-art for multiprocessor scheduling problem.

In this paper, we have proposed two metaheuristic approaches viz. Artificial
Bee Colony (ABC) Algorithm and Invasive Weed Optimization (IWO) Algorithm
for multiprocessor scheduling problem. Both ABC and IWO algorithms fall under
the category of metaheuristics based on swarm intelligence [4]. ABC algorithm
proposed by Karaboga [9] is inspired by intelligent foraging behaviour of honey
bee swarm. Mehariban and Lucas [16] proposed IWO algorithm on getting
inspiration from colonizing behaviour of weeds. We have evaluated the perfor-
mance of our proposed approaches on benchmark instances available in the lit-
erature. Performance of our approaches is comparable with other state-of-the-art
approaches.

The rest of this paper is organized as follows: Section 2 provides a brief
introduction to Artificial Bee Colony (ABC) Algorithm. Section 3 describes our
ABC approach to multiprocessor scheduling problem. Sections 4 and 5 respec-
tively provides a brief introduction to Invasive Weed Optimization (IWO) Algo-
rithm and describes our IWO approach to multiprocessor scheduling problem.
Computational results are presented in Sect. 6, whereas Sect. 7 outlines some
concluding remarks and directions for future research.

2 Introduction to ABC Algorithm

ABC is a population based meta-heuristic optimization algorithm, which is
inspired by the intelligent foraging behavior of natural honey bee swarm. The
natural bees are divided into three categories employed, onlooker and scout bees
based on their work. The employed bees collect the nectar from the food sources
and bring it to the hive. After coming to the hive, the employed bees share the
information about food sources with the onlooker bees which are waiting in the
hive. To share the information the employed bees perform dances in a common
area in the hive, which is called dancing area. Onlooker bees observe the dances
performed by employed bees before choosing a food source. The probability of a
food source to be chosen by the onlooker bees is proportional to the nectar amount
of that food source. Therefore, the food sources which are having high nectar
amount attract more bees than the other food sources which are having less nectar
amount. When a food source is completely exhausted, all the employed bees
associated with it leave it, and become scouts or onlookers. Scouts look for new
food sources in the vicinity of the hive. Whenever a bee, whether it is scout or
onlooker finds a food source then it becomes employed. So in a way exploration is
done by the scouts and exploitation is done by the employed and onlookers.
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Inspired by this intelligent foraging behavior of honey bee swarm, Karaboga [9]
designed the ABC algorithm which was extended further by [1, 3, 6, 7, 10–13, 17,
23, 25–27] etc. Like real bees, in the ABC algorithm, artificial bees are also
classified into scout, employed and onlooker bees with similar functions. In the
ABC algorithm a food source and its nectar content respectively represent a
candidate solution and its fitness. The ABC algorithm assumes that there is only
one employed bee for every food source, i.e., the number of employed bees is
same as the number of food sources. Usually, the number of onlooker bees are also
taken to be equal to the number of employed bees. The employed bee of an
exhausted food source becomes a scout and as soon as it finds a new food source it
again becomes employed. The action of a scout bee is simulated by generating a
new food source (solution) randomly and associating the scout bee in consider-
ation with this newly generated food source to make it again employed. We will
use food source and solution interchangeably throughout this paper.

The ABC algorithm begins with generating certain number of food sources
randomly and associating each of these food sources with an employed bee. After
that, a search process is carried out repeatedly until termination criteria is met.
Each iteration of the ABC algorithm consists of two phases viz. the employed bee
phase and the onlooker bee phase. In the employed bee phase, every employed bee
determines a new food source in the neighborhood of its associated food source. If
the nectar content of this new food source is higher than that of its currently
associated food source, then this employed bee associates itself with this new food
source abandoning the old one, otherwise it continues with the old one. The actual
process of determining a new food source in the neighborhood of a particular food
source depends on the problem under consideration.

Once the employed bee phase ends, the onlooker bee phase starts. In this phase,
first of all, each onlooker bee selects a food source using some probability based
selection criterion. Usually, the selection criterion prefers good food sources over
bad ones so that more onlooker bees will be assigned to good food sources which
in turn result in more exploitation in the vicinity of these food sources. After all
onlookers have selected their food sources, each of them determines a food source
in the neighborhood of its chosen food source in a manner similar to employed bee
phase and computes its fitness. Among all new food sources determined by
onlookers associated with a particular food source i and food source i itself, best
food source will be the new position of the food source i. If a food source is not
improved over a predetermined number of iterations limit, then this food source is
assumed to be exhausted and its associated employed bee abandons it and becomes
a scout. This scout is again made employed by associating it with a new randomly
generated food source. When the new positions of all food sources are determined
the onlooker bee phase ends and the next iteration of the ABC algorithm begins.

An excellent literature survey on the ABC algorithm and its applications can be
found in [14].
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3 ABC Algorithm for Multiprocessor Scheduling

This section describes our ABC algorithm based approach to multiprocessor
scheduling. This approach will be referred to as MPS-ABC subsequently.

A solution in ABC algorithm is represented as a set of single processor
schedules, i.e., no ordering exists among the single-processor schedules. As the
processors are identical, any schedule can be executed on any processor. There-
fore, there is no redundancy in our solution representation.

For determining the fitness of a solution we adopted the approach used in [24]
which uses two fitness functions. The first fitness function F is the objective
function, i.e., the number of processors used in the solution. The second fitness
function is needed to determine the relative fitness of two solutions having the
same number of processors. The second fitness function f is computed by summing
up the square of the relative idle time (idle time in a schedule divided by the
duration of the schedule) over all the single-processor schedules. A solution C is
said to be more fit than another solution C0, if F Cð Þ\ F C0ð Þð Þ or
F Cð Þ ¼ F C0ð Þð Þ and f Cð Þ [ f C0ð Þð Þ.

The algorithm is initialized by assigning a randomly generated solution to each
employed bee. The process of generation of an initial solution is described below.
This initial solution generation process tries to schedule the tasks as early as
possible on one of the available processors. Only when it is not possible to
schedule the tasks anywhere, a new processor is added to the solution and task is
scheduled on it at the earliest possible time.

• A task is selected uniformly at random for allocation. The selected task is tried
for insertion at the begining of a processor.

• If it is not possible to insert at the begining of a processor, then it is tried for
insertion at the middle of a processor.

• If it is also not possible to insert the task in the middle of some processor, then it
is tried for insertion at the end of a processor.

• When it is not possible to insert the task anywhere, then a new processor is
added to the solution and the task is allocated to it. This process is repeated until
all tasks are allocated.

In the employed bee phase, we generate a neighbouring solution to each and
every solution. After generating the neighbouring solution, we check whether the
neighbourhing solution is better than existing solution or not. If it is, we replace
the existing solution with the neighbouring solution. Otherwise, ignore the
neighbouring solution.

The process of generating a neighbouring solution E0ð Þ for an employed bee
solution E with m processors is as follows:

• Randomly remove one or two processors from the solution, thereby creating a
set of unallocated tasks.
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• The unallocated tasks are tried for allocation on processors in some random
order. A task is tried for insertion in the same way, as in the case of generation
of an initial solution.

• If a solution with m or fewer than m processors is obtained then it becomes the
new solution.

• In case if the neighbouring solution is not generated, then replace E with a
random solution.

In the onlooker bee phase, two different methods are used for generating a
neighboring solution which are used in a mutually exclusive manner. These
methods are derived from the genetic operators used in [24] The first method is
applied with probability pf , otherwise the second method is used. k-ary tournament
selection method (k ¼ 2 for first method but k ¼ 3 for second method) is used for
selecting solutions for onlooker bees. Both methods leave certain tasks unassigned
which are processed in the same manner as in initial solution generation.

In the first method, one more solution is selected using binary tournament
selection and an iterative process begins. During each iteration, the best of the two
participating solutions are selected with probability pb and the schedule with
smallest relative idle time is copied from the selected parent solution to the child
solution. After that, all the tasks belonging to this schedule are deleted from the
both participating solutions and the relative idle times of the schedules are
updated. This method iterates for min m1; m2ð Þ � 2 iterations, where m1 and m2 are
the number of processors in the two participating solutions.

In the second method, from the selected solution, we randomly removes some
schedules thereby creating a number of unallocated tasks. The schedules are
selected uniformly at random for removal except for the schedule with largest
relative idle time which is always removed.

If a solution is not improved over the specified number of iterations itnoimp

ffi �
,

then that solution has to be replaced by a random solution which is generated in the
same manner as initial solution.

4 Introduction to Invasive Weed Optimization (IWO)
Algorithm

Invasive Weed Optimization (IWO) is a meta-heuristic optimization algorithm that
is motivated by the colonizing behavior of weeds which is a common phenomenon
in agriculture. A weed is considered as an undesirable plant in agriculture because
of its robust and adaptive nature. IWO is developed by Mehariban and Lucas [16].
In the IWO algorithm, each weed represent a possible solution to the problem
under consideration and the fitness of a weed means the fitness of the solution
being represented by that weed. IWO algorithm consists of initialization, repro-
duction, spatial distribution, and competitive exclusion phases. These phases are
summarized below. In the initialization phase, a finite number of weed solutions
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are randomly initialized in the search space. In the reproduction phase, each weed
of the population is allowed to produce seeds based on their relative fitness (fitness
of the individuals and the best and worst fitness of the colony). The weed with the
best fitness produce more number of seeds than the weed with the worst fitness. In
the spatial distribution phase, these produced seeds are spread randomly in the
search space with a particular standard deviation. In competitive exclusion phase,
to limit the maximum number of weeds in a colony some kind of competition
between weeds is needed. The weeds with better fitness up to colony size are kept
and others are removed from the search space. Some recent applications of IWO
algorithm can be found in [2, 15, 19, 20].

5 IWO Approach to Multiprocessor Scheduling Problem

In this section, we describe the main features of our Invasive Weed Optimization
(IWO) algorithm. Our IWO approach will be referred to as MPS-IWO subse-
quently. Most of the concepts used in MPS-IWO are borrowed from those of MPS-
ABC.

MPS-IWO uses the same solution representation as used in MPS-ABC. Fitness
of a solution is also evaluated in the same manner as in MPS-ABC. IWO consists
of initialization, reproduction, spatial distribution, and competitive exclusion
phases. These phases are described below.

A population of initial weed solutions are generated randomly in the search
space. The process of generation of an initial weed solution is same as in MPS-
ABC.

In the reproduction phase, we generate seed solutions for each and every weed
solution. The solution which has better fitness value will produce more number of
seed solutions than the solution which has worst fitness value. The number of seed
solutions (range from smax to smin) generated for a weed solution will depend on its
fitness value. The process of generation of a seed solution to a weed solution is
analogous to neighboring solution generation in MPS-ABC. In our IWO approach,
seed solutions are always generated in the same manner, i.e., we have not tried to
induce any decrease in the expected standard deviation of seed solutions from their
parent weed solution with iterations.

In the competitive exclusion phase, only the solutions which have better fitness
value will be retained for future consideration. Actually, due to the generation of
seed solutions, number of solutions in the colony will reach its maximum per-
missible value popmax after some iterations. Under this situation, the competitive
exclusion phase removes the solutions with poor fitness from the colony in the
following manner: Once the maximum number of solutions in the colony is
reached, whenever an iteration completes, i.e., each solution in the colony has
produced seed solutions, all the solutions including newly generated seed solutions
are sorted according to their fitness. Next, some solutions with lowest fitness are
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eliminated so as to retain best popmax solutions in the colony. In this way, only the
solutions with better fitness survive and are allowed to reproduce.

6 Computational Results

The MPS-ABC and MPS-IWO have been coded in C and were executed on a linux
based 3.0 GHz core2duo system with 2 GB of RAM. In all our computational
experiment with MPS-ABC, we have used a population of 200 bees out of which
100 are employed bees and 100 are onlooker bees. We have taken pf ¼ 0:8; pb ¼
0:9 and itnoimp ¼ 100. We have allowed MPS-ABC to execute for 10n iterations on
a problem instance with n tasks. In case of MPS-IWO, we have used an initial
population size of 50, popmax ¼ 20; smax ¼ 5; and smin ¼ 1. We have also allowed
MPS-IWO to execute for 10n generations on a problem instance with n tasks. It is
to be noted that for MPS-IWO, competitive exclusion phase will start eliminating
solutions since beginning as generated initial solutions are more than popmax.

We have used the same 100 test instances as used in [21, 22] and [24] to
evaluate the performance of our approaches. These instances were introduced by
Sevaux and Sörensen [22]. There are 20 instances for each value of
n 2 20; 40; 60; 80; 100f g, where n is the number of tasks. Therefore, altogether
100 instances were used. Optimal solution for all these instances are also known
[18].

Table 1 compares the performance of MPS-ABC and MPS-IWO with HGGA-
SSR, TS-I and TS-II in terms of solution quality, where each row shows the
number of instances out of 20 solved to optimality by different methods. The
optimum solutions for all these instances are obtained through a mixed integer
linear programming (MILP) based solver [18]. Table 2 reports the average exe-
cution time of each approach on instances of each size in seconds. Data for
HGGA-SSR, TS-I and TS-II are taken from [21, 22, 24] respectively.

Tables 1 and 2 clearly show the superiority of MPS-ABC over TS-I and TS-II.
In comparison to these two methods, MPS-ABC returned better quality solutions
in shorter time. Out of 100 instances it solves 90 instances optimally, whereas TS-I
and TS-II respectively solve 45 and 88 instances optimally. For the remaining
instances MPS-ABC requires only one processor more than the optimal number of
processors. The results are slightly inferior when compared to the HGGA-SSR
method. HGGA-SSR solves 97 instances optimally. TS-I, TS-II and HGGA-SSR
were executed on a 3.0 GHz Pentium 4 system, whereas MPS-ABC and MPS-
IWO have been executed on a 3.0 GHz core2duo system. As the different
approaches have been executed on different systems, only a rough comparison
regarding the execution times can be made as it is not possible to compare the
execution times precisely. Even after compensating for difference in processing
powers of machines, we can safely say that MPS-ABC is much faster than TS-I
and TS-II. It is also faster than HGGA-SSR. As far as MPS-IWO is concerned,
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MPS-IWO returned better quality solutions in shorter time in comparison to TS-I.
Out of 100 instances it solves 72 instances optimally, whereas TS-I solves 45
instances optimally. The results of MPS-IWO are inferior when compared to TS-II
and HGGA-SSR methods. TS-II and HGGA-SSR respectively solve 88 and 97
instances optimally.

7 Conclusions

In this paper, we have presented two metaheuristic approaches viz. Artificial Bee
Colony Algorithm and Invasive Weed Optimization Algorithm, for a multipro-
cessor scheduling problem where the objective is to minimize the total number of
processors used. This objective is directly linked with minimizing the cost of the
hardware needed for implementing a specific application. We have compared our
ABC and IWO approaches with two tabu search based approaches and a hybrid
steady-state grouping genetic algorithm. Our ABC approach outperformed both
the tabu search based approaches in terms of solution quality as well as running
time. But the ABC approach results are slightly inferior when compared to the
HGGA-SSR approach. On the other hand, our IWO approach outperformed the
TS-I approach in terms of solution quality as well as running time. But the IWO
approach results are inferior when compared to TS-II, HGGA-SSR approaches and
our own ABC approach.

Table 1 Comparison of MPS-ABC and MPS-IWO with TS-I, TS-II and HGGA-SSR in terms of
solution quality

Instance size (n) Number of instances solved to optimality

TS-I TS-II HGGA-SSR MPS-ABC MPS-IWO

20 20 20 20 20 20
40 16 20 20 20 16
60 7 19 20 19 15
80 0 17 19 18 12
100 2 12 18 13 9

Table 2 Average execution times of MPS-ABC, MPS-IWO, HGGA-SSR, TS-I and TS-II in
seconds

Instance size (n) Average execution time

TS-I TS-II HGGA-SSR MPS-ABC MPS-IWO

20 2.2 0.45 0.05 0.01 0.12
40 8.8 1.73 0.17 0.03 0.25
60 15.5 2.86 0.40 0.07 0.49
80 37.6 3.94 0.88 0.13 0.84
100 49.9 5.24 1.32 0.25 1.34
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We intend to improve our approaches so that they can outperform HGGA-SSR.
In this regard, we plan to experiment with some new neighboring solution gen-
eration methods. We have assumed throughout this paper that tasks are indepen-
dent, i.e., there are no precedence constraints among tasks. A possible future work
is to extend the ABC and IWO approaches presented here to the version of the
problem where there are precedence constraints among tasks.
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Fuzzy Slack Based Measure of Data
Envelopment Analysis: A Possibility
Approach

Shivi Agarwal

Abstract Slack based measure (SBM) model of Data Envelopment Analysis
(DEA) is very effective to evaluate the relative efficiency of decision making units
(DMUs). It deals with the directly input excess and output shortfall to assess the
effect of slacks on efficiency with common crisp inputs and outputs. In some cases,
input and output data of DMUs can’t be precisely measured, so, the uncertain
theory has played an important role in DEA. In these cases, the data can be
represented as linguistic variable characterized by fuzzy numbers. This paper
attempts to extend the traditional DEA model to a fuzzy framework, thus pro-
posing a fuzzy SBM DEA model based on possibility approach to deal with the
efficiency measuring problem with the given fuzzy input and output data. Finally,
numerical examples are presented to illustrate the proposed fuzzy SBM model. By
extending to fuzzy environment, the DEA approach is made more powerful for
application.

Keywords Data envelopment analysis � SBM � Efficiency � Fuzzy LPP �
Possibility theory

1 Introduction

Data Envelopment Analysis (DEA) is a non-parametric method for evaluating the
relative efficiency of decision making units (DMUs) such as bank branches,
schools, transport sectors, hospitals, post offices etc. on the basis of multiple inputs
and outputs. There exist many DEA models such as NSM [2], BCC [4], CCR [6]
and SBM [17] models. The existing DEA models are usually limited to common
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crisp inputs and outputs. In some cases, input and output data of DMUs can’t be
precisely measured, so, the uncertain theory has played an important role in DEA.
In these cases, the data can be represented as linguistic variable characterized by
fuzzy sets.

Some researchers have proposed several fuzzy models to evaluate DMUs with
fuzzy data [1, 3, 8–12, 14–16, 18]. This study selected a SBM model introduced by
Tone [17], because this measure deals directly with the input excesses and the
output shortfalls to assess the effect of slacks on efficiency of DMU concerned.
This study extended the possibility approach to SBM DEA Model. Saati and
Memariani [15] have also proposed SBM model with fuzzy input–output level. In
their study only the most favorable or the upper bound of the efficiency was
calculated.

In this paper, SBM model is extended with fuzzy environment for evaluating
efficiency of DMUs with fuzzy data. The proposed model is based on the possi-
bility approach of fuzzy SBM model. In possibility approach every constraint is
considered as fuzzy event. The approach transforms fuzzy DEA models into
possibility DEA models. The approach is similar to chance constrained pro-
gramming method for probabilistic uncertainty problems.

The rest of the paper is organized as follows. In Sect. 2, review of SBM model
for crisp data is given. The proposed SBM model with fuzzy data is described in
Sect. 3. In Sect. 4, numerical illustration of fuzzy SBM model is exhibited fol-
lowed by conclusions in the last.

2 SBM DEA Model with Crisp Data

Tone [17] proposed a new measure of efficiency which deals directly with the
slacks. This model is known as SBM model. In order to estimate the efficiency of
kth DMU, SBM model is given as

Min sk ¼ t � 1
m

Xm

i¼1

S�ik
xik

subject to

t þ 1
s

Xs

r¼1

Sþrk

yrk
¼ 1

Xn

j¼1

kjkyrj � Sþrk ¼ tyrk 8r ¼ 1; . . .; s

ð1Þ

Xn

j¼1

kjkxij þ S�ik ¼ txik 8i ¼ 1; . . .;m

t [ 0 ; kjk � 0 8j ¼ 1; . . .; n
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Sþrk ; S�ik � 0 ; r ¼ 1; . . .; s; i ¼ 1; . . .;m

where yrk = the amount of the rth output produced by the kth DMU, xik = the
amount of the ith input used by the kth DMU, n = number of DMUs; s = number
of outputs; m = number of inputs. Sþrk = slack in the rth output of the kth DMU,
S�ik = slack in the ith input of the kth DMU, kjk

0s = intensity variables.
Let an optimal solution of (1) be (s�k ; t�k ; K�; S��; Sþ�).
The interpretation of the results of the model (1) can be summarized as follows:

• The DMU under reference is said to be Pareto efficient if all slacks are zero i.e.
Sþ�rk andS��ik = 0 for every r and i which is equivalent to s�k ¼ 1.

• The non-zero slacks and (or) s�k � 1 identify the sources and amount of any
inefficiency that may exist in the DMUk.

3 SBM DEA Model with Fuzzy Data

In a set of DMUs, suppose that the inputs ~Xij and outputs ~Yrj are approximately
known and can be represented by convex, normal fuzzy sets. Thus, fuzzy SBM
model is as follows

Min ~sk ¼ t � 1
m

Xm

i¼1

S�ik
~Xik

subject to

t þ 1
s

Xs

r¼1

Sþrk

~Yrk
¼ 1

Xn

j¼1

kjk ~Yrj � Sþrk ¼ t~Yrk 8r ¼ 1; . . .; s

ð2Þ

Xn

j¼1

kjk ~Xij þ S�ik ¼ t~Xik 8i ¼ 1; . . .;m

t [ 0 ; kjk � 0 8j ¼ 1; . . .; n

Sþrk ; S�ik � 0 ; r ¼ 1; . . .; s; i ¼ 1; . . .;m

This study used the concept of possibility of fuzzy events and chance-con-
strained programming (CCP) to solve the fuzzy linear programming model i.e.,
fuzzy SBM DEA model. Possibility theory was proposed by Zadeh [19] followed
by Dubois and Prade [7]. He defined the concept of ‘‘fuzzy variable’’, associated
with a possibility distribution. In the fuzzy linear programming model, each fuzzy
coefficient can be considered as a fuzzy variable and each constraint can be
considered to be a fuzzy event. Charnes and Cooper [5], introduced the concept of
CCP, which deals with uncertainty by specifying the desired levels of confidence
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with which the constraints hold. This concept was extended by Liu [13]. The fuzzy
SBM DEA model becomes the following possibility SBM DEA model with the
concept of possibility and CCP.

Min ~sk ¼ fk
subject to

p t � 1
m

Xm

i¼1

S�ik
~Xik
� fk

 !
� b

ð3Þ

p t þ 1
s

Xs

r¼1

Sþrk

~Yrk
¼ 1

 !
� a0 ð4Þ

p
Xn

j¼1

kjk ~Yrj � Sþrk ¼ t~Yrk

 !
� a1r 8r ¼ 1; . . .; s ð5Þ

p
Xn

j¼1

kjk ~Xij þ S�ik ¼ t~Xik

 !
� a2i 8i ¼ 1; . . .;m

t [ 0 ; kjk � 0 ¼ 1; . . .; n

Sþrk; S�ik � 0 ; r ¼ 1; . . .; s; i ¼ 1; . . .;m

ð6Þ

where b; a0 ; a1r ðr ¼ 1; . . .; sÞ and a2i ði ¼ 1; . . .;mÞ 2 [0, 1] are pre-specified
acceptable levels of possibility for constraints (3), (4), (5) and (6), respectively.
The interpretation of the model is that the objective value fk should be the max-

imum value that the return function t � 1
m

Pm
i¼1

S�ik
~Xik

ffi �
can achieve with ‘‘possibility’’

level bor higher, subject to the possibility levels of constraints (4), (5) and (6)
being at least a0 ; a1r ðr ¼ 1; . . .; sÞ and a2i ði ¼ 1; . . .;mÞ respectively. The model
can be solved by applying the lemma given by Lertworasirikul et al. [11].

According to lemma, let ea1 ; ea2 ; . . .; ean be fuzzy numbers and let ð:ÞLa1
and

ð:ÞUa1
denote the lower and upper bounds of the a level set of eai ; i ¼ 1; . . .; n,

respectively. Then for any given possibility levels a1; a2 and a3 2 ½0; 1�.

(i) p ea1 þ ea2 þ . . .þ ean � bð Þ� a1 if and only if ð ea1ÞLa1
þ . . .þ ð eanÞLa1

� b

(ii) p ea1 þ ea2 þ . . .þ ean � bð Þ� a2 if and only if ð ea1ÞUa2
þ . . .þ ð eanÞUa2

� b

(iii) p ea1 þ ea2 þ . . .þ ean ¼ bð Þ� a3 if and only if ð ea1ÞLa3
þ . . .þ ð eanÞLa3

� b

and ð ea1ÞUa3
þ . . .þ ð eanÞUa3

� b

When fuzzy inputs and fuzzy outputs are trapezoidal fuzzy numbers, then the
possibility fuzzy SBM DEA model become the following linear programming
model by using the concept given by Liu [13] and the above lemma given by
Lertworasirikul et al. [11].
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Min ~sk ¼ fk
subject to

t � 1
m

Xm

i¼1

S�ik
~Xik

 !L

b

� fk

ð7Þ

t þ 1
s

Xs

r¼1

Sþrk

~Yrk

 !L

a0

� 1 ð8Þ

t þ 1
s

Xs

r¼1

Sþrk
~Yrk

 !U

a0

� 1 ð9Þ

Xn

j¼1

kjk ~Yrj � Sþrk � t~Yrk

 !L

a1r

� 0 8r ¼ 1; . . .; s ð10Þ

Xn

j¼1

kjk ~Yrj � Sþrk � t~Yrk

 !U

a1r

� 0 8r ¼ 1; . . .; s ð11Þ

Xn

j¼1

kjk ~Xij þ S�ik � t~Xik

 !L

a2i

� 0 8i ¼ 1; . . .;m ð12Þ

Xn

j¼1

kjk ~Xij þ S�ik � t~Xik

 !L

a2i

� 0 8i ¼ 1; . . .;m ð13Þ

t [ 0; kjk [ 0 8j ¼ 1; . . .; n

Sþrk; S�ik � 0 ; r ¼ 1; . . .; s; i ¼ 1; . . .;m

The fuzzy SBM DEA model is become crisp linear programming problem
which can be solved by any software related to LPP. According to Lertworasirikul
et al. [11]. DMU k is a-possibilistic efficient if fk value at the a possibility level is
greater than or equal to one; otherwise, it is a-possibilistic inefficient. Where a be
the set of b; a0 ; a1r ðr ¼ 1; . . .; sÞ and a2i ði ¼ 1; . . .;mÞ. However, to make a
reasonable efficiency comparison of DMUs, the possibility levels of constraints (a)
for these DMUs should be set at the same possibility level.
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4 Numerical Illustration

To illustrate the proposed fuzzy SBM DEA model, consider the data taken by Guo
and Tanaka [8]. Data consists of five DMUs with two inputs and two outputs which
is shown in Table 1. The inputs and outputs have symmetrical triangular mem-
bership functions.

The efficiencies of all DMU are calculated by the proposed fuzzy SBM DEA
model at five different possibility levels using MATLAB. Table 2 depicts the
results of efficiency for five possibility levels a ¼ b ¼ a0 ¼ a1r ðr ¼ 1; . . .; sÞ
¼ a2i ði ¼ 1; . . .;mÞ as 0, 0.25, 0.50, 0.75, 1.0.

In Table 2, the efficiency scores at the possibility level 1 indicates the efficiency
that is most likely to be and at possibility level 0 indicates the maximum value of
the efficiency. For example, the efficiency scores of DMU A and DMU C at
possibility level 1 is 0.697 and 0.705 respectively, which indicates the DMU A and
DMU C are possibilistically inefficient with possibility level 1 whereas they are
possibilistically efficient with all other possibility levels. The remaining DMUs are
possibilistically efficient at all possibility levels. These results are comparable with
the results obtained by Lertworasirikul et al. [11], with fuzzy CCR model for the
same example.

5 Conclusions

DEA has wide application to evaluate the relative efficiency of a set of DMUs
using multiple inputs to produce multiple outputs. The existing DEA models are
usually limited to common crisp inputs and outputs. In some cases, input and

Table 1 Input and output data of five DMUs

DMU A B C D E

Input 1 (3.5,4,4.5) (2.9,2.9,2.9) (4.4,4.9,5.4) (3.4,4.1,4.8) (5.9,6.5,7.1)
Input 2 (1.9,2.1,2.3) (1.4,1.5,1.6) (2.2,2.6,3.0) (2.2,2.3,2.4) (3.6,4.1,4.6)
Output 1 (2.4,2.6,2.8) (2.2,2.2,2.2) (2.7,3.2,3.7) (2.5,2.9,3.3) (4.4,5.1,5.8)
Output 2 (3.8,4.1,4.4) (3.3,3.5,3.7) (4.3,5.1,5.9) (5.5,5.7,5.9) (6.5,7.4,8.3)

Source Guo and Tanaka [8]

Table 2 Efficiency scores of five DMUs

Possibility level DMU A DMU B DMU C DMU D DMU E

0 1.00 1.00 1.00 1.00 1.00
0.25 1.00 1.00 1.00 1.00 1.00
0.50 1.00 1.00 1.00 1.00 1.00
0.75 1.00 1.00 1.00 1.00 1.00
1.0 0.697 1.00 0.705 1.00 1.00
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output data of DMUs can’t be precisely measured, for example, quality of service,
quality of input resource, degree of satisfaction etc. So, the uncertain theory has
played an important role in DEA. In these cases, the data with crisp number will
not satisfy the real needs and this restriction will diminish the practical flexibility
of DEA in application. Thus, the data can be represented as linguistic variable
characterized by fuzzy sets. This paper attempts to extend the traditional DEA
model to a fuzzy framework, thus proposing a fuzzy SBM DEA model based on
possibility theory and chance-constrained programming (CCP) to deal with the
efficiency measuring problem with the given fuzzy input and output data. The
proposed method provides the ability to offer more objective measurement of
efficiency of DMUs in vague environment. This method is efficient and effective
for a large quantity of fuzzy numbers. Finally, numerical examples are presented to
illustrate the proposed fuzzy SBM DEA model. The study reveals that the effi-
ciency scores are crisp at any possibility level so the manager can rank the DMUs
based on the efficiency scores at any required possibility level. Thus, the calculated
efficiency measure provides the more information for management. By extending
to fuzzy environment, the DEA approach is made more powerful for application.
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Application of Ant Algorithm Variants
to Single Track Railway Scheduling
Problem

G. S. Raghavendra and N. Prasanna Kumar

Abstract This paper proposes the methodology to solve the railway time tabling
problem using the ant algorithm variants. The aim of the paper is to arrive at the
conflict free schedules for the set of trains, considering all the operational con-
straints. A well defined model is used to solve the scheduling problem on single
line track with few parallel lines occurring at frequent periods for crossing pur-
pose. The model makes a realistic assumptions that set of trains will be scheduled
in a zone that covers set of cities and scheduling is optimized with respect to
number of conflicts. The paper investigates the performance by simulation con-
sidering realistic parameter values for both Ant Colony Optimization (ACO) and
train scheduling problem. Finally, conclusion is drawn by comparing with other
ants algorithm variants.

Keywords Ant � Conflict � Railway � Schedules � Train

1 Introduction

The train timetable generation is a challenging task. Traditionally, timetable is
generated manually by trial and error method based on experience and informa-
tion. The advent of computer aided tools have helped the planner to come up with
the effective timetable [1, 2] and effectiveness can be accessed in terms of
robustness in routing [3], revenue profitability etc. The aim of the train scheduling
problem is to come with the ideal timetable that satisfies several objectives and
imposed constraints. The objectives can be maximizing the number of passengers,
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minimizing the number of conflicts, waiting time of the passengers, revenue
maximization and so on. Hence, scheduling is a multi-objective optimization
problem. In addition, timetable needs to satisfy the set of constraints that can be
grouped into three categories [4] namely User Requirements, Traffic Constraints
and Infrastructure Constraints. It is possible to deduce many more constraints to
reflect the realistic railway schedules. The scope of this work is to apply the
punished ACO [5] and Dynamic Ants Systems [6] variant to train scheduling
problem and compare the results with the basic ant variants.

2 Literature Review

2.1 Railway Scheduling

The Rail transportation planning provides rich number of problems that can be
modeled and solved using optimization techniques. The problems can be classified
into two groups [7] namely Train Routing Problem and Train Scheduling Problem.
These problems itself contains a lot of sub-problems and mathematical models can
be developed to tackle each of these problems. Several optimization techniques like
mathematical programming, mixed integer linear programming, branch and bound
have been used to solve the train problems. Although they were able to provide
consistently good solutions, but need large memory space and time to compute the
solution. Heuristics techniques were employed to obtain results in reasonable
amount of time. These techniques use the domain knowledge of the problem to
arrive at the solution. Cai and Goh [8] used the greedy heuristic approach to resolve
the conflicts. The set of rules were devised to resolve the conflicts in a best way. The
results obtained using heuristics often deviates more from the optimal solution.
Kraay et al. [9] proposed a heuristics based on Local Heuristics Search (LSH), that
tries to resolve the conflicts by looking into previous schedules. The LSH technique
replace the existing solution with the better solution by searching in the neigh-
borhood region. The train conflicts that happen at sidings will be shifted by one
position and solution is accepted, if it results in minimum conflict delay. Higgins
et al. [10] proposed a methodology that combines LSH and tabu search to shift more
than one conflicts at a time to have a reduced total conflict delay. Kwan and Mistry
[11] used the co-evolutionary approach to generate the automatic timetable. Tor-
mos et al. [12] used genetic algorithms to solve the train timetable problem. The
chromosomes were encoded using the activity list representation and genes are
represented with sequence of (train, section) pairs. The genes were organized to
satisfy the operational constraints. The problem involves generating a population of
chromosomes that satisfy the operational constraints and selecting the best chro-
mosome that results in minimum conflict delay.
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2.2 Ant Colony Optimization

In recent years there has been splurge in the algorithms that belongs to a meta-
heuristic class. One such algorithm is ACO, a nature inspired population based
algorithm fascinated by the foraging behavior of the ants. The tiny creature ants,
which are almost blind can establish the shortest path from nest to the food source.
The food hunting activity provides the formal framework to solve the combina-
torial optimization. Ants are guided by the chemical substance called pheromone
trial, which is laid by them during their journey. The pheromone trial has a crucial
role to play in ACO framework by acting as a indirect medium of communication
between the ants to share their journey experience. This indirect mechanism helps
the ants to establish the shortest path between food source and the nest. The
pheromone trial is a volatile substance, it evaporates over the period of time and
this mechanism helps to forget the bad experiences of the journey. The first
algorithmic framework that captures the essence of ant activity was given by
Dorigo [13]. Ant algorithms combine the greedy mechanism and heuristic infor-
mation to arrive at the optimal solution. In literature, several variants of algorithm
[14–16] have been proposed and each of them tries to balance the exploration of
new solutions and the exploitation of good solutions in the search space. ACO
algorithms have been successfully applied to other problems like Telecommuni-
cation Networks [17], Graph Coloring [18] to name a few.

3 A Model for Train Scheduling Problem

The paper [4] provides the general definition, notations and the input requirements
of the model. A model is described by objective functions and the constraints that
are supposed to be satisfied. The objective function is to minimize the total conflict
delay that arises due to unavoidable sidings.

Mincd ¼
X
i2T

X
k2DL

Ati
k � Dti

k ð1Þ

subject to Constraint satisfaction like Line time constraints, Headway con-
straints, Train Dispatch constraint and Stop time Constraints.

4 Punished Ants and Performance Linked Ant System

Raghavendra et al. [5, 6] proposed the incorporation of punishment mechanism
and Dynamic ants selection mechanism to two versions of ant systems namely
Elitist ant and Rank ant. This paper extends the application of these algorithms to
the ACO framework to train scheduling problem proposed by [4]. The intention
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behind the punishment mechanism is to favor exploitation process in the search
space by removing pheromone trial on non elite paths. The quantity of pheromone
to be removed will be specified by the algorithmic specification. The algorithmic
specification for EA specifies to decrease the quantity of pheromone trial pro-
portional to the solution quality found on non elite paths and in case of RA, all the
non elite paths are weighted according to their performances and accordingly
decreased. The punishment feature for EA and RA is given by the equation:

stitj ¼ stitj � Ds�titj ð2Þ

where Ds�titj is

Ds�titj ¼
Xl

k¼1

Dsk
titj

where Dsk
titj

in case of EA is given by the equation:

Dsk
titj
¼

Q�=Lk if ti; tj

ffi �
2 k-th ant’s non performing tour list

0 otherwise:

(

The Dsk
titj

in case of RA is given by the equation:

Dsk
titj
¼ Q� � l� kð Þ=Lk if ti; tj

ffi �
-th ant’s non performing tour list

0 otherwise

�

where Q� is the algorithmic constant. If m and e represent the number of ants and
elite ants respectively, then l represents the non-elite ants given by the expression
l ¼ m� e.

The algorithms here on-wards will be termed as Punished Elitist Ant System
(PEAS) and Punished Rank Ant System (PRAS) due to punishment mechanism
incorporation.

Similarly, dynamic ant selection mechanism will place all the performing ants
into one class and non-performing ants into another class based on statistical
function. The following statistical functions were used; Mid-range, mean and
median. Mid-range function computes the value by considering the best and worst
TCT values. Similarly mean and median values are computed using all the TCT in
a given iteration. Suppose, if mean function is used for classification then tour
performances lesser than mean will be in performing class and rest of the ants in
non-performing class. The performing ants get chance for additional reinforcement
according to the following equation:

stitj ¼ stitj þ Ds�titj ð3Þ
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where Ds�titj is

Ds�titj ¼
Xl

k¼1

Dsk
titj

where Dsk
titj

in case of EA is given by the equation:

Dsk
titj
¼

Q�=Lk if ti; tj
ffi �

2 k-th ant’s performing tour list

0 otherwise:

(

The Dsk
titj

in case of RA is given by the equation:

Dsk
titj
¼ Q� � ðe� kÞ=Lk if ti; tj

ffi �
2 k-th ant’s performing tour list

0 otherwise:

�

Since the number of selected ants varies across the iteration, we will name them
as Dynamic Ants(DA). The proposed algorithms here on-wards are named as
Dynamic Elitist Ants (DEA) and Dynamic Rank Ants (DRA) due to incorporation
of DA in EA and RA. The integration of proposed algorithms and statistical tool
results in several variant of ant algorithms Dynamic Elitist Ant—Mid-Range
(DEAMR), Dynamic Elitist Ant—Mean (DEAM), Dynamic Elitist Ant—Median
(DEAMed), Dynamic Rank Ant—Mid-Range (DRAMR), Dynamic Rank Ant—
Mean(DRAM) and Dynamic Rank Ant—Median (DRAMed).

The dynamic elitism was extended by incorporating punishment feature. The
algorithmic specification for pheromone removal is same as Eq. 2. The incorpo-
ration of punishment mechanism results in Punished Dynamic Elitist Ant—Mid-
Range (DEAMR), Punished Dynamic Elitist Ant—Mean (DEAM), Punished
Dynamic Elitist Ant—Median (DEAMed), Punished Dynamic Rank Ant—Mid-
Range (DRAMR), Punished Dynamic Rank Ant—Mean (DRAM) and Punished
Dynamic Rank Ant—Median (DRAMed). It should be noted that the composition
of elite and non-elite ants varies in this system.

5 Experimental Study

5.1 Parameter Settings and Input to the Algorithm

The proposed model was extensively simulated to identify the schedule that has
minimal conflict delay. The parameters relevant to ACO and train scheduling
problem were varied for simulation as mentioned in paper [4].
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5.2 Comparative Analysis

The Table 1 shows the comparative analysis for Punished Ants, Dynamic Ants and
Punished Dynamic Ants. The assessment was done with respect to TCT and better
schedule order will have a smaller TCT. The Table 1 reports the TCT and the
corresponding parameters values, when extra line is available for sidings
(pml = 2). A detailed analysis is carried for Fixed Commercial Waiting Time and
Variable Commercial Waiting Time. The best results along with parameter value
are highlighted. In Punished ant system, PEAS provides the best TCT value and its
performance is at par with basic ant variants (see [4] for pml = 2). Similarly, in
DEAS and PDEAS class, DRASM and PDRASM provide the best TCT value with
decrease in waiting time of 1.66 and 0.70 % respectively, when compared with the
basic ant variants. Another interesting observation is that punishment mechanism
hasn’t improved the performance of DA selection mechanism and shows an
overall increase in waiting time of 0.90 %. In general, it can be observed that
punished and dynamic ant variants provide improved TCT values than the basic
ant variants. Similar observation can be made on Variable Commercial Waiting
Time. The performance of PRAS in punished ant system class is slightly better
than that of basic variants (see [4] pml = 2) with decrease in waiting time of
0.43 %. Similarly, DEASM and PDRASM in DEAS and PDEAS class show an
improvement with decreased waiting for time of 0.07 and 0.87 % respectively.
However, among the proposed approaches PDRASM shows an improvement of
0.43 % over PRAS and 0.80 % over DEASM in terms of best results.

Table 1 Comparative analysis of train scheduling problem for Punished Ants, Dynamic Ants
System and Punished Dynamic Ants System

Fixed commercial waiting time Variable commercial waiting time

pml = 2 pml = 2

Algorithms TCT Parameter details TCT Parameter details

PEAS 788 a ¼ 4 b ¼ 3 q ¼ 0:85 1372 a ¼ 4 b ¼ 4 q ¼ 0:9
PRAS 792 a ¼ 1 b ¼ 3 q ¼ 0:95 1366 a ¼ 5 b ¼ 1 q ¼ 0:8

DEASMR 793 a ¼ 3 b ¼ 1 q ¼ 0:75 1376 a ¼ 5 b ¼ 1 q ¼ 0:75
DEASM 794 a ¼ 4 b ¼ 1 q ¼ 0:75 1371 a ¼ 5 b ¼ 1 q ¼ 0:95

DEASMed 783 a ¼ 5 b ¼ 1 q ¼ 0:70 1393 a ¼ 4 b ¼ 1 q ¼ 0:95
DRASMR 776 a ¼ 5 b ¼ 1 q ¼ 0:8 1376 a ¼ 4 b ¼ 3 q ¼ 0:7
DRASM 770 a ¼ 3 b ¼ 1 q ¼ 0:7 1372 a ¼ 5 b ¼ 4 q ¼ 0:7
DRASMed 776 a ¼ 5 b ¼ 1 q ¼ 0:8 1376 a ¼ 4 b ¼ 3 q ¼ 0:7
PDEASMR 800 a ¼ 5 b ¼ 3 q ¼ 0:75 1361 a ¼ 4 b ¼ 2 q ¼ 0:7
PDEASM 792 a ¼ 4 b ¼ 1 q ¼ 0:95 1366 a ¼ 4 b ¼ 3 q ¼ 0:85
PDEASMed 800 a ¼ 5 b ¼ 3 q ¼ 0:75 1361 a ¼ 4 b ¼ 2 q ¼ 0:7
PDRASMR 805 a ¼ 5 b ¼ 5 q ¼ 0:85 1363 a ¼ 2 b ¼ 1 q ¼ 0:75
PDRASM 777 a ¼ 5 b ¼ 1 q ¼ 0:85 1360 a ¼ 3 b ¼ 4 q ¼ 0:90

PDRASMed 793 a ¼ 5 b ¼ 1 q ¼ 0:75 1368 a ¼ 5 b ¼ 1 q ¼ 0:85
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5.3 Performance Analysis

Figure 1 reveals the performance of the ants for Punished Ant Systems. Figure 1a
reveals that both the PEAS and PRAS variants provide the best waiting time for
smaller number of non-elite ants population nea size of 5. It can be observed that,
waiting time increased with the increase in the number of punished ants indicating
the negative effect of larger punished ants. Figure 1b shows the comparative
analysis of algorithms for different trial strength. The figure reveals that PEAS
variant provides better waiting time for higher trail strength than the lower trial
strength and least waiting time is observed for q ¼ 0:85. Similarly, for PRAS
variant, trains experience more conflicts leading to longer waiting time for q
setting in the range of 0.8 \q\ 0.9 and provides better TCT values for q ¼ 0:95.

Figure 2 shows the comparative performance of DEAS for train scheduling
problem. One of the interesting observations that can be made from Fig. 2a is that,
DEASM, DEASMR and DEASMed have similar waiting times for n = 15. The
DEASM, DEASMR and DEASMed provide least waiting time, when the number
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of ants settings n is 20, 10, 20 respectively. Figure 2b shows the performance of
DEAS algorithms for varying pheromone trial. The variants exhibit larger devia-
tion in the observed waiting time for lower pheromone trial compared to the higher
pheromone trial and provide least waiting time for q in the range of 0.7–0.75 for
all the variants.

Figure 3 reveals the comparative analysis of DRAS variants. It can be observed
from Fig. 3a that waiting time of DRASMed is comparatively longer than the
DRASMR and DRASM for varying number of ants. It is interesting to see that
DRASMR has a better waiting time for smaller ant population and DRASM for
larger ant population. The DRASM, DRASMR and DRASMed provide least
waiting time for ants population size of 20, 10 and 15 respectively. Figure 3b
shows that conflict among the trains increases rapidly for DRASM variant com-
pared to other variants with the increase in trial strength. In general, it can be
concluded that higher pheromone persistence factor increases the waiting time of
trains for all the variants.

Figure 4 shows the performance of PDEAS variants, when applied to train
scheduling problem. Figure 4a shows that PDEASM has least sensitiveness in
waiting time variation compared to the other variants for varying ants population.
The PDEASMR variant has comparatively longer waiting time than the other
variants. The PDEASM, PDEASMR and PDEASMed provide minimal waiting
time, when number of ants n was set to 20, 10, 15 respectively. Figure 4b shows
that PDEASMR is sensitive to the varying pheromone trial. The waiting time
increased rapidly with the increase in the pheromone strength. The PDEASM
variant is comparatively insensitive to the varying trial strength compared to its
other peer variants. The PDEASM, PDEASMR and PDEASMed provide optimal
waiting time, when trail strength q was 0.95, 0.75 and 0.85 respectively.

Figure 5 shows the comparative analysis of PDRAS variant. Figure 5a reveals
that PDRASM provides the smallest waiting time for most of the varying size of
ants population. The PDRASM and PDRASMR variants deliver best waiting time
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for smaller ant population size n of 5 and 10 respectively. Similarly, PDRASMed
provides least waiting time for larger population of size 20. Similarly, Fig. 5b
reveals that, algorithms exhibit most of the time a similar trend in the variation of
waiting time for the varying pheromone trial strength. The PDRASM, PDRASMR
and PDRASMed provide least waiting time for trail strength q of 0.85, 0.85 and
0.75 respectively.

Figure 6 displays the performance of punished ant systems for the variable
commercial waiting time. Figure 6a reveals that observed TCT values of PRAS is
slightly better than PEAS variant. The PRAS variant has the best TCT value for
non-elite ant’s population nea of size 5. However, same waiting time is observed
for the higher number of non-elite ants population. Similarly, Fig. 6 reveals that
PRAS has comparatively shorter waiting time than PEAS for varying trial strength.
The PEAS variant has the least waiting time for trial strength q ¼ 0:9 and PRAS
for q ¼ 0:8.
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Figure 7 displays the performance of DEAS for the variable commercial
waiting time. Figure 7a shows that DEASMed variant provides sub-optimal TCT
values compared to other variants for varying ant’s diversity. Figure 7b reveals
some interesting patterns for the varying trial strength. In general, all the variants
show increase in waiting time for the higher pheromone persistence factor and
shows sharp decrease in waiting time for q ¼ 0:95.

Figure 8 depicts the behavior of DRAS class for train scheduling problem.
Figure 8a reveals an interesting behavior of DRASMR variant, which reacts
sharply to the varying ants population. However, DRASM and DRASMed variants
report lesser volatility in waiting time for varying ants population. The trend
analysis of Fig. 8b reveals an increase in waiting time with the increase in pher-
omone persistence factor for DRASM and DRASMed variants and all the variants
provide shorter waiting time for trial settings q in the range of 0.7–0.75.

Figure 9 shows the behavior of PDEAS for the varying parameters. Figure 9a
reveals that all the variants have nearby waiting times for smaller and higher
number of ant’s population n of size 5 and 20 respectively. However, shorter
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waiting times were observed for ants population size in the range of 5–10. Sim-
ilarly, PDEASMR reacts sharply with an increase in waiting time, as the number of
ants in the system increases. The higher concentration of pheromone trial has a bad
effect on PDEASMR variant and waiting time increases with the increase in the
pheromone persistence factor as seen from Fig. 9b. The shorter waiting time
observed for varying q and for all the variants it is in the range of 0.7 � q� 0.85.

Figure 10 shows the performance of PDRAS class for parameter settings per-
taining to ACO algorithm. Figure 10a reveals that PDRASM variant has consis-
tently delivered larger TCT values compared to other variants for varying ants
population. Similarly, Fig. 10b shows larger fluctuation in waiting times for all the
variants indicating their sensitiveness to the pheromone trial strength.
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6 Conclusion and Future Direction

In this paper, we have applied ACO variants to a well defined ACO model for
solving the train scheduling problem. The model can be made more realistic by
adding few more constraints like specifying the time bound for the departure of a
train to a particular destination, scheduling different type of trains that travels with
different speed etc. to name few. The future direction includes extending the model
for multi track scheduling, incorporation of local search to improvise the solution
and compare the performance with other variants of ant algorithm.

References

1. Caprara, A.M., Kroon, L.G., Monaci, M., Peeters, M., Toth, P.: Passenger railway
optimization. Transp. Sci. (Elservier) 14, 129–187 (2007)

2. Kroon, L., Huisman, D., Abbink, E., Fioole, P., Fischetti, M., Maroti, G., Schrijver, A.,
Steenbeek, A., Ybema, R.: The new Dutch timetable: the OR revolution. Interfaces 39(1),
6–17 (2009)

3. Zwaneveld, P.J., Kroon, L.G., van Hoesel, S.P.M.: Routing trains through a railway station
based on a node packing model. Eur. J. Oper. Res. 128, 14–33 (2001)

4. Raghavendra, G.S., Prasanna Kumar, N.: An ACO framework for Single Track Railway
Scheduling Problem. In: Proceedings of Seventh International Conference on Bio-Inspired
Computation: Theories and Applications. Advances in Intelligent System and Computing
(AISC), vol. 201, pp 39–51. Springer, Gwalior (2013)

5. Raghavendra, G.S., Prasanna Kumar, N.: On the incorporation of punishment mechanism to
Ant System (Unpublished work)

6. Raghavendra, G.S., Prasanna Kumar, N.: Statistical approach for selecting Elite Ants. Ann.
Comput. Sci. Ser. 9(2), 69–90 (2011)

7. Cordeau, J., Toth, P., Vigo, D.: A survey of optimization models for train routing and
scheduling. Transp. Sci. (Elservier) 32(4), 380–404 (1998)

 1350

 1360

 1370

 1380

 1390

 1400

 1410

 1420

 5  10  15  20

T
C

T

Number of Ants

PDRASM
PDRASMR

PDRASMed  1340

 1360

 1380

 1400

 1420

 1440

 1460

 1480

 0.65  0.7  0.75  0.8  0.85  0.9  0.95  1

T
C

T

Pheromone Variation

PDRASM
PDRASMR

PDRASMed

(a) (b)

Fig. 10 Performance comparison of Punished Dynamic Rank Ant Systems for variable
commercial waiting time. a Variation in number of Ants. b Variation in Pheromone trials
quantity

752 G. S. Raghavendra and N. Prasanna Kumar



8. Cai, X., Goh, C.J.: A fast heuristic for the train scheduling problem. Comput. Oper. Res.
21(5), 499–510 (1994)

9. Kraay, D., Harker, P., Chen, B.: Optimal pacing of trains in freight railroads. Oper. Res.
39(1), 82–99 (1991)

10. Higgins, A., Kozan, E., Ferreira, L.: Heuristic techniques for single line train scheduling.
J. Heuristics 3, 43–62 (1997)

11. Kwan, R.S.K., Mistry, P.: A co-evolutionary algorithm for train timetabling. Research Report
Series 13, School of Computing, University of Leeds, Leeds (2003)

12. Tormos, P., Lova, A., Barber, F., Ingolotti, L., Abril, M., Salido, M.A.: A genetic algorithm
for railway scheduling problems. Stud. Comput. Intell. 128, 255–276 (2008)

13. Dorigo, M., Maniezzo, V., Colorni, A.: Ant System: optimization by a colony of cooperating
agents. IEEE Trans. Syst. Man Cybern. 26(1), 29–41 (1996)

14. Bullnheimer, B., Hartl, R.F., Strauss, C.: A new rank based version of the Ant System: a
computational study. Central Eur J Oper Res Econ 7(1), 25–38 (1999)

15. Blum, C., Roli, A., Dorigo, M.: HC-ACO: The Hypercube framework for Ant Colony
Optimization. IEEE Trans. Syst. Man Cybern. 34(2), 1161–1172 (2004)

16. Stutzle, T., Hoos, H.H.: MAX—MIN Ant System. Futur. Gener. Comput. Syst. 8(16),
889–914 (2000)

17. Di Caro, G., Dorigo, M.: Ant Colonies for adaptive routing in packet-switched
communication networks. In: Proceedings of the 5th International Conference on Parallel
Problem Solving from Nature (PPSN V), pp. 673–682 (1998)

18. Costa, D., Hertz, A.: Ants can colour graphs. J. Oper. Res. Soc. 48, 295–305 (1997)
19. Vansteenwegen, P., Souffriau, W., Van Oudheusden, D.: The orienteering problem: a survey.

Eur. J. Oper. Res. 209, 110 (2011)

Application of Ant Algorithm Variants 753



An ICA Mixture Model Based Approach
for Sub-pixel Classification
of Hyperspectral Data

N. Prabhu, Manoj K. Arora, R. Balasubramanian and Kapil Gupta

Abstract Hyperspectral sensors are capable of collecting information in hundreds
of contiguous spectral bands to expand the capability of multispectral sensors that
use tens of discrete spectral bands. The contiguous bands play a vital role in study
of types of vegetation, minerals, forest and soil types. In this paper, an iteratively
learning parameter algorithm has been implemented to classify the hyperspectral
image in an unsupervised way. The methodology followed in learning the
parameters of ICA mixture model (ICAMM) has been discussed and the propor-
tionality constant has been fixed as 0.7 to obtain the linear transformation for
estimating the class membership probability of each pixel of a hyperspectral data.
The ICAMM algorithm models class distributions as non-Gaussian densities, has
been employed for unsupervised classification. Here the data have been trans-
formed into new space in which, the data are as independent as possible by
exploiting higher order statistics. This algorithm produces an average overall
accuracy of around 65 % and outperforms the conventional K-means clustering
and ISODATA.
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1 Introduction

Hyperspectral sensors are capable of acquiring information of land use land cover
in hundreds of narrow width, contiguous spectral bands, which give more infor-
mation to study types of vegetation, minerals, soil classification, etc. The land use
land cover classes may be extracted from remote sensing data in both supervised
and unsupervised ways using a number of classification algorithms. For supervised
classification, training data is required for further processing, which is, in general a
set of pure pixels. But in most of the cases it is hard to get the required number of
pure pixels from the image. Also, the supervised classification of hyperspectral
data requires an optimum number of pure pixels which depends upon the number
of bands used in classification process, in order to avoid Hughes phenomenon [1].
So, in such case, typically, unsupervised classification may be performed that
clusters the data into various natural groups.

The sensors providing data at coarse spatial resolutions such as AVIRIS, Hype-
rion and MODIS increase the possibility occurrence of mixed pixels. Hence, the
conventional per pixel classification algorithms that allocate one class to each pixel
may not be appropriate for the classification of mixed pixels. Alternative approaches
for classifying mixed pixels are, therefore, sought. Some sub-pixel classification
techniques include, maximum likelihood classification (MLC) [2] in soft form,
linear mixture model (LMM) [3, 4], fuzzy set based methods [5], artificial neural
networks (ANN) [3], support vector machines (SVMs) [6] in soft form, decision-tree
regression [7] and logistic regression [8]. These algorithms have their own mathe-
matical background and modeled accordingly. So, an algorithm which is capable of
estimating the class member probability for each pixel is required. An approach for
unsupervised classification of hyperspectral images is based on a mixture model,
where the distribution of the entire data is modeled as a weighted sum of the class-
conditional densities. If the classes are modeled as multivariate Gaussian distribu-
tion the mixture model is known as Gaussian Mixture Model (GMM) [9] while, if the
classes are modeled as multivariate non-Gaussian distribution then the mixture
model is Independent Component Analysis Mixture Model (ICAMM).

GMM works by considering the lower order statistics of the data. Classification
is done on the basis of second order statistical parameters derived from spectral
characteristics of each class, which may not be sufficient in discriminating the
within-class variation. For example, in Fig. 1a and b, both the spectral data sets are
having same mean and same variance values; however, there are four clusters in
Fig. 1a and only one cluster in Fig. 1b [10]. Thus, second order statistics are not
capable of revealing the information available in the data. Also, to extract the non-
Gaussian hidden features from different phases [11], ICAMM, which is capable of
handling multiphase process with non-Gaussianity present within individual
phases have been used.

Hence when the lower order statistics are not helpful in retrieving information
from hyperspectral data, higher order statistics may be helpful to do so. In
ICAMM, kurtosis, a higher order statistics, plays an important role in making the
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clusters as independent as possible. The ICAMM algorithm finds the linear
transformation from the data to independent components for each cluster.

The aim of this paper is to provide a brief description of ICA mixture model, to
produce fraction cover through ICAMM unsupervised classification of remotely
sensed hyperspectral data to extract information from complicated land cover
region covered by shadows and snow.

2 The ICAMM Algorithm

Imagine that in a room two persons are talking simultaneously. It was recorded by
two microphones placed at two different locations in the room, but the positions of
microphones are fixed throughout the recording process. These two microphones
record the speech by both the persons but with different intensities. Let x1(t) and
x2(t) be the intensities of the recorded signals at the two microphones at time t.
Now this situation may be modeled as a linear combination of source signals
weighed by parameters which depends upon the distance between microphones
and the speakers. This situation has been expressed as [11],

x1ðtÞ ¼ a11s1 þ a12s2

x2 tð Þ ¼ a21s1 þ a22s2
ð1Þ

where a11; a12; a21; a22 are the mixing parameters in which aij corresponds to
distance between microphone i and person j and s1 and s1 are intensities of the
original speech signals. In its simple form, the system of equations are written as
x ¼ As. Recovering the original signal from the obtained sensor signal without
having the knowledge about the mixing process is called as blind source separation
(BSS) [12, 13]. Also, ICA is used to identify the hidden signals from the brain
(such as activations) [14]. In that paper, a review on independent component
analysis has been given.The hyperspectral data may also be modeled as,

Fig. 1 Two data sets having identical second order statistics. a 4 clusters b Single cluster [10]
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xt ¼ Ajsj;t þ bj; ð2Þ

where xt is the intensity values of the pixels of hyperspectral data in various bands,
Aj is the mixing matrix for class j which is unknown, sj;t is the source signal and bj

is the bias. Thus, in the present context, the solution of BSS problem leads to
finding fractional cover given the observed hyperspectral data.

The solution for ICA exists when the following restrictions are implicitly
executed by the algorithm:

(i) The number of bands should be greater than or equal to the number of inde-
pendent components (the required clusters are projected into new space whose
axes are called as components).

(ii) Among the K components, at most one distribution can be Gaussian.
Remaining components are to be non-Gaussian.

(iii) For each class/cluster, either no sensor noise or only low additive noise
signals are permitted.

Based on the same concept, the hyperspectral data can be represented as a set of
pixel vectors of dimension equal to the number of bands. The matrix A is the linear
combination that transforms the data x into independent components s. Every class
is modeled as a linear combination of sensor values weighed by the class-com-
ponent densities.

Let the number of spectral bands of a hyperspectral data be N. Then each pixel

vector xt, denoted as xt ¼ ðx1; x2; . . .; xNÞT , is an N dimensional vector. Assuming
that there are T pixels to be unmixed and are given by X ¼ fx1; x2; . . .; xTg. The
likelihood of the data [15] is given by the joint density,

pðXjHÞ ¼ PT
t¼1 pðxtjHÞ; ð3Þ

where H ¼ ðh1; h2; . . .hKÞ are the K class parameters. The maximum likelihood
estimate of H is the value that maximizes the value pðXjHÞ [16].

Let the pixel vectors from the hyperspectral data be obtained probabilistically
from the set of spectral classes fC1;C2; . . .CKg. The probability of selecting the
spectral class Cj is P(Cj) and hence the probability of a pixel xt having the
parameter H is given by the probability density function (pdf) of xt, which may be
expressed by the mixture density model [15] given in Eq. (4),

pðxtjHÞ ¼
XK

j¼1
pðxtjCj; hjÞ � PðCjÞ; ð4Þ

The conditional density for class Cj is given by [15],

pðxtjCj; hjÞ ¼
pðsj;tÞ
j det Aj

ffi �
j

ð5Þ

where,
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log p sj;t

ffi �� �
/ �

Xn

i¼1
/i;j log cosh sj;i;t

ffi �� �
�

s2
j;i;t

2

( )
: ð6Þ

Here pðsj;tÞ is the prior source probability and normalize pðsj;tÞ, such that the
fraction abundance in (6) becomes non-negative and less than one [17].
The classes are assumed to follow multivariate non-Gaussian distribution and the
ICAMM algorithm is capable of finding the non-orthogonal directions of the data
distributed. Since the distribution of the entire data is modeled as a weighted sum
of the class-component densities of all the classes, it is represented as follows:

xt ¼ Ajsj;t þ bj ð7Þ

where Aj is a full-rank matrix assumed as the basis matrix or mixing matrix which
specifies the linear combination of independent sources [18]. By knowing only the
observed mixed signals xt, the aim of ICAMM is to find the mixing matrix Aj for
each class and the bias bj and hence the fraction cover for each pixel.

Each Aj consists of M rows such that each data is represented by these M hy-
perplanes. In general, N �M. For simplicity, let the number of bands be the same as
number of components (N = M). Such assumption can be met by transforming the
hyperspectral data to reduced feature space. The bias bj are the translation parameters
which give the position of the center of cluster Cj. From (3) we get,

sj;t ¼ A�1
j ðxt � bjÞ ð8Þ

For each pixel vector xt, calculate the class-component density, given by Eq. (5).
Adapt Aj’s and bj’s by using gradient ascent for learning the parameters [19–

21]. Learning the parameters is a process in which the parameters Aj and bj are
updated iteratively until they fit into the data as perfect as possible. They are
adapted as follows:

DAj / PðxtjCj;HÞAj ½I � Uj tanh sj;t

ffi �
sT

j;t � sj;t:s
T
j;t� ð9Þ

where I is an identity matrix and a proportionality constant is introduced. In
general the proportionality constant is kept between 0 and 1. In this paper, it has
been taken as 0.7. The proportionality constant has been fixed to 0.7 by trial and
error method. The experiment has been done for all values between 0 and 1 by
taking interval 0.05. Here, Uj is an N-dimensional diagonal matrix corresponding
to class j and is composed of /i;j [20] defined by:

/i;j ¼
m4ðsj;i;tÞ
m4

2ðsj;i;tÞ
� 3; ð10Þ

where, mp corresponds to the pth moment of the independent source. The value of
kurtosis /i;j is positive for super-Gaussian, negative for sub-Gaussian and zero for
Gaussian sj;i.
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For each class j, the bias bj is updated by,

bj ¼
PT

t¼1 xtPðCjjxt;HÞPT
t¼1 PðCjjxt;HÞ

; ð11Þ

The kurtosis for ith independent component over class j is used to find the class-
component density and is given by (7). The independency of the component is
checked from the joint probability density given as in (1). Once the Aj’s and bj’s
are adapted, the class member probability for each pixel is calculated from Bayes
theorem, given as:

pðCjjxt;HÞ ¼
pðxtjCj; hjÞPðCjÞPK
j¼1 pðxtjCj; hjÞPðCjÞ

; ð12Þ

where all P(Cj)’s are assumed to be equal.
The convergence occurs once the transformed clusters are as independent as

possible. At this iteration Aj and bj values are taken and then from (9) the fraction
cover is obtained. If required, the fractional cover of various classes may be
converted to a land cover map, by replacing the fractional cover by its class
attribute having maximum fractional value. A pseudo code for the algorithm is
given as follows:
Pseudo code of ICAMM [21]
Initialize the mixing matrices and bias
For each pixel vector xt,
Repeat

For each class

Calculate sj;t

Calculate pðxtjHÞ
Calculate pðCjjxt;HÞ
Check for independence
Adapt Aj

Adapt bj

Repeat the entire process for all t = 1, 2, …T.
Convert into hard classification output, if required.

3 Experimental Dataset

The experiment has been carried out on Terra MODIS image consisting of 36
bands. The first two bands are of spatial resolution 250 m and bands 3–7 have
spatial resolution of 500 m. The remaining bands from band 8 to band 36 are of
1000 m spatial resolution. The area belongs to a Himalayan region with many
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glaciers (Fig. 1). In the region there are four major classes, namely, valley rock,
vegetation, snow and shadow, are present. The area has many big glaciers such as
Samudra Tapu glacier. The study area contains Samudra Tapu watershed with an
areal extent of about 110 Km2 (latitude 31� 120 2200N to 32� 050 1900N and lon-
gitude 77� 310 5900E to 77� 570 3400E) and is covered in 161 9 157 pixels of the
MODIS sub-scene under investigation (Fig. 2).

Even though two bands B1 and B2 are of fine resolution (250 m) it requires at
least 4 bands of same resolution to do classification. On the other hand, bands from
B8 to B36 are plenty in number of bands, but the spatial resolution is coarse
(1000 m). Hence the 500 m spatial resolution bands B3 to B7 are used for clas-
sification purpose. Moreover these bands are suitable for studies of land/cloud/
aerosols/boundaries [22]. Hence only these bands are used for classification
purpose.

4 Methodology

Using the ICAMM algorithm we run the dataset MODIS by taking only 4 bands
(as the available classes are only 4, to make the number of classes same as that of
the number of bands, a separability analysis has been done and found that the best
minimum separability obtained by taking bands B4, B5, B6 and B7). Since, the
mixing matrices and bias vectors are random, to check the performance of the
algorithm, it was run for 6 times. Since the clustering is based upon the random
initialization of mixing matrices and bias vectors, there are 4 factorial (number of
clusters K = 4) ways of representing the clusters. First, the fraction images are
converted into thematic map by considering the maximum class member proba-
bility of that pixel [21]. Then the classification accuracy was assessed by using an

Fig. 2 The MODIS FCC (Red B6, Green B5, Blue B4)
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error matrix based assessment [23, 24]. Apart from analyzing using the overall
accuracies, the user’s and producer’s accuracies have also been analyzed, to check
quality of the output for each class. Table 1 shows the overall, user’s and pro-
ducer’s accuracies and kappa coefficients for each run.

It can be seen from Table 1 that the minimum overall classification accuracy is
42.06 %, while the maximum is 87.34 %. Also it can be seen that, due to the class
shadow mixed with vegetation there is a dip in both user’s accuracy and producer’s
accuracy for class vegetation. From Table 2, it is evident that the user’s accuracy
for class valley rock is consistent while the vegetation was wrongly classified as
valley rock (at one run) and shadow (at another run). Figure 3a is the classified
image while fraction images of valley rock, vegetation, snow and shadow are
given in Fig. 3b–e. The class shadow appears only at the location where valley
rock is present, so shadow mixed up by valley rock. Finally a thematic map is
generated from the fraction images by taking the maximum class member

Table 1 The overall accuracy, user’s and producer’s accuracies and kappa coefficient at each run

Overall
accuracy

Average user’s
accuracy

Average producer’s
accuracy

Kappa
coefficient

Run 1 87.34 77.33 89.55 0.77
Run 2 80.46 73.89 71.99 0.59
Run 3 42.06 46.86 48.73 0.21
Run 4 71.28 57.03 50.25 0.47
Run 5 72.39 51.40 54.42 0.45
Run 6 61.04 67.71 71.78 0.43
Run 7 59.31 65.00 70.36 0.40
Run 8 70.04 46.97 48.28 0.45
Run 9 67.99 50.30 52.20 0.45
Run 10 65.14 56.14 68.32 0.45
Average 67.71 59.26 62.59 0.47

Table 2 Comparison of user’s and producer’s accuracies for each class at each run

User’s accuracy Producer’s accuracy

Valley rock Vegetation Snow Shadow Valley rock Vegetation Snow Shadow

Run 1 97.86 65.09 70.22 76.15 88.46 100 100 69.73
Run 2 84.14 73.91 67.81 69.70 93.08 77.27 100 17.63
Run 3 80.96 7.43 52.27 46.77 35.73 42.73 58.23 58.24
Run 4 95.72 1.03 41.36 90 88.84 1.82 100 10.35
Run 5 86.64 11.63 87.71 19.61 88.64 18.18 99.37 11.49
Run 6 95.39 17.27 62.21 95.98 55.40 100 67.72 63.99
Run 7 94.77 17.16 58.10 90 53.56 100 65.82 62.10
Run 8 95.30 1.02 40.55 51.02 88.10 1.82 93.67 9.58
Run 9 98.07 11.81 52.02 39.29 79.69 30 56.96 42.15
Run 10 98 20.84 50.33 55.39 67.96 80.91 96.84 27.59
Average 92.69 22.719 58.26 63.39 73.95 55.27 83.86 37.29
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Fig. 3 a–f The classified image along with the fraction images and thematic map, a the classified
image, b fraction image for class valley rock, c fraction image for class vegetation, d fraction
image for class snow, e fraction image for class shadow, f thematic map got from the fraction
images by taking the maximum class member probability of each pixel. Here green color for
valley rock, blue for vegetation, yellow represents snow and red for shadow
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probability of each pixel. Here green color represents valley rock, blue for veg-
etation, yellow represents snow and red color for shadow. For the proportionality
constant 0.7 we get some better results while comparing with other values.

For comparison, the dataset has been classified by using another unsupervised
classifier, ISODATA, which is available in ERDAS IMAGINE 2010. Here also the
classification has been performed for 10 times. The average overall accuracy
comes to be 50.12 % while the average user’s and producer’s accuracies for
various classes are given in the Table 3. From Tables 2 and 3, we get that the
average overall accuracy of ICAMM is better than the ISODATA algorithm.
Moreover the user’s accuracy of snow is slightly better by classification using
ICAMM than ISODATA, while the producer’s accuracy for snow is significantly
better for ICAMM.

5 Conclusion and Future Scope

The classification accuracy and rate of convergence depends upon the parameters,
random matrices and the bias vectors, which are initialized at the beginning. The
ability of unmixing the classes using ICAMM is more when compared over other
conventional unsupervised classifiers (K-means clustering, ISODATA). The
overall accuracy for K-means clustering is around 50 % [18] in general. Particu-
larly for this dataset, by using ISODATA classification, the overall accuracy is
51 % while that of ICAMM is 65 %. The proportionality constant has been fixed at
0.7 which is able to extract more information from hyperspectral data through this
algorithm.
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Network Connectivity in VANETs

Ranjeet Singh Tomar, Brijesh Kumar Chaurasia, Shekhar Verma
and Rajendra Singh Kushwah

Abstract VANETs are targeted to improve the traffic safety and driving experi-
ence on the road. Vehicular connectivity based communication in VANETs to be
used for safety critical, safety related and non safety related messages dissemi-
nation in the networks. A key challenge in developing such network connectivity
mechanism is that quickly adaptation the changes in the network topology due to
the vehicular mobility. In this work we investigate the feasibility of developing
the location based network connectivity for communication in VANETs in the
spatial localized time domain for safety applications. The vehicular mobility and
maximization of network connectivity duration between the vehicles have been
identified as two important design goals in this work. However, these two goals are
in conflict in nature, which makes it challenging to achieve both of these two goals
in VANETs. To balance the trade-off between vehicular mobility and network
connectivity, the average number of vehicle links, average link duration and
connection time of each vehicle is ensured and subject to this constraint, aggregate
network connectivity is maximized for efficient communication in VANETs.
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1 Introduction

Driving behavior, traffic congestion, and treacherous driving conditions have
caused numerous accidents every year all over the world. Under such circum-
stances the challenge of improving safety has become critical and has been subject
of extensive research efforts. Vehicle manufacturers have made great efforts to
improve the safety of their vehicles by developing passive vehicle safety systems,
which aim to minimize post-crash human injury [1]. The active vehicle safety
systems, explore collision prevention and avoidance techniques. The limitations of
the current techniques stem from the lack of information to the vehicle beyond
immediate line of sight. Intelligent transportation system significant by enhance
the quality of transportation systems by reducing traffic congestion, increasing
road safety and traveler convenience [2]. ITS constitute a basket of technologies
and is combination of vehicle information and communication system. VANET is
a component of ITS. In VANET, vehicles are equipped with communication
devices, processors, and micro controller along with sensors, display, global
positioning system (GPS), RADAR and other electronics equipment [3]. Integra-
tion of these devices enables vehicles to communicate with each others as well as
RSUs providing communication infrastructure for VANET. These RSUs places at
a fixed optimal places like road intersections. Communication between vehicles is
known as inter-vehicle communication (IVC or V2V) and communication between
vehicles and roadside infrastructure is known as vehicle-to-roadside communica-
tion (V2R) [4]. A typical VANET is characterized by high mobility, dynamic
topology, QoS requirements which are different from a MANET and availability of
sufficient storage and power [5].

The rest of the paper is organized as follows. Section 2 describes the problem
definition. In Sect. 3, network connectivity of vehicular traffic are given. Section 4
is presented analytical evaluation. The simulation and results are presented in
Sect. 5 followed by conclusion in Sect. 6.

2 Problem Definition

Vehicles move in bidirectional single or multi lanes on the road with different
speeds and accelerations. They also turn in different directions at junctions. There
are different classes of lane on the road as per the speed limits to be followed
vehicles i.e. low, medium and high speed lane on the road. Each vehicle starts
moving from definite segment, travels on the road and can change its lane or
overtake another vehicle. After reaching destination or at traffic lights, vehicle
stops for a pause of some time and then repeat the same process i.e. randomly and
predefined the next destination on the road. The density of the vehicular traffic also
varies from one place to another and with respect to time. This requires bench-
marking of the temporal state of neighborhood as vehicles move under different
traffic conditions and transmission powers.
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3 Network Connectivity

With the advent of wireless technologies, connectivity in VANETs has become
common place. An ad hoc network is formed by groups of vehicular nodes that
communicate amongst themselves and set up connectivity in the VANETs. Con-
nectivity in vehicular ad hoc networks may degrade dramatically in sparse traffic
and also high speed highways [6]. Queuing model M/G/? theory is investigating
the connectivity in the vehicular network. This model based media access control
mechanism provides a way to improve the connectivity by adding some extra
nodes with higher transmission range called as mobile base stations. This model
takes into account the case when some of the vehicles do not participate in the
network either because they are not equipped with wireless transceivers or some
other security reasons. Moreover, connectivity in presence of fixed roadside units
(RSUs) is also considered [7]. This analytical model can be used to find out the
optimum values of the number of base stations as well as their transmission range
in order to achieve a desired degree of connectivity in the network [8]. The exact
probability based vehicle connectivity model in one dimensional stationary
vehicular ad hoc wireless network is composed of at most C clusters is proposed in
the literature. The probability of vehicular network connectivity, i.e. the case of
C = 1, can be derived as a special case in the network connectivity. A very simple
approximation is presented for the exact probability of network connectivity. This
model provides approximation heuristically, which validate the analytical exact
probability calculation in vehicular network by computing the probability of
network connectivity and maintain the accuracy of analysis with the Monte Carlo
simulation analysis. The networks theoretically used the percolation theory for the
network connectivity. Percolation theory provided the quantitative relationship
among network connectivity, vehicle density and transmission range [9]. Based on
this percolation theory, there is a jump for the network connectivity when vehicle
density or transmission range is large enough. This theory also calculates the
threshold values of vehicle density and transmission range in the vehicle network.
A large transmission range can have better network connectivity, but it can also
cause serious collisions in wireless links in the network. For a fixed vehicle
density, this theorem gave the minimum transmission range to achieve better
network connectivity. Below the minimum transmission range, collisions might be
few due to the network connectivity. The analytical framework of network con-
nectivity helps to approximately estimate the minimum number of RSUs required
covering a road segment, for a low density VANET. This framework provided
probabilistic vehicle-to-RSU delay guarantee with intermittent multi hop con-
nectivity between vehicles and RSUs. This framework proposed the two analytical
models to study spatial propagation of information for one and two lane straight
roads, without consideration of bandwidth constraints and data traffic character-
istics based on probability based connectivity. It also calculates the average length
of a connected path from any given vehicle to an RSU. IEEE 802.11p and 1609
standards are currently under development to support vehicle to vehicle and
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vehicle to infrastructure communications in vehicular networks. In infrastructure
based vehicular relay model, access probability and connectivity probability are
important measures. This model derives close form equations for calculating these
two probabilities using parameters such as inter base station distance, vehicle
density, transmission ranges of base station. The statistical connectivity based
model derives the probability distribution of the node population size on the
highway and the node’s location distribution also determines the mean cluster size
and the probability that the nodes will form a single cluster. The analysis of this
model applies to any path in a network of highways. This model also shows the
significance effect of mobility on the connectivity of VANETs.

4 Analytical Evaluation

4.1 Road Model and Input Traffic

A road with multiple unidirectional lanes is considered. The vehicles move in a
single direction with different speeds and multiplicity of the lanes allows vehicles
to overtake each other without any restriction in the number of lanes. The road has
S segments of D m each. The road length is S.D m. Vehicles can enter and exit at
the end points of a segment and there is no waiting period or queue required to
enter the road. There are two end points of the road and there is no exit point at the
start of the initial segment or entry at the end of the last segment. Vehicles arrive at
the beginning of a segment follow a Poisson distribution pyðyÞ and travel towards
the end point independently of other existing vehicles on the road. The arrival rate
at the (ij)th segment at (i)th point is ki with the departure rate at the (j)th point
being diðki ¼ 0 for i ¼ 0 and di for j ¼ SÞ. Once a vehicle enters the road at an
entry point, it cannot exit from the same point i.e., every vehicle must traverse at
least one segment as soon as it enters the road. An arriving vehicle is admitted in
the road and starts traversing on the road without any waiting period i.e., no
vehicle has to wait at the side of the road to enter the road. Once on the road, a
vehicle cannot exit from the same junction and must traverse at least one segment
before it can depart at one of the junctions. The time which a vehicle spends on the
road is assumed to be independent general random variable.

When the traffic density is small, the vehicles cruise freely. This is free flow
traffic condition. In the steady state, vehicles follow and move at fixed safe
distance their preceding vehicle. The velocities of the vehicles are almost constant
in the free flow traffic condition. As the traffic density increases, random pertur-
bations set in and phantom jams appear. Reaction to these phantom jams renders
the velocities of vehicles variable. With further increase in vehicular density, the
traffic becomes more turbulent. The speeds of the vehicles decrease, the variation
in mobility increases as congestion on the road. In addition to the effect of traffic
instability on mobility, other road conditions and maneuvers also affect the motion
of vehicles.
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Lane change is a frequent action undertaken by vehicles on the road and usually
results in a definite gain to the vehicle in terms of driving comfort or reduced time to
travel. However, it destabilizes the traffic in both the original and target lanes. Lane
merging maneuvers increase the density of the traffic in the merging lane suddenly.
This induces large change in vehicular mobility as vehicles adjust to the traffic
conditions in the new lane. Traffic lights are used at every intersection of roads as a
traffic control mechanism. When a vehicle reaches at intersection then it decelerates
and stops there for a predefined time called pause time. When the traffic light is red
then a vehicle stops and waits for light to turn green. This maneuver supports
overtaking of vehicles on multilane roads. When many vehicles reach at the
intersection then a queue is formed at the crossing of each lane. This may leads to
congestion on junction. To model the mobility of a vehicle in different conditions
we assume that vehicles travel with variable velocity. The velocity of a vehicle vi of
a vehicles moving in one direction follows a normal distribution with mean speed l
and variance r2:Nðl; r2Þ. Vehicles in different lanes moving in the same direction
have different mean and variance. The vehicles moving in opposite directions in
corresponding lanes have similar parameters.

4.2 Size of Neighborhood

The number of vehicles in the communication range Rc of Vc is governed by a
Poisson distribution. The probability that Vc has exactly n vehicles in its com-
munication range Rc is given by

exp �kRcð Þ kRcð Þn

n!

As vehicles move, the state of the neighborhood changes with time. New
vehicles enter and current vehicles exit the neighborhood. The distribution,
however, remains the same.

4.3 Neighborhood Stability and Link Duration

In the multilane highway, vehicles move in different directions with normally
distributed velocities Nðli; r

2
i Þ, where i is the number of lanes in one direction. All

the k vehicles in the neighborhood of the chosen vehicle, Vc, also move along their
lanes. Due to variation in speeds, their distances from Vc change with time. The
relative speeds of vehicles moving in direction opposite to Vc is large while the
relative speeds of vehicles in the same direction lanes are quite small. Thus,
vehicles moving in the opposite direction leave the neighborhood faster as com-
pared to same direction vehicles. If the distance covered by a vehicle in time T is
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such that it is not within the radius Rc of Vc, then, it leaves the neighborhood.
A vehicle may lag behind or surge ahead to leave the neighborhood. Following
cases may arise.

Case I: A neighbor Vk of Vc be at an initial distance d0
k at time t0 ahead of Vk in

the same lane. The distance x traveled in time T can be given as

x ¼ vT

where, v is the relative velocity of the vehicle Vk with respect to Vc. Since, the
velocities of Vk and Vc are normally distributed with means lk, lc and variances
rk

2, rc
2, the relative velocity v will also be normally distributed with mean

lv = lk ? lc (lk - lc) if they are moving in opposite (same) direction and
variance rv

2 = rk
2 ? rc

2. Thus, x is also normally distributed with mean lvT and
variance rv

2T. The probability that the distance traveled x is larger than dT
k can be

given as

Z x

0

1ffiffiffiffiffiffiffiffiffiffi
2pr2

v

p exp � x� lvð Þ2

2r2
v

 !
dx

This can be represented by an error function as

erf yð Þ ¼
Z y

0

2ffiffiffi
p
p exp �y2

� �
dy

Vehicle Vk will leave the neighborhood of Vc if d0
k ? dT

k [ R.
Case II: A neighbor Vk of Vc be at an initial distance d0

k at time t0 behind of Vk in
the same lane. Vk cannot overtake Vc in the same lane. Hence, it can only lag
behind to leave the neighborhood by travelling at a speed lower than Vc. Vk will
leave the neighborhood of Vc if d0

k ? |dT
k | [ R.

Case III: A neighbor Vk of Vc be at an initial distance d0
k at time t0 ahead of Vk in

a opposite lane. A vehicle in the opposite lane has to travel at high relative speed to
cross Vc and then travel a distance more than R to leave the neighborhood of Vc.
Thus, Vk will leave the neighborhood of Vc if dT

k - d0
k [ R.

Case IV: A neighbor Vk of Vc be at an initial distance d0
k at time t0 behind of Vk

in a opposite lane. A vehicle in the opposite lane has to just increase its distance
from Vc to more than R to leave the neighborhood. Thus, Vk will leave the
neighborhood of Vc if dT

k ? d0
k [ R.

Case V: A neighbor Vk of Vc be at an initial distance d0
k at time t0 ahead of Vk in

a different lane in the same direction. This case is identical to case I. Vk will leave
the neighborhood of Vc if d0

k ? |dT
k | [ R.

Case VI: A neighbor Vk of Vc be at an initial distance d0
k at time t0 behind of Vk

in a different lane in the same direction. Vk can overtake Vc as they are in different
lanes. Hence, it can lag behind to leave the neighborhood by travelling at a speed
lower than Vc. This is same as Case II. Vk will leave the neighborhood of Vc if
d0

k ? |dT
k | [ R. Vk can only leave the neighborhood of Vc by surging ahead. For

this, the condition is, dT
k ? d0

k [ R as in Case III.
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The duration of a link between two vehicles Vk and Vc is T. It can be observed
that volatility of a link depends directly on variation in mobility which is deter-
mined by rv

2. Higher lv and rv
2 induces faster rate of change of the neighborhood of

a vehicle. Thus, high vehicular densities and traffic turbulence make the link
volatile. High relative speeds in the same lane that characterize traffic turbulence
also make the link transient. In free flow conditions, same lane neighbors have
long duration links though, as expected, the links between vehicles moving in
different directions have small term relationships.

The neighborhood may also change due traffic perturbations like phantom jams,
lane change, lane merge etc. The neighborhood changes abruptly at an intersection
or junction. New vehicles join and some current neighbors leave in very small time
duration. Let X(t) be the number of vehicles on the road at time t with total number
of vehicles arriving on the road in the semi closed time interval (0, t] be N(t). The
number of departures from the road at different junctions would be N(t) - X(t).
Since, n vehicles have entered the road and each has a probability p of continuing
on the road by time t, this becomes a sequence of n Bernoulli trials.

P X tð Þ ¼ jjN tð Þ ¼ n½ � ¼
n=j

� �
pi 1� pð Þn�j; j ¼ 0; 1; . . .; n

0 otherwise

8<
:

As above, the probability distribution function of the number of vehicles on the
road at time t will have a Poisson distribution with parameter equal to

P X tð Þ ¼ j½ � ¼ exp �ktpð Þ ktp

j!

5 Simulation and Results

In this section, we present the network connectivity based simulation using
NCTUns5.0 real time traffic simulator [10] in different density of vehicles and with
respect to the transmission range and interference range of the vehicle in the
VANET environment. Furthermore, we consider the impact of traffic light junctions
and high density traffic on network connectivity with respect to the transmission
range and interference range. Vehicles are permitted to travel in the straight jacket
road at the speed limit between 30 and 120 km/hr. Initially, 40 vehicles per lane are
considered in a 1000 m distance on the road. We considered the six lane policy
system on the road, so 240 vehicles are travelling on the road. Out of 240 vehicles,
120 vehicles travelling in the one direction and other 120 vehicles travelling in the
opposite direction. The transmission range of the vehicles is fixed to be 150 m.

Figures 1 and 2 show the simulation results of the vehicular network connec-
tivity. They include the influences of the no traffic light junction, traffic light
junction, lane changing traffic and high density traffic respectively. Traffic lights
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are located at the junction of the road and the mechanism of the traffic light signal
consists of 30 s for green signal followed by 30 s for red signal and 15 s for the
yellow signal. With traffic lights the number of vehicle communication pairs
increases significantly, this is due to the bunching of the vehicles caused by the
traffic signal at the junction in Fig. 1.

From Fig. 2, the average link connection time decreases than the average link
duration in the transmission range of the vehicles in the network. For interference
range vehicles, the average link connection time decreases even when if the
average link duration time increases. This shows that the amount of delay of
vehicle during travelling by traffic signals is longer than the amount of link
connection time of vehicles at traffic light signals.

6 Conclusion

In this paper, we have presented the location based network connectivity in
VANETs for message dissemination in the vehicular network. Vehicular mobility
and network connectivity are the two important balancing parameters to enhance
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the vehicle safety in the VANETs. Average number of vehicle links, average link
duration and connection time of the vehicles are ensured that the network con-
nectivity in VANETs is maximized the efficient communication between the
vehicles.
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Proposal and Survey of Various Data
Mining Aspects in Mobile Computing
Environment

Harcharan Singh Pabla, Sukhdeep Singh, Niyati Gupta,
Palak Makhija, Prabhjot Kaur and Gurpal Singh

Abstract Data mining has its own statuary position in the communication
industry. The other term coined for data mining is knowledge discovery of dat-
abases it might be mobile databases also. The analysis and discussion of different
aspects of mining on mobile environment has been carried out in this paper. Firstly
we have proposed two mining approaches for mobile environment i.e. CSU
(Create, Select, Update) algorithm and CSA (Create, Select, Alter) algorithm.
These two algorithms are achieved by CLDC component of J2ME which has also
been discussed in the same paper. Secondly, we have proposed a new term i.e.
Ambulatory Data Mining (ADM) which is used to perform collaborative mining of
data streams in mobile environments. Wireless communication technologies like
Wi-Fi and Bluetooth, which interconnect the mobile devices, have opened doors
for collaborative mining amongst the mobile devices targeting the same applica-
tions which are used for running data mining techniques on mobile devices. This
collaborative mining has been achieved with the help of various mobile software
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agents. So, in the last section we have conducted a survey of various mobile
software agents like INTELLIMINER, PADMA, PAPYRUS, HYBRID, KEN-
SINGTON and DKN and discussed their salient features.

Keywords Mining � CSU � CSA � CLDC � Mobile software agents

1 Introduction

The embracive and extensive adoption of computers and the advancement in
Database have bestowed the abundant amount of datasets. The deviation in the
computer science have made it feasible to procure to accumulate and massive
quantity of data electronically in databases, presently in gigabytes or terabytes in a
single database only. The exuberant augmentation of data in database has evolved
a crucial need for affirmative data mining methods to device relevant information
and knowledge. Viewing the other side of coin, the evolution in the network based
computing like private intranet, internet, etc. has constituted appeal for the
development of such kinds of techniques of data mining that can emerge as a boon
in different computing environments. Few years ago, mobile enlargement to Grid
System have been progressively considered in order to support universal admit-
tance and preference to the Grid and to involve mobile devices as an appended
mobile resources [1, 2]. In the late 1980s the inculcation of data mining and
knowledge discovery appeared to scrutinize the information material of data.
Mobile devices also use it with the help of MIDLET and CLDC constituent of
J2ME [3, 4]. The major hurdle in the path of development of mobile data mining is
finding the customary mobile user behavior and pattern in ample amount of data.
Initially, the algorithms in finding the frequent user behavior pattern have been
analyzed thoroughly in the recent years. The prominent characteristics in all the
algorithms is that they make use of a particular data set and frequent item set
dwelled by the mobile user. But the area of concern that occurred in this case is
that the algorithms do not acknowledged that the behavior of mobile user changes
periodically as the time moves on.

2 CLDC & J2ME

CLDC stands for Connected Limited Device Configuration (CLDC) came out as a
J2ME standard for the development of mobile applications which re utilized with
DMS services. The main of CLDC is to implement applications of data mining in
mobile devices. Before the development of J2ME technology, its architecture was
introduced. It was also discussed that for what purpose of J2ME is developed and
how its services will be provided to the users. The highly optimized environment
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of java runtime is J2EE. The main aim of J2EE was the customer and embedded
device markets which consists of the equipment’s like Personal Digital Assistant,
cellular telephones etc. The architecture of J2ME is shown in the Fig. 1.

Configurations are the most important branch of J2ME. A configuration can be
defined as a stipulation that delineate a Java Virtual Machine and a group of APIs
that intended towards a particular class of device. This kind of stipulation is
Connected, Limited Device Configuration. The CLDC stipulates the devices which
contain less than 512 kb of RAM attainable for the java system and a restricted
network connection. It also stipulates, a stripped down virtual machine, which is
called as KVM, as well as a group of APIs for important application services. The
three types of packages used in J2ME are java.io, java.lang and java.util package.
Another package which is used for implementation of Generic Connection
Framework is javax.microedition.io; it is specifically used for establishment of
network connections.

There are already thousands of games present which totally rely on the concept
of J2ME and especially with the youth generation. In order to develop new mobile
applications, there was an urgent need of object oriented programming languages
which is fulfilled by Java. Configurations implements the basic functionality and a
path to provide efficient flexibility, but there is one drawback as no services are
provided for the management of life cycle of application, user interface, modifying
and managing data on the device and the absolute approach to information stored
on the network [5]. The CLDC position in J2ME Architecture is shown in the
Fig. 2.

Fig. 1 J2ME architecture
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3 Proposed CSU and CSA Algorithms

In this paper we are also proposing two techniques i.e. CSU [6] and CSA [6] viz.
Create Select Update and Create Select Alter based data mining techniques for
mobile computing environments.

CSU (Create Select Update) Algorithm:
Step1: Select the data source on which mining has to be performed.
Step2: Create table tablename Column 1 Data Type 1, Column 2 Data Type 2
,….., Column n Data Type n with condition from data source selected in Step1.
Step3: Insert into tablename Value 1, Value 2,…,Value n.
Step4: Select Column 1, Column 2,.., Column n from data source created in Step2.
(to select all the columns). Select Column 1, Column 2,…….., Column n WHERE
condition from data source created in Step2. (to select the specified columns).
Step5: Update tablename set Column 1 = Value a1, Column 2 = Value a2,………,
Column n = Value an (to update all the rows). Update tablename set Column 1 =
Value a1, Column 2 = Value a2,………, Column n = Value an WHERE condition
(to update the specified rows).
Step6: Apply CLDC profile.
Step7: Establish the connection.
Step8: According to the requirement apply J2ME packages.
Step9: Using Wireless tool kit see the results on simulator.
Step10: Apply the best Data mining techniques available.
Step11: Finish.

CSA (Create Select Alter) Algorithm:
Step1: Select the data source on which mining has to be performed.

Fig. 2 CLDC in J2ME
architecture
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Step2: Create table tablename Column 1 Data Type 1, Column 2 Data Type
2,…….., Column n Data Type n with condition from data source selected in Step1.
Step3: Insert into tablename Value 1, Value 2,………, Value n.
Step4: Select Column 1, Column 2,…….., Column n from data source created in
Step2. (to select all the columns). Select Column 1, Column 2,…….., Column n
WHERE condition from data source created in Step2. (to select the specified
columns).
Step5: Alter table tablename add Column A1 data type A1, Column A2 data type
A2,……, Column An data type An. Alter table tablename modify Column A1 data
type A1, Column A2 data type A2,……, Column An data type An. Step6: Apply
CLDC profile.
Step7: Establish the connection.
Step8: According to the requirement apply J2ME packages.
Step9: Using Wireless tool kit, see the results on simulator.
Step10: Apply the best Data mining techniques available.
Step11: Finish.

4 Proposed Ambulatory Data Mining (ADM)

Wide range of opportunities has been created to perform data analysis task with
continuous advancement in the field of Mobile devices including smart phones.
This data analysis task is performed in an ad hoc computing environment which
includes number of computational devices such as smart phones or sensors and the
applications which run on such devices used for mining and analysis. Then all
devices should use a common platform like we have Java Agent Development
Framework that is JADE [7] which will be running on all the devices. Then one of
these device will initiate the computational task. This same device is responsible
for firing mobile software agents. These mobile software agents roam in an ad hoc
network formed and perform the following three tasks:

1. It will search for the available applications on the devices in the network.
2. It will discover the computational capabilities of all the devices in a network.
3. It will also search for the available data sources in a network.

Agents after performing the above three tasks will divide the tasks into sub
tasks to perform the initiated task. This division will be a collective decision based
on certain criteria like proximity to the source of data, the available applications to
perform the process, etc. When we collaboratively perform the mining task with
the help of different devices connected in an ad hoc network then we use following
types of software agents [8]:

1. There are certain agents which are already there on the mobile device or are
distributed over the network when mining task is initiated.
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2. Then we have second type of agents which are used to process available
techniques and data sources and also used to find out the available computa-
tional resources in a network.

3. Third type of agents are the agents which roam in the network and collaboratively
reach the final decision by consulting the different mobile agent miners available in
the network.

Based on the above agents following are the steps that will be carried out in
Ambulatory Data Mining (ADM) [8]:

1. Mining task is given an initiation call.
2. All the available mobiles are collected and an ad hoc network is formed.
3. Then data sources and the respective computational sources will be searched for.
4. Then the available techniques will be analyzed and out of all best technique

will be selected to perform the mining task.
5. Then we will decide which mobile agent is to be kept stationary and which is to

be kept in a mobile state.
6. Mining will be performed on the streaming data with the help of mining

models.
7. If the model fails to supplement the desired result then next model is chosen

and if it produces the desirous results then the results are forwarded back to
decision maker agents.

5 Survey of Mobile Software Agents for Distributed
Data Mining in Mobile Environment

Here we are trying to examine the use of mobile software agents for distributed
data mining in mobile environment. We have shown a survey of a variety of
present mobile software agents based Distributed Data Mining systems like
INTELLIMINER, PADMA, PAPYRUS, HYBRID KENSINGTON and DKN and
also have mentioned their significant characteristics. Flexibility and self-suffi-
ciency of mobile software agents make them an appropriate tool form software
deployment in mobile environment. In centralized data mining method, every bit
of data should be actually placed at the same position. The raise in data production
needs that large amount of data be communicated to a central location where the
data would be mined.

For mobile networks, communication takes more power and therefore com-
municating big quantity of data over extensive distances is not a viable option.
This method also takes an elongated response time. Using a centralized method for
mining data which came into existence by distributed applications does not fulfill
with the distributed computing concept thereby can’t make use of distributed
resources fully [9].
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Distributed Data Mining (DDM) is a technique that permits data to be mined in
a distributed style. The data analysis is done locally and a global data model is
made by joining the local results [10]. Distributed Data Mining removes the need
to combine data that is distributed, which help avoiding several issues like privacy
of data and communication [11].

There has been a quantity of job on the performance examination of the agent-
based systems when equated to the conventional DDM systems. The conventional
systems were based on the method of sending all data to a centralized repository
where it was mined. The agent based system had agents which used to go to the
distant data site, computed local models which were then sent to a centralized
position for producing the final result.

A bunch of work has been done and is still being done in the field of agent-
based DDM systems. Software agent technology is rising as the most capable
technology to supply to the requirements of DDM. All the agent-based systems
discussed here have a roughly alike architecture having local data agents con-
ducting data mining job at an information source, an organization and management
mechanism to see agent’s access to the data source and an approach to unite and
present details.

Generally all the systems were planned for DDM activities carried out over the
Internet with the exemption of the Papyrus system which was created for clusters,
meta- clusters and super-clusters of work stations. Most of the systems are made
using Java, thereby they are platform independent.

Comparison between different types of DDM systems:

DDM system name Platform Characteristics

INTELLIMINER JAVA • Support distributed do all loop primitive over
clusters of SMP workstation

• Its network type is internet
PADMA C++ • Backs up for SQL based requests

• Parallel data access process
• Its network type is internet

PAPYRUS JAVA AGLETS • Approach selection support
• Provides a layered architecture
• Its network type is clusters

HYBRID DAME • Cost matrix
• Allocation time is better
• Its network type is internet

KENSINGTON JAVA • Identifies analysis algorithms as class objects
DKN Voyager • Knowledge discovery

• Retrieval of customized information
• Mobile Agent Infrastructure
• Its network type is internet
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6 Conclusion

In our research paper, we have tried to examine distinct features and elements of
data mining on mobile environments. We have considered in our writing, two
algorithms CSU and CSA, which are attained by CLDC component of J2ME. And
for the purpose of collaborative data mining in mobile environment, we have also
explained a new terminology ADM, which is short for Ambulatory Data Mining.
To conclude our work we have compared all the data mining systems for mobile
networks, on the basis of surveys done to give a detailed view about their
important characteristics.
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Ant Colony Optimization Model
for Discrete Tomography Problems

Divyesh Patel and Tanuja Srivastava

Abstract Ant Colony Optimization (ACO) algorithms have been applied to get
the solution of many hard discrete optimization problems. But ACO algorithms
have not been applied to Discrete Tomography (DT) problems yet. In this paper,
we propose a framework of ACO meta-heuristic for DT problems. Some variations
in the framework have also been discussed.

Keywords Ant colony optimization � Discrete tomography � Convex binary
matrices

1 Introduction

Discrete Tomography (DT) [1] is the reconstruction of discrete sets from its
projections. The number of projections is usually 2 to 4. The primary problem of
DT is the reconstruction of binary matrices from its row and column sums. As the
solution space is very large, some additional geometrical constraints are imposed
on the binary matrices. Mostly, convexity, connectivity and periodicity constraints
are used.

In 2001, Woeginger [2] proved that the reconstruction of an hv-convex binary
matrix from its row and column projections is NP-complete. This NP-complete
problem of reconstructing hv-convex binary matrices from two projections was
reformulated as an integer programming problem and approximated by Simulated
Annealing method by Jarray and Tlig [3] in 2010.
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Ant Colony Optimization (ACO) is a meta-heuristic used to solve hard com-
binatorial optimization problems. It is based on the foraging behavior of real ants.
History of ant algorithms starts from the early nineties. An algorithm called Ant
System (AS) [4, 5] was developed by Dorigo et al. in 1991, 96. Later improved
versions of AS were proposed. ACS [6] was proposed in 1997, ASrank [7] in 1999,
MAX–MIN Ant System [8] in 2000. These algorithms have been applied to
various optimization problems. Examples are Traveling Salesman Problem (TSP),
Quadratic Assignment, vehicle routing, graph coloring, shortest common super-
sequence, etc. We have applied the foraging paradigm of ant colonies in DT
problems and we present an Ant Colony Optimization framework for recon-
struction of hv-convex matrices from two orthogonal projections.

The present paper is divided into following sections. Section 2 describes the
basic notions of DT required in this paper. Section 3 introduces the structure of
the ACO meta-heuristic for DT problems. In Sect. 4 we give a formal description of
the ACO algorithm to obtain the solution of the problem of reconstruction of hv-
convex binary matrices from its row and column sums. Section 5 mentions some
variants that can be applied to the above proposed model. Lastly we conclude in
Sect. 6.

2 Preliminaries of Discrete Tomography

Let R ¼ r1; r2; . . .; rmð Þ and C ¼ ðc1; c2; . . .; cnÞ be non-negative integer vectors.
Denote by UðR;CÞ the class of all binary matrices A ¼ aij

ffi �
satisfying

Xn

j¼1

aij ¼ ri i ¼ 1; 2; . . .;m

Xm

i¼1

aij ¼ cj j ¼ 1; 2; . . .; n

The vectors R and C are called row and column sum vectors respectively.
Figure 1 shows a binary matrix and its row and column sums.

Let A 2 UðR;CÞ. A switching component of A is a 2 9 2 sub-matrix of A of the

form
1 0
0 1

� �
or

0 1
1 0

� �
.

By a switching operation we mean a transformation of the sub-matrix
1 0
0 1

� �

into the sub-matrix
0 1
1 0

� �
or vice versa. It is evident that by performing a

switching operation the row and column sums of a binary matrix does not change.

Theorem 2.1 [9] Let A;B 2 UðR;CÞ. Then A is transformable into B (or vice
versa) by a finite sequence of switching operations.
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A binary matrix is said to be horizontally-convex or h-convex if in each row, all
the ones are consecutive. Similarly a binary matrix is said to be vertically-convex
or v-convex if in each column, all the ones are consecutive. A binary matrix is said
to be hv-convex (or simply convex) if it is both h-convex as well as v-convex.
Examples are illustrated in Fig. 2.

To measure the convexity of a binary matrix A ¼ aij

ffi �
of size m 9 n, we

introduce the following function

f Að Þ ¼
Xm

i¼1

Xn�1

j¼1

aijai;jþ1 þ
Xm�1

i¼1

Xn

j¼1

aijaiþ1;j

Proposition 2.2 [3] Let A ¼ aij

ffi �
be an m� n binary matrix with ðR;CÞ as row

and column sum vectors respectively. Then A is hv-convex iff f Að Þ ¼ 2
Pm

i¼1 ri �
m� n or f Að Þ ¼ 2

Pn
j¼1 cj � m� n.

Reconstruction Problem (R1) Instance: Two non-negative vectors R ¼
r1; . . .; rmð Þ;C ¼ ðc1; . . .; cnÞ Task: Construct an hv-convex binary matrix A ¼ aij

ffi �
having R and C as row and column sums respectively.

3 ACO Model Building for Problem R1

ACO is a meta-heuristic in which a population of artificial ants cooperates in
determining good solutions to difficult discrete optimization problems. These
artificial ants are stochastic solution building subroutines which probabilistically
construct a solution for the optimization problem. These ants iteratively add
solution components to partial solutions by using (i) the heuristic values of the
problem instance, and (ii) the pheromone trails which change dynamically at
runtime reflecting the ants acquired search experience.

Reconstruction problem R1 can be formulated as a maximization problem
given by

Maximize f Að Þ ¼
Xm

i¼1

Xn�1

j¼1

aijai;jþ1 þ
Xm�1

i¼1

Xn

j¼1

aijaiþ1;j ð1Þ

R

1 0 1 1 0 3
0 0 1 0 1 2
0 1 0 1 0 2
1 0 1 1 1 4
1 1 0 1 1 4

C 3 2 3 4 3

Fig. 1 A 5 9 5 binary
matrix and its row (R) and
column (C) sums
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subject to
Xn

j¼1

aij ¼ ri i ¼ 1; 2; . . .;m ð2Þ

Xm

i¼1

aij ¼ cj j ¼ 1; 2; . . .; n ð3Þ

aij 2 0; 1f g ð4Þ

The above reconstruction problem of DT can be written as a maximization
problem S; f ;Pð Þ, where S (set of candidate solutions) is the set of all binary
matrices of order m 9 n, f is the objective function given by Eq. (1) and P is the
set of constraints given by Eqs. (2), (3), (4).

The objective is to find a binary matrix A 2 S satisfying the constraints given by
P having maximum objective function value.

In order to apply ACO, the optimization problem ðS; f ;PÞ is characterized by
the following parameters:

Parameters Description

C ¼ C1;C2; . . .;CNf g C is the set of feasible matrices
L ¼ flCiCj : Ci;Cj 2 �Cg L is the set of possible transformations (by switching operations)

between the matrices in �C � C
P � PðC; LÞ P is the set of problem constraints imposed on the elements of the sets

C and L
s ¼ ðCi; . . .;CjÞ s is a state of the problem defined by a finite sequence of the elements in

set C
P P is the set of all possible sequences over the elements of C
�P �P is the set of all feasible sequences with respect to the constraints P.

Thus �P � P
Neighbor states Two states s1 and s2 are neighbors if s1 can be reached from s2 or vice

versa using only one switching operation (i.e. if Ci is the last matrix in
the sequence defining state s1 then there must exists a matrix Cj 2 C
such that lCiCj 2 L and state s2 ¼ ðs1;CjÞ)

Ns Ns is the set of all neighbors of state s. It is called neighborhood of s
u u is a solution state if u 2 �P and satisfies all the problem’s requirements

The graph GðC; LÞ gives a representation of the above defined discrete
optimization problem where C is the set of vertices and L is the set of edges.

1 1 0 0 0 1 0 1 0 1 0 0

0 1 1 0 1 1 0 1 1 1 1 0

1 0 0 0 1 0 1 1 1 1 1 1

0 1 1 1 1 0 1 0 0 0 1 0

h-convex v-convex hv-convex

Fig. 2 Examples of h-convex, v-convex and hv-convex binary matrices
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Feasible paths on the graph G lead to the solution of our maximization problem.
ACO algorithms can be used to find the feasible paths leading to the solution. ACO
algorithm uses artificial ants to solve the optimization problem with the aid of
above defined graph representation. Artificial ants have the following properties:

• An ant searches for optimal feasible matrix by moving through the graph G.
• An ant i has a memory Mi which can be used to store information of the path it

followed so far.
• An ant i has a start state si and termination conditions ei.
• An ant in a particular state can move to only its neighboring feasible states using

probabilistic decision rules.
• While moving from one state to another, ants build the solution in an incre-

mental way. Ants stop when any of the termination conditions is satisfied.
• The ant’s probabilistic decision rule is defined as a function of (i) the pheromone

trails of the available nodes and the heuristic values, (ii) the ant’s memory, and
(iii) the problem’s constraints.

• Ants update pheromone trail sij on the edge ði; jÞ after moving from node i to
node j.

• After reaching a solution, an ant can travel backwards (in order to help in finding
the shortest path) on the same path with the help of its memory and update the
pheromone trails on the edges it traverses.

There is also an additional procedure other than the ants activities called as
pheromone trail evaporation. This evaporation procedure is the process of reducing
the pheromone trail intensity over time on the edges of the problem graph.
Pheromone evaporation is required so that the algorithm do not converge too
rapidly to a sub-optimal region.

Thus the ant’s behavior is summarized as follows. Ants concurrently move
through the neighbor states of the problem by moving along the adjacent nodes of
the graph. Ants travel by making a stochastic decision based on the pheromone
trails and the heuristic values. In this whole process, ants incrementally construct
the solutions to our optimization problem.

The ACO meta-heuristic algorithm is described below:

function ACO()

initialization()

while(termination condition is not satisfied)

for each ant repeat

antcycle()

end for

pheromone evaporation()

end while

end function 

function antcycle() 

initialize ant() 

move to next state based on stochastic decision policy() 

evaluate solution() 

update pheromone trails() 

update ant memory() 

end function() 
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Discrete tomography problems are readily transformed into graph theory
problems and ACO method is well suited for graph theory problems because of
their multi-agent feature. So ACO is an ideal algorithm for DT problems. Also due
to the multi-agent feature of ACO paradigm, more area of feasible region can be
explored yielding better optimal solution value qualitatively. Further in ACO the
search for the optimal solution proceeds in multi-dimension in the sense that
multiple ants choose multiple nodes of the graph during their journey. Also ants
communicate indirectly among themselves in order to move to the next node in the
graph. These are the significance and advantages of using ACO to search for the
solution of an optimization problem represented by a graph.

4 Solution of R1 Based on ACO Model

According to the parameters introduced in Sect. 3, the reconstruction problem R1
can be described as:

Let C be the set of binary matrices of order m 9 n having H 2 N
m;V 2 N

n as
the row and column projections respectively. Let L be the set of transformations or
connections among the matrices in C such that matrices Ci and Cj are connected if
and only if Ci can be obtained from Cj or vice versa by a single switching
operation. Associated with each matrix Ci 2 C, there is a heuristic value given by
the objective function value f ðCiÞ which is used in the stochastic decision policy
by the ants. So the reconstruction problem is to find a matrix C0 2 C in the
graph GðC; LÞ such that f ðC0Þ is maximum. According to theorem 2.1, any matrix
M 2 UðH;VÞ can be transformed to the matrix we seek, i.e. an hv-convex matrix
M0 2 UðH;VÞ. Thus ACO can be adapted easily to solve this reconstruction
problem. Hence it is an appropriate algorithm for Discrete Tomography problems.

In the following we explain the working of ACO paradigm for the problem R1.
Starting state of all the ants is a state of unit length, i.e. ants start from a state
consisting of a single feasible matrix. This matrix is called initial solution of the
problem. Initial solution matrix C1 is obtained by the classical Ryser’s algorithm.
All the ants start from this matrix C1. Matrix C1 is added to the ants memory and
objective function value is calculated for matrix C1. Then ants enter a cycle which
lasts until termination condition is not satisfied, i.e. until an ant reaches an
hv-convex feasible matrix.

During each step of the ant cycle, an ant situated on node i considers the
feasible neighbor states, computes their transition probabilities, and applies its
decision policy for choosing the next node to move to. It then moves to the new
node j and updates its memory as well as the pheromone trail value sij. In the
process, the solution is evaluated for the optimal value and also the pheromone
evaporation function is invoked. As in this reconstruction problem we only seek an
hv-convex feasible matrix, we stop the algorithm once an ant reaches a node
representing an hv-convex matrix.
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The values of pheromone trail sij on the connection lij represents the desirability
of moving to node j from node i. The pheromone trail information is changed by
the ants to reflect their experience during their journey through the graph
G. Pheromone trail information is more useful in finding the minimum number of
transformations (in terms of switching operations) from the initial matrix solution
to the optimal hv-convex matrix.

The memory of each ant contains the already visited nodes and some other
useful information depending upon the problem. By exploiting its memory, an ant
can avoid nodes that are already visited. This prevents an ant to fall into a loop.
The memory of an ant can also be used to find the length of its tour from initial
solution state to optimal solution state and to travel the same path backwards in
case of finding the shortest path from the initial node to the optimal node.

The probability Pk
ij with which an ant k at node i selects node j 2 Nk

i to move to
is given by the following probabilistic decision rule:

Pk
ij ¼

ðsijÞa½f Cj

ffi �
�bP

t2Nk
i
ðsitÞa½f Ctð Þ�b

where Nk
i � Ni is the feasible neighborhood of node i for ant k, a and b are

parameters to vary the relative weight of pheromone trail sij on edge (i, j) and
heuristic value f ðCtÞ associated with node t respectively.

After moving from node i to node j, an ant k deposits a quantity of pheromone
given by Dsk ¼ f Cj

ffi �
� f ðCiÞ on the connection lij that it has used. Thus phero-

mone trail value for the edge (i, j) is updated as

sij  sij þ Dsk

Pheromone evaporation is applied to all edges lij of graph G by the following
rule:

sij  ð1� qÞsij

where q 2 ð0; 1� is the decay coefficient for pheromone trail.

5 Some Variations to the ACO Model

i. All the ants are starting from a single matrix obtained by Ryser’s algorithm. So
the first variation we can have is that to start the algorithm from different
starting matrices. This can be achieved by a variation in the Ryser’s algorithm.
Ryser’s algorithm constructs a feasible matrix by constructing the columns in
the order 1; 2; . . .; n. We can have n! different permutations of the indices of
columns to construct the initial matrix. So ants can start from different starting
matrices obtained by using permutation of columns. By having different starting
matrices we can get the solution much faster than all the ants starting from a
single matrix.
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ii. In order to get the required solution (i.e. an hv-convex matrix) in minimum
number of switching operations from the initial matrix, ants on reaching the
solution node have to travel back to its starting node using its private memory.
Thus in the process depositing more amount of pheromone on the shortest path
between the initial and the final nodes. This makes the shortest path more
favorable for the future ants to pass through.

iii. If we are not strict about obtaining an absolute hv-convex matrix or we only
require a nearly hv-convex matrix then we can actually get the solution much
faster. We can halt the algorithm and get the solution as soon as within the
desired value of convexity measure is achieved. This can be done by
appending a termination condition on the value of the objective function.

iv. This algorithm can be applied to reconstruct binary matrices of other classes as
well. By changing the objective function used in the algorithm, we can get
matrices of a desired class of binary matrices.

6 Conclusion

In this paper, we have given a brief description of a framework of Ant Colony
Optimization method applicable to Discrete Tomography problems. We have then
given a formal description of the ACO algorithm to the DT problem of recon-
struction of an hv-convex binary matrix from its row and column sums. Some
variants to the ACO model have also been discussed. Further work can be done in
the analysis of parameter settings in a problem specific as well as general
framework. Moreover comparison of ACO algorithm with other heuristic algo-
rithms is also a direction for further research.
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Object Recognition Using Gabor Wavelet
Features with Various Classification
Techniques

Divya Sahgal and Manoranjan Parida

Abstract Object recognition is a process of detection and recognition of certain
classes of objects like chairs, guitars, buildings etc., from an image or video
sequence. Various researches have been done till now for extraction of object’s
features from real-world images using various approaches varying from appearance
based approaches like PCA, LDA, ICA, moment invariant, shape context, SIFT etc.
or model based approaches. We used a well known model based approach ‘‘Gabor
wavelet transform’’ to extract the features. Gabor wavelets exhibit desirable
characteristics of spatial locality and orientation selectivity. It has several advan-
tages against robustness, illumination, multi-resolution, and multi-orientation.
Classifications of objects are important areas in a variety of fields, such as pattern
recognition, artificial intelligence and vision analysis. So using the Gabor wavelet
features classification is done by various well known classifiers like KNN, Neural
Network (NN), SVM, and Naive Bayes classifiers. So results are compared using
these classifiers as well we have given various pros and cons for these methods.

Keywords Gabor wavelet � KNN � SVM � NN � Naive bayes

1 Introduction

Introduction goes here Object detection and recognition has attracted significant
attention over the past few years in the field of computer vision, pattern recognition
and image processing [1–3]. Object detection approach first came into existence in
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1974 by Yoram Yakimovsky, who provided automatic location of objects in digital
images [2]. It is a process of detection and recognition of certain classes like guitars,
buildings etc. in image or video sequence. Humans are capable of recognizing the
world around them based on the visual clues which they perceive from the envi-
ronment with little effort, despite the fact that the image can contain objects of
many different sizes/scales or they can be translated or rotated and can vary in
different viewpoints [4, 5]. Various researches have been done till now for detection
of objects from real-world images [2, 6], objects from noisy images [3, 7], objects
from videos [8, 9], objects moving in space [1] and also tracking multiple objects
[10]. Various approaches like feature classification [6], combination of appearance,
structural and shape features [10], viewpoint independent object detection [9],
wavelet transform methods [7] were adopted for efficient object detection.

The computer vision literature is rich with approaches in solving the object
recognition problem and based on the applied features these methods can be sub-
divided along many different lines on the basis of architecture point of view such as:
Appearance-based approaches, which are directly based on images and extracts
features corresponding to a particular appearance of the object, which is usually
captured by different two-dimensional views of the object-of-interest. Appearance-
based methods span a wide spectrum of algorithms, such as Edge matching [11],
Gradient matching, Corners [11], Moment Invariants [12], Shape Context [12],
Linear Analysis which includes Principal Component Analysis (PCA) [13], Inde-
pendent Component Analysis (ICA) [14] and Linear Discriminant Analysis (LDA)
[15] and Non-Linear Analysis which are kernel based methods and have been
successfully applied to solve pattern recognition problems because of their capacity
in handling nonlinear data includes methods such as Kernel Principal Component
Analysis (KPCA) and Generalized Discriminant Analysis (GDA). Several other
methods have been proposed for feature detection, among which the most popular is
the Harris corner detector [2], Shi-Tomasi features, SIFT features, and Maximally
Stable Extremal Regions [12] and Model-(or shape-, or geometry-) based approa-
ches, the information about the objects is represented explicitly.

In this paper we select commonly used method Gabor wavelet (GW) method
for feature extraction. Gabor wavelet had been used in the past for object detection
in Infrared images [16], 3D object recognition in [17], and object tracking in [18].
The main aim to use Gabor wavelets is due to their multi-resolution, multiorien-
tation properties. For recognition many different classifiers have been employed
over the years like KNN, Neural Network (NN), GMM, HMM, SVM, LDA.

In our work, we focus on image-based object recognition, in which the goal is
to determine what category or class an image belongs to, by using complete image
means extracting the Gabor Wavelet features from whole image. In our work we
used NN classifier which uses GW features obtained from whole image and its
performance analysis is carried out with respect to KNN, Naive Bayes, and SVM
classifiers. The model presented in this paper is effectively used to achieve com-
putationally efficient object recognition as shown in Fig. 1.

The organization of this paper is as follows. Section 2 describes review of
Gabor Wavelet feature extraction method. This section gives a brief discussion on
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Gabor Wavelet method, which is used in our work in feature extraction for object
recognition. Section 3 discusses various classifiers and their pros and cons which
have been used for comparison. Section 4 will present the experimental results;
here we have shown the results of various recognition systems. Lastly in Sect. 5
the concluding remarks and future work are stated.

2 Feature Extraction

In our work we select commonly used method Gabor Wavelets (GWs) with good
characteristics of space-frequency localization are commonly used for extracting
local features for various applications like object detection, recognition and track-
ing. Motivated by biological findings on the similarity of two-dimensional (2D)
Gabor filters there has been increased interest in deploying Gabor filters in various
computer vision applications and to texture analysis and image retrieval. The gen-
eral functionality of the 2D Gabor filter family can be represented as a Gaussian
function modulated by a complex sinusoidal signal. In our work we use a bank of
filters built from these Gabor functions for texture feature extraction. The Gabor
wavelet representation of an image is the convolution of the image with a family of
Gabor Wavelets [19]. Gabor wavelets detect the edge detector, face region and facial
features regions. GWs use Gabor functions which was first proposed in 1946 by
Dennis Gabor [8]. Gabor transform is the short-time Fourier transform, used to
determine the sinusoidal frequency and phase content of a signal which changes with
time [20]. A complex Gabor filter is defined as the product of a Gaussian kernel times
a complex sinusoid which is then transformed with a Fourier transform to derive the
time–frequency analysis and is defined as [21].

Wu;v Zð Þ ¼ r2 Ku;v

ffiffi ffiffiffiffi ffiffi2 Zj jj j2

e
2r2 � Ku;v

�� ��2
Zk k2

e�iKu;vZ � e�r2=2½ � ð1Þ

where e-iK
u,v
Z is a complex plane wave and e-r2/2 is a term compensates for the

DC value which makes the kernel DC-free [22]. The parameter z ¼ x; yð Þ indicates
a point with horizontal and vertical coordinate of image obtained after Otsu
thresholding. The operator || || denotes the norm operator. Parameters u and m
defines the angular orientation and the spatial frequency of the Gabor kernel where
m determines scale of kernel. The standard deviation of Gaussian window r = 2p.
The wave vector ku,v is

Fig. 1 Proposed model for
object recognition
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Ku;v ¼ Kvei/u ð2Þ

where kv ¼ kmax=fv and /u ¼ up=4 with u 2 f0; . . .; 3g if four different orienta-
tions are chosen. The maximum frequency kmax ¼ p=2 and the spatial factor f ¼ffiffiffi

2
p

with m ¼ f0; ::; 3g if four different scales are chosen.
To extract the features from images using GW following steps are carried out

(shown in Fig. 2):

Step 1: Create Gabor Wavelet filter and set the parameters for Gabor wavelet such
as Gabor kernel size is 24*24, orientations 0, p/4, p/2, 3p/4 and scales 0,
1, 2, 3.

Step 2: Gabor kernel is composed of real and imaginary parts with 4 orientations
and 4 scales (shown in Figs. 2, 3).

Step 3: Now convert an input image to Gray scale and reduce its size to 40 9 40.
Step 4: Convolve the image with real and imaginary part of Gabor filter

separately.
Step 5: Calculate magnitude using Real and Imaginary values obtained from Step

3.
Step 6: Repeat the above steps for all the images. So feature vector of size

25600 9 1 (4 9 4 9 40 9 40) containing magnitude response corre-
sponding to each image is obtained.

3 Recognition

In machine learning and statistics, classification is the problem of identifying
which of a set of categories (sub-populations) a new observation belongs, on the
basis of a training set of data containing observations (or instances) whose cate-
gory membership is known. For recognition many different classifiers have been
employed over the years like KNN, Neural Network (NN), GMM, HMM, SVM,
LDA. We have used Naive Bayes, SVM, KNN and multi-Perceptron Neural
Network classifiers which are explained as under with their pros and cons.

The Naïve Bayes Classifiers are based on Bayesian theorem with strong (naive)
independence assumptions and is particularly suited when the dimensionality of
the inputs is high. Despite its simplicity, it can often outperform more sophisti-
cated classification methods. A more descriptive term for the underlying proba-
bility model would be ‘‘independent feature model’’. In simple terms, a naive
Bayes classifier assumes that the presence (or absence) of a particular feature of a
class is unrelated to the presence (or absence) of any other feature, given the class
variable [23, 24].

Pros: Easy to implement.

• Good results obtained in most of the cases.
• Fast.
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• Induced classifiers are easy to interpret.
• Robust to irrelevant attributes.
• Uses evidence from many attributes.

Cons:

• Assumption: class conditional independence, therefore loss of accuracy.
• Practically, dependencies exist among variables. E.g., hospitals: patients: Pro-

file: age, family history etc. Symptoms: fever, cough etc., Disease: lung cancer,
diabetes etc.

• Dependencies among these cannot be modeled by Naïve Bayesian Classifier.
• Low performance ceiling on large databases.

k-Nearest neighbour classifiers (KNN): In pattern recognition, the K-nearest
neighbour algorithm (k-NN) is a method for classifying objects based on closest
training examples in the feature space. k-NN classification is one of the most
fundamental and simple classification methods and should be one of the first
choices for a classification study when there is little or no prior knowledge about
the distribution of the data. It is a type of instance-based learning, or lazy learning
where the function is only approximated locally and all computation is deferred
until classification. KNN classification was developed from the need to perform
discriminant analysis when reliable parametric estimates of probability densities
are unknown or difficult to determine [25, 26].

Fig. 2 The real part of 4 9 4
Gabor wavelets

Fig. 3 The imaginary part of
4 9 4 Gabor wavelets
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Pros:

• Simple to implement and easy to compute.
• Flexible to feature/distance choices.
• Straightforward logic.
• Naturally handles multi-class cases.
• Fast training.
• Excellent performance on a wide range of tasks.

Cons:

• Large search problem to find nearest neighbours.
• Basic method.
• It is not sensitive to complex patterns unless extended to include more than just

nearest neighbours.

SVM classifiers were relatively new concept having nice generalization
properties. They are hard to learn—learned in batch mode using quadratic pro-
gramming techniques. Using kernels can learn very complex functions. Origi-
nating from the hyperplane classifier proposed in [27], the support vector machine
(SVM) has been greatly developed and widely applied in machine learning, clas-
sification and pattern recognition ever since. The original SVM algorithm was
invented by Vladimir N. Vapnik and the current standard incarnation (soft margin)
was proposed by Vapnik and Corinna Cortes in 1995. Support vector machine
(SVM) [28] is the youngest part in statistical learning theory. It is a concept in
statistics and computer science for a set of related supervised learning methods
that analyze data and recognize patterns, used for classification and regression
analysis. The standard SVM takes a set of input data and predicts, for each given
input, which of two possible classes forms the input, making the SVM a non-
probabilistic binary linear classifier. Given a set of training examples, each marked
as belonging to one of two categories, an SVM training algorithm builds a model
that assigns new examples into one category or the other. As a classifier, Support
Vector Machines (SVM) are used to cluster data into two classes by finding the
maximum marginal hyperplane that separates one class from the other by Boser
et al. [27]. The margin of the hyperplane, which is maximized, is defined by the
distance between the hyperplane and the closest data points. The data points that
lie on the boundary of the margin of the hyperplane are called the support vectors.
SVMs have been used for multi-class classification problems [29]. Many publicly
available SVM packages at http://www.kernel-machines.org/software.

Pros:

• Kernel-based framework is very powerful, flexible.
• SVMs work very well in practice, even with very small training sample sizes.
• Often a sparse set of support vectors—compact at test time.
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Cons:

• No ‘‘direct’’ multi-class SVM, must combine two-class SVMs.
• Computation, memory.
• During training time, must compute matrix of kernel values for every example

pair.
• Learning can take a very long time for large-scale problems.
• Can be tricky to select best kernel function for a problem.

Neural Network Classifier is a quiet old technique. It can easily be learned in
incremental fashion. To learn complex functions—use multilayer perceptron (not
that trivial). An artificial neural network (ANN), also called a simulated neural
network (SNN) or commonly just neural network (NN) is an interconnected group of
artificial neurons that uses a mathematical or computational model for information
processing based on a connectionist approach to computation. In most cases a NN is
an adaptive system that changes its structure based on external or internal infor-
mation that flows through the network [30]. The earliest work in neural computing
goes back to the 1940s when McCulloch and Pitts introduced the first neural network
computing model. In the 1950s, Rosenblatt’s work resulted in a two-layer network,
the perceptron, which was capable of learning certain classifications by adjusting
connection weights. Although the perceptron was successful in classifying certain
patterns, it had a number of limitations. The perceptron was not able to solve the
classic XOR (exclusive or) problem. Such limitations led to the decline of the field of
neural networks. However, the perceptron had laid foundations for later work in
neural computing. In the early 1980s, researchers showed renewed interest in neural
networks. Recent work includes Boltzmann machines, Hopfield nets, competitive
learning models, multilayer networks, and adaptive resonance theory models [31]. In
more practical terms neural networks are non-linear statistical data modelling tools.
They can be used to model complex relationships between inputs and outputs or to
find patterns in data. There are various types of neural networks. Explanation of all
these types will not be possible due to constraint in space. We are using specific type
of neural network ‘‘The Multi-layer Perceptron (MLP)’’ for our object recognition
system [30].

Pros:

• Can learn more complicated class boundaries.
• Fast application.
• Can handle large number of features.

Cons:

• Require Rigorous training.
• Hard to interpret.
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4 Experimental Results

We experiment our work using 32-bit OS, MATLAB 7.9.0 and processor used is
Intel (R) Core (TM) 2 Duo CPU T6570 with a speed of 2.10 GHz. Here we are
presenting the extensive performance evaluation of various recognition methods.
The experimental work is performed on samples of the dataset consists of images
of various objects. It contains a total of 9146 images of objects belonging to 101
categories (including faces, watches, ants, pianos, chairs, guitars, etc.). Most
categories have about 50 images with the size of 300 * 200 pixels. It is intended to
facilitate Computer Vision research and techniques. It is most applicable to
techniques interested in recognition, classification, and categorization. In our
research work we have included 10 different objects classes from dataset selecting
all the images present in the selected classes. We have included objects classes
such as Butterfly, Ketch, Garfield, Gramophone, Electric Guitar, Hedgehog,
Mandolin, Menorah, Panda, and Pyramid. Fifteen exemplars were chosen

Fig. 4 Images of objects used in training our system for object recognition
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randomly from each of the 10 object classes for training and remaining images are
chosen for testing, yielding a total 644 exemplars. The no of images originally
contained in dataset in each class are 81 images in Butterfly class, 34 in Ketch, 51
in Garfield, 75 in Gramophone, 54 in Electric Guitar, 114 in Hedgehog, 43 in
Mandolin, 87 in Menorah, 38 in Panda, and 57 in Pyramid. Therefore it consists of
a total of 644 images. Out of these 150 images are used for training and rest 494
images are used for testing. Figure 4 shows some of the images used for training.
In Fig. 5 we have shown some objects and their corresponding magnitude response
which is set as feature vector for training as well as recognition.

After calculating feature vectors we train our system with 150 feature vectors
(object images) and then test 494 object images and results are shown in Table 1.
The results have been compared for various systems such as Neural Network,
KNearest Neighbour, Support Vector Machine, and Naive Bayes. With Neural
Network approach we are able to obtain 65.79 % Recognition Rate or we can say
65.79 % of test objects were correctly classified as shown in Table 1. It can be
seen that Neural Network system gives highest performance in comparison to
SVM, Naive bayes and KNN systems having performance such as 51.62, 45.34
and 44.33 % correspondingly.

Fig. 5 Images of some
objects and their
corresponding magnitude
response image of size
25600*1. a butterfly object,
b garfield object,
c gramophone object
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5 Conclusion

The object recognition has been used in several application fields, in high defi-
nition video [32], for high-resolution satellite images [33], in driver assistance
systems [34], Automatic Target Detection and Recognition, Autonomous Robots,
Vehicle navigation and obstacle avoidance, Industrial Visual Inspection, Face
Recognition, Medical Image Analysis [35], Optical character recognition, Web
search, Searching image databases, Online dating, Security, Airport baggage
screening and Car safety systems [36]. Object recognition has proven to be a
significantly difficult challenge especially with the complexity of real world data,
in which there is great variation in both the appearance of objects within a single
object class (e.g., mugs may come in many shapes and colors), and in the
appearance of the same object under various circumstances (e.g., the same object
can appear different with changes in pose, size and lighting). The varying
appearances and circumstances can extremely change the pixel values in an image
for the same object. So variations in geometry, photometry and viewing angle,
noise, occlusions and incomplete data are some of the problems with which object
recognition systems faced.

Gabor wavelets exhibit desirable characteristics of spatial locality and orien-
tation selectivity. As described earlier this approach has several advantages against
robustness, illumination, multi-resolution, and multi-orientation. These extracted

Table 1 Comparison of results with various systems

System Total images
corresponding
each object
class

K-Nearest
neighbour
classifier
(no. of
correctly
classified
object
images)

Naïve
Bayes
classifier
(no. of
correctly
classified
object
images)

Support vector
machine classifier
(no. of correctly
classified object
images)

Neural
network
classifier
(no. of
correctly
classified
object
images)

Butterfly 76 21 19 27 39
Garfield 19 6 8 6 11
Gramaphone 36 11 14 5 12
Electric guitar 60 11 18 21 32
Hedgehog 39 21 29 22 21
Ketch 99 54 53 71 86
Mandolin 28 9 18 13 20
Menorach 72 51 31 52 62
Panda 23 11 11 12 12
Pyramid 42 24 23 26 30
Average (% age

of correctly
classified
object images)

494 44.33 45.34 51.62 65.79
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features are used for classification. The results were shown for each object which
shows that the Performance of Neural Network system outperforms in maximum
of the classes compared to other systems. Object recognition can be used for
various applications such as Robotics, driver assistance systems, Airport baggage
screening and Car safety systems and so on which means that this technique can be
used for security purposes which require the Recognition Rate must be as high as
possible rate and minimum misclassification rate. So as future work we will try to
extend this work in order to reduce the misclassification rate. So, one of the biggest
challenges for the future remains to improve the performance of the system as to
achieve exceptionally good results in order to make our system much reliable.
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Cryptanalytic Attacks
and Countermeasures on RSA

Manish Kant Dubey, Ram Ratan, Neelam Verma
and Pramod Kumar Saxena

Abstract RSA cryptosystem is based on the difficulty of factoring large integers.
It is used in encryption as well as in digital signature for providing security and
authenticity of information. RSA is employed in various security applications.
RSA has been extensively analyzed for flaws and cryptanalytic attacks but it is still
considered secure due to adequate countermeasures and improvements reported. In
this paper, we present a brief overview on RSA, discuss various flaws and
cryptanalytic attacks including applicability of genetic algorithm and some
countermeasures to overcome from certain flaws and cryptanalytic attacks. The
review study shows that RSA is a most popular secure asymmetric cryptosystem
and its strength would remain intact until availability of quantum computers.

Keywords Public key cryptography � Information security � Digital signature �
Cryptanalytic attack � Countermeasure � Soft computing � Genetic algorithm

1 Introduction

Cryptography is being used in securing messages and is recognized as a core
technology for achieving ‘Confidentiality’—one of the three major goals of
Information Security, other two being ‘Integrity’ and ‘Authenticity’. Though

M. K. Dubey (&) � R. Ratan � N. Verma � P. K. Saxena
Scientific Analysis Group, Defence Research and Development Organization, Delhi, India
e-mail: kantmanish@yahoo.com

R. Ratan
e-mail: ramratan_sag@hotmail.com

N. Verma
e-mail: neelamverma123@gmail.com

P. K. Saxena
e-mail: saxenapk@hotmail.com

M. Pant et al. (eds.), Proceedings of the Third International Conference
on Soft Computing for Problem Solving, Advances in Intelligent Systems
and Computing 258, DOI: 10.1007/978-81-322-1771-8_70, � Springer India 2014

805



cryptography started as an ‘Art’ and was used in the past in a primitive manner,
major developments in cryptography, however, happened with classical paper of
Claude E Shannon [1] when he introduced the concepts of measuring information
through ‘Entropy’ and that of ‘Perfect Secrecy’. Presently, cryptography is a well
developed Science, which is multidisciplinary and has got wide applications, not
only in securing military communications but also in variety of areas including
security in Control Systems, Application Software, Data Security etc. The term
cryptology was first coined by James Howell in 1645, reported in a book by Mollin
[2]. It includes ‘Cryptography’—the science of securing information as well as
‘Cryptanalysis’—the science of extracting plain information from encrypted/
secured information without knowing the ‘Key’ and/or ‘encryption algorithm’.

Though different cryptographic schemes/methods can be classified in different
manner based on the context, but broadly these can be put in two categories as per
present encryption principles. The one is called ‘Symmetric Key Cryptography’—
where single secret key is required for encryption as well as decryption operations.
In the second category lie those cryptographic schemes/methods which require a
‘pair of keys’—one for encryption operation and the other corresponding one for
decryption operation. This is known as ‘Asymmetric Key Cryptography’. In case
of symmetric key cryptography one needs secure key management procedure for
sharing the ‘key’ between communications parties through some other means.
Whereas, in case of asymmetric key cryptography, such a thing is not required.
In fact one ‘key’ out of the ‘key pair’ is available publically and other one is totally
private, linked to the concerned party communicating. That is why, this category
of cryptography is also known as ‘Public Key Cryptography’ (PKC). The concept
of PKC was first introduced in 1976 by Diffie and Hellman [3]. The same was also
invented by Merkle [4] at the same time but appeared in 1978. Almost all
PKC concepts are based on one-way trapdoor functions. This is done to ensure that
‘one key’ (private key) out of the ‘pair of keys’ corresponding to specific person
can not be drawn from the ‘other key’ (public key), unless one knows the trap-door
function.

In 1977, three mathematicians—Ronald Rivest, Adi Shamir and Leonard
Adleman [5] of MIT invented an encryption scheme, known as RSA scheme, using
the difficulty of factorization of large integers as its base. Though the complexity
of factorization and the ideas used in RSA scheme were initially known in 1970 to
James Ellis and proved in 1973 by Clifford Cocks, while they were working in
Communications Electronics Security Group (CESG)—a branch of the British
Government Communications Headquarters (GCHQ) [6]. Also, in 1974, Wil-
liamson of GCHQ/CESG [6] described the concept of PKC in a manner almost
similar to what Diffie-Hellman proposed. These concepts/ideas have been con-
verted to practical system—RSA, which is being used extensively for many
applications in Govt. as well as commercial domain. RSA is also being used in
many security protocols such as SSL/TLS, SET, SSH, S/MIME, PGP etc. It is
being extensively used in E-Banking, Secure Telephony, Smart Cards and com-
munications in different types of Networks. In present day applications, RSA
normally uses 1024 bit integer N chosen as the product of two integers (primes)
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p and q of the size nearly equal to each other (&512 bits). It is known that the
encryption/decryption time in RSA system increases fast as we increase sizes of
integers N, p, q. Though, the security provided by the system to information
increases with increase in size of key parameters such as N, p, q, one has to accept
some trade-offs due to permissible encryption/decryption timing in specific
applications.

Due to such trade-offs and also because of the manner in which RSA has
actually been implemented, there are several attacks possible on this system.
According to Lenstra et al. [7], the results of poorly implemented random number
generators for Rivest’s ‘multiple secrets’ tends to include more often identical
prime number factors. Also, Diffie’s ‘single secret’ would never encounter such
defect. They conclude that ‘1024-bit RSA provides 99.8 % security at best’ and
cryptosystems based on the Diffie-Hellman techniques are ‘less risky’. The attacks
on RSA may be applicable due to mathematical weaknesses in its design and
inappropriate software/hardware implementation. The cryptanalysts have exploi-
ted such bugs/flaws and reported several attacks on RSA. The genetic algorithm
(GA) has also been attempted on RSA for finding keys [8]. Some of the coun-
termeasures have also been reported to defeat developed attacks. In this survey
paper, we present some cryptanalytic attacks and countermeasures on RSA.

The paper is organized as follows: In Sect. 2 we present brief of RSA algo-
rithm. In Sect. 3, we discuss certain cryptanalytic attacks along with flaws and
their countermeasures on RSA cryptosystems. Finally, the paper is concluded in
Sect. 4 followed by the references.

2 RSA Algorithm

We begin with basic construction of RSA Algorithm. Let n–bit integer N ¼ pq be
the product of two large primes p and q of almost same size. Select an integer
1\e\/ Nð Þ such that gcd e;/ Nð Þð Þ ¼ 1; where / Nð Þ ¼ p� 1ð Þ q� 1ð Þ is the
Euler totient function of N which gives number of integers 1� i\N that are
relatively prime to N. Find unique integer d satisfying ed � 1 mod / Nð Þ. Such a
d must exist since gcd e;/ Nð Þð Þ ¼ 1 and there exists k such that ed ¼ 1þ k/ Nð Þ:
These integers e and d are called encryption exponent and decryption exponent
respectively. The pair e;Nð Þ denotes ‘public key’ and is made publicly known and
d;Nð Þ denote ‘private key’ of the user. Sender encrypts message m 2 ZN with
e;Nð Þ and sends ciphertext c � me mod Nð Þ to receiver who decrypts the cipher

text with d;Nð Þ and recovers message m � cd mod N
ffi �

.
RSA is computationally highly expensive and time consuming because of

multiplications/exponentiations of larger integers. Chinese Remainder Theorem
(CRT) can be used to speed up RSA encryption/decryption known as CRT-RSA.
Instead of computing m � cd mod N, we compute mp � cdp mod p and mq � cdq

mod q, where private exponents dp � d mod ðp� 1Þ and dq � d mod ðq� 1Þ. Use
CRT to compute m � cd mod N � mp:q:q�1 mod pð Þ þ mq:p:p�1 mod qð Þ

ffi �
mod
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N 2 ZN or m � mp þ mp � mq

ffi �
q�1 mod p

ffi �
q

ffi �
mod N. Qiao and Lam [9]

proposed the use of CRT-RSA with dp � dq ¼ 2 for reducing storage space for
CRT-RSA parameters. This variant of CRT-RSA is very useful in low storage
capacities of hardware like smart card. However, Jochemsz and May [10] studied
lattice-based attacks on this variant of CRT-RSA. In addition to message confi-
dentiality, RSA algorithm is also used for signing messages to provide authenti-
cation, data integrity and non-repudiation. Sender takes message m and calculates

hash values hðmÞ and signs hash value S � ðhðmÞÞd mod N with its private key

d. Receiver computes hash value Se mod N � hðmÞd mod Ne
� �

mod N � hðmÞ
with its public key e.

RSA is a trapdoor function which is defined as f ðxÞ � xe mod N. A function is said
to be one-way if it is easy to compute but hard to invert. Here, trapdoor is d because

if function f ðxÞ is given then we can find x by xe mod Nð Þd� xed mod N � x.
Security of RSA depends on private exponent d which relies on factorization of
large integer N. If factors of N are known then one can easily calculate private
exponent d by solving above congruence. The problems of calculating private
exponent d and factorization of N are equivalent as mentioned by Boneh [11]. RSA
Problem (RSAP) can be defined as: given ðe;N; cÞ such that c � me mod N then
how can we find m? In complexity-theoretical point of view RSAP polynomial
time reduces to integer factorization problem (IFP), i.e., (RSAP B p IFP). This
means that RSA function can be solved if one can solve IFP but converse is not
known to be true. It can also be considered as NP-hard problem. Thus the main
aim of cryptanalyst is to construct a polynomial time algorithm to solve either
RSA problem or factorization problem. We study the difficulty of finding trapdoor
of RSA function on random input that implies given ðe;N; cÞ; how difficult for an
adversary is to deduce any information about m?

3 Cryptanalytic Attacks and Countermeasures

Security of RSA cryptosystem depends on the difficulty of inverting encryption
function on an average, i.e. extracting eth roots in the ring ZN as well as factor-
ization of the modulus N. Factoring modulus N is an obvious attack of RSA.
Factorization problem may be found in Jevons’s book [12].

3.1 Factoring Attack

There are several factoring methods such as Trial Division, Pollard’s p� 1
Method, Elliptic Curve Method etc. available in literature. Among these methods,
Quadratic Sieve (QS) and Number Field Sieve (NFS) [13] are most widely used
factoring methods. The General NFS (GNFS) algorithm is the fastest known
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method for factoring large integers. It factors N in sub-exponential time and the

complexity of the algorithm is ecðlogNÞ1=3ðloglogNÞ2=3Þ for c � 1:9. Both the algorithms
are based on Fermat’s ‘difference of squares’ method which depends upon the
observation that if integers x and y are such that x� y mod N and x2 � y2 mod N then
the gcd ðx� y;NÞ and gcd ðxþ y;NÞ are non-trivial factors of N with probability of
50 %. A specialized version of GNFS called Special NFS (SNFS) is also used for
factoring special number of the form re þ s. For example, 1039-bit number 21039 � 1
has been factored in 2007 [14]. As an open challenge to factorize large integers,
several RSA challenge numbers have been targeted and prize money associated to
encourage researchers. RSA-768, a 232-digit number was factored in 2010 [15].
RSA-704, a 212 digit number was factored using NFS method in 2012 [16].
Shamir proposed theoretical hardware devices TWINKLE and TWIRL in 1999 and
2003 [17, 18] to achieve seed up but most of the success reported is credited to
distributed computing in a planned and coordinated manner. The challenges of
factorizations of RSA-896, RSA-1024, RSA-1536, RSA-2048 still exist.

3.2 eth Root Attack

Suppose c � me mod N is given then m is obtained directly as m ¼
ffiffiffi
ce
p

mod N. It is
proved that breaking RSA encryption by computing eth root, assuming /ðNÞ is
known, is as hard problems as factoring N.

3.3 Common Modulus Attack

This attack can be mounted by generating different public key pairs of ith user
ðei;NÞ and different private key of ith user ðdi;NÞ with same modulus. For
example, suppose ðN; e1Þ and ðN; e2Þ be the public keys of first user and second
user respectively. The message m is then encrypted as c1 � me1 mod N and c2 �
me2 mod N. If an adversary intercepts ciphers and calculates t1 � e�1

1 mod e2,
t2 � ðt1e1 � 1Þ=e2 then one can find ct1

1 c�t2
2 ¼ m. Therefore, a modulus N should

never be used by more than one entity. In other words, prime numbers used to
generate moduli must be unique.

3.4 Homomorphic Attack

This exploits multiplicative structure of RSA function. An adversary who knows
two ciphertext c1 � me

1 mod N and c2 � me
2 mod N, obtained with same public

key, can easily construct ciphertext c ¼ c1c2 � ðm1m2Þe mod N for message
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m ¼ m1m2 without knowing it. Under chosen ciphertext attack, an adversary can
easily deduce m. Suppose an adversary wants to decrypt c � me mod N under such
attack. He computes c0 � cre mod N and deduces m from rm mod N. Situation is
more worrisome when digital signature is used in RSA function. To avoid this
attack, m is padded with OAEP (Optimum Asymmetric Encryption Padding)
introduced by Bellare and Rogway [19].

3.5 Cyclic Attack

This attack was invented in 1978. Let c � me mod N and let there exists positive

integer k such that cek � c mod N as m 2 ZN (called fixed point), then cek�1 � m

mod N. An adversary computes ce mod N; ce2
mod N; ce3

mod N; . . . until c is
obtained for the first time. It is also used for factorization of N by considering

prime (p or q)/gcdðcek � c;NÞ. Strong primes or randomly chosen pair of large
primes for an RSA modulus can be used to avoid such attacks. Number p is a
strong prime if p� 1 has a large prime factor q, q� 1 has a large prime factor
s and pþ 1 has a large prime factor r.

3.6 Private Exponents Attacks

3.6.1 Low Private Exponent

To speed up computation in RSA decryption and signature generation, it often uses
small value of d rather than a random d. If RSA private exponent d is chosen too
small i.e. d\

ffiffiffiffi
N4
p �

3 and q\p\2q then by Weiner’s Diophantine attack [20],
d can be efficiently computed in polynomial time from public exponent e. Boneh
and Durfee [21] improved Wiener’s method by showing that RSA is insecure for
any d\N0:292 from powerful LLL-based techniques due to Coppersmith. Roughly
we can say that if N is 1024 bits, it follows that d must be at least 300 bits long in
order to avoid this attack. In 2005, Steinfeld et al. [22] showed that a sub-
exponential-time attack on RSA with private key d [ N0:25 cannot be obtained just
by using Wiener’s approach.

3.6.2 Low Private CRT Exponent

Wiener used private CRT-exponents dp and dq chosen significantly smaller than
p and q for speed up of RSA in decryption phase. Jochemsz and May [23]
improved the results. Let N ¼ pq be a n–bit RSA modulus with p and q primes of
n=2 bits. Then under some condition, N can be factorized in polynomial-time if
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dp; dq\N0:073: Bleichenbacher and May [24] presented an attack on CRT-RSA
when CRT-exponents dp and dq are suitably small. Nitaj [25] show that RSA is
insecure if public exponent e satisfies an equation exþ y � 0 mod p with

jxjjyj\N
ffiffi
2
p
�1=2 and exþ y � 0 mod p. He improved the cryptanalysis of

CRT-RSA if one of private exponents dp satisfies dp\N
ffiffi
2
p

=4=
ffiffiffi
e
p

.

3.7 Partial Key Exposure Attack

The problem to find fraction of private exponent d that has to be made available to
an attacker in order to break the system is defined to be partial key exposure attack.
Boneh et al. [26] described several attacks against RSA enabling an attacker given
a fraction of bits of d to recover its all bits. They proved that as long as e\

ffiffiffiffi
N
p

; it
is possible to reconstruct all bits of d from just a fraction of its bits using cop-
persmith theorem. Suppose N is n bits long. Then given n=4d e least significant bits
(lsb) of d, one can reconstruct d in time linear in elog2e. This relies on theorem due
to Coppersmith: let N ¼ pq be an n–bit RSA modulus then given n ¼ 4 lsb of p or
n ¼ 4 most significant bits (msb) of p, one can efficiently factor N. Blomer and
May [27] described number of attacks that allow larger public exponents
e\N0:725. Ernst et al. [28] proposed new partial key exposure attacks for full size
public exponent that work up to full size private/public exponent. They use
Coppersmith’s ideas of finding small roots of polynomials which is reformulated
by Coron [29]. This result was improved by using lattice of smaller dimension
[30]. Joye and Lepoint [31] imposed this attack by considering private exponents
d that are larger than N to improve the performance or to increase the security.
They use the concept of Jochemsz and May [23, 32] for solving multivariate
polynomials with small integer or modular roots. To defend RSA against partial
private key exposure attack, it is suggested to keep d secure, and not try to use
small e, since if small e is used, RSA system leaks half of msb of corresponding d.

3.8 Public Exponent Attack

There are several attacks on public exponents e but most important and powerful
cryptanalytic attacks on short e are due to a theorem given by Coppersmith [11] for
finding small roots of polynomials modulo a composite N. Howgrave-Graham
studied [33] for special case d ¼ 1; i.e., for degree-1 polynomials. The claim of
Coppersmith theorem [11] was generalized by May [34] who established a
deterministic polynomial time equivalence of two problems, i.e., computing
d from ðN; eÞ and factorization of N.
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3.8.1 Broadcast Attack

The attack on small e for same messages is known as Hastad’s broadcasting attack
[35] which is based on application of Coppersmith theorem. This can be easily
explained by simple example illustrated below in which smallest possible expo-
nent e = 3 in RSA encryption is vulnerable. Suppose that same massage m was
sent to three different recipients using ðe;N1Þ; ðe;N2Þ; ðe;N3Þ, where gcd
ðNi;NjÞ ¼ 1 for i; j ¼ 1; 2; 3 with i 6¼ j; and m\Ni. Cryptanalyst can compute the
ciphertexts c1 � m3 mod N1; c2 � m3 mod N2 and c3 � m3 mod N3 and then m can
easily be computed by CRT using m3 � c mod N and m �

ffiffiffi
c3
p

mod N. A stronger
version of Hastad’s attack was proved by Boneh [36] and states that let N1;N2; :Nk

be pairwise relatively prime with N1�Ni for all i ¼ 1; 2; . . .; k and pi 2 ZNi ½xffi for
i ¼ 1; 2; . . .; k be the polynomials with maximum degree d. Suppose there exists a
unique M\Ni such that pi � 0 mod Ni for all i ¼ 1; 2; . . .; k and k� d; then M can
be computed in polynomial time. May and Ritzenhofen [37] improved this attack.
This attack is prevented by random padding.

3.8.2 Related Message Attack

Franklin and Reiter [38] proved that when two plaintexts are related polynomially
and encrypted with small public exponent e using same RSA modulus N, then RSA
may be broken in polynomial time. This result was later improved by Coppersmith
et al. [39]. Suppose m1;m2 2 ZN are two distinct polynomially related messages
m2 � am1 þ b mod N for some known a; b 2 ZN and e ¼ 3 then c1 � m3

1 mod

N; c2 � m3
2 mod N. Therefore, m1 and m2 can be computed as bðc2 þ 2a3c1 � b3Þ

=aðc2 � a3c1 þ 2b3Þ � m1 mod N and m2 � am1 þ b mod N. This attack can be
prevented by removing relation between messages by random padding.

3.8.3 Short Pad Attack

Coppersmith shown that adding random padding to messages is not enough. He
imposed an attack on random padded and related messages to RSA. Let N be n–bit
RSA modulus with encryption key e, and set n=e2

� 	
. Suppose m 2 Z	N is a

plaintext message unit of bit length at most n� k, and set m1 ¼ 2kmþ r1 and
m2 ¼ 2kmþ r2 with r1; r2 2 Z; r1 6¼ r2; 0� r1; r2\2k. Then with knowledge of
N; e;m1;m2 (but not r1; r2), m can be efficiently recovered. From this attack, it easy
to verify that short pad attack can be mounted as soon as the pad length is less than
1/9 of message length when e ¼ 3.
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3.9 Fault and Bug Attacks

As RSA decryption and signature verification with CRT is four time faster than
standard RSA, it is very useful in smart cards and systems-on-chip technologies
but due to errors in software/hardware implementations and an attack due to Boneh
[40], one can easily factor N and hence break the system. This attack is successful
under assumption that cryptanalyst has the knowledge of implementation details.
This attack is based on obtaining the difference between correct and incorrect
signature of same message. Suppose sender computes hðmÞ of m to produce H ¼
hðmÞ for signature then receiver computes Sp � Hdp � Hdðmodðp�1ÞÞ mod p and
Sq � Hdq � Hdðmodðq�1ÞÞ mod q. Using CRT, receiver computes signature
S. Assuming an error occurs in computation of either Sp or Sq denoted by Sp or Sp.
Suppose cryptanalyst receives wrong S denoted as S because Se � H mod N. If Sp

is wrong, then Se � H mod p and Se � H mod q and therefore compute
q ¼ gcdðSe � H;NÞ. Similarly, other factor can be obtained by assuming that Sq is
wrong. Random padding procedure or verification of correctness of signer’s
signature S before sending the signature can defeat the attack. Shamir’s counter-
measure presented [41] relies on selecting a random integer t and computations of
Spt � Hd mod pt and Sqt � Hd mod qt. In case of Spt � Sqt mod t, the computation
is defined to be error free. Their countermeasure is later improved [42].

Biham et al. [43] presented a new attack called bug attack on some public key
cryptosystems which have bugs in hardware implementation of computer
instructions. Example of such a bug is Intel division bug, which resulted in slightly
inaccurate results for extremely rare inputs. Since microprocessors of Personal
Computers (PC’s) perform multiplications involving tens of words, verification of
the correctness of multiplications between all pairs of values is difficult. They have
shown that if some intelligence organization discovers even one pair of single-
word integers a and b whose product is computed incorrectly by a microprocessor,
then the key in RSA-based security program running on any one of the millions of
PC’s that contain faulty microprocessor can be easily broken unless appropriate
countermeasures are taken. In some cases, full key can be retrieved with a single
chosen ciphertext while in other cases such as padded with OAEP RSA a larger
number of ciphertexts are required. They demonstrate that there are lot of simi-
larity between bug attacks and fault attacks but their countermeasures can be very
different. For example, just stopping an erroneous computation or re-computing
the result with a different exponentiation algorithm may protect the scheme against
fault attacks, but will leak full key via a bug attack.

Pellegrini et al. [44], proposed a fault based attack in 2010 on RSA authenti-
cation to recover private key by varying the power voltage of central processing
unit (CPU) outside limits caused multiple power faults on server or hardware.
They attack original Open SSL authentication library running on a SPARC Linux
system implemented on FPGA, and extract system’s 1024-bit RSA private key in
approximately 100 h. Actually, due to hardware designs and occurrence of
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transient hardware failures, errors can be introduced to the system by forcing
operative conditions. Modular exponentiation md mod N is also responsible for this
attack.

3.10 Implementation Attacks

There are attacks which are not related to weakness of mathematical construction
or algorithm of RSA. Instead, these attacks exploit specific implementations on a
particular computing device that allow leak secret information, i.e., private
exponent d to leak. These attacks are called implementation attacks and referred as
side-channel attacks. They include but not limited to timing attacks, power attacks
and so on.

3.10.1 Timing Attack

Kocher [45] invented a new attack on RSA cryptosystem to get d without factoring
N. Kocher finds that if attacker has sufficient knowledge of hardware then by
measuring time taken to perform the RSA decryption or signature scheme that uses
modular exponentiation algorithm, he can recover private exponent d by using
some knowledge of probability and statistics. Actually, RSA fast-exponential
algorithm uses only squaring if corresponding bit in d is 0, this requires shorter
time to decrypt and both squaring and multiplication if corresponding bit is 1. This
timing difference allows attacker to find bits in d, one by one. Schindler [46]
introduced an efficient new attack on RSA implementations that use CRT with
Montgomery’s multiplication algorithm. Under optimal conditions, it takes about
300 timing measurements to factorize 1024-bit RSA moduli. Open SSL imple-
mentation of RSA is highly optimized using CRT, Sliding windows, Montgomery
multiplication, and Karatsuba’s algorithm. These optimizations cause both known
timing attacks on RSA to fail in practice. Boneh and Brumley [47] devise a new
timing attack that is able to extract private key from Open SSL. This is most
widely used open source attacks crypto library based server which takes advantage
of information leaked by CRT optimization used by many RSA implementations.
They improve the efficiency of their attack by a factor of more than 10. Bortz,
Boneh and Nangy [36] presented two types of timing attacks that exploit weak-
nesses in server side application software, specifically when execution time
depends on sensitive information. There are two basic methods to avoid this attack.
First method is to add random delays to the exponentiations to make each expo-
nentiation that takes same amount of computing time and second method known as
blinding suggested by Rivest is to multiply ciphertext by a random number before
decryption.
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3.10.2 Power Attack

Kocher [48] has given another concept based on measurement of the computer’s
power consumption during decryption, known as power cryptanalysis to recover
d. Since computer’s power consumption is necessarily higher during multi-
precision multiplications than it would normally be therefore an attacker can
measure the length of these high consumption episodes and can easily decide when
the computer is performing one or two multiplications, and computes d. Simple
power analysis attacks work directly by observing a system’s power consumption.
Differential power analysis attacks are more powerful which use statistical analysis
and error correction techniques to extract information correlated to private keys.
There are a couple of possibilities to countermeasures against power analysis, such
as keeping power consumption stable or blinding data before cryptographic
operations.

3.10.3 RSA Prime Key Generation

Finke et al. [49] introduced a side-channel attack on a straightforward imple-
mentation of RSA key generation step. This attack exploits power information to
determine number of trial divisions for each prime candidate. They discussed its
implementation and countermeasures.

3.11 Bleichenbacher’s Attack

3.11.1 First Attack on PKCS#1

PKCS#1 is a cryptographic standard maintained by RSA laboratory. Bleichenb-
acher’s [50] first attack exists due to chosen ciphertext attack. As plain RSA is not
secure so before encrypting any message through RSA, it is natural to pad with
random bits. In old version, encryption of a message M was in fact an encryption
of n bits: 02 k Random Padding k 00 k M: He shows that when a protocol
decrypting a ciphertext c by checking initial block consist of bytes 0 and 2. This
causes problems when an error is found. Actually, an attacker can intercept c, and
send c0 � rc mod N to receiver to decrypt the message, for some random r. Now an
attacker will learn whether or not 16 msb are equal to 02. Hence, an attacker told
to the receiver to decrypt c0 against chosen ciphertext attack. Now attacker can
easily find correct initial block by eliminating r. Bleichenbacher shows that this is
enough to decrypt c.
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3.11.2 Second Attack on PKCS#1

Bleichenbacher [51] presented a new forgery attack against signature scheme
defined in PKCS#1. Some implementations extract number of bits for hash value by
their position relative to padding without checking for unexpected data after hash
value. In case of PKCS#1, hash value is selected by finding the end of padding.
A PKCS#1 digital signature is computed on a hash value HðMÞ that is padded as:
0001FFFF....FF00k data bytes (message M in ASN.1 Format)k HðMÞ, where
0001FFFF…FF00 is a padding value. Padded message shown above is obtained
using e ¼ 3. When PKCS#1 padding is used, for any message M0 with hash value
HðM0Þ, it is rather easy to find a cubic root of a string like 0001FFFF....FF0000k
data bytes in ASN.1 Format HðM0Þk k Garbage, where number of occurrences of FF
in padding is reduced and garbage is cleverly chosen to make the modified string
into a cube of some value. If one can submit a signature equal to the cube root of
M then signature is valid. In this case an attacker can easily apply by choosing extra
bits freely in order to create a perfect cube. Izu et al. [52] extended Bleichenb-
acher’s attack and show that when 1024 bit composite and public exponent e = 3
are used, the extended attack succeeds forgery with probability 2�16:6. Jager et al.
[53] found several attacks against PKCS#1 key transport mechanism of XML
encryption. Public exponent e = 3 should be avoided and it should be higher for
RSA signatures to avoid such attacks. Moreover, if padding is used then verify that
there is no garbage after hash value.

3.12 GA Attack

A timing attack using genetic algorithm for RSA was reported in [8].The method
searches large key space by utilizing the features of GA to produce improved set of
keys. A single key having correct key bits survives at the end of search. The search
utilizes the idea of timing attack as computation time information that may leak
due to different modular operations. This approach suggests a speed up process,
aiming at reducing the required number of plaintext-ciphertext samples needed for
a successful timing attack. The proposed attack outlined in this work with its
preliminary implementation, have given encouraging results.

3.13 Quantum Computing Attack

Shor [54] presented an algorithm for solving factorization problem in time and
space polynomial in bit-length of N, provided that the model of Turing machine is
replaced by the model of quantum Turing machines. He showed that whenever
quantum computers with sufficiently large registers would be constructed then it
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would be able to factor a large integer in polynomial time, i.e., RSA would
be cracked. Quantum factoring is still in its very early stages and will not threaten
the security of RSA at least at present, as current quantum computer can factor
15ð5
 3Þ only which is of 2 digits number.

4 Conclusion

An introduction to RSA and the role of its parameters has been described along
with the survey on proposed different attacks and countermeasures on the system.
Whereas some of these attacks are based on bad choices of parameters, others
depend on the way RSA is actually implemented. None of the available attacks
poses any serious threats to RSA as on date if proper care is taken against the
vulnerabilities. The main direction of breaking RSA still remains dependent on
‘speed of factorization’ of large integers. Accordingly the admissible sizes of
parameters p, q and N are increasing with efficient implementations. The factor-
ization methods based on QS, NFS and GNFS have some limitations and these
work up to certain sizes of N but for N of size 1024/2048 bits, as on date no
efficient sieving and other algorithm exist which can pose any problem to use of
RSA. Unless some revolutionary technology such as quantum computing or an
altogether different method to factorize large integers come, RSA is going to stay
and is expected to be used for quite some time in future.
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Abstract Cryptology deals with the design and analysis of secure communication
and information management systems. Cryptography protects vital information
from adversaries by the process of encryption and cryptanalysis provides adver-
saries information being communicated by exploiting cryptographic weaknesses.
Cryptography is the key technology which is used in various information security
applications to achieve security solutions such as confidentiality, authenticity,
integrity, availability and non repudiation. Nature inspired computing applied
successfully in various artificial intelligence and pattern recognition problems of
various fields gives an inspiration to apply in cryptology. Evolutionary computing
is being applied nowadays to achieve solutions of cryptographic and cryptanalytic
problems. In this paper, we present brief on cryptosystem and overview on
applications of genetic algorithms in cryptology. Findings show that the work on
nature inspired computing in cryptology is minimal but the applications of genetic
algorithms are increasing. The genetic algorithms are not only applied on less
complex and classical ciphers but some block ciphers are also attempted for their
solutions. Further insight research is needed to tackle various problems of modern
cryptography using genetic or other evolutionary computing techniques.
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1 Introduction

Cryptology is the Art and the Science of securing information and it has two
branches Cryptography and Cryptanalysis. Cryptography concerns to the design of
cryptographic schemes, algorithms and systems. Crypto algorithm performs
encryption using encryption key at sender site and decryption using decryption key
at receiver site through mathematical operations. Encryption key and decryption
key remain same in symmetric key cryptography but these keys remain different in
asymmetric key cryptography. In symmetric key cryptography, the key is kept
secret and appropriate key management is required to maintain its secrecy. In
asymmetric key cryptography, encryption key is kept public whereas decryption
key is kept private. Cryptanalysis concerns to extraction of secret information or
secret key without knowing the decryption key. Cryptography is being applied in
information security applications since long time back. Until World War II, it was
used in securing messages in some specific areas of military and Govt. commu-
nications. A measure of information ‘entropy’ and the term perfect secrecy was
defined by Shannon [1]. A system is known perfectly secure if one could not get
any information about the system or the messages from given enciphered mes-
sages. Cryptography has been grown tremendously and is being used, nowadays,
in several security applications. Cryptographic schemes are designed to ensure the
security of vital information from adversaries while its exchange and storage on
media. Information security deals with the services of confidentiality, authenticity,
integrity, non-repudiation and availability.

Another branch of cryptology is cryptanalysis that concerned to analysis of
ciphers to decrypt encrypted messages or to find secret keys. Transmission of vital
information is becoming more vulnerable to adversary attacks because the com-
puter and communication environment has become more distributed, diverse, open
and global. Advancement in computer technology provides more computational
power for cryptanalyst to crack ciphers. Moreover, any weakness left in the design
of cryptosystem could be exploited by cryptanalysts to break such cryptosystems.
Cracking or breaking of a cipher means to find any weakness that could be
exploited with a complexity less than brute-force to solve cipher for obtaining
plain secret information or to find secret key even in partial or in distorted form.
So, strong design of cryptographic schemes is necessary to counter cryptanalytic
attacks. One may refer [2–7] for more detail on cryptology.

Nature inspired system known as sophisticated information processing system
in which the computing of natural biological system is modeled and simulated.
There has been a growing interest in the use of nature and biology as a source of
inspiration for solving computational problems which are ambiguous and difficult
to compute. The motivation of evolutionary computing is to extract useful meta-
phors from natural biological systems and to create effective computational
solutions to complex problems. However, the models of computation developed do
not exactly correspond to actually happen in biological systems except at a fairly
superficial level. Artificial Neural Network, Fuzzy Set, Rough set, Cellular
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Automata, Particle Swarm Optimization, Genetic Algorithm etc. are some of the
techniques inspired by nature and have been applied successfully in various Arti-
ficial Intelligence and Pattern Recognition problems which are complex and
ambiguous. The successful uses of such approaches give an inspiration to apply
these in solving the problems of cryptology. Evolutionary computing techniques
have been applied in cryptography and cryptanalysis to design crypto algorithms and
break ciphers [8–17]. The focus of this paper is on Genetic Algorithm (GA) which
has been successfully applied in the field of search and optimization. GA techniques
have also been tried and found useful in the area of cryptology. The research on GA
in cryptology is increasing and gaining popularity among crypto community.

In this paper, we present an overview on applications of GA in cryptology. We
present brief detail on cryptosystem, its components and some good cryptographic
characteristics of secure cryptosystem in Sect. 2. We present GA briefly in Sect. 3.
The applications of GA in cryptography and cryptanalysis are presented in Sect. 4.
The paper is concluded in Sect. 5 followed by the references.

2 Cryptosystem

Block diagram of a ‘Cryptosystem’ and its major components are shown in Fig. 1.
A Cryptosystem consists of ‘Crypto-algorithm’ which includes ‘Encryption’ and
‘Decryption’ algorithms. The Encryption and Decryption algorithms are initialized
with the bits of ‘Initial Vector’ (IV) to fill initials of crypto-algorithm and select
desired input parameters from ‘Family Key’ (FK) Data. The IV is obtained from
‘Key Scheduler’ which consists of ‘Key Scheduling Algorithm’ which takes input
from ‘User Key’ (UK) Data and ‘Message Key’ (MK). The MK is generated
randomly by ‘MK Generator’. The FK and UK data which meet desired crypto-
graphic characteristics are generated separately by ‘Key Generator’ and loaded
faithfully into the Cryptosystem through ‘Key Loader’. Key Generator and Key
Loader are external components which use to generate and load FK and UK Data
into the Cryptosystem.

The ‘plain data’ is encrypted by encryption algorithm which produces ‘crypt
data’ to the sender for secure communication. Decryption algorithm decrypts crypt
data received from sender and produces plain data to the receiver. Plain data is the
input and crypt data is the output of the Cryptosystem during encryption. Simi-
larly, crypt data is the input and decrypt data is the output of the Cryptosystem
during decryption.

For a secure Cryptosystem, each component should possess good cryptographic
characteristics. Some of these are:

(i) Size of MK should be adequate to meet security cover.
(ii) MK Generator should generate random and non repeating MKs.
(iii) For each MK, Key Scheduler should generate unique IV.
(iv) Each UK data should be random and different.
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(v) FK data should meet certain desired characteristics.
(vi) Key Loader should load UK data and FK data correctly into crypto system

regularly at appropriate time interval.
(vii) Crypto-primitives used in a crypto algorithm should be strong enough.
(viii) Crypto-algorithm should be resilient against existing attacks.
(ix) Key sequences generated by crypto algorithm should be unpredictable and

follow randomness properties.
(x) Crypts should be random and unintelligible.

If a Cryptosystem does not follow any of above cryptographic properties then it
becomes insecure and vulnerable to attack. The weaknesses persist could be
exploited by adversaries/opponents in breaking inappropriately designed Crypto-
systems. For a Cryptosystem to be developed with limited hardware resources, the
crypto-algorithm should be fast enough and easy to implement without any com-
promise with required security. The knowledge of cryptanalysis helps the designers
to design secure Cryptosystems resilient against existing cryptanalytic attacks.

3 Genetic Algorithm

GA mimics the evolutionary principles rooted in biological evolution. GAs are
adaptive search procedures which are footed on Charles Darwin theory [6] of the
survival of the fittest. GAs follows nature to a great extent and produce a population
in such a way that the attribute which is trendy, i.e., has higher fitness value is
replicated more, as is done by the nature. This is also the fundamental concept
behind evolution. So, these algorithms are also referred as the evolutionary algo-
rithms. The computer finds better and better solutions to a problem just as species
evolve to better adapt to their environment [7]. GA was developed by Prof.
J. Holland and his colleagues at the University of Michigan [8]. It is an iterative

Fig. 1 Block diagram of a cryptosystem
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procedure that consists of a constant-size population of individuals known as
chromosomes whereby the initial population is generated at random or heuristically.
The binary alphabet {0, 1} is often used to represent chromosome cells but integers
can be used depending on the application. The fitness value is a function or rationale
against which chromosome is tested for its suitability to the problem in hand.

The population evolves by applying three basic operations, selection of solu-
tions, mating of genes and occasional mutation [9]. In selection operation, the
individuals are selected for survival and reproduction according to their fitness. In
mating operation, new individuals are created by recombining and/or introducing
genetic variation into the selected individuals. In mutation, a candidate solution is
randomly perturbed for a better individual. The basic cycle of GA is shown in
Fig. 2. The cycle continues until a certain number of generations whereby the
surviving individuals represent a solution to the problem [10].

Reproduction operator selects chromosomes from the initial population and
enters them into the mating procedure. The crossover operator mimics biological
recombination between two single chromosomes organisms. For example, the
strings 10000100 to 11111111 could be crossed over after the third locus in each to
produce the two offspring 10011111 to 11100100. Crossover rate determines the
probability of producing a new chromosome form the parents. Mutation operator
randomly changes its genetic makeup by flips some of the chromosome cells. For
example, the string 00000100 might be mutated in its second position to yield
01000100. Mutation can occur at some chosen cells or at each cell in a string of
cells depending on the problems with very small probability.

4 GA in Cryptology

Major works reported that involve GA is focussed on cryptanalysis of crypto-
algorithms and design of crypto-primitives. The design of cryptographic schemes
using GA has also initiated and some cryptographic schemes have been reported.
Mostly, cryptanalytic research using GA has been done on classical ciphers but
some work on new ciphers has also attempted.

Selection

MatingMutation

New 
Population

Population

Fig. 2 Basic cycle of genetic algorithm
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4.1 Cryptanalysis of Classical Ciphers

An initial attempt was reported by Spillman et al. [18] where GA is exploited in
cryptanalysis of simple substitution cipher. Since known cryptanalytic attack for
simple substitution cipher employs frequency distribution of characters in the
message, Spillman derived a fitness function based on single character and bigram
frequency distributions. He was successful as GA was proven to be highly useful in
cryptanalysis. He suggested the use of trigram frequency distribution and variations
on crossover and mutation procedures as future research. Cryptanalysis of simple
substitution was carried out further by many researchers using GAs [19–23].

Another initial attempt conducted by Matthews [24] who investigated the use of
GA in cryptanalysis of transposition ciphers. In this work the fitness function is
based on the message length, frequency distribution of bigrams and trigrams tested
for the number of bigrams and trigrams checked and the likelihood of occurrence
in successful deciphered messages. Further, the cryptanalysis of transposition
cipher was also carried out by other researchers [25–29]. An extensive research on
classical cipher cryptanalysis was investigated by Bagnall [26] and Clark [30].
Clark’s cryptanalytic attack work covers a variety of classical ciphers that include
simple substitution, transposition as well as poly-alphabetic ciphers. He proposed
new attacks on these ciphers, which utilize simulated annealing and the tabu search
and compared these attacks with GA attack. A comparison of search techniques of
GA, simulated annealing and tabu search for cryptanalysis of simple substitutions
was performed by Clark and Dawson [10] where it is shown that the tabu search
outperformed the other techniques. The comparison of these techniques was also
carried out by Garg [28] for cryptanalysis of transposition cipher. An Evolutionary
Approach for the Playfair cipher cryptanalysis was applied by Negara [31] to
construct key-square. GA for searching key-space of poly-alphabetic substitution
ciphers was reported by Ragheb and Subbanagounder [32]. The parallel GA’s were
proposed by Clark and Dimovski [33, 34] for attacking the poly-alphabetic sub-
stitution cipher. Through experimental evidence, he showed that parallel GA is
highly efficient in solving poly alphabetic ciphers even with a large period. On the
other hand, Bagnall et al. [35] concentrated his work on cryptanalysis of Rotor
machine. He used a fitness function based on phi test for non-randomness of text
and showed that an unknown three rotor machines can be crypt-analyzed with
about 4000 letters of ciphertext. Study of heuristic search algorithms for breaking
short cryptograms was reported by Morelli [36, 37]. GA was investigated for
decryption of poly-alphabetic Alberti Cipher [38]. It is considered in many ways to
be the backbone of modern encryption. This differs from simple substitution cipher
where a given letter always receives the same substitute because each consecutive
letter in the Alberti cipher is encrypted using a different alphabet than the one
proceeding it.

Further work on cryptanalytic attack on classical cipher is still continuing while
the work on modern ciphers is emerging.
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4.2 Cryptanalysis of Public Key Ciphers

Spillman continued his analysis work and illustrated that GA can also be used in
the cryptanalysts of public key cryptosystems. He applied GA in cryptanalysis of
knapsack ciphers [39]. Compact genetic algorithm was applied by Dawoud Hassan
[40] for cryptanalysis of trapdoor 0–1 knapsack cipher. A timing attack prospect
for RSA cryptanalysis using GA was reported by Ali and Salami [41].

4.3 Cryptanalysis of Block Ciphers

Genetic algorithm cryptanalysis of the basic substitution permutation network was
reported by Albaassal and Joseph [42, 43] for finding of weak keys. An attack was
reported by Garg [44] using genetic algorithm with ring crossover and other
operators for the cryptanalysis on S-DES where GA perform far better than Brute
Force search algorithm. Cryptanalysis of Simplified Data Encryption Standard
Algorithm using GA was reported by Sharma and Song [45, 46]. Normadic genetic
algorithm for cryptanalysis of DES 16 was reported by Sathya et al. [47]. Genetic
algorithm based cryptanalysis of a Feistal type block cipher was reported by
Albaasal and Wahdan [48]. Hu [49] reported the Cryptanalysis of TEA Using
Quantum-Inspired Genetic Algorithms.

4.4 Design of Cryptographic Primitives and Schemes

The Boolean function is an important cryptographic primitive for block and stream
ciphers. The choice of Boolean functions is to be considered carefully in designing
of cryptosystems to avoid vulnerabilities and cryptanalytic attacks. Cryptograph-
ically, the Boolean functions must be highly non-linear and balanced apart from
other characteristics such as algebraic degree, correlation immunity etc. The
conventional methods of Boolean function design are random generation and
direct construction. By using random generation, it is difficult to find functions
with truly excellent properties due to the vast size of the search space while direct
constructions may only meet certain design criteria. Millan [50, 51] enhanced his
earlier work in designing balanced Boolean function using GA by combining it
with the two-step hill climbing algorithm. The hill climbing technique has
improved the performance of GA in generating highly non-linear and balanced
Boolean functions. Dimovski and Gligoroski [52] employed similar techniques but
only tested for non-linearity criteria and compared it with random search which
proved to be more powerful technique.

Other application of GA in cryptology is the design of cryptographic schemes
and protocols. Clark [53] showed how simulated annealing and GA can be used to
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evolve efficient and provably correct protocols. An ICIGA: Improved Cryptog-
raphy Inspired by Genetic Algorithms for block encryption is proposed by Tragha
et al. [54]. A new algorithm was proposed by Agarwal [55] for secret key cryp-
tography based on GA in which the powerful features of the Crossover and
Mutation operations of GA were exploited for image encryption. A Novel
Approach to Genetic Algorithm Based Cryptography was proposed by Khan and
Bhatia [56] which uses standard genetic operators like mutation and crossover to
generate secret keys satisfying random tests. A public key cryptography scheme
using genetic algorithm was reported by Mishra and Bali [57] where encryption
and decryption keys were found.

5 Discussions and Conclusions

Applications of genetic algorithms in cryptology presented in the paper indicate
that the evolutionary computing using genetic algorithms is gaining momentum
and found useful for solving problems of cryptology whether cryptography or
cryptanalysis. Genetic algorithms have been successfully applied in the design of
crypto-primitives, new encryption schemes and in the cryptanalysis of ciphers. So
far, mostly classical ciphers such as simple substitution, transposition and poly-
graphic and poly-alphabetic substitution ciphers have been attempted for their
solutions using linguistic characteristics. Attempts have been initiated to analyze
some block ciphers such as DES, Fiestal cipher and TEA etc. for distinguishing or
identifying weak keys. Apart from symmetric ciphers, the analysis of asymmetric
public key systems RSA has also been attempted for obtaining keys using genetic
algorithm. Attempts have also been initiated to generate secret keys and crypto
primitives to be used in the design of crypto-algorithms.

Although simple and little complex problems of cryptology have been
attempted mainly for solving crypts of English text, same problems still to be
tackled for solving crypts of other languages and other form of information such as
speech and image. Many more issues of cryptology that arrive in cryptography and
cryptanalysis are to be tackled for attempting modern ciphers using genetic
algorithm. The GAs have been used for solving the problems of cryptology but
other evolutionary algorithms being emerged that may give better solutions are
also to be tried and evaluated for their performances.
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An Ontology and Pattern Clustering
Approach for Activity Recognition
in Smart Environments

K. S. Gayathri, Susan Elias and S. Shivashankar

Abstract Activity recognition aims at modeling the occupants’ behavior by
analyzing the sensor data collected from the smart environment. Though most of
the activity recognition systems use supervised learning techniques for building
such models there is a shift towards the unsupervised learning paradigm as the
process of annotating and labeling the data is prone to errors. This paper proposes
an Event Pattern Activity Modeling Framework (EPAM) to identify the occupant
activity pattern from the sensor data by using an unsupervised machine learning
approach and further analysis is done with a knowledge driven approach. In the
context of smart environments, an activity is considered as a sequence of events
that are generated continuously from the sensor data. The segmentation algorithm
proposed in EPAM is used to identify appropriate event patterns for an activity that
are then grouped together using a pattern clustering algorithm that presents a
hierarchy of activities. The set of activities of the occupant, observed in a smart
environment is not always sequential but is highly interleaved and discontinuous.
The proposed algorithm accommodates this valid factor by an innovative use of
the Jaro Winkler similarity measure. The hierarchy of activity generated by the
pattern clustering approach is used for activity modeling. Ontology based activity
modeling is preferred over other modeling techniques because of its unified
modeling, representation and semantically clear reasoning. The experimental
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results show that the proposed EPAM framework of segmentation, pattern clus-
tering and ontological modeling is efficient and more effective than the existing
approach of activity modeling.

1 Introduction and Related Work

The concept of smart environment has evolved over the years into applications that
are very challenging to design, develop and deploy [1–3]. The availability of low
cost sensors, paradigms such as the Internet of Things (IoT), and research con-
tributions from the fields of machine learning, ambient intelligence and ubiquitous
computing together help in the conceptualization of smart environments [4]. The
key to smart environments lies in capturing the data in real time from the envi-
ronment and in applying reasoning dynamically to achieve a specified goal. Smart
environment applications can be integrated in socially relevant scenarios that
would have a profound impact on the future of society. Some of the popular smart
home applications range from elder and child care [5–7] energy efficiency, sur-
veillance, offices, hospitals, agriculture, disaster assessment, to name a few. The
focus of our research work is in the building of a reasoning system for smart
environments. The application use case in this research work is the design of a
smart home [8] that assists the occupant with Activities of Daily Living (ADL).
Activity recognition is the key part in a reasoning system and it is built by training
the system on occupants’ behavior. The trained system or the activity model can
then be used for detection, prediction and decision making [1].

Learning the behavioral pattern of the occupant is essential for effectively
reasoning and training the activity recognition system. Information on the normal
activities can be obtained from various sources such as data from previous
observations or from domain experts, text corpus and web services in specific
cases [9–11]. Besides video and audio capturing devices, sensors are largely used
to capture the behavior of the occupants in smart environments. Wearable and
object based sensors can be efficiently utilized to continuously report about the
environment in a pre-specified manner. Extensive research work is being carried
out in video based activity recognition, but it has the limitation of violating the
privacy of the occupants’ especially in smart home applications [9]. Hence the
current research focus is towards sensor based activity recognition which includes
the generation of models from the data collected from these sensors. Sensor based
activity recognition system modeling can be carried out using two approaches
namely Data driven and Knowledge driven approaches and this classification is
based on the source of the information and the strategies used for training [1, 9].
Data driven approaches analyze the data that describes the occupants’ behavior
collected from the various sensors deployed in the environment [3, 10]. Machine
learning approaches are then used to build an activity model that further learns
from the occupants’ behavioral data. Sensor data used for training the activity
model will either be annotated or unlabelled. Supervised learning techniques [3, 9]
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are applied if the data is labeled and unsupervised or semi supervised techniques
[12, 13] are applied to unlabelled data. Semantically clear activity modeling can be
achieved using knowledge driven approaches that use rich domain knowledge for
activity modeling and pattern recognition [9, 14, 15]. Representation of activities
in the form of knowledge helps in reusability and scalability as most Activity
Daily Living (ADL) activities are similar functions for all occupants. A hybrid
Data driven and Knowledge driven approach is used to build an Activity recog-
nition model. The proposed framework employs a data driven approach for
extracting the activity patterns from sensor data through behavioral clustering and
variability analysis and then models the extracted activity pattern through an
ontology based Knowledge driven approach.

2 Proposed Work

The information on ADL plays a vital role in building an activity recognition
system for assisted living. This demands the mining of sensor data for various
activities of an occupant using data mining and machine learning techniques. The
proposed Event Pattern Activity Modeling (EPAM) framework is shown in Fig. 1
and it works on an unsupervised machine learning technique to extract meaningful
activity patterns from large volumes of unlabelled sensor data and performs
activity modeling using an ontology based technique.

2.1 Segmenting Sensor Data

Sensors deployed in smart environments record information about both the
occupant and the environment. The received sensor data is in the form of events
that are represented as a set containing information such as date, time, sensor
identification and status. Event pattern represents an activity and are mined from
sensor data through appropriate segmentation approach. Segmentation of sensor
data can be done using various approaches: Fixed time interval based, Variable
time interval based, Dominant sensor based and Location based. Fixed interval
based approach used in [8], segments the sensor data at fixed time interval for
generating event patterns. This approach has the drawback of omitting some useful
information for an activity if the activity prolongs for more than the fixed time
period or it may combine two activity patterns together if the fixed time interval is
large than the activity duration. Hence a fixed time interval based approach is not
appropriate for segmenting sensor information in smart home applications. Vari-
able interval based approach [14] can be used to vary the time period based on the
activity. Since the sensor data is unlabelled and the domain knowledge related to
the duration of activity is not available, the time period cannot be varied for
different situations. Dominant sensors [16] are sensors that is very important for
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each activity. E.g. In ‘‘sleep activity’’, bed sensors should be ‘ON’ though there are
other co existing sensor activations and therefore bed sensors are dominant for
sleeping activity. Event patterns are generated in such a way that they contain
sequence of events collected with at least one dominant sensor. It is not always
possible to define dominant sensors for all activities since an unsupervised
approach is used. Another approach is location based where a majority of occupant
activity is location specific such as sleeping is associated with bedroom, cooking is
done in kitchen and so on. The sensor sequences are segmented based on their
spatial location and it will result in event patterns that will be more appropriate for
a smart home scenario. The proposed Algorithm 1—Segmentation algorithm takes
the continuous sensor data stream as the input and outputs the various event
patterns generated based on the spatial location. The line 6 in Algorithm 1 first
makes a comparison as to whether any two subsequent events occur in the same
location. In such a case, using line 9 in the algorithm they are appended to the
sequence of events pertaining to that location else they get represented as event
sequences belonging to other relevant spatial locations. This segmentation helps in
identifying all activities within a specific location. The segmented sequences are
maintained on different data structures for different location.

Fig. 1 Event pattern activity modelling (EPAM) framework
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2.2 Event Pattern Clustering

Event pattern clustering algorithm handles unlabelled sensor data and groups the
various sequences together to identify the relevant activity of the occupant in a
particular spatial region. The proposed approach identifies all the sub activities
pertaining to a particular activity of the occupant and in a way follows hierarchical
clustering. The reason behind preferring hierarchical clustering compared to the
other clustering approach is that, the activity of the occupant in smart home can be
viewed as hierarchy of activities as shown in Fig. 2. What makes it different from

Fig. 2 Hierarchy of kitchen ADL activities
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conventional hierarchical technique is that it clusters similar sequences of events
rather than grouping discrete events.

The following are the steps involved in event pattern clustering algorithm:

Step 1—Initializing the clusters
The event patterns generated by the location based segmentation algorithm are
taken as the input to the event pattern clustering algorithm. Each event pattern
available in the spatial table is initialized as a separate cluster with event pattern as
the center for the cluster.

Step 2—Extracting temporal information from event pattern
The temporal information from event pattern is extracted by storing the start time
of every event pattern with the duration of the activity. This is very essential in
order to build the personal occupant profile containing the information regarding
the time range around which the occupant does the activity and the duration taken
for that activity.

Step 3—Calculate the similarity measure
Similarity between event patterns can be measured by a number of similarity
measures like Euclidean distance, Manhattan distance and Levenshtein edit dis-
tance [12] but all these do not address issues related to event sequences in a smart
environment. In such scenarios the event patterns need not be of the same length,
the events may not occur in the same order every time or there may be interleaving
of event sequences between different activities. In order to handle the above
mentioned issues effectively, our approach uses Jaro Winkler similarity measure as
given in Eq. 2. The approach allows a range within which the event sequences may
be discontinuous as given in Eq. 3 and no two event sequences can represent an
activity if they are completely discontinuous.

dj ¼
0; if m is 0

1
3

m

S1j j
þ m

S2j j
þ m� t

m

ffi �
otherwise

8><
>: ð1Þ

dw ¼ dj þ ðl � pð1� djÞÞ ð2Þ

wl ¼
maxðjS1j; jS2jÞ

2
� 1: ð3Þ

The distance measure is given in Eq. 1 and it takes any value between [0, 1]. It
takes a maximum value of 1 if the events are completely equal, values closer to 1
represent more similar sequences and it is zero if they are unequal. Equation 2
gives the Jaro distance for strings S1 and S2, l is the length of common prefix at the
start of a string and can take a maximum of 4 characters, p is a scaling factor that
indicates how much the score is adjusted upwards for strings with common pre-
fixes, m is the number of matching characters, t is half the number of transpositions
wl is the window limit within which the discontinuity is allowed. To understand
how the Jaro distance measure works, consider an example as shown in Fig. 3
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where the each event is represented as a character. Two patterns are observed in
the sequence of events for which m takes a value of 3, wl is 1, t is 0, length of S1

and S2 is 5. Jaro distance is calculated as 0.6 and Jaro Winkler distance is 0.64. The
result gives a similarity measure of 64 %. Using the above mentioned similarity
measure a similarity matrix is constructed with the similarity value between every
cluster.

Step 4—Merging of clusters
Clusters are to be merged to form hierarchy of activity patterns and clusters which
have minimum similarity distance are merged together. After the clusters are
merged the similarity measures are to be recalculated between newly formed
cluster patterns and every other cluster. Lines 9–13 in the Algorithm 2—Event
pattern clustering does the process of merging and recalculating similarity
measure. This calculation is based on single linkage clustering approach where the
link between two patterns is made by a single event pattern that is formed from
two event patterns (one in each cluster) that are closest to each other. The steps
2–4 needs to be repeated until all clusters are merged into a single cluster. Since,
the event patterns with respect to the spatial location is taken, the event pattern
clustering algorithm is able to identify the various activities done by the occupant
in that particular spatial location.

Fig. 3 Illustration for event sequence
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2.3 Activity Modeling: Ontology Construction

Activity modeling is required to increase the comfort of the occupant through
automation which assists the occupant in performing ADL activities. There are
several ways by which modeling can be done, the most commonly used
approaches are Artificial Neural Network (ANN), Hidden Markov Model (HMM)
and Dynamic Bayesian Network (DBN). The activity models built by the above
methods cannot be reused for activity modeling for different occupants. Infor-
mation about the occupant activity is usually obtained from the domain expert,
which makes the system highly dependent on the domain expert. The information
given by the expert may not provide the complete knowledge about the occupant
activities posing a limitation to the knowledge driven approach. So, we put forth a
method of extracting information about the occupant activities through a data
driven approach. The extracted information in then represented using knowledge
representation techniques such as logics, ontologies. The Fig. 2 shows that the
activity of the occupant is hierarchical in nature, so the best approach to represent
and reflect this information is through ontology representation. Ontology is pre-
ferred because of its systematic representation and its advantage of interopera-
bility, reusability and scalability. Two levels of ontology are constructed 1. ADL
ontology is constructed by representing the activities of the occupant and 2. User
profile ontology is constructed to represent personal information of the occupant.
The information extracted in step 2 of the event pattern clustering algorithm is
used for constructing user profile ontology and clustered patterns for constructing
ADL ontology. Subsumption, equivalence reasoning techniques can be applied
on ontology to perform semantic reasoning for assisting the occupant in his
activities.

3 Experimental Analysis

Sensor data used for the experimental analysis were collected from WSU CASAS
smart home project [12]. Java API is used to implement the Location based seg-
mentation and event pattern clustering algorithm. The Fig. 4 shows the event
patterns that are generated by applying the location based segmentation algorithm
on the smart home sensor data. The ontology is constructed using Protege, an
ontology editor and FACT ++ is used for ontology reasoning. Figure 5 shows the
class constructed using ontology. The efficiency of the proposed system is mea-
sured through misclassification rate which is the ratio between total number of
incorrect classification of activity to total number of activity classification during
activity recognition. The experiment was conducted with smart home data set [12]
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and the results showed that the misclassification rate is much less in location based
rather than fixed interval based segmentation as shown in Fig. 6 thus confirming
location based segmentation most suitable for efficient activity modeling.

Fig. 4 Event patterns from location based segmentation of sensor data

Fig. 5 Ontology construction using protege tool
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4 Conclusion

Today sensors technology has augmented the field of ubiquitous computing with
massive reduction in cost and size thereby enabling the deployment of very
challenging applications. A smart environment is an application that effectively
utilizes sensors to create Ambient Intelligence for automation in a wide range of
domains from entertainment to health care. The most important task in such
environments is the identification of occupant activity. Our proposed Event Pattern
Activity Modeling (EPAM) follows unsupervised machine learning approach to
identify the patterns in the unlabeled collection of sensor data through pattern
clustering. We have identified that Jaro Winkler similarity measure compares
patterns efficiently in smart environments. The proposed pattern clustering also
organizes the clusters into a hierarchy thus identifying the various sub activities of
the occupant. Ontology is constructed using the event patterns for each activity
which is used for semantic reasoning of new sensor data (test input). The exper-
imental study shows that the proposed approach of combining data driven
approach and knowledge driven approach gives better prediction than using a data
driven approach. The future enhancement of this work will focus on context based
pattern clustering that would augment the Ambient Intelligence (AmI) in smart
environments.
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A Note on Constructing Fuzzy
Homomorphism Map for a Given Fuzzy
Formal Context

Prem Kumar Singh and Aswani Kumar Ch.

Abstract Formal Concept Analysis is a well established mathematical model for
data analysis and processing tasks. Computing all the fuzzy formal concepts and
their visualization is an important concern for its practical applications. In this
process a major problem is how to control the size of concept lattice. For this
purpose current study focus on constructing a fuzzy homomorphism map
h:F = ðOi;Pj; ~RÞ ! D ¼ ðXm; Yn; ~uÞ for the given fuzzy formal context F where,
m B i and n B j. We show that reduced fuzzy concept lattice preserves the gen-
eralization and specialization with an illustrative example.

Keywords Formal concept analysis � Fuzzy concept lattice � Fuzzy relation �
Fuzzy homomorphism � Fuzzy graph

1 Introduction

Formal Concept Analysis (FCA) is a mathematical model for data analysis and
processing task, introduced by Wille [1]. FCA starts analysis from the notion
formal context describing a set of objects, a set of attributes and a binary relation
between them. The main output of FCA is formal concept, concept lattice and
implications. The concept lattice represents generalization and specialization
between the concepts, which plays vital role in data analysis. Formal concept is a
pair consisting a subset of object (called as extension) and a subset of attributes
(intension) closed with Galois connection. Implications shows dependency
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between attributes. FCA is successfully applied in various domains for knowledge
processing tasks as discussed by Poelmans et al. [2]. To represent uncertainty and
vagueness in data FCA was incorporated with fuzzy setting by Burusco and
Gonzales [3]. Thereafter, several appraoches investigated for generating fuzzy
concept lattice as given in Belohlavek and Vychodil [4]. In this process a major
issue is how to reduce the size of concept lattice.

Generally, reduction can be applied on concept lattice or formal context.
Several methods are available related to concept lattice [4–11] or formal context
[12–16] as well. Recently, Prem Kumar and Aswani Kumar [11] introduced
interval-valued fuzzy graph representation of concept lattice. Belohlavek [12, 13]
discussed ordinary equivalent data of given context. Very recently, a method is
proposed on homomorphism of attributes in crisp formal context [13–15]. A fuzzy
homomorphism is a mapping between two defined informational systems [16–18].
Recently, it is applied in lattice theory [19] and in fuzzy informational system for
data compression [20, 21]. In this paper we aim at constructing fuzzy homo-
morphism map of given context for reducing the concepts with an illustrative
example. Table 1 discusses some possible conditions in a given fuzzy formal
contexts. The notions complete and incomplete discusses about availability or non-
availabaility of data in the given fuzzy formal context. Recently, incomplete data
in FCA is studied extensively [22, 23]. However, in this paper we focus on the
conditions in which data is complete for illustration of proposed method.

Remaining part of the paper is organized as follows: Sect. 2 provides a brief
background about FCA in the fuzzy setting. Section 3 contains the proposed
method. In Sect. 4 we provide illustrative example for the proposed method fol-
lowed by conclusions, acknowledgements and References.

2 Formal Concept Analysis in the Fuzzy Setting

A fuzzy formal context is a triplet F = (O, P, ~R), where O is a set of objects, P is a
set of attributes and ~R is an L-relation between O and P, ~R: O 9 P ? L [3–5].
Each ~Rðo; pÞ 2 L represents the membership value at which the object o 2 O has

Table 1 The possible conditions in a given fuzzy formal context

Conditions Objects Attributes Fuzzy relation

a Complete Complete Incomplete
b Incomplete Complete Complete
c Complete Incomplete Complete
d Incomplete Incomplete Complete
e Crisp Crisp Fuzzy
f Crisp Fuzzy Fuzzy
g Fuzzy Crisp Fuzzy
h Fuzzy Fuzzy Fuzzy
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the attribute p 2 P with a certain degree in [0, 1] (L is a support set of some
complete residuated lattice L).

A residuated lattice L = (L, ^, _, �, ?, 0,1) is the basic structure of truth
degrees, where 0 and 1 represent least and greatest elements respectively. L is a
complete residuated lattice iff [4, 9, 24, 25]:

(1) (L, ^, _, 0,1) is a complete lattice.
(2) (L, �, 1) is commutative monoid.
(3) � and ? are adjoint operators (called as multiplication and residuum,

respectively), that is a � b B c iff a B b ? c, Va, b, c 2 L.

The operators � and ? are defined distinctly by Lukasiewicz, Godel, and
Goguen t-norms and their residua [4, 9, 10].

For any L-set A 2 LO of objects, and B 2 LP of attributes, we can define an L-
set A: 2 LP of attributes and an L-set B; 2 LO of objects as follows [4, 10]:

(1) A "ðpÞ ¼ ^o2OðAðoÞ ! ~Rðo; pÞÞ;
(2) B #ðoÞ ¼ ^p2PðBðpÞ ! ~Rðo; pÞÞ.

A:(p) is interpreted as the L-set of all attribute p 2 P shared by objects from
A. Similarly, B;(o) is interpreted as the L-set of all objects o 2 O having the
attributes from B in common. The fuzzy formal concept is a pair of (A,
B)2 LO 9 LP satisfying A: = B and B; = A, where fuzzy set of objects A called
as extent and fuzzy set of attributes B called as intent. The pair (:, ;) are known as
a Galois connection [4, 9, 10, 24, 25].

The set of fuzzy formal concepts FCF, generated from a given fuzzy formal
context F, defines the partial ordering principle i.e. ðA1;B1Þ� ðA2;B2Þ , A1 �
A2ð, B2 � B1Þ for every fuzzy formal concept. Together with this ordering, in the
complete lattice there exist an infimum and a supremum for some formal concepts
[1–4, 9, 10]:

• ^ j2J (Aj, Bj) = (\ j2JAj, ([ j2JBj)
;:),

• _ j2J (Aj, Bj) = (([ j2JAj)
:;, \ j2JBj).

3 Proposed Method

Proposed method focus on the conditions in which data is complete for a given
fuzzy context shown in Table 1. Then a fuzzy homomorphism map can be defined
as given below:

Step 1 Let us suppose a fuzzy formal context D ¼ ðXm; Yn; ~uÞ. Now we want to
define a fuzzy homomorphism map for the given fuzzy formal context
F ¼ ðOi;Pj; ~RÞ onto the fuzzy context D, where m B i and n B j.

Step 2 Then suppose a fuzzy homomorphism map h: F ¼ ðOi;Pj; ~RÞ ! D ¼
ðXm; Yn; ~uÞ defined as: l~Rððoi; pjÞÞ� l~uðhðoiÞ; hðpjÞÞ, 8ðoi; pjÞ 2 ~R and
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their images ðhðoiÞ; hðpjÞÞ 2 ~u. Hence, a fuzzy homomorphism map defines
the map for objects and attributes of the given fuzzy formal context F to D.

Step 3 The strength of obtained fuzzy relation ~u of homomorphic fuzzy formal
context D is equaled or exceeded by the strength of fuzzy relation ~R of
given fuzzy formal context F through the defined map: l~Rðoi; pjÞ
� l~uðhðoiÞ; hðpjÞÞ. Thus it is possible to define a fuzzy homomorphism
map h as maxl~R

ðoi; pjÞ ¼ l~uðhðoiÞ; hðpjÞÞ which provide a homomorphic
relation ~u between two objects or attributes that are unrelated under the
fuzzy relation ~R. If it is not the case then h is called as a strong homo-
morphism. However, given relations ~R and ~u are fuzzy then h satisfies
properties of strong homomorphism given in Step 4.

Step 4 The homomorphism map h satisfies following two implications:

(1) lðoi; pjÞ 2 ~R! ðhðoiÞ; hðpjÞ 2 ~uÞ for all ðoi; pj; ~RÞ 2 F.
(2) lðxm; ynÞ 2 ~u! ðoi; pjÞ 2 ~R for all ðxm; yn; ~uÞ 2D, where oi 2 h-1(xm)

and pj 2 h-1(yn). We can observe that fuzzy homomorphism map h is
many-to-one. However the inverse of h for each relation of lðxm; ynÞ 2 ~u
is a set of relations from ðoi; pjÞ 2 ~R.

Step 5 The map h provides compact representation of given fuzzy context
F = ðOi;Pj; ~RÞ through a defined fuzzy homomorphism. The objects
(attributes) in obtained homomorphic context D = ðXm; Yn; ~uÞ belongs to
the same block of the partition created by the function h on the set Xm (Yn).
However, a homomorphism map f: L ? L0 in residuated lattice called as
complete if it preserves the arbitrary supremum and infimum:

• _ j2Jh (aj) = h ( _ j2J (aj)),
• ^ j2Jh (aj) = h ( ^ j2J (aj)).

Proposed method define a many-to-one fuzzy homomorphism for a given fuzzy
context F. The relation between two objects or attributes of obtained homomorphic
context (D) can be computed as per the Step 2 and 3 formally, maxl~R

ðoi; pjÞ ¼
l~uðhðoiÞ; hðpjÞÞ. Since, both relations ~R and ð~uÞ are fuzzy then map h satisfies two
another implications given in Step 4, which helps to get the elements of F from
D. In this process we have not reduced any objects and attributes of given fuzzy
formal context. hence it is useful for the data analysis and processing tasks. To
understand the proposed method in the next section we provide an illustrative
example.

4 Illustration

For illustrations of proposed method firstly we provide an example on fuzzy
homomorphism map thereafter we describe it for a given fuzzy formal context. For
this purpose we have consider a fuzzy matrix shown in Table 2, which represent
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relation M (X, X) defined on the set X = {a, b, c, d}. The fuzzy graph represen-
tation for elements of Table 2 is shown in Fig. 1 [17].

Now we want to define a fuzzy homomorphism on the set X = {a, b, c, d} as:
(1) a and b ? a, (2) c ? b and (3) d ? c. The obtained fuzzy relation suppose
N (Y, Y) can be defined on a set Y = {a, b, c} as depicted in Table 3. The cor-
responding fuzzy graph for Table 3 is shown in Fig. 2 [17]. Similarly we can
define the homomorphism for the objects and attributes of given fuzzy formal
context. For this purpose we have considered a fuzzy formal context shown in
Table 4 [9].

The generated fuzzy formal concepts from the fuzzy formal context shown in
Table 4 are [9]:

1. fø; 1:0=p1 þ 1:0=p2 þ 1:0=p3 þ 1:0=p4 þ 1:0=p5 þ 1:0=p6g
2. {0.5/o1, 1.0/p2 ? 1.0/p3 ? 1.0/p4 ? 1.0/p5}
3. {1.0/o2, 1.0/p1 ? 1.0/p2 ? 1.0/p3}
4. {0.5/o3, 1.0/p1 ? 1.0/p2 ? 1.0/p6}
5. {0.5/o1 ? 0.5/o5, 1.0/p3 ? 1.0/p4}
6. {0.5/o1 ? 0.5/o4, 1.0/p4 ? 1.0/p5}
7. {1.0/o1, 1.0/p2 ? 0.5/p3 ? 0.5/p4 ? 1.0/p5}
8. {0.5/o1 ? 1.0/o2, 1.0/p2 ? 1.0/p3}
9. {1.0/o2 ? 0.5/o3, 1.0/p1 ? 1.0/p2}
10. {1.0/o3, 0.5/p1 ? 0.5/p2 ? 1.0/p6}
11. {0.5/o1 ? 1.0/o5, 1.0/p3 ? 0.5/p4}
12. 12.{0.5/o1 ? 1.0/o4, 1.0/p4 ? 0.5/p5}
13. {1.0/o1 ? 0.5/o4, 0.5/p4 ? 1.0/p5}
14. {1.0/o1 ? 1.0/o5, 0.5/p3 ? 0.5/p4}
15. {0.5/o1 ? 1.0/o2 ? 1.0/o5, 1.0/p3}
16. 16.{1.0/o1 ? 1.0/o2, 1.0/p2 ? 0.5/p3}
17. {1.0/o2 ? 0.5/o3 ? 0.5/o6, 1.0/p1}
18. {1.0/o2 ? 1.0/o3, 0.5/p1 ? 0.5/p2}
19. {0.5/o1 ? 1.0/o4 ? 0.5/o5, 1.0/p4}
20. {1.0/o1 ? 1.0/o4, 0.5/p4 ? 0.5/p5}
21. {1.0/o1 ? 1.0/o2 ? 1.0/o5, 0.5/p3}
22. {1.0/o1 ? 1.0/o2 ? 0.5/o3, 1.0/p2}
23. {1.0/o1 ? 1.0/o4 ? 1.0/o5, 0.5/p4}
24. {1.0/o1 ? 1.0/o2 ? 1.0/o3, 0.5/p2}
25. {1.0/o2 ? 1.0/o3 ? 1.0/o6, 0.5/p1}
26. f1:0=o1 þ 1:0=o2 þ 1:0=o3 þ 1:0=o4 þ 1:0=o5 þ 1:0=o6; øg

Table 2 Fuzzy matrix for
the relation M(X, X)

a b c d

a 0.0 0.5 0.0 0.0
b 0.0 0.0 0.9 0.0
c 1.0 0.0 0.0 0.5
d 0.0 0.6 0.0 0.0
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where ø represents null set. The fuzzy graph representation of concept lattice
generated from above concepts is shown in Fig. 3 [9], which represents following
information:

• The concepts 25 (attribute–p1), 24(attribute–p2), 21 (attribute–p3) and 23
(attribute–p4) shows generalization in the concept lattice.

• The concepts 2(object–o1), 3(object–o2) and 4 (object–o3) shows specialization
in the concept lattice.

Now we can define a fuzzy homomorphic map h:F = ðOi;Pj; ~RÞ ! D ¼
ðXm; Yn; ~uÞ on attributes as: (1) p1 and p2 ? y1, (2) p3 and p4 ? y2, (3) p5 ? y3

and (4) p6 ? y4. The corresponding membership values can be computed through

Fig. 1 Fuzzy graph for
context of Table 2

Table 3 Homomorphic
image for Table 2

a b c

a 0.5 0.9 0.0
b 1.0 0.0 0.9
c 1.0 0.9 0.0

Fig. 2 Fuzzy graph for
context of Table 3

Table 4 Fuzzy formal
context

p1 p2 p3 p4 p5 p6

o1 0.0 1.0 0.5 0.5 1.0 0.0
o2 1.0 1.0 1.0 0.0 0.0 0.0
o3 0.5 0.5 0.0 0.0 0.0 1.0
o4 0.0 0.0 0.0 1.0 0.5 0.0
o5 0.0 0.0 1.0 0.5 0.0 0.0
o6 0.5 0.0 0.0 0.0 0.0 0.0
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Step 3 of proposed method as given below: (o1, y1) = 1.0, (o1, y2) = 0.5,
(o1, y3) = 1.0, (o1, y4) = 0.0, (o2, y1) = 1.0, (o2, y2) = 1.0, (o2, y3) = 0.0,
(o2, y4) = 0.0, (o3, y1) = 0.5, (o3, y2) = 0.0, (o3, y3) = 0.0, (o3, y4) = 1.0,
(o4, y1) = 0.0, (o4, y2) = 1.0, (o4, y3) = 0.5, (o4, y4) = 0.0, (o5, y1) = 0.0,
(o5, y2) = 1.0, (o5, y3) = 0.0, (o5, y4) = 0.0, (o6, y1) = 0.5, (o6, y2) = 0.0,
(o6, y3) = 0.0, (o6, y4) = 0.0. These membership values are shown in Table 5.

Similarly, a fuzzy homomorphism map h:F = ðOi;Pj; ~RÞ ! D ¼ ðXm; Yn; ~uÞ
can be defined on objects as given below: 1. o1 ? x1, 2. o2 and o3 ? x2, 3.o4 and
o5 ? x3, and 4. o6 ? x4. The membership values can be computed as per Step 3
of proposed method described as below: (x1, y1) = 1.0, (x1, y2) = 0.5,
(x1, y3) = 1.0, (x1, y4) = 0.0, (x2, y1) = 1.0, (x2, y2) = 1.0, (x2, y3) = 0.0,
(x2, y4) = 1.0, (x3, y1) = 0.0, (x3, y2) = 1.0, (x3, y3) = 0.5, (x4, y4) = 0.0,
(x4, y1) = 0.5, (x4, y2) = 0.0, (x4, y3) = 0.0, (x4, y4) = 0.0. These membership
values are shown in Table 6. Hence, the final homomorphic context for Table 4 is
shown in Tables 7 followed by Table 6.

The fuzzy formal concepts generated from Table 7 are:

1. fø; 1:0=y1 þ 1:0=y2 þ 1:0=y3 þ 1:0=y4g
2. {1.0/x1, 1.0/y1 ? 0.5/y2 ? 1.0/y3}
3. {1.0/x2, 1.0/y1 ? 1.0/y2 ? 1.0/y4}
4. {0.5/x1 ? 1.0/x3, 1.0/y2 ? 0.5/y3}
5. {1.0/x1 ? 1.0/x2 ? 1.0/x4, 0.5/y1}
6. {0.5/x1 ? 1.0/x2 ? 1.0/x3, 1.0/y2}
7. {1.0/x1 ? 1.0/x2, 1.0/y1 ? 0.5/y2}
8. {0.5/x1 ? 0.5/x3, 1.0/y2 ? 1.0/y3}
9. {1.0/x1 ? 1.0/x2 ? 0.5/x4, 0.5/y1}
10.f1:0=x1 þ 1:0=x2 þ 1:0=x3 þ 1:0=x4; øg

Fig. 3 Fuzzy concept lattice
for context shown in Table 4
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The fuzzy concept lattice obtained from above generated concepts is shown in
Fig. 4, which represents following informations:

• The concepts 9 (attribute–y1) and 6(attribute–y2) shows generalization. It means
they represents attributes p1, p2, p3, p4 of original context.

• The concepts 2(object–x1) and 3 (object–x2) shows specialization. It means they
represents objects o1, o2, o3 of original context.

Now we can observe that the proposed method preserves the information
represented in form of specialization and generalization in its original concept
lattice. Similarly, we can analyze for other concepts also.

Table 5 Homomorphism on
attributes of Table 4

y1 y2 y3 y4

o1 1.0 0.5 1.0 0.0
o2 1.0 1.0 0.0 0.0
o3 0.5 0.0 0.0 1.0
o4 0.0 1.0 0.5 0.0
o5 0.0 1.0 0.0 0.0
o6 0.5 0.0 0.0 0.0

Table 6 Homomorphism on
objects of Table 5 followed
by Table 6

y1 y2 y3 y4

x1 1.0 0.5 1.0 0.0
x2 1.0 1.0 0.0 1.0
x3 0.0 1.0 0.5 0.0
x4 0.5 0.0 0.0 0.0

Table 7 A homomorphic
context for fuzzy context
shown in Table 4

y1 y2 y3 y4

x1 1.0 0.5 1.0 0.0
x2 1.0 1.0 0.0 1.0
x3 0.0 1.0 0.5 0.0
x4 0.5 0.0 0.0 0.0

Fig. 4 Fuzzy concept lattice
for context shown in Table 7
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From above analysis and with the help of Table 8, we can conclude that:

• A fuzzy homomorphism map can be defined for a given fuzzy formal context for
concept lattice reduction.

• The reduced fuzzy concept lattice generated from homomorphism map pre-
serves specialization and generalization, which plays vital role in data analysis
and processing tasks.

We believe that proposed method in this study can be helpful for the
various applications of FCA in knowledge discovery and processing tasks [1–4,
7–10, 25–29].

5 Conclusions

The current study focused on FCA in the fuzzy setting and defines a fuzzy
homomorphism map for the given fuzzy formal context. The motivation of con-
structing fuzzy homomorphism map is to control the size of concept lattice. The
summary of study is as follows:

• A fuzzy homomorphism map can be defined for a given fuzzy formal context for
reducing the number of fuzzy formal concepts.

• The reduced fuzzy concept lattice generated from homomorphism map pre-
serves specialization and generalization as shown in Table 8.
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Application of Ratio Property
in Searching of M-Ambiguous Words
and Its Generalization

Amrita Bhattacharjee and Bipul Syam Purkayastha

Abstract In this paper ratio property of words are investigated. Concept of ratio
property and weak ratio property are extended for nth order alphabet. A rela-
tionship of ratio property with M-ambiguity is established. Various lemmas
already proved about ratio property over ternary alphabet are investigated for
tertiary alphabets. M-ambiguous words are formed by concatenating words sat-
isfying ratio property.

Keywords Parikh matrix � Sub-word or scattered sub-word � M-ambiguity �
Ratio property � Weak ratio property

1 Introduction

The notion of Parikh matrix is a well-developed as well as a developing area of
research interest. It was introduced in [2] and is an extension of Parikh Mapping
[1]. It has become an area of research interest due to its vast scope. In this paper we
investigate on some problems on Parikh Matrices of words. A word is a finite or
infinite sequence of symbols taken from a finite set called alphabet. With every
word over an ordered alphabet, a Parikh Matrix can be associated and it is a
triangular matrix. All the entries of the main diagonal of this matrix is 1 and every
entry below the main diagonal has the value 0 but the entries above the main
diagonal provide information on the number of certain sub-words in w. Although
Parikh Matrix of a word is achieving better results, it still faces on some
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challenging problems, such as Parikh Matrix is not injective. To overcome the
shortcomings, in recent decade scientists have developed many techniques to solve
complex problems of words using Parikh Matrix.

Two words of the same alphabet may have the same Parikh matrix. This
property is known as M-ambiguity. To find M-ambiguous words is a research
problem. Various methods are used to find M-ambiguous words and to solve the
problems of M-ambiguity. Ratio property and weak-ratio property introduced in
[3] also throws light in this direction. The weak-ratio property is used in [4] to
prove some interesting lemma regarding the commutativity of the Parikh matrix of
two words over binary and ternary alphabets. In the paper [5] the weak-ratio
property is extended to binary arrays and new extensions of this property namely
row-ratio property and column-ratio property are introduced. Various results are
also investigated in that field. Weak-ratio property is also used in [6] with asso-
ciation with Istrail morphism to explore a new area of investigation of morphic
images of words.

In this paper effort has been given to study ratio property and weak ratio
property in a generalized approach. Words over tertiary alphabet are discussed in
the light of ratio property. We see that two words satisfying ratio property makes
M-ambiguous words when they are allied in certain ways.

The paper is organized as follows. The following Sect. 2 reviews the basic
preliminaries of Parikh Matrix. Section 3 goes toward developing the generalized
definition of ratio property. Section 4 gives generalization of weak-ratio property.
In Sect. 5 relationship of ratio property with M-ambiguity is discussed and various
lemmas already proved for ternary sequences in [3] are investigated for tertiary
sequences. We conclude the paper in Sect. 6 by summarizing the observations.

2 Preliminaries

Ordered alphabet: An ordered alphabet is a set of symbols R ¼
a1; a2; a3; � � � ; anf g where the symbols are arranged maintaining a relation of order

(‘‘\’’) on it. For example if a1\a2\a3\ � � �\an, then we use notation:
R ¼ a1; a2; a3; � � � ; anf g
Word: A word is a finite or infinite sequence of symbols taken from a finite set
called an alphabet. Let R ¼ a1; a2; a3; � � � ; anf g be the alphabet. The set of all
words over R is R�. The empty word is denoted by k.
wj jai

: Let ai 2 R ¼ a1; a2; a3; � � � ; anf g be a letter. The number of occurrences of ai

in a word w 2 R� is denoted by wj jai
.

Sub-word: A word u is a sub-word of a word w, if there exists words x1 � � � xn and
y0 � � � yn, (some of them possibly empty), such that u ¼ x1 � � � xn and
w ¼ y0x1y1 � � � xnyn. For example if w ¼ abbcaddbcd is a word over the alphabet
R ¼ a; b; c; df g then abcd is a sub-word of w. Two occurrences of a sub-word are
considered different if they differed by at least one position of some letter. In the
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word w ¼ abbcaddbcd, the number of occurrences of the word abcd as a sub-word
of w is wj jabcd¼ 10.
Concatenation of words: Operation of joining of two words end-to-end is called
concatenation.
Triangle matrix: A triangle matrix is a square matrix m ¼ mi j

ffi �
1� i;j� n

such that:

1. mi j 2 N 1� i ; j � nð Þ; N is set of Natural number including zero:
2. mi j ¼ 0 for all 1� j\i� n;
3. mi j ¼ 0 for all 1� j\i� n:

Parikh matrix: Let R ¼ a1\a2\a3\ � � �\anf g be an ordered alphabet, where
n� 1. The Parikh matrix mapping, denoted WMn , is the homomorphism WMn :
R� ! Mnþ1 defined as follows:
if WMn aq

ffi �
¼ mi j

ffi �
1� i;j� nþ1 then mi; i ¼ 1; mq ; qþ1 ¼ 1 and all other elements are

zero.
Parikh matrix of a word: Let R ¼ a1\a2\a3 � � �\anf g be an nth ordered
alphabet. The Parikh matrix of a1; a2; a3; � � � ; an are as follows:

WMn a1ð Þ ¼

1 1 � � � 0 0
0 1 � � � 0 0
..
. ..

.
� � � ..

. ..
.

0 0 � � � 1 0
0 0 � � � 0 1

0
BBBB@

1
CCCCA

nþ1ð Þ� nþ1ð Þ

;

WMn a2ð Þ ¼

1 0 � � � 0 0

0 1 1 ..
.

0
..
. ..

.
� � � ..

. ..
.

0 0 � � � 1 0
0 0 � � � 0 1

0
BBBBB@

1
CCCCCA

nþ1ð Þ� nþ1ð Þ

; . . .;

WMn anð Þ ¼

1 0 � � � 0 0
0 1 � � � 0 0
..
. ..

.
� � � ..

. ..
.

0 0 � � � 1 1
0 0 � � � 0 1

0
BBBB@

1
CCCCA

nþ1ð Þ� nþ1ð Þ

Any word w over the nth order alphabet has a unique Parikh Matrix. This matrix
is given by
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WMn wð Þ ¼

1 wj ja1
wj ja1a2

� � � wj ja1a2���an�2
wj ja1a2���an�1

wj ja1a2���an

0 1 wj ja2
� � � wj ja2���an�2

wj ja2���an�1
wj ja2���an

..

. ..
. ..

.
� � � ..

. ..
. ..

.

..

. ..
. ..

.
� � � ..

. ..
. ..

.

0 0 0 � � � 1 wj jan�1
wj jan�1an

0 0 0 � � � 0 1 wj jan

0 0 0 � � � 0 0 1

0
BBBBBBBBBB@

1
CCCCCCCCCCA

nþ1ð Þ� nþ1ð Þ

where wj ja1���ai
is the number of occurrences of a1 � � � ai in the word w 2 R�, here

i 2 1; n½ ffi.

M-ambiguity: Two words w1 ;w2 over the same alphabet R may have the same
Parikh matrix. Then the words w1 ;w2 are called M-ambiguous.

Ratio property of words over ternary sequence:
Let R ¼ a\b\cf g be a ternary alphabet. Two words w1; w2 over R ¼

a\b\cf g are said to satisfy the ratio property, written w1 	 r w2;

If WM3 w1ð Þ ¼

1 p1 p1;2 p1;3

0 1 p2 p2;3

0 0 1 p3

0 0 0 1

0
BB@

1
CCA and WM3 w2ð Þ ¼

1 q1 q1;2 q1;3

0 1 q2 q2;3

0 0 1 q3

0 0 0 1

0
BB@

1
CCA

satisfy the conditions pi ¼ s � qi i ¼ 1; 2; 3ð Þ, pi; iþ1 ¼ s � qi; iþ1 i ¼ 1; 2ð Þ,
where s is a constant.

Weak-ratio property of words over ternary sequence:
Let R ¼ a\b\cf g be a ternary alphabet. Two words w1; w2 over R ¼

a\b\cf g are said to satisfy the weak-ratio property, written w1 	 wr w2; if

U w1ð Þ ¼
p1 p1;2 p1;3

p2;1 p2 p2;3

p3;1 p3;2 p3

0
@

1
A and U w2ð Þ ¼

q1 q1;2 q1;3

q2;1 q2 q2;3

q3;1 q3;2 q3

0
@

1
A satisfy the

condition pi ¼ s � qi ; i ¼ 1; 2; 3f g where s; s [ 0ð Þ is a constant.

3 Generalization of Ratio Property

Let R ¼ a1\a2\a3 � � �\anf g be an nth ordered alphabet. Two words w1; w2

over R ¼ a1\a2\a3 � � �\anf g are said to satisfy the ratio property, written
w1 	 r w2;
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If WMn w1ð Þ ¼

1 p1 p1:2 � � � p1;n�2 p1;n�1 p1;n

0 1 p2 � � � p2;n�2 p2;n�1 p2;n

..

. ..
. ..

.
� � � ..

. ..
. ..

.

..

. ..
. ..

.
� � � ..

. ..
. ..

.

0 0 0 � � � 1 pn�1 pn�1;n

0 0 0 � � � 0 1 pn

0 0 0 � � � 0 0 1

0
BBBBBBBBB@

1
CCCCCCCCCA

nþ1ð Þ� nþ1ð Þ

and

WMn w2ð Þ ¼

1 q1 q1:2 � � � q1;n�2 q1;n�1 q1;n

0 1 q2 � � � q2;n�2 q2;n�1 q2;n

..

. ..
. ..

.
� � � ..

. ..
. ..

.

..

. ..
. ..

.
� � � ..

. ..
. ..

.

0 0 0 � � � 1 qn�1 qn�1;n

0 0 0 � � � 0 1 qn

0 0 0 � � � 0 0 1

0
BBBBBBBBB@

1
CCCCCCCCCA

nþ1ð Þ� nþ1ð Þ

satisfy the conditions

pi ¼ s � qi; i ¼ 1; 2; 3; � � � ; nð Þ;
pi; iþ1 ¼ s � qi; iþ1; i ¼ 1; 2; 3; � � � ; n� 1ð Þ; . . .;

pi; iþ n�2ð Þ ¼ s � qi;iþ n�2ð Þ; i ¼ 1; 2ð Þ

where s is a constant.

4 Generalization of Weak-Ratio Property

Let R ¼ a1\a2\a3 � � �\anf g be an nth ordered alphabet. Two words w1; w2

over R ¼ a1\a2\a3 � � �\anf g are said to satisfy the weak ratio property,
written w1 	 wr w2;

IfUðw1Þ ¼

p1 p1;2 � � � p1;n

p2;1 p2 � � � p2;n

..

. ..
. ..

. ..
.

pn;1 pn;2 � � � pn

0
BBB@

1
CCCA and Uðw2Þ ¼

q1 q1;2 � � � q1;n

q2;1 p2 � � � p2;n

..

. ..
. ..

. ..
.

pn;1 pn;2 � � � pn

0
BBB@

1
CCCA

satisfy the conditions pi ¼ s � qi; i ¼ 1; 2; 3; � � � ; nð Þ, where s; s [ 0ð Þ is a
constant.

Application of Ratio Property in Searching of M-Ambiguous Words 861



5 Searching M-Ambiguous Words Using Ratio Property

In this section the relationship of ratio property and M-ambiguity is investigated.
For simplicity tertiary sequences and definition of ratio property on tertiary
alphabet are used. By connecting words satisfying ratio property we form some
suitable new words. Using some lemmas about ratio property we show that the
newly formed concatenated words are M-ambiguous words.

Ratio property of words over tertiary alphabet: Two words w1; w2 over R ¼
a\b\c\df g are said to satisfy the ratio property, written w1 	 r w2; if

W4ðw1Þ ¼

1 p1 p1;2 p1;3 p1;4

0 1 p2 p2;3 p2;4

0 0 1 p3 p3;4

0 0 0 1 p4

0 0 0 0 1

0
BBBB@

1
CCCCA and

W4ðw2Þ ¼

1 q1 q1;2 q1;3 q1;4

0 1 q2 q2;3 q2;4

0 0 1 q3 q3;4

0 0 0 1 q4

0 0 0 0 1

0
BBBB@

1
CCCCA

satisfy the conditions

pi ¼ s � qi; i ¼ 1; 2; 3; 4ð Þ; pi; iþ1 ¼ s � qi; iþ1; i ¼ 1; 2; 3ð Þ; pi; iþ2

¼ s � qi; iþ2 ; i ¼ 1; 2ð Þ

where s is a constant.
The ratio property gives a sufficient condition for equality of the Parikh

matrices. Let w1; w2; w3 be two tertiary words such that the words satisfy the ratio
property. We can form some words from w1; w2; w3 as follows:

wi ¼ w1w2; wii ¼ w2w1; wiii ¼ wn
1wn

2; wiv ¼ w1w2ð Þn;

wv ¼ wn
1wn

2wn
3; wvi ¼ w1w2w3ð Þn; wvii ¼ xnwn

3; wviii ¼ xw3ð Þn

It can be proved that the words formed by w1; w2; w3 connecting them by the
above way taking them as sub-words give M-ambiguous words. Concatenation of
two words satisfying the ratio property by making them sub-word of a word w
makes w an M-ambiguous word. Thus the ratio property helps in finding certain
M-ambiguous words out of certain sets of words satisfying ratio property.

For R ¼ a\b\c\df g, the following lemmas inspired from [3] give some
assistance in this direction.

Lemma 5.1 For any three words w1; w2; w3 over R ¼ a\b\c\df g having the
ratio property so that w1 	 r w2; w2 	 r w3 we have for n� 0;

862 A. Bhattacharjee and B. S. Purkayastha



(a) W4 w1w2ð Þ ¼ W4 w2w1ð Þ i:e:wi and wii are M-ambiguous:
(b) W4 wn

1wn
2

ffi �
¼ W4 w1w2ð Þnð Þ i:e:wiii and wiv are M-ambiguous:

(c) W4 wn
1wn

2wn
3

ffi �
¼ W4 w1w2w3ð Þnð Þ i:e:wv and wvi are M-ambiguous:

(a) Proof: if W4 w1ð Þ and W4 w2ð Þ are as in definition, then

W4 w1w2ð Þ ¼

1 p1 þ q1 p1;2 þ p1q2 þ q1;2 p1;3 þ p1;2q3 þ p1q2;3 þ q1;3 p1;4 þ p1;3q4 þ p1;2q3;4 þ p1q2;4 þ q1;4

0 1 p2 þ q2 p2;3 þ p2q3 þ q2;3 p2;4 þ p2;3q4 þ p2q3;4 þ q2;4

0 0 1 p3 þ q3 p3;4 þ p3q4 þ q3;4

0 0 0 1 p4 þ q4

0 0 0 0 1

0
BBBBBB@

1
CCCCCCA

and

W4 w2w1ð Þ ¼

1 p1 þ q1 p1;2 þ p2q1 þ q1;2 p1;3 þ p2;3q1 þ p3q1;2 þ q1;3 p1;4 þ p2;4q1 þ p3;4q1;2 þ p4q1;3 þ q1;4

0 1 p2 þ q2 p2;3 þ p3q2 þ q2;3 p2;4 þ p3;4q2 þ p4q2;3 þ q2;4

0 0 1 p3 þ q3 p3;4 þ p4q3 þ q3;4

0 0 0 1 p4 þ q4

0 0 0 0 1

0
BBBBBB@

1
CCCCCCA

If the ratio property is satisfied for w1 ;w2 then we have

p1

q1
¼ p2

q2
¼ p3

q3
¼ p4

q4
¼ p1;2

q1;2
¼ p1;3

q1;3
¼ p2;3

q2;3
¼ p2;4

q2;4
¼ p3;4

q3;4
¼ s

These give p1q2 ¼ p2q1; p1q2;3 ¼ p2;3q1; p1q2;4 ¼ p2;4q1;

p2q3 ¼ p3q2; p2q3;4 ¼ p3;4q2;

p3q4 ¼ p4q3; p3q1;2 ¼ p1;2q3;

p4q2;3 ¼ p2;3q4;

p1;2q3;4 ¼ p3;4q1;2;

And thus W4 w1w2ð Þ ¼ W4 w2w1ð Þ. That proves that wi and wii are M-ambiguous.

(b) Proof: W4 wn
1wn

2

ffi �
¼ W4 wn�1

1 w1w2wn�1
2

ffi �
¼ W4 wn�1

1

ffi �
W4 w1w2ð ÞW4 wn�1

2

ffi �
¼ W4 wn�1

1

ffi �
W4 w2w1ð ÞW4 wn�1

2

ffi �
Usingproperty ðaÞ

¼ W4 wn�1
1 w2w1wn�1

2

ffi �

Repeatedly using property (a) we obtain W4 wn
1wn

2

ffi �
¼ W4 w1w2ð Þnð Þ. That

proves that wiii and wiv are M-ambiguous.

(c) The proof is similar to the proof of (b). Noting that w1	 rw3. Which gives
wv and wviare M-ambiguous:
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Lemma 5.2 Let w1; w2; w3 be three nonempty words with w1	 rw2 ;w2	 rw3

and x ¼ w1w2 then

(a) W4 xnwn
3

ffi �
¼ W4 xw3ð Þnð Þ i.e. wvii and wviii are M-ambiguous.

(b) x is not related to w3 under 	 .

The proof of lemma 5.2 (a) is obvious from the lemma 5.1.
i:e:W4 xnwn

3

ffi �
¼ W4 xw3ð Þn, from which we get wvii and wviii are M-ambiguous.

The following example satisfies the lemma 5.2 (b).

Let w1 ¼

1 2 2 1 1

0 1 1 1 1

0 0 1 1 1

0 0 0 1 1

0 0 0 0 1

0
BBBBBB@

1
CCCCCCA
; w2 ¼

1 6 6 3 2

0 1 3 3 3

0 0 1 3 3

0 0 0 1 3

0 0 0 0 1

0
BBBBBB@

1
CCCCCCA
;

w3 ¼

1 12 12 6 5

0 1 6 6 6

0 0 1 6 6

0 0 0 1 6

0 0 0 0 1

0
BBBBBB@

1
CCCCCCA

be three nonempty words. Here w1	 rw2;w2	 rw3.

Now x ¼ w1w2

¼

1 2 2 1 1

0 1 1 1 1

0 0 1 1 1

0 0 0 1 1

0 0 0 0 1

0
BBBBBB@

1
CCCCCCA
�

1 6 6 3 2

0 1 3 3 3

0 0 1 3 3

0 0 0 1 3

0 0 0 0 1

0
BBBBBB@

1
CCCCCCA
¼

1 8 14 16 18

0 1 4 7 10

0 0 1 4 7

0 0 0 1 4

0 0 0 0 1

0
BBBBBB@

1
CCCCCCA

The above matrix is not related to w3. It is an example that x is not related to w3

under 	 r.

6 Conclusion

Ratio property is a property of words introduced in [3] helps in connecting words
in an interesting way. The words satisfying ratio property can make certain
M-ambiguous words. M-ambiguity of words is the problem for which Parikh
matrices cannot be used in the injective way. That is for a single Parikh matrix
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satisfying M-ambiguity there may be more than one word corresponding to the
matrix. This paper presents generalization of ratio property and weak ratio prop-
erty. Some lemmas proved for ternary sequences are investigated for tertiary
words. Using those lemmas certain M-ambiguous words are formed from words
satisfying ratio property by concatenating them in certain ways. We have dis-
cussed some ways of concatenation. To find all the possible ways of concatenating
words satisfying ratio property to make M-ambiguous words is an open problem.
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Two Storage Inventory Model
for Deteriorating Items Under Fuzzy
Environment

S. R. Singh and Anuradha

Abstract In the present study, we investigate a two-warehouse economic order
quantity model for deteriorating items in which demand increases with respect to
time. Shortages are allowed and partially backlogged. This study has been done with
two types of model, first one is crisp model and the second is fuzzy model. In crisp
model the capacity of the own-warehouse, holding cost, unit cost, shortage cost and
opportunity cost are taken as the form of real numbers and in fuzzy model, these are
taken as a triangular fuzzy numbers. Graded Mean Representation method is used to
defuzzify the total cost function in case of fuzzy model. To illustrate the model
numerical examples are given and sensitivity analysis has been done.

Keywords Inventory � Deterioration � Shortage � Two warehouses � Fuzzy

1 Introduction

In most of the inventory models that had been projected within the early literature,
the associated prices are described as real numbers, though the $64000 world
inventory prices sometimes exist with imprecise elements. Once uncertainty
becomes a matter of discussion, standard approaches to treating uncertainty in
internal control specialize in applied math. During this case, client demand united
of the key parameters and supply of uncertainty is most frequently treated by a
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chance distribution. However, the probability-based approaches might not be suf-
ficient enough to replicate all uncertainties which will arise during a globe inventory
system. Modelers might face some difficulties whereas attempting to create a sound
model of a list system, during which the connected prices cannot be determined
exactly. For instance, prices are also obsessed with some foreign unit. In such a
case, as a result of the amendment within the exchange rates, the prices are usually
not known exactly. Another supply of uncertainty might arise owing to the issue of
crucial actual price elements. In some cases attempting to see the precise values of
such price elements is also terribly troublesome and expensive, if not possible. For
instance, inventory-carrying price is usually obsessed with some parameters like
current charge per unit and stock keeping the market value of the unit, which cannot
be known exactly. To prevail over this obscurity, many practitioners and acade-
mician made use of fuzzy set theory. Initially, Zadeh [1] introduced the concept of
fuzzy set. Park [2] applied the fuzzy set concepts to EOQ formula by representing
the inventory carrying cost with a fuzzy number and solved the economic order
quantity model using fuzzy number operations based on the extension principle.
Vujosevic et al. [3] used trapezoidal fuzzy number to fuzzify the order cost in the
total cost of the inventory model without backorder, and got fuzzy total cost. Lee
and Yao [4] proposed the inventory without backorder models in the fuzzy sense
and the order quantity is fuzzified as the triangular fuzzy number. Dutta et al. [5]
developed a model in presence of fuzzy variable demand in which the optimum is
achieved using a graded mean integration representation. Roy and Samanta [6]
discussed a fuzzy continuous review inventory model without backorder for dete-
riorating items in which the cycle time is taken as a symmetric fuzzy number. Some
recent work in this direction has been done by Singh et al. [7, 8].

Two storage facility is an important topic in that it enables firms to store the
items. Generally, we have limited storage space in own warehouses and rented
warehouse with unlimited storage space. This helps in reducing inventory costs as
well as in obtaining the best prices due to large volume of the purchases. Hartely [9]
was the first to address the problem of two warehouses. Murdeshwar and Sathe [10]
formulated some aspects of lot size models with two level of storage. A two
warehouses inventory model with linearly time dependent demand is developed by
Goswami and Chaudhuri [11]. Bhunia and Maity [12] developed a deterministic
inventory model with two warehouses for deteriorating items taking linearly
increasing demand with time, shortages were allowed and excess demand was
backlogged as well. Yang [13] proposed a two-warehouse inventory model for
deteriorating items with shortages. Yang [14] extended Yang [13] to incorporate
partial backlogging and then compared the two models based on the minimum cost
approach. Singh et al. [8] discussed the two-warehouse model with permissible
delay in payment in fuzzy environment. Sett et al. [15] formulated a two-warehouse
inventory model with increasing demand and time varying deterioration.

Deterioration is responsible for decreasing the original economic value of the
items after a certain period. Several researchers have been worked in this direction.
The analysis of deteriorating inventory problems began with Ghare and Schrader
[16], who developed a simple inventory model with a constant rate of
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deterioration. Aggarwal [17] presented a inventory model for constant deterio-
rating items. Dutta and Pal [18] extended Mandal and Phaujdar [19] work for
deteriorating items with the assumption that the demand rate is a linear function of
the on-hand inventory by allowing shortages, which are completely backlogged.
Balkhi [20] presented a production lot-size inventory model for deteriorating items
over a finite planning horizon. Panda et al. [21] formulated an economic order
quantity model. In which deterioration is weibull distribution in two parameters.
Sana [22] analyzed an optimal policy for the deteriorating items. Sarkar and Sarkar
[23] presented an inventory model for deteriorating items with inventory depen-
dent demand function.

The above-mentioned literature reveals that inventory models for deteriorating
items under the facility of two storage space in imprecise environment. In which
demand increases with time and shortages are allowed and partially backlogged.
The capacity of the own-warehouse, holding cost, unit cost, shortage cost and
opportunity cost are taken as a triangular fuzzy numbers. Graded Mean Represen-
tation method is used to defuzzify the total cost function. To illustrate the study,
numerical examples are provided and sensitivity analyses are also discussed.

2 Assumptions and Notations

The mathematical models of the two-warehouse inventory problems are based on
the following assumptions:

2.1 Assumptions

1. The demand rate is an increasing and linear function of time.
2. Shortages are allowed and partially backlogged which is an exponentially

decreasing function of time t, where t is the waiting time up to the next
replenishment.

3. Deterioration rate is constant for both the warehouses.
4. The goods of the RW are consumed only after consuming the goods kept in the

OW.
5. The inventory costs (including holding cost and deterioration cost) in the RW

are higher than those in the OW.
6. With the viewpoint of cost-minimization, the opportunity cost due to lost sale is

the sum of the revenue loss and the cost of goodwill. Hence, the opportunity
cost due to lost sale here is greater than the unit purchase cost.

7. Replenishment rate is infinite.
8. Lead time is zero.
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2.2 Notations

D(t): Demand rate of the items and given by D(t) = a ? bt, where a and b are
positive constants.

a: Deterioration rate in the OW, where 0 \ a\ 1.
b: Deterioration rate in the RW, where 0 \ b\ 1.
e-rt: Backlogging rate, r, backlogging parameter, 0 \ r\ 1.
W: Capacity of the owned warehouse (OW).
Z: The initial inventory for the period.
A: Replenishment cost per order.
C: Deterioration cost per unit.
CS: Shortage cost per unit time.
L: Opportunity cost due to lost sale, if the shortage is lost.
H: Holding cost per unit per unit time in the OW.
F: Holding cost per unit per unit time in the RW, F [ H.
I1(t): The inventory level in the RW during the time [0, t1].
I2(t): The inventory level in the OW during the time [0, t1].
I3(t): The inventory level in the OW during the time [t1, t2].
I4(t): The inventory level during the time [t2, T].
t1: The time at which the inventory level reaches zero in the RW.
t2: The time at which the inventory level reaches zero in the OW and

shortages occur.
T: The time at which the shortage level reaches the lowest point in the

replenishment cycle.
TC: The total inventory cost per unit time.
~TC: The fuzzy total inventory cost per unit time.

3 Mathematical Formulation of the Model

At time t = 0, the initial inventory for the period T is Z and out of these Z units W
units are kept in the OW and rest (Z-W) units are stored in the RW provided
Z [ W, otherwise zero units are stored in the RW. The goods of the OW are
consumed only after consuming the goods kept in the RW. At time t1, inventory
level in the RW reaches to zero due to the combined effect of demand and dete-
rioration, and the inventory level W in the OW also reduces due to the effect of
deterioration only. During (t1, t2), inventory level in the OW reaches to zero due to
the combined effect of demand and deterioration. At the time t2, both warehouses
are empty and there after shortages occur. The partially backlogged quantity is
supplied to the customers at the beginning of the next cycle. The inventory situ-
ation described as above can be represented as shown in Fig. 1.
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3.1 Crisp Model

During the interval (0, T), the inventory level at time t in the RW and the OW are
governed by the following differential equations:

I01 tð Þ þ bI1 tð Þ ¼ � aþ btð Þ; 0� t� t1 with I1 t1ð Þ ¼ 0 ð1Þ

I02 tð Þ þ aI2 tð Þ ¼ 0; 0� t� t1 with I2 0ð Þ ¼ W ð2Þ

I03 tð Þ þ aI3 tð Þ ¼ � aþ btð Þ; t1� t� t2 with I3 t2ð Þ ¼ 0 ð3Þ

I04 tð Þ ¼ e�rðT�tÞ aþ btð Þ; t2� t� T with I4 t2ð Þ ¼ 0 ð4Þ

Using the boundary conditions, the solution of above differential equations are
given by as follows:

I1 tð Þ ¼ 1

b2 b aþ bt1ð Þ � bð Þeb t1�tð Þ � b aþ btð Þ � bð Þ
n o

; 0� t� t1 ð5Þ

I2 tð Þ ¼ We�at; 0� t� t1 ð6Þ

I3 tð Þ ¼ 1
a2

a aþ bt2ð Þ � bð Þea t2�tð Þ � a aþ btð Þ � bð Þ
n o

; t1� t� t2 ð7Þ

I4 tð Þ ¼ a

r
e�r T�tð Þ � e�r T�t2ð Þ
ffi �

þ b

r
te�r T�tð Þ � t2e�r T�t2ð Þ
ffi �

� b

r2
e�r T�tð Þ � e�r T�t2ð Þ
ffi �

; t2� t� T ð8Þ

Fig. 1 Two-warehouse
inventory system
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Due to the continuity at t = t1, from the Eqs. (5) and (7), we have

I2 t1ð Þ ¼ I3 t1ð Þ

) We�at1 ¼ 1
a2

a aþ bt2ð Þ � bð Þea t2�t1ð Þ � a aþ bt1ð Þ � bð Þ
n o

) W ¼ 1
a2

eat1 a aþ bt2ð Þ � bð Þea t2�t1ð Þ � a aþ bt1ð Þ � bð Þ
n o ð9Þ

Now, using Taylor series expansion for the exponential function and ignoring
higher order terms, Eq. (9) reduces to

t2 ¼
1

bþ aa� 2bat1ð Þ

� a� aat1 þ bat2
1

� �

�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a� aat1 þ bat2

1

� �2þ bþ aa� 2bat1ð Þ
2at1 þ bt2

1 � aat2
1

� �

þ 2W 1� at1 þ a2t2
1=2

� �
0
@

1
A

8<
:

9=
;

vuuut

2
66664

3
77775

ð10Þ

Equation (10) shows that t2 is a function of t1, so, t2 is not a decision variable.
Since, I1(t) = Z - W at t = 0, therefore, we have

Z ¼ W þ
b aþ bt1ð Þ � bð Þebt1 � ab� bð Þ

� �
b2 ð11Þ

Now the total cost consists of following components:

1. Ordering cost = A ð12Þ

2. Holding cost per cycle in RW

HCRW ¼ F

Zt1

0

I1ðtÞdt

HCRW ¼
F

b2

1
b

b aþ bt1ð Þ � bð Þ ebt1 � 1
� �

� t1 b aþ b
t1
2

ffi �
� b

ffi �	 
 ð13Þ

3. Holding cost per cycle in OW

HCOW ¼ H

Zt1

0

I2ðtÞdt þ
Zt2

t1

I3ðtÞdt

8<
:

9=
;

HCOW ¼ H
W

a
1� e�at1ð Þ þ 1

a2

1
a

a aþ bt2ð Þ � bð Þ ea t2�t1ð Þ � 1
ffi �		

� t2 � t1ð Þ a aþ b

2
t2 � t1ð Þ

� �
� b

� �


ð14Þ
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4. Shortage cost per cycle

SC ¼� Cs

ZT

t2

I4 tð Þdt

SC ¼� CS
a

r
1
r

1� e�r T�t2ð Þ
ffi �

� T � t2ð Þe�r T�t2ð Þ
� �

þ b

r
T

r
� t2

r
e�r T�t2ð Þ

�
� 1

r2

	

þ e�r T�t2ð Þ

r2
� t2 T � t2ð Þe�r T�t2ð Þ

�
� b

r2

1
r

1� e�r T�t2ð Þ
ffi �

� T � t2ð Þe�r T�t2ð Þ
� �


ð15Þ

5. Opportunity cost due to lost sales per cycle

OP ¼ L

ZT

t2

1� BðT � tÞð Þ aþ btð Þdt ¼ L

ZT

t2

1� e�r T�tð Þ
ffi �

aþ btð Þdt

OP ¼ L a T � t2ð Þ þ b

2
T2 � t2

2

� �
� a

r
1� e�r T�t2ð Þ
ffi �	

�b
T � e�r T�t2ð Þ

r
� 1� e�r T�t2ð Þ

r2

� �


ð16Þ

6. Deterioration cost per cycle

DC ¼ C b
Zt1

0

I1ðtÞdtþ a
Zt1

0

I2ðtÞdtþ a
Zt2

t1

I3ðtÞdt

0
@

1
A

DC ¼ C
1
b

�
1
b

b aþ bt1ð Þ � bð Þ ebt1 � 1
� �

� t1 b aþ b
t1

2

ffi �
� b

ffi �	 

þW 1� e�at1ð Þ

þ 1
a2

1
a

a aþ bt2ð Þ � bð Þ ea t2�t1ð Þ � 1
ffi �	 �

� t2 � t1ð Þ a aþ b

2
t2 � t1ð Þ

� �
� b

� �

ð17Þ

Therefore total average cost per unit time is
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TC t1; Tð Þ ¼ 1
T

OC þ HORW þ HOOW þ SC þ OPþ DC½ �

TC t1; Tð Þ ¼ 1
T

Aþ F þ Cbð Þ
b2

1
b

b aþ bt1ð Þ � bð Þ ebt1 � 1
� �		

�t1 b aþ b
t1

2

ffi �
� b

ffi �o

þ H þ Cað Þ W

a
1� e�at1ð Þ


þ 1

a2

1
a

a aþ bt2ð Þ � bð Þ ea t2�t1ð Þ � 1
ffi �	

� t2 � t1ð Þ a aþ b

2
t2 � t1ð Þ

� �
� b

� �
�
� Cs

��
a

r
1
r

�

� 1� e�r T�t2ð Þ
ffi �

� T � t2ð Þe�r T�t2ð Þ
�

þ b

r
T

r
� t2

r
e�r T�t2ð Þ � 1

r2
þ e�r T�t2ð Þ

r2
� t2 T � t2ð Þe�r T�t2ð Þ

� �

� b

r2

1
r

1� e�r T�t2ð Þ
ffi �

� T � t2ð Þe�r T�t2ð Þ
� ���

þ L a T � t2ð Þ þ b

2

�
T2 � t2

2

� �

� a

r
1� e�r T�t2ð Þ
ffi �

�b
T � e�rðT�t2Þ

r
� 1� e�rðT�t2Þ

r2

� ��


ð18Þ

Now, for minimizing the total average cost per unit time, the optimal values of
t1 and T (say t1

* and T*) can be obtained by solving the following equations
simultaneously:

oTC t1; Tð Þ
ot1

¼ 0 and
oTC t1; Tð Þ

oT
¼ 0 ð19Þ

which satisfies the conditions

o2TC t1; Tð Þ
ot2

1

[ 0;
o2TC t1; Tð Þ

oT2
[ 0 and

o2TC t1; Tð Þ
ot2

1

� �
o2TC t1; Tð Þ

oT2

� �

� o2TC t1; Tð Þ
ot1oT

� �2

[ 0 ð20Þ

3.2 Fuzzy Model

Due to uncertainly in the environment it is not easy to define all the parameters
precisely, accordingly we assume some of these parameters namely
~A; ~W ; ~C; ~Cs; ~H; ~F and ~L are taken as in fuzzy sense, which may change within
some limits.

Let ~A ¼ a1; a2; a3ð Þ; ~W ¼ w1;w2;w3ð Þ; ~C ¼ c1; c2; c3ð Þ; ~Cs ¼ CS1 ;CS2 ;CS3ð Þ;
~H ¼ h1; h2; h3ð Þ; ~F ¼ f1; f2; f3ð Þ and ~L ¼ l1; l2; l3ð Þ are as triangular fuzzy numbers.

Total cost of the system per unit time in fuzzy sense is given by
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~TC t1; Tð Þ ¼ 1
T

~Aþ
~F þ ~Cb
� �

b2

1
b

b aþ bt1ð Þ � bð Þ ebt1 � 1
� �	(

�t1 b aþ b
t1

2

ffi �
� b

ffi �)

þ ~H þ ~Ca
� � ~W

a
1� e�at1ð Þ


þ 1

a2

1
a

a aþ bt2ð Þ � bð Þ ea t2�t1ð Þ � 1
ffi �	

� t2 � t1ð Þ a aþ b

2
t2 � t1ð Þ

� �
� b

� �
�

� ~Cs

��
a

r
::

1
r

�
� 1� e�r T�t2ð Þ
ffi �

� T � t2ð Þe�r T�t2ð Þ
�

þ b

r
T

r
� t2

r
e�r T�t2ð Þ � 1

r2
þ e�r T�t2ð Þ

r2
� t2 T � t2ð Þe�r T�t2ð Þ

� �

� b

r2

1
r

1� e�r T�t2ð Þ
ffi �

� T � t2ð Þe�r T�t2ð Þ
� ���

þ ~L a T � t2ð Þ þ b

2

�
T2 � t2

2

� �
� a

r
1� e�r T�t2ð Þ
ffi �

�b
T � e�rðT�t2Þ

r
� 1� e�rðT�t2Þ

r2

� ��)

ð21Þ
We defuzzify the fuzzy total cost ~TC t1; Tð Þby graded mean representation,

which is given by

TCDGMRM t1; Tð Þ ¼ 1
6

~TC1 t1; Tð Þ t1; Tð Þ þ 4 ~TC2 t1; Tð Þ þ ~TC3 t1; Tð Þ
� �

ð22Þ

where,

~TCi t1; Tð Þ ¼ 1
T

a1 þ
fi þ cibð Þ

b2

1
b

b aþ bt1ð Þ � bð Þ ebt1 � 1
� �		

� t1 b aþ b
t1
2

ffi �
� b

ffi �o

þ hi þ ciað Þ wi

a
1� e�at1ð Þ

h
þ 1

a2

1
a

a aþ bt2ð Þ � bð Þ ea t2�t1ð Þ � 1
ffi �	

� t2 � t1ð Þ a aþ b

2
t2 � t1ð Þ

� �
� b

� �
�

� csi

�
a

r
:

�
1
r

�
� 1� e�r T�t2ð Þ
ffi �

� T � t2ð Þe�r T�t2ð Þ
�

þ b

r
T

r
� t2

r
e�r T�t2ð Þ � 1

r2
þ e�r T�t2ð Þ

r2
� t2 T � t2ð Þe�r T�t2ð Þ

� �

� b

r2

1
r

1� e�r T�t2ð Þ
ffi �

� T � t2ð Þe�r T�t2ð Þ
� ���

þ li a T � t2ð Þ þ b

2

�
T2 � t2

2

� �
� a

r
1� e�r T�t2ð Þ
ffi �

�b
T � e�rðT�t2Þ

r
� 1� e�rðT�t2Þ

r2

� ��


ð23Þ
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where i = 1, 2, 3.
Now, for minimizing the fuzzy total average cost per unit time, the optimal

values of t1 and T (say t1
* and T*) can be obtained by solving the following

equations simultaneously:

oTCDGMRM t1; Tð Þ
ot1

¼ 0 and
oTCDGMRM t1; Tð Þ

oT
¼ 0 ð24Þ

which also satisfies the conditions

o2TCDGMRM t1; Tð Þ
ot2

1

[ 0;
o2TCDGMRM t1; Tð Þ

oT2
[ 0 and

o2TCDGMRM t1; Tð Þ
ot2

1

o2TCDGMRM t1; Tð Þ
oT2

� o2TCDGMRM t1; Tð Þ
ot1oT

� �2

[ 0

ð25Þ

4 Numerical Example and Sensitivity Analysis

4.1 Example 1: For Crisp Model

To illustrate the model, we consider the following numerical values of the
parameters from the previous studies in the appropriate units:

W = 200, A = Rs. 150 per order, a = 50 units per year, b = 0.2 units per
year, H = Rs. 10 per unit per year, F = Rs. 12 per unit per year, C = Rs. 20 per
unit, Cs = Rs. 15 per unit, L = Rs. 18 per unit, a = 0.05, b = 0.06, r = 0.08.

Applying the above solution procedure, by using the mathematical software
MATHEMATICA-8.0, we get the following optimal values of t1 = 0.5729 year,
T = 0.7241 year and TC = Rs 4670.6982.

4.2 Example 2: For Fuzzy Model

To illustrate the model, we consider the following data in appropriate units:
a = 50 units per year, b = 0.2 units per year, a = 0.05, b = 0.06, r = 0.08,

~A ¼ 142:5; 150; 157:5ð Þ; ~W ¼ 190; 200; 210ð Þ; ~C ¼ 19; 20; 21ð Þ; ~Cs

¼ 14:25; 15; 15:75ð Þ;
~H ¼ 9:5; 10; 10:5ð Þ; ~F ¼ 11:4; 12; 12:6ð Þ and ~L ¼ 17:1; 18; 18:9ð Þ.

Applying the above solution procedure, by using the mathematical software
MATHEMATICA-8.0, we get the optimal values of t1 = 0.6129 year,
T = 0.8124 year and TCDGMRM = Rs 4714.7809.
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4.3 Sensitivity Analysis

In order to study how the parameters affect the optimal solution, the sensitivity
analysis is carried out with respect to the various parameters. The result of the
sensitivity analysis are given in the Table 1.

From sensitivity Table 1 the following inferences are drawn:

1. From Table 1, it is observed that as ordering cost ‘A’ increases then t1, T and
total cost ‘TC’ increase.

2. t1, T and total cost ‘TC’ increase with an increases in capacity of own
warehouse.

Table 1 Sensitivity analysis of various parameters

Parameters % changes t1 T TC % change in TC

A -20 0.3721 0.5031 3970.2260 -14.99
-10 0.3727 0.5425 4170.6362 -10.70
10 0.4724 0.5978 5670.4687 +21.41
20 0.5720 0.6268 5870.7498 +25.69

W -20 0.4729 0.4587 4670.0672 0
-10 0.4829 0.5253 4700.5967 +0.64
10 0.7929 0.8065 5270.8646 +12.09
20 0.8929 0.9879 6170.5621 +32.02

H -20 0.4525 0.5146 3170.6424 -32.03
-10 0.5646 0.6758 3670.3478 -21.3
10 0.7768 0.8931 6670.4634 +42
20 0.8742 0.9246 7670.3426 +64

F -20 0.2154 0.3223 2670.3282 -42.28
-10 0.3965 0.4202 3070.6522 -34.25
10 0.5532 0.5756 4670.1653 0
20 0.5776 0.7235 6670.6451 +42

a -20 0.4729 0.6854 3670.1782 -21.42
-10 0.5710 0.7200 4178.1047 -10.54
10 0.6729 0.8200 5600.5432 +19.04
20 0.6780 0.8250 5700.7753 +22.05

b -20 0.3629 0.6943 3670.7628 -21.04
-10 0.4001 0.7002 4000.6782 -14.30
10 0.6772 0.8345 6360.1653 +36.17
20 0.7020 0.8504 6908.7821 +47.91

a -20 0.4651 0.6286 4031.4879 -13.64
-10 0.5125 0.6932 4376.6587 -6.23
10 0.6308 0.7587 4856.7808 +3.9
20 0.6823 0.7903 5189.6880 +11.11

b -20 0.5134 0.6803 4100.8754 -12.11
-10 0.5379 0.7068 4356.5879 -6.75
10 0.5969 0.7486 4746.9701 +1.64
20 0.6297 0.7843 4945.6709 +5.81
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3. On seeing the above table, t1, T and total cost ‘TC’ increase with an increases in
holding cost of own warehouse as well as rented warehouse. But, percentage
change in total cost in own warehouse is more than rented warehouse.

4. As demand parameters ‘a’ and ‘b’ increases then t1, T and total cost ‘TC’
increases but percentage change in total cost ‘TC’ with respect to negative
change is equal for both the parameters whereas with respect to positive change
in b is more than a.

5. On increases the deterioration rate ‘a’ and ‘b’ for both the warehouses then t1, T
and total cost ‘TC’ increases.

5 Conclusions

This paper presents a two-warehouse fuzzy inventory model for deteriorating
items in which demand is an increasing function of time. This paper is including
two types of model one is crisp model and the second is fuzzy model. In crisp
model, the capacity of own warehouse, deterioration rate, inventory holding cost,
unit cost and shortage cost are represented by a real numbers where as in fuzzy
model these are represented by triangular fuzzy numbers. The graded mean
method is employed to evaluate the optimal time period of positive stock t1 and
total cycle length T which minimizes the total cost. By numerical examples the
model is illustrated in a well manner. A sensitivity analysis is also conducted on
the different parameters. A future study would be to extend the proposed model for
finite replenishment rate, stock outs, which are partially backlogged, price
dependent demand, stock dependent demand and many more.
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Fuzzy Optimal Solution of Interval-
Valued Fuzzy Transportation Problems

Deepika Rani and T. R. Gulati

Abstract There are several methods to solve the unbalanced fully fuzzy trans-
portation problems in which the total availability is less than the total demand. In
these methods a dummy source, is added to balance the problem. As this added
dummy source does not exist actually, it is not genuine to apply existing methods
to get real life solutions. So, in this paper a method is proposed to solve such
unbalanced transportation problems and the obtained fuzzy optimal solution is in
terms of original sources only. By applying the proposed method, we can get the
information that the availability of which original source should actually be
increased so that the total fuzzy demand is met and the total fuzzy transportation
cost is minimum.

Keywords Interval-valued fuzzy numbers � Fully fuzzy transportation problem �
Fuzzy optimal solution

1 Introduction

In global economics, the supply chain management is becoming increasingly
important day by day. So, the knowledge of the transportation system is funda-
mental to the efficient and economical operation of a company. Transportation
model plays an important role in supply chain management for reducing cost and
improving services. Appa [1] discussed several variations of the transportation
problem.
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There exist effective algorithms [2] for the basic transportation problem [3]
which assumes that the parameters of the problem are exactly known. However,
there may be some situations when the parameters are not known in a precise
manner. A frequently used way to express the imprecision are fuzzy numbers
proposed by Zadeh [4]. Use of fuzzy numbers to represent the imprecision in
parameters enriches and enhances the suggested solution methodologies. It
enlarges the range of applications of linear programming. Several techniques [5–9]
have been proposed to solve the transportation problem in fuzzy environment.

In this paper, a method is proposed to obtain the fuzzy optimal solution in terms
of the original sources and destinations only keeping the total transportation cost
minimum. Here, we use (k, q) interval-valued fuzzy numbers to represent the
fuzziness in parameters. The signed distance ranking is used to defuzzify the
problem.

This paper is organised as follows. Basic definitions, arithmetic operations and
comparison of interval-valued fuzzy numbers are contained in Sect. 2. In Sect. 3,
fully fuzzy transportation problem is formulated using (k, q) interval-valued fuzzy
numbers. Algorithm for obtaining fuzzy optimal solution is proposed in Sect. 4. A
numerical example is solved in Sect. 5.

2 Preliminaries [10, 11]

2.1 Basic Definitions

Definition 1. If the membership function of the fuzzy set eba on R ¼ ð�1;1Þ is

leba
ðxÞ ¼ a; if x ¼ b

0; if x 6¼ b

ffi

then eba is called a level a fuzzy point.

Definition 2. If the membership function of the fuzzy set eA on R is given by

leAðxÞ ¼
kðx� lÞ
ðm� lÞ ; if l � x �m

kðn� xÞ
ðn� mÞ ; if m � x � n; l� m� n

0 otherwise

8>>>><
>>>>:

then eA is called a level k fuzzy number, 0 \ k B 1 and is denoted byeA ¼ ðl;m; n; kÞ.

Definition 3. If the membership function of the fuzzy set [ba, ca] on R is

l½ba; ca�ðxÞ ¼
a; if b � x� c; b � c
0; otherwise

ffi
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then [ba, ca] is called a level a fuzzy interval, 0 \ a B 1.

Definition 4. An interval-valued fuzzy set (i-v fuzzy set) eA on R is given byeA ¼ fx; ½leAL ; leAU �g; x 2 R, leALðxÞ; leAU ðxÞ 2 ½0; 1�;leALðxÞ� leAU ðxÞ; 8x 2 R and

is denoted by eA ¼ ½eAL; eAU �.

If leALðxÞ and leAU ðxÞ are according to Definition 2 as follows:

leALðxÞ ¼

kðx� lÞ
ðm� lÞ ; if l � x � m

kðn� xÞ
ðn� mÞ ; if m � x � n; l \ m \ n

0 otherwise

8>>>><
>>>>:

and

leAU ðxÞ ¼

kðx� pÞ
ðm� pÞ ; if p � x � m

kðr � xÞ
ðr � mÞ ; if m � x � r; p \ m \ r

0 otherwise

8>>>><
>>>>:

then eA ¼ ½eAL; eAU � ¼ ½ðl;m; n; kÞ; ðp;m; r; qÞ�, where 0 \ k B q B 1, p \ l
\ m \ n \ r and is called level (k, q) interval-valued fuzzy number.

Let FIV(k, q) = [(l, m, n; k), (p, m, r; q)] Vp \ l \ m \ n \ r, 0 \ k B

q B 1.

Let eA ¼ ½ðl1;m1; n1; kÞ; ðp1;m1; r1; qÞ�, eB ¼ ½ðl2;m2; n2; kÞ; ðp2;m2; r2; qÞ�
2 FIVðk; qÞ.

2.2 Arithmetic Operations

(i) eA � eB ¼ ½ðl1 þ l2;m1 þ m2; n1 þ n2; kÞ; ðp1 þ p2;m1 þ m2; r1 þ r2; qÞ�
(ii) eA � eB ¼ ½ðl1 � n2;m1 � m2; n1 � l2; kÞ; ðp1 � r2;m1 � m2; r1 � p2; qÞ�

(iii) keA ¼
½ðkl1; km1; kn1; kÞ; ðkp1; km1; kr1; qÞ� if k [ 0

½ðkn1; km1; kl1; kÞ; ðkr1; km1; kp1; qÞ� if k\0

0; 0; 0; kð Þ; 0; 0; 0; qð Þ½ � if k ¼ 0

8><
>:

2.3 Comparison of Interval Valued Fuzzy Numbers

(i) eA ffi eB if dðeA; e0Þ[ dðeB; e0Þ
(ii) eA< eB if dðeA; e0Þ	 dðeB; e0Þ
(iii) eA 
 eB if dðeA; e0Þ ¼ dðeB; e0Þ
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where dðeA; e0Þ ¼ 1
8 ½6m1 þ l1 þ n1 þ 4p1 þ 4r1 þ 3ð2m1 � p1 � r1Þ k

q� is called the

signed distance of eA from e0. The signed distance has same order properties as
those of real numbers, so this has been preferred for defuzzification of the fuzzy
numbers in this paper.

If the interval-valued fuzzy number eA is such that dðeA; e0Þ ¼ 0, then it is called

zero interval-valued fuzzy number and is denoted as eA 
 e0.

3 Problem Formulation

An unbalanced interval-valued fully fuzzy transportation problem having
m sources and n destinations can be formulated as follows:

Minimize
Xm

i¼1

Xn

j¼1

ðecij � exijÞ;

Subject to

Xn

j¼1

exij< eai ð1� i�mÞ;

Xm

i¼1

exij4
ebj ð1� j� nÞ; ðP1Þ

exij<
e0;

Xm

i¼1

eai �
Xn

j¼1

ebj

where eai: the fuzzy availability of the product at ith source Si,ebj: the fuzzy demand of the product at jth destination Dj,ecij: the fuzzy cost for transporting one unit of the product from Si to Dj,exij: the fuzzy quantity of the product to be transported from Si to Dj,

and eai; ebj; ecij; exij are all interval-valued fuzzy numbers.

4 Proposed Algorithm

A method to solve the problem (P1) is proposed in this section. To do so, we first
prove the following result.

Theorem 1 Let (P2) be the fuzzy linear formulation of balanced interval-valued
FFTP obtained by adding a dummy source Sm+1 to (P1) with unit fuzzy trans-
portation costs ecðmþ1Þj ¼ min

1� i�m
ðecijÞ; 1� j� n. Also, let ðeu; evÞ and ðeu0;ev0Þ be the

optimal solutions of the duals of (P1) and (P2), respectively, where
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ðeu; evÞ ¼ ðeu1; eu2; . . .; eum; ev1; ev2; . . .;evnÞ. Then eui ¼ eu 0i; 1� i�m and evj ¼
ev 0j; 1� j� n provided eu 0mþ1 ¼ e0.

Proof The problem (P2) is:

Minimize
Xmþ1

i¼1

Xn

j¼1

ðecij � exijÞ; subject to

Xn

j¼1

exij 
 eaið1� i�mþ 1Þ;
Xm

i¼1

exij 
 ebjð1� j� nÞ; exij<
e0;

where eamþ1 ¼
Xn

j¼1

ebj�
Xm

i¼1

eai:

Since ðeu; evÞ is the optimal solution of the dual of (P1), so

eui � evj4ecij; 81� i�m; 1� j� n and eui<
e0; 81� i � m:

To show that ðeu0; ev0Þ is also an optimal solution of the dual of (P1), it is
sufficient to show that

(i) eu 0i � ev 0j4ecij; 81� i�m; 1� j� n and

(ii) eu 0i<e0; 81� i�m:

(i) Since ðeu0;ev0Þ is the optimal solution of the dual to problem (P2), so

eu 0i � ev 0j4ecij; 81� i�mþ 1; 1� j� n

Therefore eu 0i � ev 0j4ecij; 81� i�m; 1� j� n.

(ii) In particular for i = m ? 1, for all j, eu 0mþ1 � ev 0j4ecðmþ1Þj, which implies

ev 0j4ecðmþ1Þj (since eumþ1 ¼ e0) ) ev 0j4ecij for all i (since ecðmþ1Þj ¼ min
1� i�m

ðecijÞÞ

) ecij� ev0j< e0
) eu 0i<e0 (since corresponding to each ev 0j, there exist eu 0i such that eu 0i � ev 0j ¼ ecijÞ:

The steps of the proposed method are as follows:

Step 1: Find the fuzzy optimal solution of the unbalanced interval-valued FFTP
(P1) by fuzzy vogel approximation method using the fuzzy transportation costsecðmþ1Þj ¼ min

1� i�m
ðecijÞ from the dummy source to all the destinations. Because the
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excess demand has to be transported, the relative costs associated with transporting
more than eai from different sources will tell which source should supply excess
demand.

Let exij; 81� i � mþ 1; 1 � j� n be the obtained fuzzy optimal solution.

Step 2: Assuming eu 0ðmþ1Þ ¼ ½ð0; 0; 0; kÞ; ð0; 0; 0; qÞ� (the signed distance of the

fuzzy dual variable corresponding to dummy source in the balanced interval-
valued FFTP (P2) equal to 0), find the dual variables for the fuzzy optimal solution
obtained in Step 1.

Step 3: Now by Theorem 4, the dual solution of FFTP (P1) is same as that of
FFTP (P2). To find the fuzzy optimal solution in terms of original sources only
with the help of fuzzy optimal solution obtained in Step 1, find the dual variables

eui; 1� i�m such that eui 
 e0 (because availability of only these sources can be
increased [12]).

Step 4: Let exðmþ1Þp be the fuzzy basic variable. Following two cases arise:

Case 1: If i, such that the dual variable eui 
 e0 is unique (say r), then increase the
value of the cell (r,p) in the fuzzy optimal solution obtained in Step 1 by exðmþ1Þp.

Case 2: If i, such that the dual variable eui 
 e0 is not unique, then increase the
value of the cell having least fuzzy transportation cost in column p by exðmþ1Þp. This
cell may or may not be a basic cell in the optimal solution obtained in Step 1.

If there is a tie in the least cost cells, then any one of these cells may be selected
to increase the value of the corresponding variable.

5 Numerical Example

By using the methods proposed in the literature for obtaining fuzzy optimal solution
for fuzzy transportation problems with total availability less than total demand, it is
not possible to find that the availability of which source should be increased to
accomplish the total demand. This information can be obtained by using the pro-
posed method and we show the same by solving the following example:

Consider the fully fuzzy transportation problem with 3 sources and 3 destina-
tions. Transportation costs, supply and demand coefficients are interval-valued
fuzzy numbers as shown in Table 1.

We find that the problem is not balanced since the total fuzzy availability is
[(30, 38, 42; 0.9), (25, 38, 50; 1)] and the total fuzzy demand is [(41, 45, 50;
0.9), (35, 45, 53; 1)].

According to Step 1 of the proposed method balance the interval-valued FFTP
by introducing a dummy source S4 with fuzzy availability equal to

41; 45; 50; 0:9ð Þ 35; 45; 53; 1ð Þ½ � � 30; 38; 42; 0:9ð Þ; 25; 38; 50; 1ð Þ½ � ¼ ð�1; 7; 20;½
0:9Þð�15; 7; 28; 1Þ� and unit fuzzy transportation costs as shown in Table 2.
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Now, using the fuzzy Vogel’s approximation method to the balanced interval-
valued FFTP represented by Table 2, the following fuzzy optimal solution is
found:

ex11 ¼ 10; 12; 15; 0:9ð Þ; 8; 12; 16; 1ð Þ½ �; ex12 ¼ ½ð�10; 8; 23; 0:9Þ; ð�27; 8; 43; 1Þ�; ex22 ¼ 9; 10; 11; 0:9ð Þ; 7; 10; 12; 1ð Þ½ �;
ex33 ¼ 4; 8; 10; 0:9ð Þ; 2; 8; 14; 1ð Þ½ �; ex42 ¼ �8; 5; 21; 0:9ð Þ; �25; 5; 35; 1ð Þ½ �; ex43 ¼ ð�1; 2; 7; 0:9Þ; ð�7; 2; 10; 1Þ½ �:

Assuming eu 04 ¼ 0; 0; 0; 0:9ð Þ; 0; 0; 0; 1ð Þ½ �, find the values of all the dual vari-
ables corresponding to the obtained fuzzy optimal solution and by Step 3 of the
proposed method the values for the dual variables eui; 1� i � 3 and evj; 1� j � 3
are:

eu1 ¼ ð�17; 5; 21; 0:9Þ; ð�35; 5; 42; 1Þ½ �; eu2 ¼ ð�5; 0; 5; 0:9Þ; ð�7; 0; 7; 1Þ½ �; eu3 ¼ ð�5; 0; 5; 0:9Þ; ð�7; 0; 7; 1Þ½ �;
ev1 ¼½ð�11; 7; 32; 0:9Þ; ð�34; 7; 51; 1Þ�; ev2 ¼ ð2; 3; 7; 0:9Þ; 1; 3; 8; 1ð Þ½ �; and ev3 ¼ ð2; 3; 7; 0:9Þ; ð1; 3; 8; 1Þ½ �:

From these values we find that dðeu2; e0Þ ¼ dðeu3; e0Þ ¼ 0. So, the availability of
S2 and S3 should be increased.

By using Step 4 of the proposed method, the fuzzy optimal solution is found to be:

Table 1 Intial data (Transportation cost, supply, demand)

Destinations ? D1 D2 D3 Fuzzy availability
Sources ;

S1 [(3, 6, 9; 0.9),
(1, 6, 10; 1)]

[(3, 4, 7; 0.9),
(1, 4, 9; 1)]

[(3, 6, 9; 0.9),
(1, 6, 10; 1)]

[(17, 20, 21; 0.9),
(16, 20, 24; 1)]

S2 [(4, 8, 10; 0.9),
(2, 8, 14; 1)]

[(2, 3, 7; 0.9),
(1, 3, 8; 1)]

[(3, 5, 7; 0.9),
(1, 5, 8; 1)]

[(9, 10, 11; 0.9),
(7, 10, 12; 1)]

S3 [(8, 9, 10; 0.9),
(7, 9, 11; 1)]

[(3, 5, 7; 0.9),
(1, 5, 8; 1)]

[(2, 3, 7; 0.9),
(1, 3, 8; 1)]

[(4, 8, 10; 0.9),
(2, 8, 14; 1)]

Fuzzy demand [(10, 12, 15; 0.9),
(8, 12, 16; 1)]

[(22, 23, 24; 0.9),
(20, 23, 25; 1)]

[(9, 10, 11; 0.9),
(7, 10, 12; 1)]

Table 2 Balanced interval-valued FFTP
Destinations ? D1 D2 D3 Fuzzy availability
Sources ;
S1 [(3, 6, 9; 0.9),

(1, 6, 10; 1)]
[(3, 4, 7; 0.9),

(1, 4, 9; 1)]
[(3, 6, 9; 0.9),

(1, 6, 10; 1)]
[(17, 20, 21; 0.9),

(16, 20, 24; 1)]
S2 [(4, 8, 10; 0.9),

(2, 8, 14; 1)]
[(2, 3, 7; 0.9),

(1, 3, 8; 1)]
[(3, 5, 7; 0.9),

(1, 5, 8; 1)]
[(9, 10, 11; 0.9),

(7, 10, 12; 1)]
S3 [(8, 9, 10; 0.9),

(7, 9, 11; 1)]
[(3, 5, 7; 0.9),

(1, 5, 8; 1)]
[(2, 3, 7; 0.9),

(1, 3, 8; 1)]
[(4, 8, 10; 0.9),

(2, 8, 14; 1)]
S4 [(3, 6, 9; 0.9),

(1, 6, 10; 1)]
[(2, 3, 7; 0.9),

(1, 3, 8; 1)]
[(2, 3, 7; 0.9),

(1, 3, 8; 1)]
[(-1, 7, 20; 0.9),

(-15, 7, 28; 1)]
Fuzzy

demand
[(10, 12, 15; 0.9),

(8, 12, 16; 1)]
[(22, 23, 24; 0.9),

(20, 23, 25; 1)]
[(9, 10, 11; 0.9),

(7, 10, 12; 1)]
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ex11 ¼ 10; 12; 15; 0:9ð Þ; 8; 12; 16; 1ð Þ½ �; ex12 ¼ �10; 8; 23; 0:9ð Þ; �27; 8; 43; 1ð Þ½ �;
ex22 ¼ ½ð9; 10; 11; 0:9Þ; ð7; 10; 12; 1Þ� � ½ð�8; 5; 21; 0:9Þ; ð�25; 5; 35; 1Þ� ¼ ½ð1; 15; 32; 0:9Þ; ð�18; 15; 47; 1Þ�

and ex33 ¼ ½ð4; 8; 10; 0:9Þ; ð2; 8; 14; 1Þ� � ½ð�1; 2; 7; 0:9Þ; ð�7; 2; 10; 1Þ� ¼ ½ð3; 10; 17; 0:9Þ; ð�5; 10; 24; 1Þ�:
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Comparative Study for Brain Tumor
Classification on MR/CT Images

Ankit Vidyarthi and Namita Mittal

Abstract The objective of this study is to find out the algorithms and approaches
that have been used for the classification of multiclass brain tumors as specified by
the World Health Organization (WHO) in Computed Tomography (CT) or Mag-
netic Resonance (MR) images. From the past several years lot of researchers
focused in current domain and came up with new ideas and facts for proper
diagnosis of the tumor cells. The accuracy results of their study give the impli-
cation of how well their ideas was found to give more accurate results of classi-
fying tumors type into their correct classes. In this whole study, focus was made on
supervised classification approaches on 2D MRI or CT images of multi class brain
tumors. This paper gives the comparative study of various approaches that was
used to identify the tumor cells with correct class labels.

Keywords Brain tumor classification � Magnetic resonance imaging � Computed
tomography

1 Introduction

An uncontrolled growth of cells inside a human body is termed as tumor. Tumor
forms a group of solid mass of lesions’. There is not a specific position of the
initiation and growth of a tumor thus it can affect any part of the human body.
Human brain is the most sensitive part of the body. The brain is the center of
thoughts, emotions, memory and speech. It control muscle movements and
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interpretation of sensory information like sight, sound, touch, taste, pain etc. when
such form of abnormality is formed inside brain is known as brain tumor. Brain
tumor can be categorized into benign and malignant. Benign brain tumors are the
primary tumors that have no cancer cells while the malignant tumors have cancer
cells that grow rapidly inside the body [1].

On the basis of malignancy of tumor World Health Organization (WHO) cat-
egorized it into four groups or grades [2, 3]. Stage 1 of brain cancer is the least
serious and the easiest to treat. Some cells still resemble normal cells, and the
growth is slow. The cells have not yet invaded the surrounding tissue in stage 1.
The whole tumor is usually able to be removed. In Stage 2, the tumor is larger. It
has usually spread to the surrounding tissue. It is still treatable with surgery.
During stage 3, the tumor is more aggressive, and the growth of the tumor is
apparent. Cancer cells now look different from normal cells. Surrounding tissue is
infected, and chemotherapy is the treatment used. Stage 4 is difficult to treat, but
luckily not impossible [4].

In the past, many researchers [5, 6] from various domains like medical science,
neuroscience, and computer science came in front to classify this life threaten
disease in its early stage only. The classification or discrimination between benign
and malignant tumor is necessary to identify that which type of tumor really suf-
fered by patients. Whenever there is an abnormal growth of tissues that starts from
the brain and doesn’t spread to another parts of the body, is termed as a primary
brain tumor. This tumor can be further categorized into benign and malignant
(Table 1).

A benign brain tumor grows slowly, has distinct boundaries and spreads rarely.
While a malignant brain tumor grows quickly and spreads to nearby brain areas.
These have irregular boundaries but don’t spread to organs outside the brain that’s
why they are also known as brain cancers [7].

Secondary brain tumors, also called Metastatic, begin as a cancer in any part of
the body and spread to the brain when cancer cells are carried in blood stream to
the brain. Since the brain is enclosed completely within the skull, the cells haven’t
got the area to expand. Thus whenever a tumor forms inside the brain it com-
presses and displaces normal brain tissues [8].

The predictable methods which are present in diagnosis includes Computed
Tomography (CT) scan, Magnetic Resonance Imaging (MRI) scan, Positron
Emission Tomography (PET) scan, Biopsy, Spinal Tap etc. [9]. Imaging tests are

Table 1 Performance
evaluation

Metric Equation

Precision TP
TPþFP

Recall TP
TPþFN

Accuracy TPþTN
TPþTNþFPþFN
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used to help pinpoint where exactly the brain tumor is located. CT scan is a safe,
non-disturbing test that uses an X-ray beam and a computer to make 2D image of
the brain. On the other hand, MRI scan is a non-disturbing test that uses a magnetic
field and radio frequency waves to give a detailed view of the soft tissues of the
brain [10, 11]. A biopsy is used to identify the type of brain tumor. It is a procedure
to remove a small amount of tumor to be examined by a pathologist under a
microscope. A spinal tap is used so that spinal fluid can be taken and examined for
cancer cells [11].

The rest of this paper is organized as follows: Section 2 discusses about the
previous literature survey. Section 3, describes the overall contribution of the
researchers with their methodology and classification accuracy. Section 4, gives
the conclusion of the paper.

2 Related Work

From the past several Years, significant efforts on differentiating brain neoplasm
have been made by incorporating MR/CT imaging features into pattern classifi-
cation frameworks using machine learning approaches.

In [12], authors proposed mix technique consists of a combination of ANN and
KNN as a classifier. The proposed work follows three steps, feature extraction
using Discrete Wavelet Transformation (DWT), feature selection using PCA and
proposed classifier ANN ? KNN. The dataset contains total of 275 MR images of
256 9 256 pixels size. Dataset are categorized into normal (94) and abnormal
(181) brain MR images. There are nearly 278 textures, shape features are extracted
using GLCM. These features are being fed into neural network classifier and KNN
classifier separately. The final class label has provided by the majority voting of
the two classifiers. The proposed hybrid classifier approach gives good overall
results.

Authors [13], proposed a new indexing based approach called Feature Database
Tree (KD-Tree) for faster retrieval of the result in CBIR system. Total 82 images
were used, out of those, 42 were of normal images and 40 were malignant ones.
This dataset was processed by 10 folds randomly. In each fold, wavelet trans-
formation [14] and modified fuzzy c-means algorithms [15] are used for image
segmentation. The segmented tumor portion was processed for feature extraction
using Gray Level Co-occurrence Matrix (GLCM) [15], Shape features followed by
feature reduction using Principal Component Analysis (PCA) [15]. The reduced
feature set was classified using ensemble classifier using Support Vector Machine
(SVM), Artificial Neural Network (ANN), and K-Nearest Neighbor (KNN) [15].
The class labels along with feature set are stored in feature database for faster
retrieval using KD-Tree indexing. This approach gives the classification accuracy
of 97 % approximately.

Comparative Study for Brain Tumor Classification on MR/CT Images 891



An ANN and its variants based classification has described in [16–19]. Here the
authors have used the GLCM based texture features along with some intensity
based features [16]. The dimensionality of feature vector is further reduced by
PCA. Using ANN and its variants for classification, various authors used a variable
dataset lies between 60–428 MR images of 256 9 256 dimension. It has been seen
that for small dataset of 60 or 80 images classifier gives accuracy rate of nearly
91 % [16] but as the size of dataset increases up to 273, the classification accuracy
decreases up to 64 % [19] and varies in a range of (64–94 %) using Bayesian
ANN. While using a huge dataset of 428 MR images, the author of [16] claims an
accuracy of 85 %.

In [8, 20, 21–23], a SVM based classification approach was used. A dual
intensity based features are been extracted using DCT and DWT [20] while GA
followed by PCA is used for feature selection. Thus on a dataset of 120 images
categorized into normal or abnormal MR images a classification accuracy achieved
is 96 %. While using texture, shape based features with ranking mechanism for
feature selection the classifier accuracy decreases to 88 % [22]. When the dataset
of images increases or decreases the accuracy fluctuates between [80–90 %] as
described in [8, 23]. It has been noted that SVM gives good results at Intensity
based features rather than texture features.

A new probabilistic approach using neural network used in [21, 24, 25] named
PNN. Using the same intensity based features and texture based features, when
PNN is applied to a small dataset of 20 images the accuracy achieved is 100 %
[24] but as the classifier is tested on a dataset of 120 MR images the accuracy
decreases to 96 % [25]. It has been noted during the experiments that PNN works
well for frequency based features set extracted using either Discrete Wavelet
Transformation (DWT) or Discrete Cosine Transformation (DCT) but degrades the
performance with texture based features extracted using Gray Level Co-occur-
rence Matrix (GLCM).

In [26], a new neuron classifier Simplified Bi-directional Associative Memory
(sBAM) is been proposed for brain tumor classification which hasn’t been used in
such domain ever before. Here the author gives the comparative study of three
neuron classifiers operated for tumor classification on MR images. For the com-
parative purpose the author used the two supervised learning neuron-classifier
algorithms like Error Correcting Learning Algorithm and Hebbian Learning
Algorithm with one unsupervised learning algorithm named sBAM. sBAM is
given by Rajasekaran and Pai for classification of data but such algorithm hasn’t
been tested for tumor classification. The methodology adopted here is to first
segment the tumor image. On the segmented tumor Region texture based features
are computed using GLCM. These computed features are been fed into neuron
classifiers and corresponding accuracy is been noted. For the experimental purpose
an MRI dataset of 200 images is been considered having tumors of class I, II, III,
IV respectively. It has been noted that for a sample of size 50 and 200 images,
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supervised neuron classifiers accuracy reduced drastically while for sBAM clas-
sifier, for variable dataset the accuracy obtained is 95 %. The author also claimed
that the computational time for sBAM is also less than for supervised algorithms.

3 Dataset used and Experimental Setup

For the evaluation of the classification methods, this paper basically focused on a
dataset of CT/MR images which is used by the researchers. Here the detailed
results are presented including the classes of tumors being analyzed with the
proper dataset strength. Feature Extraction, Feature selection, Classification
Algorithms used by various authors with corresponding accuracy value is shown
below in Table 2.

3.1 Evaluation Metrics

Precision, Recall, Accuracy and F-measure are used for evaluating performance of
brain tumor classification. Precision for a class is the fraction of total number of
images that are correctly classified to the total number of images that classified to
the class (sum of True Positives (TP) and False Positives (FP)). Recall is the
fraction of total number of correctly classified images to the total number of
images that belongs to class (sum of True Positives and False Negative (FN)). F-
measure is the combination of both precision and recall. F-measure is used to
report the performance of classifiers for the tumor classification.

The statistical evaluation of performance is shown below in table, through
confusion matrix.

3.2 Comparative Results and Discussions

See Table 2.
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4 Conclusion

In this paper main focus has given to the contribution of various research works
published in digital repository like IEEE, Springer for Brain Tumor classification
from 2009 to 2013 onwards. The comparative study clearly shows the achieve-
ments being done in tumor classification with proper accuracy rate from the past
several years. For the classification of tumors, the researchers used a techniques of
feature extraction which includes texture and frequency based features extracted
using GLCM and DWT which is followed by feature selection techniques like
PCA or Genetic algorithm. Main emphasis was given on classification accuracies.
For such various researcher’s have proposed a variants of classifiers like PNN and
KD-tree indexing mechanism for faster retrieval in CBIR system. The results
shows that the classifiers like ANN, PNN, BPNN works well for frequency based
features while classifiers like KNN is good for texture based features. It has also
been seen that as the size of dataset varies the corresponding accuracy rate shuffles.
With the increase in the dataset of images the corresponding accuracy starts
decreasing. Most of the researchers used a dataset of MR images between 80 to
120 images. There is still a requirement of some new algorithms and techniques
which can give better efficiency rate on a larger datasets.
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Anonymous Remote User Authentication
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Raghavendra Mishra

Abstract Cloud computing is a remote provision computing technology, which
enables user for convenient on-demand access to networks, servers, storage,
applications, and services with minimal management effort. Some of the popular
cloud services are data storage as services (DSAS) and software as a service
(SAAS). In these services, cloud provides the infrastructure for the remote user to
store its data or to access software anytime and anywhere without the knowledge
or expertise or control over the cloud. Since, a user accesses the remote server
through a public channel where an attacker may have full control over the public
network. If user and server do not establish a secure session, an attacker gets an
opportunity to perform various attacks. Moreover, an attacker can acquire user’s
sensitive personal information if massage includes user’s original identity.
Therefore, an anonymous mutual authentication mechanism is the paramount
requirement to restrict illegal access of cloud server and to ensure user’s privacy.
In this article, we present a cloud user-server anonymous mutual authentication
framework in which user and server authenticate each other and establish a session
key without disclosing users’ original identity over the public channels. Moreover,
user can change its private key periodically to avoid key compromise imperson-
ation attack, which also enhances anonymity during communication. Further, we
analyze our scheme to illustrate that the proposed scheme is efficient to establish a
secure session between the user and server without losing user anonymity.
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1 Introduction

Advancement in computing and network technology has presented various com-
puting services for users. Cloud computing is a computing technology, which
provides unlimited infrastructure where a remote user can access computing
resources. It is an on-demand technology that employs computing resources to
present convenient on-demand access to networks, servers, services, storage and
applications. It provides the capability to servers to address a wide range of
requirement of clients over the network [1].

Cloud computing has emerged as the cutting-edge of scalable technology,
which is at the meeting of three major requirements such as service orientation,
visualization and standardization of computing. The cloud offers the services
which can be provisioned and accessed with minimal management effort from user
side. And, user enables to utilize the services without the expertise, knowledge and
control over the infrastructure. Some of the major cloud service providers are
Google, Amazon, VMware, Sun Microsystems, IBM, Yahoo, Microsoft [2–6].
They are accelerating their paces in developing cloud computing system and
enhancing its services to the large numbers of users. Service providers are offering
various range of services in the cloud such as Software as a Service (SAAS),
Platform as a Service (PAAS), Data Storage as a Service (DSAAS) and Infra-
structure as a Service (IAAS) [6].

Cloud offers a client–server architecture in which user accesses the remote
servers through the internet in order to get data storage and software services
where user utilizes the computing resources on a short-term basis and make the
payment for the services. The SAAS and DSAAS have many advantages, some of
them are (i) The server can be accessed at anytime and from anywhere, (ii) A
physical storage space and computing device are no longer needed to user, (iii)
Charged in terms of computing resources usage on a short-term basis, (iv) User
need not to invest over the infrastructure and maintenance, (v) User can achieve
infinite storage space and computing power immediately, (vi) Enables user to
access the services without any proper understanding, knowledge and expertise
over the infrastructure. These advantages encourage the user to utilize cloud
services.

In spite of development in cloud infrastructure, there are many research chal-
lenges occurring in cloud environment [7]. Some of them are, how to control
breaching of privacy and security during the access of services while client–server
are communicating over the public channel [8–10]. Specifically, user stores its data
or access software from a remote server via public channel. An attacker can get
full control over the public channel such that he can track the message and source,
can intercept the message, and can perform various attacks. An attacker can
perform attacks during data transmission and can make services vulnerable.
Vulnerability in secure and trusted communication, raise the question mark over
the use of cloud service. This makes user uncomfortable in the system. As a result,
users try to find some alternate as they don’t feel comfortable in cloud system [11].
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This may cause revenue loss. However, the session key agreement protocol can
prevent the attacks over transmitted data. Moreover, in general architecture, user
does not authenticate the server and only server authenticate the user. This sce-
nario creates the full possibility of wrong server selection or server impersonation.
However, the mutual authentication mechanism has the potential to make sure that
the user and the server can correctly identify each other. Mutual authentication and
session key agreement enables the user to transfer their data or to access the server
correctly and securely over the public network [12].

In addition, the leakage of the user’s specific information, enables the adversary
to track the user current location and login history [13]. Although user’s ano-
nymity ensures user’s privacy by preventing an attacker from acquiring user’s
sensitive personal information. Moreover, anonymity makes remote user authen-
tication mechanism more robust, as an attacker could not track which user-server
are interacting’. The straightforward way to preserve anonymity is to conceal
entities real identity during communication [14]. Therefore, to achieve secure and
anonymous communication, a cloud infrastructure should support efficient mutual
authentication protocols in which user and server can anonymously authenticate
each other so that a secure session can be established.

In the past few years, many identity-based mutual authentication protocols have
been proposed for cloud infrastructure [12, 15–18]. During mutual authentication,
user and server interact with each other and verifies the legitimacy of each other,
then establish a shared session key using a shared secret. In this regard, Yang and
Chang [17] proposed an identity-based remote user authentication protocol for
mobile users based on elliptic curve cryptography (ECC). Their scheme inherits
the merits of both identity based cryptosystem and elliptic curve. In 2009, Chen
et al. [15] identified two security flaws, namely, insider attack and impersonation
attack in Yang-Chang’s scheme. To remove these security flaws, they presented an
advanced password based authentication scheme using ECC. The authors claimed
that their protocol is secured to provide mutual authentication and is appropriated
for cloud computing environment. However, Wang et al. [19] showed that Chen
et al. [15] protocol is not secure and is vulnerable to offline password guessing
attack, and key compromise impersonation attack and also suffers from the clock
synchronization problem. In 2010, Wang et al. [16] proposed a public auditing
protocol where auditing protocols are used to ensure authenticity and integrity of
the out-source data. However, in 2012, Xu et al. [20] analyzed serious security
flaws and showed that Wang et al. [16] protocol is vulnerable to existential
forgeries using known message attacks from a malicious Cloud server and an
outside attacker. Kang and Zhang [21] also presented short key size identity based
authentication scheme, although it suffers forward secrecy attack and does not
maintain users’ anonymity.

Presently, most of the mutual authentication protocol does not prevent key
compromise impersonation attack. Moreover, if the users’ long-term private key is
compromised, then it cannot change its private key by itself (without server or
private key generator (PKG) support). To achieve, the user has to communicate
with PKG [15, 17, 21]. As a result, the attacker gets success to perform
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impersonation attacks. If a user will be able to change its private and public keys
periodically, then the leaked key (key compromise) situation can be handled in a
better way. In addition, periodical change of private–public keys will enhance user
anonymity scenario, as the attacker cannot identify the user with the public key of
the user, which is used to establish session. Anonymity protects consumer privacy
and makes remote user authentication more robust during communication.
Moreover, user anonymity restrains an attacker from acquiring sensitive personal
information about an individual’s preferences, lifestyles, shopping patterns,
expenses, etc., by analyzing the content consumption and accessing communica-
tions [22].

In this paper, we will apply the pairing based certificateless authenticated key
agreement protocol for cloud infrastructure which is introduced by Al-Riyami and
Paterson [23]. This proposed approach removes key escrow problem as PKG
generates only partial key of the user and the entity secret key depends on the
entity’s generated share. In this scheme, server and user achieve their partial
private keys from PKG and can generate secret value to achieve their public–
private keys. Moreover, user and server can change their private–public keys
whenever they required without the involvement of PKG. Further, both parties can
mutually authenticate each other and establish a session key to communicate
securely. Moreover, user and server’s real identity and public key are not revealed
during communication, which makes the communication completely anonymous.

The rest of the paper is organized as follows: In Sect. 2, first we define some
notations that we will use throughout the paper, then recall the concept of elliptic
curve cryptography, identity based public key cryptography and certificateless
public key cryptography. We present proposed protocol in Sect. 3. The scheme is
analyzed in Sect. 4. Finally, in Sect. 5, we draw a conclusion.

2 Preliminaries

2.1 Background of Elliptic Curve group

The concept of elliptic curve cryptography (ECC) is introduced by Miller [24] and
Koblitz [25]. In ECC, E=Fq denotes an elliptic curve E over a prime finite field Fq,
defined by an equation

y2 ¼ x3 þ axþ b; for a; b 2 Fq; q is a large prime number

and with the discriminate

D ¼ 4a3 þ 27b2 6¼ 0

The points on E=Fq together jointly an extra point H form a group

G ¼ fðx; yÞ : x; y 2 Fq; ðx; yÞ 2 Eg [ fHg;
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where the point H is known as ‘‘point at infinity’’ which acts as the identity
element in G. The elliptic curve group G satisfies the properties of the additive
Abelian group.

For a given point P ¼ ðxP; yPÞ, xP is called the X - coordinate of P, and yP is
called the Y - coordinate of P where P is the generator of group G. The group
addition operation in G is defined as:

(i) PþH ¼ Hþ P ¼ P for all P 2 G:

(ii) If P ¼ ðxP; yPÞ 2 G; then � P ¼ ðxP;�yPÞ and ðxP; yPÞ þ ðxP;�yPÞ ¼ H:

(iii) If P ¼ xP; yPð Þ 2 G; and Q = xQ; yQð Þ 2 G; where P 6¼ �Q, then Pþ Q ¼
x3; y3ð Þ; where x3 ¼ k2 � xP; xQ

� �
mod q; y3 ¼ k xP; xQð Þ � yPð Þ and

k ¼ yQ�yP

xQ�xP
:

The scalar multiplication on the group G is defined like k � P ¼
Pþ Pþ . . .þ Pðk timesÞ. For smallest integer n [ 1, if n:P ¼ H then n is said to
be the order of P or P has order n. The details of the elliptic curve group are given
in [26].

2.2 Bilinear pairings

Let ðG1;þÞ and ðG2; :Þ be the additive and multiplicative cyclic groups of order q
respectively where q is a k-bit large prime. The bilinear pairing e : G1 � G1 ! G2

defined by eð�; �Þ has the following properties as discussed in [27, 28]:

• Bilinear: eðaP; bQÞ ¼ eðP;QÞab, for all P;Q 2 G1 and a; b 2 Z�q ;
• Non-degenerate: There exist P;Q 2 G1 such that eðP;QÞ 6¼ 1;
• Computable: There exists an efficient algorithm to compute eðP;QÞ, for all

P;Q 2 G1.

The security of CL-PKC in eð�; �Þ based on the hardness of follow computa-
tional problems [23]:

Discrete Logarithm Problem: For a given generator P of G1 and Q 2 G1, find
an element a 2 Z�q such that aP ¼ Q.

Computational Diffie-Hellman (CDH) Problem: Let P be a generator of G1.

Given hP; aP; bPi 2 G1 compute eðP;PÞab for a; b 2 Z�q .
Bilinear Diffie-Hellman (BDH) Problem: Let P be a generator of G1. Given

hP; aP; bP; cPi 2 G1 compute eðP;PÞabc, for a; b; c 2 Z�q .
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2.3 Certificateless Public Key Cryptography (CL-PKI)

Certificateless cryptography is introduced in 2003 by Al-Riyami and Paterson [23].
It eliminates the use of certificate in the system and removes key escrow problem.
It comprises of the seven algorithms which are as follows:

Setup: It is a probabilistic algorithm run by The Private Key Generator (PKG)
which takes a security parameter, randomly chosen master key and a list of public
parameters such as description of message space and ciphertext space.

Partial Private Key-Extract: It is a probabilistic algorithm which is run by the
PKG. It takes input as user identity ID 2 f0; 1g� and the master key. It returns
partial private key.

Set Secret Value: It is a probabilistic algorithm which is performed by the
entity. It takes list of public parameters and produces a random secret value for the
entity.

Set Private Key: It is a deterministic private key generation algorithm which is
run by the entity. It takes input as an entity partial private key and secret value,
then returns a private key.

Set Public Key: It is a deterministic public key generation algorithm which
runs by entity. It takes parameter and entity secret value, then computes entity
public key.

Encrypt: It is a probabilistic algorithm which takes input as message, receiver
identity and public key. It outputs ciphertext.

Decrypt: It is a deterministic algorithm which takes a ciphertext and receiver
private key. It returns message.

3 Proposed scheme

In this section, we present an anonymous mutual authentication scheme. This scheme
has three phases. First phase is the setup phase where the user and server submit their
identities separately to the private key generator (PKG) and in return get their partial
private keys. Once the user gets the private key, he can submit his registration request
to the cloud server. Upon receiving the registration request, the cloud server verifies
the authenticity of the user and registers the authorized users. Further, user and server
mutually authenticate each other and establish a secure session. During authentica-
tion, the user does not reveal his identity over the public channel to achieve ano-
nymity. The protocol is composed of the following four algorithms:

• Setup.
• Extract.
• Registration and secure session establishment.
• Key update.
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3.1 Setup

Private key generator (PKG) chooses an arbitrary generator P 2 G1, selects a
master key m 2 Z�q and sets PK ¼ mP. Let h : f0; 1g� � G1 ! G1 be a map-

to-point hash function. h0 : G2 ! f0; 1gk; h1 : G1 � G1 � G1 � G2 ! f0; 1gk; h2 :

G1 � G1 � f0; 1gk ! f0; 1gk: PKG publishes system parameters hG1;G2; eð:; :Þ;
k;P;PK; hð:Þ; h0ð:Þh1ð:Þ; h2ð:Þi and keeps the master key m secret.

3.2 Extract

Server’s partial private key extraction: Server ðSÞ submits its public identities
IDS to the PKG. Then, PKG verifies the proof of the identity. If the verification
succeeds, then generates the partial private key as follows:

• Compute QS ¼ hðIDSjjmPÞ 2 G1:
• By using its master key m, generates the partial private keys WS ¼ mQS and

delivers ðQS;WSÞ to S through a secure channel.

On receiving the partial private keys, S verifies its partial keys as:

eðWS;PÞ ¼ eðmQS;PÞ ¼ eðQS;mPÞ ¼ eðQS;PKÞ

Server’s private and public key extraction: Cloud server S selects a secret
value xS 2 Z�q at random and keeps xS secret. Then, it generates its private key SKS

by computing SKS ¼ xSWS ¼ xSmQS. It constructs its public key PKS ¼ hXS; YSi
where XS ¼ xSP and YS ¼ xSPK ¼ xSmP. Then, it keeps \IDS;QS;PKS [ in its
public directory.

User’s partial private key extraction: User U submits his public identity IDU

to the PKG. Then, PKG verifies the proof of identity. If the verification succeeds,
then generates the partial private key in the following way:

• Compute QU ¼ hðIDU jjmPÞ 2 G1:
• By using its master key m, generates the partial private key WU ¼ mQU and

delivers ðQU ;WUÞ to U through a secure channel.

On receiving the key U can verify as:

eðWU ;PÞ ¼ eðmQU ;PÞ ¼ eðQU ;mPÞ ¼ eðQU ;PKÞ:

User’s private and public key extraction: Cloud user U selects a random
value xU 2 Z�q and keeps it secret. Then, U generates its private key SKU by
computing SKU ¼ xUWU ¼ xUmQU and constructs its public key PKU ¼ hXU ; YUi
where XU ¼ xUP and YU ¼ xUPK ¼ xUmP. U stores its keys in secure place and
does not make public the likability between its identity and public key.
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3.3 Registration and Secure Session Establishment

User U submits his registration request with identity IDU to the server S. S verifies
the authenticity of U. If U is authorized user, then S registers U’s identity IDU .
Otherwise, denies the registration request (Fig. 1).

When a user wishes to access the cloud services, the user first establishes a
secure session with S. To establish a session, U sends ‘‘HELLO’’ message to S. S
replies to U with a ‘‘HELLO’’ message. On receiving S response, U initiates the
session with S as follows:

• Step 1. U achieves \ IDS;QS;PKS [ from S’s public directory, then chooses a
random value u 2 Z�q and computes TU ¼ uQU and h0ðkUSÞ and mac at time t1

where
KUS ¼ eðQS;WUÞu ¼ eðQS;mQUÞu ¼ eðQS;QUÞum;

mac ¼ h2ðIDU jjIDSjjPKU jjPKSjjTU jjkUSjjt1Þ:

Then, U computes PU ¼ PKU � h0ðkUSÞ and IU ¼ IDU � h0ðkUSÞ, and sends
hIU ;PU ; TU ; t1; maci to S.

User (U) Server (S)

Select u  Z*q and compute TU = uQU, KUS =  e(QS, QU)
mu

mac =  h(IDU||IDS||PKU||PKS||TU||KUS||t1).

Send (IU,PU,TU, PKU, t1, mac).

Check t2 - t1 t. If success, then select s  Z*q

Compute TS = sQS, KUS  = e(QS, QU)
mu

 and IDU and PKU
mac' =  h(IDU||IDS||PKU||PKS||TU||KUS||t1).
Verify mac =? mac'. If succeeds, then compute

SS = e(QU, P)
xUms

 e(QS, P)
xSmu

and KSU  = e(QS, QU)
ms

sk= h(IDU||IDS||PKU||PKS||KSU||KUS||SS|| t1||t3)
mac* = h(IDU||IDS||PKU||PKS||TS||TU||sk||t1||t3).

Send (IS, PS,TS,, t3, mac*)

Check t4 - t3 t. If success, then

Compute SU =  e(QU, P)
xUms

 e(QS, P)
xSmu

, KSU  = e(QS, QU)
ms

sk*= h(IDU||IDS||PKU||PKS||KSU||KUS||SS|| t1||t3)
mac*' = h(IDU||IDS||PKU||PKS||TS||TU||sk*||t1||t3).

If mac* = mac, then accept sk*

mac1 = h(IDU||IDS||PKU||PKS||TS||TU||sk*||t5||t3)

Send (mac1, t5 )

Verifies t5 - t6 t. If success, then

Compute mac1* = h(IDU||IDS||PKU||PKS||TS||TU||sk||t5||t3)

If mac1 = ? mac1*, then accept sk

Fig. 1 Proposed mutual authentication mechanism between cloud user and server
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• Step 2. On receiving the user message, S computes t2 � t1ffiDt, where t2 is the
message receiving time and Dt is the valid time delay in message transmission.
If the time delay in message transmission is valid, then S computes h0ðK�SUÞ
where

k�US ¼ eðWS; TUÞ ¼ eðmQS; uQUÞ ¼ eðQS;QUÞmu:

Then, it achieves U’s public key and identity as:

IDU ¼ IDU � h0ðkUSÞ � h0ðK�USÞ and PKU ¼ PKU � h0ðkUSÞ � hðK�USÞ;

since mu ¼ um as m; u 2 Z�q . S verifies the authenticity and the registration of U. If
U is unauthorized or revoked user, then S denies the request. Otherwise, computes
message authentication code as:

mac 0 ¼ h2ðIDU jjIDSjjPKU jjPKSjjTU jjk�USjjt1Þ;

and verifies mac ¼ ?mac 0.

• Step 3. If verification succeeds, S selects a random value s 2 Z�q and computes
TS ¼ sQS, QU ¼ hðIDU jjPKÞ, then computes kSU and SS as:

SS ¼ eðQU ; YUÞs � eðSKS; TUÞ
¼ eðQU ;PÞxU ms � eðQS;PÞxSmu

kSU ¼ eðWS;QUÞs ¼ eðmQS;QUÞs ¼ eðQS;QUÞms

Then, S computes session key sk and mac � as:

sk ¼ h1ðIDU jjIDSjjPKU jjPKSjjKSU jjKUSjjSSjjt1jjt3Þ;
mac � ¼ h2ðIDU jjIDSjjPKU jjPKSjjTSjjTU jjskjjt1jjt3Þ:

S computes h0ðkSUÞ, IS ¼ IDS � h0ðkSUÞ and PS ¼ PKS � h0ðkSUÞ. Then, U
sends hIS;PS; TS; t3; mac �i to U, where t3 is the current timestamp.

• Step 4. On receiving the message, U computes t4 � t3ffiDt, where t4 is the
message receiving time. If t3 is not fresh, U aborts the current session. Other-
wise, U computes SU as:

k�SU ¼ eðTS;WUÞ ¼ eðsQS;mQUÞ ¼ eðQS;QUÞsm:

Then, it achieves S’s public key and identity as:

IDS ¼ IDS � h0ðkSUÞ � h0ðK�SUÞ and PKS ¼ PKS � h0ðkSUÞ � h0ðK�SUÞ:
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SU ¼ eðQS; YSÞu � eðSKU ; TSÞ ¼ eðQS;PÞxSmu � eðQU ;PÞxUms

then computes the session key sk0 and mac�
0

as:

sk� ¼ h1ðIDU jjIDSjjPKU jjPKSjjK�SU jjKUSjjSU jjt1jjt3Þ;
mac�

0 ¼ h2 IDU jjIDSjjPKU jjPKSjjTSjjTU jjsk�jjt1jjt3ð Þ:

U verifies the server authenticity by the condition mac�
0¼? mac�. If the veri-

fication succeeds, then U considers sk� as the session key.

• Step 5. U computes mac1 at time t5 and sends \mac1; t5 [ to S where

mac1 ¼ h2ðIDU jjIDSjjPKU jjPKSjjTSjjTU jjsk�jjt5jjt3Þ:

• Step 6. On receiving the message S computes

mac�1 ¼ h2ðIDU jjIDSjjPKU jjPKSjjTSjjTU jjskjjt5jjt3Þ;

then verifies mac1¼ ?mac�1. If the verification succeeds, then S considers sk as the
session key.

• Step 7. Once the secure session is established, user and server can communicate
securely using the established session key sk over the insecure network.

3.4 Updating the Leaked Private Key

Once a user private key is compromised or leaked, user can reconstruct his/her
public and private keys as follows:

• Generate a random number x�U and computes x�UP.
• Achieve his/her private and public keys using secret value x�U as follows:

SK�U ¼ x�UWU ¼ x�UmQU and PKU ¼ x�UPK ¼ x�UmP:

4 Security Analysis

In this section, we will analyze the security of the proposed scheme.
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4.1 User anonymity

In the proposed scheme, the anonymity of U is hidden by XORing identical with a
hash value of KUS ¼ eðQU ;QSÞmu. Although to compute eðQS;QUÞmu for given
\uQU ;QS;PK ¼ mP [, an attacker has to achieve m for given \mP;P [, which
is equivalent to discrete logarithm problem. Moreover, the user uses different KUS

for each session. So, a previous compromised values of KUS does not help the
attacker to know which user is establishing current session. This dynamic identity
mechanism helps to protect user anonymity. Moreover, the attacker can not
identify with which server a user is communicating, as server identity and public
key is also hidden in communication. Anonymity of both user-server identity and
public key makes the communication completely anonymous.

4.2 Man in the Middle Attack

User and server authenticate each other without knowing each other. An adversary
or malicious PKG can try man in the middle attack by sending the forge message.
However, to authenticate each other the server and the user exchange message
authentication code mac with each other. To compute mac, an adversary needs to
compute sk. To compute sk the secret values SS or SU and eðQS;QUÞmu is needed.
Although to compute eðQS;QUÞmu for given \uQU ;QS;PK ¼ mP [ , the attacker
has to achieve m for given \mP;P [ , which is equivalent to discrete logarithm
problem. Moreover, to compute SS or SU require secret share xU or xS and session
secret values u or s respectively. which are with U and S only. And, to compute
eðQS;PÞxSmu for given hQS; uP; xSmPi and to compute eðQU ;PÞxUms for given
hQU ; lP; xUmPi is equivalent to BDH problem in ECC.

4.3 Known Key Secrecy

If an attacker achieves some past session keys. Then, compromise of previously
established session keys does not help to generate other session keys or new
session key. As, each session key hashed with a one way hash function, which
cannot be reverted. Therefore, no information can be extracted from session key.
In addition, each session key involves different secret session values s and u and
time-stems for each session, which ensure different session keys for different
sessions. These facts show that compromise of any session key does not result the
compromise of current session keys.
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4.4 Forward Secrecy

A compromise of private key ðxU ; SKUÞ of user does not reveal previously
established session keys because to achieve a session key, short time secret key
information and partial private key WS or WU is needed. However, for given
hP;mP;QU ;QSi, to compute QU ;QSm is equivalent to CDH problem.

4.5 Perfect Forward Security

Compromise of the PKG master key reveals the information about partial private
key WS ¼ QSm and WU ¼ QUm, but does not reveal any information about session
key because to achieve session key, the value ðxU ; xSÞ and ðu; sÞ are needed.
However, xU and xS cannot be computed from master key. Moreover, to compute
eðQU ;PÞxU ms from given hQU ;P; xUP; sP;mPi, eðQS;PÞxSmu, and hQS;P; xSP;
uP;mPi are equivalent to BDH problem.

4.6 Known Session-Specific Temporary Information Attack

If short term secret keys u and s compromise, then the attacker can compute
A1 ¼ eðQU ; YUÞs ¼ eðQU ;PÞxU ms and A2 ¼ eðQS; YSÞu ¼ eðQS;PÞxSmu. An adver-
sary can compute SS or SU using A1 and A2 as:

SU ¼ A1:A2

¼ eðQS;PÞxSmu � eðQU ;PÞxU ms

Although an attacker cannot construct the session keys, as each session key
includes QUQSm, and to compute QUQSm knowledge of the master key is needed,
where to compute the master key m for given hP;mPi is equivalent to DLP in
ECC.

4.7 Replay Attack

Replay attack is the most common attack in authentication process. However, the
common countermeasures are timestamp scheme and random number scheme. In
our scheme, we adopt both the mechanism the timestamp and in each communi-
cation message authentication code (mac) includes a timestamp. In addition, mac
is unchangeable, as it is protected with one way collision free hash function ðhð:ÞÞ.
Therefore, the proposed scheme is secure against replay attack.
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4.8 Impersonation Attack

Let us assume that the attacker (A) achieves private key SKU of the user U. Then,
E tries to impersonate the user by forging the message. However, knowledge of
private key does not enable the adversary to perform the impersonation attack. A
detailed decryption of impersonation attack failure is as:

• U initiates the session with S.
• U chooses a random number u 2 Z�q and computes TU ¼ uP, kUS ¼ and mac.

Then, U sends the message hIDU � hðkUS;PKU � hðkUS; TU ; t1; maci to S.
• To verify that the message is sent by U, A needs to extract the IDU from

IDU � hðkUS, Which requires the computation of KUS. Although, to compute
KUS ¼ eðQS;QUÞmu from \uQU ;mQU ;QS [ , A needs to compute u for given
\QU ; uQU [ , which is equivalent to DLP.

• If A assume that the message is from U, then A does not intercept the U’s
message.

• On receiving the message, S chooses a random number s 2 Z�q and computes
TS ¼ sP, kUS, mac � and verifies mac ¼ ? mac�. Then, S computes SS, sk and
mac 0, and responds with the message hIDS � hðkSU ;PKS � hðkSU ; TS; t3; mac �i.

• A intercepts the S’s message and tries to replace it. A generates a 2 Z�q and can
replace TS by TA ¼ aQS. However, A can not computes mac with TA, as mac
includes sk, and sk includes KUS. Although to compute KUS ¼ eðQS;QUÞmu from
\uQU ;mQU ;QS [ , A needs to compute u for given \QU ; uQU [ , which is
equivalent to DLP. Moreover, A has to compute eðQS;PÞxSmu to compute SS.
However, to compute eðQS;PÞxSmu for given \QS; uQU ; xSmP [ is equivalent
to the BDH problem in the ECC. Therefore, impersonation attacks are not
possible in proposed protocol.

4.9 Mutual Authentication

In mutual authentication mechanism user must prove its identity to the server and
the server must prove its identity to the user. In the proposed scheme user and
server both authenticate each other. To achieve it, user and server exchange
message authentication codes, which includes entities’ identities and secrete keys.
In authentication phase server’s verifies user authenticity in step 2 and vice versa is
done in step 4. No unauthorized party can forge either of the entities, as message
authentication codes involve secret shares of entities. In addition, to construct
message authentication code form publicly available information is hard as
mentioned in proposition 2 and 7.
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4.10 Session Key Computation

In the proposed scheme, the session key (sK) is constructed by the shared secret of
both the user and server. Moreover, both the user and the server verify the shared
secret key (session key) in steps 4 and 6 respectively to ensure the correctness of
the key (Table 1).

5 Conclusion

In cloud computing, mutual authentication between cloud users and server is
essential to ensure authorized communication which restricts the adversary from
intercepting the communication. In this paper, we have proposed certificateless
identity based mutual authentication mechanism which removes key escrow
problem and ensure authorized and secure communication between remote user
and server. Moreover, cloud user and server establish a session key which they use
for secure communication.
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Automatic Identification of an Epileptic
Spike Pattern in an EEG Signals
Using ANN
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Abstract This work emphasizes to automatically detect the pattern called
‘epileptic spike’ from electroencephalogram (EEG) signal using multilayer per-
ceptron (MLP). The analysis work is carried out through using the receiver
operating characteristics (ROC). Electroencephalograph is used to record the
electrical activity of the brain. Classification of the (EEG) signal plays a vital role
in the diagnosis of epilepsy. The verification of epileptic seizure requires long-
term EEG monitoring of 24 h or more. The signal is a huge collection of data and
unfortunately, medicos uses the traditional method of visually interpreting EEG
signal through personal experience to identify the transient event of epilepsy. This
method of visual interpretation is tedious and time-consuming and, may result in
an erroneous judgment. Hence, efficient EEG signal analysis is required for the
diagnosis of epilepsy. This model is evaluated on the basis of sensitivity and
selectivity and experimental result highlights the good precision of the model. The
overall accuracy of the model is computed as 99.11 %.
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1 Introduction

Epilepsy is a chronic brain disorder that affects people of every age around the
globe. Around 50 million people worldwide are suffering from epilepsy which
accounts for 0.5 % of the global diseases. Studies reveal that close to 80 % of
epilepsy cases worldwide are diagnosed in developing countries. Recent studies
indicate that in both developed and developing countries up to 70 % of diagnosed
cases can be successfully treated with anti-epileptic drugs (AEDs) [1]. The
Electroencephalogram (EEG) is conventional source of information used to
monitor, manage and diagnose neurological disorder associated with epilepsy.
Epilepsy is a neurological condition having the tendency to have recurrent sei-
zures. Seizures are manifested as sharp abrupt changes in the amplitude of EEG
signal in a short span of time, as shown in the Fig. 1a. The data recorded by EEG
monitoring devices are enormous and hence, analysis by visual inspection of
extensive recordings of EEG, in order to locate traces of epilepsy is not routinely
possible. Therefore, automatic detection of epilepsy has been the intent of many
researchers.

Various techniques have been established for ‘automatic epileptic detection
system’ from EEG signal for medicos. Some of the methods applicable are using
artificial neural networks [2–9], fuzzy logic [10], DFA [11, 12], genetic pro-
gramming [13], Hidden Markov model [14] and various other time and frequency
domain analysis [15–22]. ANNs play a vital role in ‘decision making’ issues. Thus,
ANN have remarkably gained attention and so-cause interest in many fields like
modern information technology, production technique, decision making, pattern
recognition, diagnostics, data analysis etc. This paper attributes to the automation
of an epileptic spike detection model using a feed-forward neural network, with
four features as input. The model comprises of a two-layered back propagation
neural network with a feedback connection from the output of hidden layer to its
input. The four features are extracted from a one second window of EEG signal
using basic signal processing functions.

2 Data Recording and Processing

The EEG data is recorded from male Charles Foster rats weighing between
200–250 g. The recording electrodes were implanted on the rat’s head under
urethane (Sigma, USA) anesthesia (1.5 gm/kg i.p). Two electrodes for EEG
recording were placed on the frontal and occipital parts of the skull and one
reference electrode was placed on the anterior most part of the skull. Three
stainless steel screw electrodes of 1 mm diameter soldered with flexible radio
wires were implanted extradural. To actuate epileptic seizure, a 10 ml benzyl
penicillin solution having 50 units of benzyl penicillin was injected below the
cortical surface of the parietal region of the brain [11]. The intra cerebral injection
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dose of benzyl penicillin produces spontaneous seizure. The seizure was initiated
within 3–5 min of injection.

The single channel bipolar EEG signal was recorded with standard amplifier
setting as suggested by [23], continuously for 45 min through an electroenceph-
alograph (EEG-8, Medicare, India) from the time of injection of penicillin to the
end of seizure patterns. The EEG signal was recorded in separate data files for
duration of two minutes. The files are then, stored to the computer hard disk after
digitization of the traces at 256 Hz. Visual Lab-M software (AD Link Technology
Inc., Taiwan) has been used for the data collection. After the recording, whole data
was pre-processed for the removal of baseline shift and band pass filter using an
infinite impulse response (IIR) 4rt order Butterworth filter with a lower cut-off of
0.25 Hz and a higher cut-off of 35 Hz [24, 25]. Whole experiment procedure in
this case has been designed and conducted in compliance with the committee for
purpose of control and supervision of experiments on animals (CPCSEA), India as
well as in accordance with internal institutional policies and guidelines.

3 Feature Extraction for ANN

Various signal processing techniques as well as computational methodologies have
been used by different authors for recognizing an epileptic spike. In this paper, a
feed-forward neural network is used to detect the epileptic spike pattern. The

Fig. 1 1 s window of a Spike data. b Non spike data
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processing of EEG data for feature extraction can be done in the time domain as
well as frequency domain [2], and, also, using wavelet transforms [10]. The feature
extraction from EEG signal is done by considering a fixed window frame size of one
second. The sampling rate of the signal is 256 Hz and each window has ‘n’ samples.
The one second EEG signal of a healthy person (non-epileptic patient) is shown in
the Fig. 1b and, that of an epileptic patient containing epileptic spike in the Fig. 1a.
Considering x as the sampled signal, then, (i) xk will be the kth sampled signal,
(ii) xk+1 will be next sampled signal, (iii) xk-1 will be the previous signal. Some
representations are expressed below which gives a basic idea of the mathematical
equations involved in the feature extraction of EEG signal. The basic building block
of a signal is a window. Each window is characterized by a set of four tuples, where
each tuple is resolved by a mathematical expression as defined below.

3.1 Zero Crossing (ZC)

ZC is the number of zero crossings of the wave. ZC is incremented when either
condition p1 (crossing zero downwards) or p2 (crossing zero upwards) is arrived,
and, this is not a noise-condition p3. The threshold is used to make the counter less
sensible to noise.

ZC ¼
ZC þ 1; if p1 _ p2ð Þ ^ p3

ZC; otherwise

(
ð1Þ

p1 ¼ xk� 0ð Þ ^ xkþ1\0ð Þ
p2 ¼ xk� 0ð Þ ^ xkþ1 [ 0ð Þ
p3 ¼ jxk � xkþ1j � threshold

3.2 Frequency of Slope Changes (FSC)

FSC is incremented when the current data point is either a positive peak (condition
p4) or a negative peak (condition p5) and, these are not attributed to the noise
conditions p3 (previously defined) and p6.

FSC ¼
FSCþ 1; if ðp4 _ p5Þ ^ ðp3 _ p6Þ
FSC; otherwise

(
ð2Þ

p4 ¼ xk [ xk�1ð Þ ^ xk [ xkþ1ð Þ
p5 ¼ xk\xk�1ð Þ ^ xk\xkþ1ð Þ
p6 ¼ jxk � xk�1j � threshold
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3.3 Upslope Distance (UD)

UD is the distance travelled by the wave while the slope is positive. The condition
is checked by p7 and, if the condition is true for p8, then, the distance UD is
determined as;

UD ¼
XN

k¼2

p7; if p8 ð3Þ

where,

p8 ¼
1 ifðp70Þ

0; otherwise

(

p7 ¼ xk � xk�1ð Þ

3.4 Downslope Distance (DD)

DD is the distance travelled by the signal while the slope is negative. The con-
dition is checked by p7, if the condition is true for p8, then, the distance is
calculated as;

DD ¼
XN

k¼2

p7; if p8 ð4Þ

where,

p8 ¼
1 ifðp7\0Þ
0; otherwise

(

4 Artificial Neural Network (ANN) Implementation

ANN are inspired by biological neural networks, consisting of neuron like units
connected through input and output paths having adjustable weights [26]. Each
neuron produces an output which is function of sum of its input. A three-layered
feed-forward back-propagation ANN is applied to classify the spike and non-spike
windows from EEG signals. From the EEG data, four features are extracted from a
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window of one second. These four features are input to the neural network, as
illustrated in the Fig. 2. ANN has three-layer architecture with the structure 4-5-1.
Training algorithm is feed-forward back propagation algorithm with sigmoidal
function as an activation function. The output of the ANN is [0, 1] where, 0
represents non spike EEG data of one second epoch and, 1 represents spike data of
one second epoch. 120 data points of one second is used in training the ANN.
Training data contains 60 spike data and 60 non spike data points of 1 s.

5 Performance Evaluation Parameters

Receiver operating characteristics (ROC) [4] is widely applied in the field of radar
communications for detecting missile. It signifies the trade-off between missing
and incoming missile and raising the false alarm. The analogy is used to specify a
missing seizure and raising a false alarm. Various cases are illustrated as,

1. True Positive (TP)—The ANN identifies a spike pattern that was labelled as a
spike by the expert.

2. True Negative (TN)—The ANN and the expert both agree that the EEG pattern
is normal.

3. False Positive (FP)—The ANN detects a spike in an EEG segment that was
labelled normal by the expert.

4. False Negative (FN)—The ANN has missed a spike that the expert has iden-
tified in the segment.

Fig. 2 Architecture of neural network
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The equations used for the computation are expressed as;

1: Sensitivity ¼ TP = ðTPþ FNÞ � 100: ð5Þ

2: Specificity ¼ TN = ðTNþ FPÞ � 100: ð6Þ

3: Selectivity ¼ TP = ðTPþ FPÞ � 100: ð7Þ

4: Accuracy ¼ ðSensitivityþ SpecificityÞ = 2 � 100: ð8Þ

Table 1 ROC analysis

Data set TP TN FP FN

Data 1 38 102 0 0
Data 2 30 96 0 1
Data 3 23 96 2 0
Data 4 19 101 1 0
Data 5 19 116 0 0
Data 6 20 126 0 1

Table 2 Result comparison of ANN and manual detection

Data
set

Data
length

Manual spike
detected

ANN spike
detected

ANN non spike
detected

Accuracy
percentage

Data 1 140 38 38 102 100
Data 2 127 31 30 97 98.34
Data 3 121 23 25 96 98.98
Data 4 121 19 20 101 99.51
Data 5 135 19 19 116 100
Data 6 150 21 20 130 97.62

Accuracy 99.11

Fig. 3 EEG data
containing spike in
overlapping window
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6 Results and Discussion

Table 1 gives the illustration of ROC analysis of the result interpreted from the
proposed ANN model. It is indicated that the number of spikes detected by ANN
was almost equal to the number of spike recognized by the expert. Table 2 estimates
the accuracy of the proposed ANN model as 99.11 % which is better than [8, 11, 14],
the previous work done in this research domain. The ROC analysis results into the
proposed ANN missed to detect a spike in the data set 2 and dataset 6, as shown in
the Table 1 (the false negative is 1 for both the dataset). This is because the spike
exists at the border of two consecutive windows (i.e. overlapping windows). In such
cases of overlapping windows, the spike gets itself split into two windows and
hence, goes undetected. In the data set 2, the spike is present at the overlapping of
window at 40 and 41 s. In the data set 6, the spike is present at the overlapping of
window at 121 and 122 s. The overlapping is illustrated in the Fig. 3.

7 Conclusion

The results as computed in the Tables 1 and 2 clearly highlights that the proposed
ANN architecture has very high precision and accuracy in detecting the epileptic
spikes from EEG signals. There are of course minute losses in the interfacing
between the devices. As interpreted from the Fig. 3, it can be accessed that the
accuracy could be further improved if the overlapping of spike can be treated
efficiently. Besides the overlapping spikes, the proposed ANN architecture has not
missed out any other spikes present in the dataset.
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