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Abstract Resource Management in Grid computing system is a fundamental issue
in achieving high performance due to the distributed and heterogeneous nature of
the resources. The efficiency and effectiveness of Grid resource management
greatly depend on the scheduling algorithm. In this paper, the problem of sched-
uling is represented by a weighted directed acyclic graph (DAG). Ant Colony
Optimization is used for scheduling tasks on resources in Grid which simulta-
neously pay attention to two objectives of makespan (schedule length) and the
failure probability (reliability). These objectives are conflicting and it is not pos-
sible to minimize both objectives at the same time. With the help of concept of
non-dominance, we are able to choose a trade-off between makespan minimization
and reliability maximization. For evaluating the algorithm, ACO is compared with
NSGA-II. The metrics for evaluating the convergence and diversity of the obtained
non-dominated solutions by the two algorithms are reported. The results of sim-
ulation using JAVA programming language manifest that proposed approach can
be used more efficiently for allocating the tasks as compared to NSGA-II.
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1 Introduction

Grid computing systems have emerged as a new environment for coordinated
resource sharing and problem solving in multi-institutional virtual organizations
while providing dependable, consistent, pervasive access to global resources. The
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sharing ranges from simple file transfer to direct access to computers, software,
data, and other network accessible resources. Grid resources are heterogeneous,
dynamic, complex and self-autonomic in nature which makes the resource man-
agement a significantly challenging job. Job Scheduling and Resource Manage-
ment are the critical issues in Grid Computing [1]. The multiprocessor task
schedule problem is known to be NP-complete. In order to address this problem,
many heuristics algorithms have been proposed. These heuristics are classified into
different categories such as list scheduling algorithms, clustering algorithms,
duplication based algorithms [2].

Ant colony algorithm is one of the effective techniques used to solve NP-
complete problems. ACO is inspired by the behavior of real ant colonies in nature
to search for food and to connect to each other by pheromone trails laid on paths
traveled. ACO was used to solve many NP-hard problems such as traveling
salesman problem, vehicle routing problem, graph coloring problem [3–5] and so
on. In this paper, we apply this technique for dependent task scheduling. The input
to the scheduling algorithm is a directed acyclic graph (DAG), in which the node
weights represent task processing times and the edge weights represent data
dependencies as well as the communication times between tasks. The multi-
objective ACO algorithm uses non-dominance approach for tackling the two
objectives (makespan and reliability).

2 Related Work

Task scheduling is known to be NP-complete problem and lots of heuristics and
meta-heuristics techniques have been examined to solve it. Most of them can be
applied to the Grid environment with suitable modifications.

Min-min [6] set the tasks which can be completed earliest with the highest
priority. The main idea of Min-min is that it assigns tasks to resources which can
execute tasks the fastest. Max–min [6] set the tasks which has the maximum earliest
completion time with the highest priority. The main idea of Max–min is that it
overlaps the tasks with long running time with the tasks with short running time.

In [7] the qualities of the different obtained solutions were compared against the
Particle Swarm Optimization (PSO), the Simulated Annealing (SA) and the
Genetic Algorithms (GA) Meta-heuristic. The results show that PSO and GA are
highly efficient and effective in the task scheduling problem. Later these Meta-
heuristics were compared against a MOEA algorithm, optimizing the makespan
and flowtime objective functions. In [8], the authors propose an algorithm called
Multi-Objective Resource Scheduling Approach—MORSA, which is a combina-
tion between NPGA and NSGA Algorithms. They combine the sorting algorithm
of non-dominated solutions with the process of Niche Sharing to ensure diversity.
In [9], a deadline-based model is proposed which first generates all feasible
scheduling solutions with makespan less than a predefined deadline, and then finds
the best possible solution with the maximum reliability between feasible solutions.

134 Nitu and R. Garg



Ant colony optimization (ACO) is a meta-heuristic alternative for solving the
complicated optimization problems [10]. There are many different kinds of ACO
algorithm, i.e., Ant Colony System (ACS), Max–Min Ant System (MMAS), Rank-
based Ant System (RAS), Fast Ant System (FANT) and Elitist Ant System (EAS).

3 Scheduling Problem and Formulation

Generally grid applications in e-science and e-business falls in the category of
workflow applications modeled by an ordered graph called Directed Acyclic Graph
(DAG). The application can be represented by G (V, E) where set V represents n
number of the subtasks of the application and a set E of edges shows the depen-
dencies among the subtasks. Each and every task is related by directed edge rep-
resenting the communication directions between tasks and precedence constraints
(i.e. data dependency). A directed edge eij [ E indicates the data dependency
constraint exists between the tasks vi and vj. In this model, a task can’t start
executing until all its parents have been completed. The value assigned to the edge
represents the amount of data to be transferred between tasks if they are not exe-
cuting on the same resource. If both parent and offspring tasks processed on a same
resource, the value of communication time between them is considered to be zero.

In any DAG, there is always an input node, ventry as a node with no parent and
an output node, vexit as a node with no offspring. When DAG has several entry or
exit tasks, these tasks are connected to a pseudo entry-task or pseudo exit-task that
has zero load weight and zero capacity edges.

A schedule is a function S: V ? P assigns a task to the processor that executes
it. Let Vðj; sÞ ¼ fijs ið Þ ¼ jg be the set of tasks assigned to processor j.

The completion time of a processor j is calculated as

Cj sð Þ ¼
X

i2vðj;sÞðstij þ wijÞ

where stij denotes the start time of the task i on processor j. The start time of the
entry task is assumed to be zero. Other tasks’ start time can be computed by
considering the completion time of all immediate predecessors of the task. The
communication time, stij is added to the start time, if the dependent tasks are
allocated to different processors. The makespan of a schedule is the time where all
tasks are completed

Cmax ¼ maxjCjðsÞ

Every processor has a constant failure rate, and let kj denote the failure rate of
processor j. The probability that a processor j executes all its tasks successfully is
given by

P j
succðSÞ ¼ e�kjCjðsÞ
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It is assumed that faults are independent, therefore, the probability that schedule
S has finished correctly is

Psucc ¼ e�relðsÞ

The reliability index (rel) is defined by

rel sð Þ ¼
X

j

kjcjðsÞ

Minimizing the objective function rel is equivalent to maximizing the reliability
of the schedule. For solving the task scheduling problem the objectives Cmax and
rel are to be minimized simultaneously.

4 Proposed Algorithm

In this section we are presenting the algorithm for the dependent task scheduling in
Grid environment using Ant Colony Optimization technique, which aims at
achieving high reliability and reducing the makespan. The algorithm consists of
two mechanisms, a ranking mechanism [11], which is a modified version of the
HEFT [2, 12] and a processor assignment mechanism.

Steps for Scheduling Algorithm:

1. Set the computation cost of tasks and communication cost among them.
2. Compute upward RRank value for all tasks by traversing graph, starting

from the exit task using Ranking method ().
3. Sort the task in a scheduling list by non-increasing order of upward rank

value.
4. While there are unscheduled tasks in the list do

Select the first task vi from the list for scheduling
For each processor pm in the processor set pm [ P do

• Calculate the heuristic information (nij)
• Calculate current pheromone trail value Dsij

• Update the pheromone trail matrix
• Calculate the probability matrix
• Select the task with highest probabilities of i and j as the next task vi

to be executed on the resource Pj.
• Remove the task vi from the unscheduled list
• Modify the resource free time

5. For each local solution generated by all ants, find the makespan and
reliability index.

6. Apply the concept of non-dominated sorting on local solutions to find the
globally best solution.
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4.1 Ranking Method ()

Our algorithm has used reliability rank (RRank) attribute to compute priorities of
tasks. The RRank [11] is a rank of a task, from the exit task to itself, and equal to
the sum of average communication costs of edges, average computation costs and
reliability overhead of tasks over all processors. Communication costs between
tasks scheduled on the same processor are assumed zero, and the execution con-
straints are preserved.

The RRank is recursively defined as:

RRank við Þ ¼ wðviÞ þ maxvj2succðviÞ w ei;j

� �
þ RRank vj

� �n o
þ RCvi

where succ(vi), the set of immediate successors of task vi, wðviÞ is the average

computation cost of task vi, and wðei;jÞ is the average communication cost of edge
ei,j. The RCvi is the reliability overhead of task vi and can be computed by

RCvi ¼ ð1�
Ym

n¼1

expf�kPn � wðviÞ=wðpnÞgÞ � w við Þ

The rank is computed recursively by traversing the task graph upward, starting
from the exit task. For the exit task vexit, the rank value is equal to

RRank vexitð Þ ¼ w vexitð Þ þ RCVexit

4.2 Task Assignment Mechanism

In this mechanism, tasks are assigned to the processors in such a way that
makespan is reduced and system reliability is improved. In order to achieve these
goals, we find the best mapping of tasks and processors applying ACO. The ant is
placed at first task in the generated order and that task is mapped on one of the
available resources required by that task. When each of the tasks of the system is
mapped to any specific resource then solution construction for that ant is com-
pleted and a complete and feasible solution is created. Each task is mapped to a
specific resource and preemption is not allowed, that resource is selected based on
probability rule that depends on both pheromone on edges between tasks and
resources and heuristic information that depends on objective functions.

Pij ¼ sa
ijg

b
ij

h i
=
X

sa
ilg

b
il

where s is the value of pheromone on edge between tasks i and resource j and g is
the value of heuristic information, a and b are two constants that represents the
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relative importance of pheromone trail values and heuristic information values that
depends on problem considered.

After each iteration of the algorithm i.e. after all the ants completed their solution
construction, Global pheromone updating rule is performed to increase the value of
pheromone on the edges of the solution that is found to be global best in case of
single objective and Non-dominated solutions in case of multi-objective problem, so
that the probability of edges of the best solution to be traversed by ants in next
iteration of algorithm increases as probability depends on pheromone value also.

4.3 Non-Dominated Sorting

We have used concept of non-dominance. In [13], a sorting technique is proposed
to sort a population into non-dominated fronts, the first non-dominated front is
found and removed from the population, then the second is found from the
remaining members and removed, then the third, and so on, until every member of
the population has been assigned to its proper front.

For a population of individuals with M = 2 objectives, the individual with the
lowest first-objective score must be part of the NDF, since it cannot be dominated
by any other individual. If two or more individuals tie for the lowest first-objective
score, then these solutions must also be compared in the second objective, and the
individual(s) which score(s) best in the second objective are definitely in the
population’s first non-dominated front. The algorithm repeatedly applies this idea
to efficiently find the population’s NDF.

5 Experimental Results and Discussion

In order to assess the effectiveness of the proposed scheduling method, we have
obtained the solutions for random task graph. Random task graph were generated
using the method as proposed in [2]. There are few parameters involved in the
random task graph generation were set with the following values:

• SETN = {20, 40, 60},
• SETCCR = {0.1, 1},
• SETa = {0.2, 0.4},
• SETout_degree = {1, 2, 3, 4, n},
• SETb = {0.1, 0.5, 1.0}

where N is number of nodes (tasks) in the graph, a is shape parameter of the graph.
CCR is the ratio of the average communication cost to the average computation
cost of the application DAG. We have also generated randomly a set of processors,
where k is chosen uniformly in the range [10-3, 10-4].
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The obtained global Pareto solutions using multi-objective ACO and NSGA-II
are as shown in Figs. 1, 2 and 3. The results show that the failure probability of the
random task graph increases in proportion to the size of the application. This is due
to the fact that when the size of an application increases, processors have to be
failure-free for longer periods of time.
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Fig. 1 Obtained Pareto
solutions for 20 numbers of
tasks
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Fig. 2 Obtained Pareto
solutions for 40 numbers of
tasks
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solutions for 60 numbers of
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There are many performance metrics proposed in the literature. One of the
performance metrics namely, spacing [14, 15] is used to measure the diversity
among obtained non-dominated solutions. The Generational Distance Metric
(GD) [14, 15] used for measuring the convergence of the obtained non-dominated
solutions. The spacing and GD values for the random task graphs are given in
Table 1. The values confirm that ACO is better for the problem under study.

6 Conclusion

Scheduling is a critical issue for the execution of performance driven Grid
applications. The work presented in the paper focuses on an efficient algorithm for
multi-objective Grid Scheduling by assigning the submitted jobs to appropriate
resources. In multi-objective optimization problem, multiple trade-off pareto
solutions are produced for the maximum satisfaction of user. In this work, we
proposed the use of Ant Colony Optimization algorithm using concept of non-
dominance to solve bi-objective workflow scheduling problems. In our scheduling
problem, we have considered the two major objectives: minimization of makespan
(execution time) and maximization of reliability (to incorporate failure affect of
resources in scheduling decision). But we have formulated the reliability in terms
of minimization of reliability index.

The pareto solutions obtained by multi-objective ACO are compared with the
solutions obtained by NSGA-II and a statistical analysis of their results has been
presented to show the quality of each algorithm on different number of tasks. To
measure the quality of these obtained solutions, we selected two metrics called GD
(Convergence metric) and spacing (Diversity metric). A statistical analysis showed
that multi-objective ACO outperforms NSGA-II in terms of both convergence
towards pareto optimal front and maintaining good spread between solutions.
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