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Preface

SocProS is a 3-year old series of International Conferences held annually under the
joint collaboration between a group of faculty members from IIT Roorkee, South
Asian University Delhi and Liverpool Hope University, UK.

The first SocProS was held at IE(I), RLC, Roorkee, December 20–22, 2011,
with General Chairs as Prof. Kusum Deep, Indian Institute of Technology Roorkee
and Prof. Atulya Nagar, Liverpool Hope University, UK. It was a huge success and
attracted participation from all over the world, including places like UK, US,
France, South Africa, etc.

The second SocProS was held at JKLU, Jaipur, December 28–20, 2012 and was
as successful as SocProS 11. Encouraged by the success of first two SocProS
Conferences, this year this flagship conference—SocProS 13, which is the Third
International Conference on Soft Computing for Problem Solving is being held at
the Greater Noida Extension Centre of IIT Roorkee during December 26–28, 2013.

This year SocProS 13 was held as a part of the Golden Jubilee Celebrations of
Saharanpur Campus of IIT Roorkee.

Like other SocProS conferences, the focus of SocProS 13 lies in Soft Com-
puting and its applications to solve real life problems occurring in different
domains ranging from medical and health care to supply chain management to
image processing and cryptanalysis, etc.

SocProS 2013 attracted a wide spectrum of thought-provoking research papers
on various aspects of Soft Computing with umpteen applications, theories, and
techniques. A total of 158 research papers are selected for publication in the form
of proceedings, which is in Volumes 1 and 2.

The editors would like to express their sincere gratitude to the Plenary Speakers,
Invited Speakers, Reviewers, Programme Committee Members, International
Advisory Committee, Local Organizing Committee, without whose support the
quality and standards of the Conference as well as these Proceedings would not
have seen the light of the day.
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On the Institutional side, we would like to express our gratitude to Saharanpur
Campus of Indian Institute of Technology Roorkee Campus, Roorkee, India to
provide us a platform to host this Conference. Thanks are also due to the various
sponsors of SocProS 2013.

We hope that the papers contained in this proceeding will prove helpful toward
improving the understanding of Soft Computing at teaching as well as research
level and will inspire more and more researchers to work in the field of Soft
Computing.

Roorkee, India Millie Pant
New Delhi, India Kusum Deep
Liverpool, UK Jagdish Chand Bansal

Atulya Nagar
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About the Book

The proceedings of SocProS 2013 serve as an academic bonanza for scientists and
researchers working in the field of Soft Computing. This book contains theoretical
as well as practical aspects of Soft Computing, an umbrella term for techniques
like fuzzy logic, neural networks and evolutionary algorithms, swarm intelligence
algorithms etc.

This book will be beneficial for the young as well as experienced researchers
dealing with complex and intricate real world problems for which finding a
solution by traditional methods is very difficult.

The different areas covered in the proceedings are: Image Processing,
Cryptanalysis, Supply Chain Management, Newly Proposed Nature Inspired
Algorithms, Optimization, Problems related to Medical and Health Care,
Networking etc.
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A Preliminary Study on Impact
of Dying of Solution on Performance
of Multi-objective Genetic Algorithm

Rahila Patel, M. M. Raghuwanshi and Latesh Malik

Abstract Genetic Algorithm (GA) mimics natural evolutionary process. Since
dying of an organism is important part of natural evolutionary process, GA should
have some mechanism for dying of solutions just like GA have crossover operator
for birth of solutions. In nature, occurrence of event of dying of an organism has
some reasons like aging, disease, malnutrition and so on. In this work we propose
three strategies of dying or removal of solution from next generation population.
Multi-objective Genetic Algorithm (MOGA) takes decision of removal of solution,
based on one of these three strategies. Experiments were performed to show
impact of dying of solutions and dying strategies on the performance of MOGA.

Keywords Multi-objective genetic algorithm (MOGA) � Diversity �
Convergence � Dying of solutions � Dying strategies

1 Introduction

In biology and ecology, death is the end of an organism. Contemporary evolu-
tionary theory sees death as an important part of the process of natural selection. It
is considered that organisms less adapted to their environment are more likely to
die having produced fewer offspring, thereby reducing their contribution to the -
gene pool. The gene pool of a species or a population is the variety of genetic
information in its living members. A large gene pool (extensive genetic diversity)
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is associated with robust populations that can survive bouts of intense selection.
Meanwhile, low genetic diversity reduces the range of adaption possible.
Replacing native with alien genes narrows genetic diversity within the original
population, thereby increasing the chance of extinction [1, 2].

Algorithms based on strategies of evolution are called as evolutionary algo-
rithms. Genetic Algorithm (GA) [3] is one such algorithm based on natural
genetics and survival of fittest. Genetic algorithms are used to solve single-
objective and multi-objective optimization problems [4]. Genetic algorithm used
for solving single-objective problem are simpleminded and return a single optimal
solution whereas for solving multi-objective problem, genetic algorithm has to
select appropriate solutions. The decision of selection of solution becomes com-
plicated in presence of multiple conflicting objectives. Every multi-objective
evolutionary algorithm has two goals; convergence and diversity, so they need two
different mechanisms for fulfillment of these goals. Algorithms like NSGA-II [5]
use non-dominated sorting and crowding distance based selection strategies for
convergence and diversity. Many such multi-objective evolutionary algorithms
with explicit mechanism for convergence and diversity control are found in the
literature [5–10].

Genetic algorithm uses selection, crossover and mutation operators to evolve a
set of solutions of current generation. Selection operator is then used to select fit
solutions from current generation as next generation population [3]. Weaker
Solutions which are not selected die out and do not reappear. Thus dying is
implicit part of selection mechanism. Solutions having better fitness produce fitter
offspring and selection strategies are likely to select both parent and their off-
spring. Solutions (parent solution) present in first generation inherit their properties
to offspring solutions by using cross over operator. In subsequent generations good
properties of parent solutions are carrying forward by offspring solutions generated
by crossover operator. Problem with this selection strategy is that, after few
generation whole population is dominated by presence of few solutions from initial
population and their offspring i.e. trail of very few solutions from initial population
reach to final generation and most of the solutions die out somewhere in between
generations. Thus selection strategy based on survival of fittest reduces diversity
and convergence of solutions. So, a new mechanism is needed to avoid excessive
dying of solutions.

In this work dying of solution has been made explicit part of evolutionary
process and three strategies for dying of solution or parent removal (ParRem) have
been proposed and implemented. A solution is deterministically removed from
next generation population by using one of the three proposed dying strategies.
Impact of dying rate of solutions on the performance of GA has been studied. Idea
of gradual dying is modeled and a new framework of MOGA has been used to
demonstrate the same.

Rest of the paper is organized as Sect. 2 presents strategies for dying of solution
Sect. 3 proposes new framework for MOGA Sect. 4 covers experimental setup and
results and Sect. 5 compares strategies of dying with other algorithm. Finally paper
concludes with few conclusions and future work.

2 R. Patel et al.



2 Strategies for Dying of Solution

A thought; dying of parent solution; opposite of selection of parent solution, is
materialized in this work. Proposed three strategies of dying are given below.

ParRem1: Remove solution having minimum distance from one or more
solutions of next generation population. In this strategy before removing a solution
from next generation population distance between all the solutions is checked.
Since similarity means uniformity and dissimilarity means diversity, according to
this strategy similar solution should die out and dissimilar solution should remain
in population in order to have diversity in population. The solution having mini-
mum distance from its neighbor solution will be removed from next generation
population. Distance between solutions is calculated in objective space and dis-
tance measure used is Euclidean distance. Pseudo code for distance calculation is
given below.

Initialize min_d = 9999,

for j = 1 : N-1.

for i = j ? 1 : N

d = distance between first parent(ith) and second parent (jth)
parent
if (d \ min_d)

min_d = d;

idx = i;
end if

end for
end for

where N is population size, min_d is minimum distance, idx is index of parent
having minimum distance. In NSGA-II for crowding distance calculation all the
solutions in the front are sorted first and then crowding distance is calculated
among solution and its two neighboring solutions. Here in ParRem1 sorting is not
required. Distance from every solution to all the solutions in the population is
calculated and then the solution having minimum distance with any of the solution
will be removed.

ParRem2: Remove solution having maximum Summation of Normalized
Objective Value (SNOV) [10]. In this strategy to make effective range of all the
objective functions equal objective values are normalized. After normalization
effective range of all the objective function will be zero to one. Assign SNOV to
each solution in next generation population. The SNOV will be treated as single
scalar fitness of the solution. Now remove solution having highest SNOV value
(for minimization of objective). Pseudo code for SNOV calculation is given below.

A Preliminary Study on Impact of Dying of Solution 3



for m = 1 : M (number of objectives)

Find the maximum and minimum objective values of the mth objective and
calculate the range of the mth objective.
Normalize the mth objective values of all members using the equation:

fm xð Þ ¼ fm xð Þ � fmin

fmax � fmin

where fm is the normalized mth objective value.
end for
for i = 1: N
Sum all normalized objective values of the member to obtain a single value.
end for

ParRem3: Remove solution having poor fertility count. Frequency of repro-
duction is an important parameter in determining species survival: an organism
that dies young but leaves numerous offspring displays, according to Darwinian
criteria, much greater fitness than a long-lived organism leaving only one [2]. In
this strategy, parameter fertility_count keep record of frequency of reproduction of
a parent solution. Initially, zero fertility_count is assigned to all the solution in the
population. If a parent solution produces offspring better than the parent solution
then fertility_count of parent solution is incremented by one and is assigned to
better offspring solution. From next generation population, a solution having
minimum fertility_count will be removed. Pseudo code is given below.

for i = 1 to N

fertility_count(i) = 0;
end for

for gen = 1 to maxgen

for i = 1 to N

If offspring solution wins the multi-level tournament then fertil-
ity_count of first parent solution is incremented by 1 and assigned
as fertility_count to winner offspring solution.
end for

Remove solution having lowest fertility_count
…

End for
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3 Proposed Algorithm

In this section a new Multi-Objective Genetic Algorithm (MOGA) framework is
presented which uses simple mechanism for formation of next generation popu-
lation. Uniform-random method is used for population initialization. Initial pop-
ulation is tuned by using opposition based learning [11]. In the beginning each
initial solution is given a unique number as parent number. For crossover operation
first parent is sequentially selected and second parent is selected randomly from
current population. Crossover operator generates two offspring that form family
with first parent. Multi-level tournament operator is used to select one solution
from the family. Parent number of first parent is assigned to offspring solution.
Cycles of selection-crossover-multilevel tournament selection repeats with each
solution in current population. Algorithm decides the generation number in which
a parent should be removed by using the formula given below:

Gen Rem ¼ max gen= N � DRð Þ

where max gen is Maximum number of generation, DR is dying rate in % (number
of solutions to be removed from population) and N is size of population. For
example If max gen = 2,000, DR = 30 % and N = 200 then Gen_Rem = 2,000/
(200 * 0.3) = 34. In 34th generation, one parent will be removed on the basis of
one of the three strategies of dying, from next generation population and an off-
spring solution from offspring pool will be inserted in next generation population.
This repeats after every 34th generation. At the end of max gen generation final
population contains traces of 140 solution and 60 (=200 * 0.3) solutions are
removed from population i.e. 70 % parent solutions survive and 30 % parent
solutions die out. Algorithmic steps of proposed framework are given below.

Initialization:

Set the parameter values for max gen, DR, N, Probability distribution index for
MPX crossover operator [12].

Processing:

1. Generate N solutions randomly then tune them using OBL and keep tuned
solutions in POP
2. Assign number 1,2,…,N as parent number sequentially to each solution in POP
3. Calculate Gen_Rem = (max gen/(N*DR))
4. iGen_Rem = Gen_Rem
5. for gen = 1: max gen

Set off_pool and Next_gen to be the empty set
for i = 1:N

• For reproduction select first solution sequentially and second solution
randomly from POP

A Preliminary Study on Impact of Dying of Solution 5



• Now apply MPX operator on the selected solutions and generate two
offspring. Assign parent number of first parent to both the offspring.

• Using Multi-level tournament selection select best among first parent
and offspring solutions

• Copy best solution in Next_gen and put the offspring which is not
selected in the off_pool

end for
if gen == Gen_Rem

• Use dying strategy to remove one solution from Next_gen and insert
one solution, from off_pool, whose parent number is not same as the
removed solution.

• Gen_Rem = Gen_Rem ? iGen_Rem
• POP = Next_gen

else

POP = Next_gen
end ifelse

end for
End

Initialization and tuning the population: H. R. Tizhoosh introduced the oppo-
sition concept through Opposition-Based Learning. In this concept, the opposite of
a guess or estimate (i.e., uniform-random) is calculated and compared to the
original estimate (random). In 2006, Rahnamayan et al. applied the opposition
concept to initialize population in evolutionary Algorithms. This supports more
diversity and exploration when starting the search process [11]. In the proposed
algorithm population tuning is done by using opposition based learning. A solution
is sequentially selected from initial population and its opposite solution is calcu-
lated by using opposition based learning as given above. Now tournament is
played between solution and opposite solution and winner is selected as tuned
solution and loser is discarded. This procedure is repeated for every solution.

Tournament selection: In this algorithm multi-level tournament selection is
used. In first level of tournament selection, tournament is played between two
offspring solutions. In second level, tournament is played between winner off-
spring solution and First parent. The winner of second level of tournament is
selected as best solution and becomes member of next generation population.

4 Experimental Setup and Results

The proposed framework for MOGA with three strategies for dying of solution is
coded in MatLab 7.1. 30 independent runs have been taken for each problem with
different strategies. Experimental parameter settings used are:

6 R. Patel et al.



• Population size (N) = 100
• Maximum no. of generation (max gen) = 3,000
• Dying rate (DR) = 10, 30, 40, 50, 60, 90 %
• Probability Distribution index (l) for MPX crossover operator = 1
• Number of Parents = 2
• Number of offspring = 2.

Test functions: The test problems (UF1-UF9) in this work are taken from IEEE
CEC2009 special session and competition [15]. Functions UF1-UF7 has two
objectives and UF8 &UF9 are three objective functions.

Metric used for Performance measure:

• Inverted Generational Distance (IGD): The Inverted Generational Distance
(IGD) metric is used as performance indicator to quantify the quality of the
obtained results. The IGD metric measures ‘‘how well is the Pareto-optimal
front represented by the obtained solution set’’. [13]

• SPREAD (D): This metric is used to measure diversity among solution. It takes
care of uniform distribution and extent of distribution of obtained solution [5].

Results obtained by MOGA with three strategies of dying of solution are given
as:

ParRem1: The Performance of dying strategy ParRem1 in terms of MeanIGD &
SPREAD on function UF1-UF9 is shown in Table 1. For functions UF1, UF2 &
UF8 best MeanIGD value is obtained for 50 % dying rate. For rest of the functions
best MeanIGD is for low dying rate. It is observed that a moderate dying rate
(50 %) has given best spread for all functions except UF3 (60 %).

ParRem2: The Performance of dying strategy ParRem2 in terms of MeanIGD &
SPREAD on function UF1-UF9 is shown in Table 2. For functions UF2 & UF8

Table 1 Performance of ParRem1on UF1-UF9 (N = 100 and max gen = 3,000)

Fun UF1 UF2 UF3 UF4 UF5 UF6 UF7 UF8 UF9
DR MeanIGD

10 0.0673 0.0232 0.2011 0.0502 0.1538 0.0649 0.0834 0.8646 0.9094
30 0.0680 0.0241 0.2100 0.0591 0.1838 0.0669 0.1038 0.7743 0.8999
40 0.0622 0.0240 0.2331 0.0620 0.1938 0.0690 0.1036 0.7604 0.9001
50 0.0616 0.0192 0.2400 0.0623 0.2142 0.0721 0.0983 0.7553 0.9144
60 0.0699 0.0215 0.2467 0.0635 0.2292 0.0784 0.0990 0.7743 0.9802
90 0.0639 0.0323 0.2567 0.0643 0.2468 0.0821 0.1339 0.8359 0.9404

SPREAD
10 0.6785 0.4404 0.5266 0.6879 0.7962 1.0028 0.7821 0.9706 0.7191
30 0.6190 0.4685 0.5384 0.6118 0.7909 0.9134 0.7460 0.9180 0.7154
40 0.5984 0.4348 0.5654 0.5692 0.7904 0.8043 0.7261 0.9034 0.6914
50 0.5801 0.4081 0.5474 0.5046 0.6787 0.7006 0.6703 0.4640 0.6308
60 0.5998 0.4543 0.5224 0.5752 0.7463 0.7506 0.8066 0.6706 0.6574
90 0.6369 0.4318 0.5634 0.5619 0.7373 0.8442 0.8731 0.7860 0.6946
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best MeanIGD value is obtained at 50 % dying rate. For rest of the functions best
MeanIGD is for low dying rate. It is also observed that a moderate DR (50 %) has
given best spread for all functions except UF9 (40 %).

ParRem3: The Performance of dying strategy ParRem3 in terms of MeanIGD &
SPREAD on function UF1-UF9 is shown in Table 3. The best MeanIGD value for
all the function is obtained at low dying rate. Also as dying rate increases it
increases MeanIGD value that reflects the degradation of performance of algo-
rithm. Best SPREAD on UF1 & UF5-UF7 is for dying rate = 50 %, function UF2-
UF4 is for dying rate = 30 and on function UF8 & UF9 is for dying rate = 10 %.

Table 4 shows best performance of the three dying strategies. It is observed that
for all three strategies on most of the functions best results for SPREAD have been

Table 2 Performance of ParRem2 on UF1-UF9 (N = 100 and max gen = 3,000)

Fun UF1 UF2 UF3 UF4 UF5 UF6 UF7 UF8 UF9
DR MeanIGD

10 0.0607 0.0243 0.1702 0.0543 0.2081 0.0704 0.1232 0.8408 0.9045
30 0.0621 0.0256 0.1882 0.0543 0.2180 0.0714 0.1138 0.8294 0.9193
40 0.0638 0.0269 0.2076 0.0669 0.2199 0.0710 0.1589 0.8041 0.9297
50 0.0662 0.0238 0.2001 0.0694 0.2284 0.0725 0.1439 0.7389 0.9344
60 0.0671 0.0251 0.2422 0.0713 0.2412 0.0734 0.1590 0.7608 0.9649
90 0.0650 0.0269 0.2512 0.0709 0.3099 0.0740 0.1611 0.7760 1.0890

SPREAD
10 0.6227 0.4858 0.6106 0.7156 0.8611 0.8263 0.8827 0.7238 0.6871
30 0.6043 0.4601 0.5137 0.6698 0.8512 0.8163 0.8767 0.7108 0.5891
40 0.6043 0.4680 0.5937 0.6037 0.8100 0.8263 0.8785 0.7038 0.5891
50 0.5593 0.4503 0.4709 0.5348 0.7842 0.7688 0.7903 0.6806 0.6423
60 0.5613 0.4639 0.6136 0.7559 0.8024 0.8454 0.8066 0.7381 0.6806
90 0.5600 0.4843 0.5546 0.6886 0.8234 0.9547 0.9371 0.7313 0.6806

Table 3 Performance of ParRem3 on UF1-UF9 (N = 100 and max gen = 3,000)

Fun UF1 UF2 UF3 UF4 UF5 UF6 UF7 UF8 UF9
DR MeanIGD

10 0.0676 0.0223 0.1801 0.0540 0.2012 0.0596 0.1102 0.7773 0.9685
30 0.0689 0.0241 0.1892 0.0601 0.2017 0.0592 0.1138 0.7386 0.9596
40 0.0689 0.0248 0.2098 0.0648 0.2012 0.0609 0.1380 0.7567 0.9610
50 0.0691 0.0257 0.2101 0.0693 0.2344 0.0642 0.1594 0.8366 0.9656
60 0.0704 0.0261 0.2301 0.0631 0.2389 0.0662 0.1619 0.9225 0.9676
90 0.0748 0.0273 0.2599 0.0641 0.2478 0.0672 0.1711 0.9324 0.9672

SPREAD
10 0.5810 0.4604 0.5417 0.7125 0.9315 0.8229 0.8072 0.6502 0.6820
30 0.6135 0.4270 0.5001 0.5524 0.9001 0.8209 0.8240 0.6840 0.7231
40 0.5652 0.4310 0.5044 0.6328 0.8213 0.8023 0.8560 0.6986 0.7316
50 0.5565 0.4307 0.5470 0.6310 0.6387 0.6796 0.7043 0.8324 0.6345
60 0.6745 0.4525 0.5024 0.5617 0.6897 0.9221 0.7601 0.8025 0.7214
90 0.5900 0.4584 0.4769 0.5765 0.8010 0.9640 0.7930 0.7818 0.7334

8 R. Patel et al.
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obtained for dying rate at or below 50 %. Hence we can say that excessive dying
of solutions affects diversity in Pareto front. It is also observed that dying strategy
ParRem1 with dying rate 50 % has outperformed ParRem2 and ParRem3 in terms
of SPREAD on four functions (UF2, UF4, UF7 and UF8) out of nine functions.
ParRem2 has outperformed ParRem1 and ParRem3 on three functions (UF1 &
UF3 with dying rate 50 % and UF9 with dying rate 40 %). ParRem3 has out-
performed ParRem1 and ParRem2 on two functions (UF5 and UF6 with dying rate
50 %). Table 5 shows Statistical Sum of Problems for which each strategy obtains
significantly better results. Thus dying strategy ParRem1 is the best among the
three dying strategies and has given better convergence and maintained diversity
among solutions.

5 Comparison with Other Algorithms

The performance of proposed MOGA with dying strategy ParRem1 (MOGA-
ParRem1) is compared with proposed MOGA without dying (MOGA-WD) and
NSGA-II-MPX. NSGA-II is coded in MatLab 7.1 and in place of SBX operator
MPX crossover operator is used. Also parameter setting used for MOGA-WD and
NSGA-II-MPX is same as given in Sect. 4. Table 6 shows MeanIGD and

Table 5 Statistical sum of problems for which each strategy obtains significantly better results

Metric ParRem1 ParRem2 ParRem3

MeanIGD 04 01 01
SPREAD 04 02 02
Total 08 03 03

Table 6 Performance comparison of MOGA-ParRem1 with MOGA-WD and NSGA-II-MPX

Scheme MOGA-WD MOGA-ParRem1
(DR = 50 %)

NSGA-II-MPX Sign test

Function MeanIGD SPREAD MeanIGD SPREAD MeanIGD SPREAD (MeanIGD
SPREAD)

UF1 0.061892 0.615871 0.061657 0.580122 0.068187 0.697345 (-, +)
UF2 0.057764 0.644613 0.019220 0.408153 0.024311 0.540971 (+, +)
UF3 0.245993 0.583918 0.240011 0.547451 0.135773 0.666309 (+, +)
UF4 0.066059 0.550369 0.062340 0.504653 0.019737 0.682081 (+, +)
UF5 1.046338 0.753780 0.214201 0.678715 0.211415 0.658579 (+, -)
UF6 0.230648 0.695138 0.072117 0.700656 0.152526 0.694642 (+, -)
UF7 0.101259 0.715222 0.098397 0.670374 0.031356 0.626167 (+, +)
UF8 0.836721 0.686384 0.755344 0.464006 0.536727 0.616086 (+, +)
UF9 0.975251 0.883306 0.914492 0.630897 0.375251 0.703306 (+, +)

10 R. Patel et al.



Table 7 Statistical sum of
problems for which each
strategy obtains significantly
better results

Metric MOGA-WD MOGA-ParRem1
(DR = 50 %)

NSGA-II-MPX

MeanIGD 0 02 06
SPREAD 0 06 01
Total 0 08 07
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SPREAD of MOGA-WD, MOGA-ParRem1 and NSGA-II-MPX. SPREAD values
reported in the Table 6 indicate that MOGA-ParRem1 has outperformed MOGA-
WD on functions UF1-UF5 and UF7-UF9. Also MOGA-ParRem1 has outper-
formed NSGA-II-MPX by giving better SPREAD on functions UF1-UF4 and
UF8-UF9. IGD measure taken for MOGA-ParRem1 shows that it has given good
performance on functions UF1, UF2 and UF6 functions. NSGA-II-MPX has
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shown good IGD values on functions UF3-UF5 and UF7-UF9. Table 7 shows
Statistical Sum of Problems for which each algorithm obtains significantly better
results.

Figures 1, 2, 3, 4, 5, 6, 7, 8, 9 shows plots of non dominated set of solutions having
best MeanIGD obtained on functions UF2, UF4 and UF7 with MOGA-WD, MOGA-
ParRem1 and NSGA-II-MPX. From Figs. 2 and 5 it is clear that MOGA-ParRem1
has given better diversity and convergence than MOGA-WD and NSGA-II-MPX on
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test functions UF2 & UF4. Poor performance of MOGA-ParRem1 is seen in Fig. 8
on function UF7. MOGA-WD has shown worst performance on all three test
functions as shown in Figs. 1, 4 and 7.

6 Conclusion

In this work GA procedure is made more close to natural evolutionary process
which incorporate Birth-Reproduction-death cycle. Dying mechanism is made
explicit part of GA. We have proposed and implemented strategies for dying of
solution in specific generations. Experimental results indicate that the proposed
MOGA with three strategies of dying of solutions is able to guide the search
process towards the optimum for the seven bi-objective and the two 3-objective
test functions. Among the three strategies of dying of solutions, strategy ParRem1
has shown best performance in terms of better diversity among solutions. Also, as
dying rate increases diversity among solution increases but diversity deteriorates
when dying rate exceeds 50 %. So we can conclude that a moderate dying rate
(around 50 %) gives the better spread.

When MOGA-ParRem1 compared with MOGA-WD it is found that MOGA-
ParRem1 has outperformed MOGA-WD on all functions. MOGA-ParRem1 has
also outperformed NSGA-II-MPX on many functions. Thus we have successfully
implemented a simple and efficient MOGA and proved that excessive dying of
solution affects performance of GA. A controlled dying of solution can improve
performance of genetic algorithm.

Future work will be on fine tuning the three strategies of dying and design of
new algorithm which adaptively selects the dying strategy to solve MOPs having
complex Pareto fronts and Pareto sets.
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A Closed Loop Supply Chain Inventory
Model for the Deteriorating Items
with JIT Implementation

S. R. Singh and Neha Saxena

Abstract In the past recent years, a growing environmental consciousness has
been shaping the way society looks on green. Society’s attitude towards envi-
ronmental issues has been changing and hence recoverable product environments
are becoming an increasingly important segment of the overall push in industry.
We have proposed a model for the design of a closed loop supply chain with green
components. We have investigated a joint economic production quantity model for
a single vendor, single buyer system considering lot-splitting. The effect of
deterioration is taken into consideration. Here we have assumed that the vendor
fulfils the buyer’s demand with the produced and remanufactured units, where the
remanufactured items are considered as good as those of new items. Mathematical
and numerical analysis are presented to describe the situation.

Keywords Inventory model � Production � Remanufacturing � Deterioration �
JIT implementation

1 Introduction

Owing to increased public concern about the environment, most developed
countries have made legislations, mandating manufacturers and importers to take
back used products at the end of their useful lives. Consumers can now return
goods within warranty period as part of the after-sales service if the products fail to
meet their needs or when the products have reached the end of their useful lives.

S. R. Singh (&) � N. Saxena
Department of Mathematics, D. N. College, Meerut, India
e-mail: shivrajpundir@gmail.com

N. Saxena
e-mail: nancineha.saxena@gmail.com

M. Pant et al. (eds.), Proceedings of the Third International Conference on Soft
Computing for Problem Solving, Advances in Intelligent Systems and Computing 259,
DOI: 10.1007/978-81-322-1768-8_2, � Springer India 2014

17



The returned products may then be refurbished or remanufactured to extend their
periods of usage or recycled to recapture value. For sustainable development, a
good supply chain strategy enables manufacturing plant to rescue and recover
many parts and components from used products through reverse logistics activities
of remanufacturing and reuse. It considers impacts of environmental protection
and green image. Closed-loop supply chains comprising forward and reverse
logistics can be combined to achieve more sustainable production and
consumption.

There have been numerous studies and research on reverse logistics. The initial
approach in the field of reverse logistics is made by Schrady [18]. He analyzed a
traditional Economic Order Quantity (EOQ) model for repairable items with the
joint coordination of reverse manufacturing with the forward supply chain by
assuming that the manufacturing and recovery (repair) rates are instantaneous. His
work was generalized by Nahmias and Rivera [12] with finite repair rates. This
model is further extended by Koh et al. (2002) for limited repair capacity. Richter
[13–15], and Richter and Dobos [16] have investigated the reverse logistics model.
In these problems the return rate has been taken as a decision variable. Authors
have examined problem with pure or bang-bang policy (total repair or total
wastage disposal). Richter [15] concluded in his paper that the bang-bang policy is
optimal when compared to mixed (production ? remanufacturing) policy, while in
later study (El Saadany and Jaber [5] it was observed that mixed strategy is
optimal, rather than a pure strategy; either pure remanufacturing or pure produc-
tion. The model developed by Ishii et al. [6] confirms that life-cycle design seeks
to maximize the life-cycle value of a product at the initial stages of design.
Savaskan et al. [17] developed a RL model by assuming the returned rate
dependent to the Collection investment. In this model they investigated a closed-
loop supply chain that includes reverse logistics in times of product recovery of the
retailer. Dekker et al. [4] proposed a quantitative model for closed loop supply
chain. He analyzed that the amount of returns is highly uncertain and this
uncertainty greatly affect the collection and inventory decisions. El Saadany and
Jaber [5] developed a model assuming that the collection rate of returned items is
dependent on the purchasing price and the acceptance quality level of these
returns. Konstantaras and Skouri [8] developed a model of supply chain by con-
sidering a general cycle pattern in which a variable number of reproduction lots of
equal size are followed by a variable number of manufacturing lots of equal size.
They also have studied the case where shortages are allowed in each manufac-
turing and reproduction cycle. Alamri [1] investigate the optimal returned quantity
for a general Reverse Logistics inventory model for the deteriorated items. Green
supply chain inventory model with short life cycle product is developed by Chung
and Wee [3]. Singh and Saxena [20] investigated a reverse logistics inventory
model with time dependent rates under shortages considering the returned rate and
holding capacity as a decision variable. Along the same line as Singh and Saxena
[20], Singh et al. [19] developed there model for the flexible manufacturing under
the stock out situation.
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With growing focus on supply chain management firms realize that inventories
across the entire supply chain can be more sufficiently managed through great
cooperation and better coordination in just in time production system, multiple
deliveries is the one way to reduce the inventory level and the total cost. The main
goal of this study is to analyse under what conditions (capacity, return rate,
remanufacturing rate) a reverse-logistics system should be introduced at a com-
pany that uses a JIT production-management system. Numerous researches have
been done on the integrated inventory models implementing JIT. Lu [11] proposed
a lot splitting model implementing JIT deliveries assuming equal sized multiple
shipments. A joint economic lot size model for a single vendor single buyer system
has been developed by Benerji [2]. Kim and Ha [9] have developed a lot splitting
model and discussed how and when the optimal policy for buyer and supplier can
be achieved. Chang and Wee [3] have investigated a green supply chain model
implementing JIT delivery.

In this paper we determined the coordination of reverse manufacturing with the
forward supply chain in the inventory management. Reverse logistics operations
deals with the collection of returns, cleaning of the collected returns and reman-
ufacturing of the reusable collected items, while in the forward supply chain we
have taken the single setup and multiple JIT deliveries (SSMD) strategy. The
vendor fulfilled buyer’s demand with newly produced and remanufactured items of
quality standard ‘‘as good as those of new products’’. The produced/remanufac-
tured items are passing through the process of inspection. After inspection the
innocent products are delivered to the buyer in M ? N deliveries and the rest
(deteriorated items or unacceptable for the primary market) are shipped to a
secondary market in as-in condition. A general framework of such a system is
shown in Fig. 1. In the next Sect. 2, assumptions and notation are provided for
model development. In Sect. 3, the study develops an integrated buyer–vendor
model with single setup and multiple deliveries. The model considers JIT deliv-
eries, reverse-manufacturing costs and other costs, and derives the optimal
replenishment. A numerical example is presented in Sect. 4. Concluding remarks
are shown in Sect. 5.

2 Notations and Assumptions

2.1 Notations

Cif Fixed inspection cost
Civ Variable inspection cost per setup
Cins The unit variable inspection cost
Lfs The cost of less flexibility
HB Unit holding cost for the buyer
TB Delivery cycle time for the buyer

A Closed Loop Supply Chain Inventory Model 19



q Delivery size per delivery
A Ordering cost per cycle
Pm The production rate
D The demand rate
h Deterioration rate
M Number of deliveries delivered by the producer
Um Unit item cost
Km Fixed unit production cost
Cm Variable unit production cost
Hm Unit holding cost for the produced material
Cs Selling price for the secondary market
Ss Selling price for the primary market
Pr Remanufacturing rate
R Returned rate
N The number of deliveries delivered by the remanufacturer
g Scaling parameter, returned formulation
Kr Fixed unit reproduction cost
Cr Variable unit reproduction cost
Hr Unit holding cost for the remanufactured items
c The scaling parameter, returned rate formulation
UR Unit returned item cost
HR Unit holding cost for the returned items
CI Collection investment
Fcl Fixed cost including cleaning and disassembly cost during the collecting

process
Ccl Variable cost including cleaning and disassembly cost during the collecting

process

(M+N) JIT 

multiple 
deliveries

RemanufacturingSorting, Cleaning 
and dissembling 

Buyback 
products

Inspection

Buyer’s 
Inventory

Primary 
market

Production 

Finished 
goods

Secondary 
market

Fig. 1 Material flow in the green supply chain
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2.2 Assumptions

• Vendor fulfilled buyer’s demand by the newly produced and remanufactured
items.

• The buyback products are subject to the cleaning and dissembling process,

where the products that confirm to certain quality standard (At a rate of 1
g

� �
R) is

delivered to remanufacturing unit and the rest 1� 1
g

� �
R

n o
are shipped for the

secondary market in as-in condition.
• Items deteriorate while they are in storage, and production, remanufacturing and

demand.
• After the production/remanufacturing products though the inspection process

and the deteriorated items are shipped to the secondary market.
• The returned rate R is determined by the collection investment CI. The col-

lection investment represents the monetary amount of effort (e.g., promotion,
marketing) that the recycled-material vendor applies to the end-user market to
create the necessary incentive to receive targeted returns. We model the return

rate similar to the work by Savaskan et al. [17] in which, R ¼
ffiffiffiffi
CI
c

q� �
, where c is

a scaling parameter and
ffiffiffiffi
CI
c

q� �
\D

• We shall require that

Pr [ D;Pm [ D;Pr [ R; D 6¼ 0; R 6¼ 0

3 Mathematical Modelling and Analysis

The items are ordered by buyer in M ? N shipments (equal lots of size q). The
model assumes that the successive delivering batch arrives at the store as soon as
the previous batch has been depleted. For each cycle, the system starts operating at
time zero by which the reproduction process starts and the inventory level
increases until time T1, where the stock-level reaches its maximum, and the
reproduction process stopped. At the same instant of time production starts and the
stock level of remanufactured items decreases continuously due to the demand and
deterioration, while production is in process by the time T2 where it reaches its
maximum and the production process stopped. Then the inventory level decrease
continuously by the time T3. The inventory level in returned process decreases
until time T1 where the inventory level becomes zero. After that the inventory level
increases until the time T1 ? T2 ? T3 where, the inventory level reaches its
maximum. The process is repeated (Fig. 2).

The changes in the inventory levels depicted in Fig. 2 are governed by the
following differential equations:
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I0BðtÞ ¼ �d � hIBðtÞ; 0� t� TB IBðTBÞ ¼ 0 ð1Þ

I0r1ðtr1Þ ¼ Pr � hIr1ðtr1Þ; 0� tr1� T1 Ir1ð0Þ ¼ 0 ð2Þ

I0r2ðtr2Þ ¼ �hIr2ðtr2Þ; 0� tr2� T2 Ir2ðT2Þ ¼ Nq ð3Þ

I0m1ðtm1Þ ¼ Pm � hIm1ðtm1Þ; 0� tm1� T2 Im1ð0Þ ¼ 0 ð4Þ

I0m2ðtm2Þ ¼ �hIm2ðtm2Þ; 0� tm2� T3 Im2ðT3Þ ¼ Mq ð5Þ

I0RðtRÞ ¼ 1
g R� Pr; 0� tR� T1 IRðT1Þ ¼ 0 ð6Þ

I0RðtRÞ ¼ 1
g R T1� tR�ðN þMÞTB IRðT1Þ ¼ 0 ð7Þ

The solutions of the above differential equations are

IBðtÞ ¼ d
h

� �
ðeh TB�tð Þ � 1Þ 0� t� TB ð8Þ

BT

Reproducer’s 
stock level

Manufacturer’s stock level

Buyer’s 
inventory

( )I tr

( )I tm

TWI

2T
3T

T

1T

Collected items

Fig. 2 Inventory variation of an inventory model for reverse logistics systems
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Ir1ðtr1Þ ¼ Pr
h

� �
ð1� e�htr1Þ 0� tr1� T1 ð9Þ

Ir2ðtr2Þ ¼ qNeh T2�tr2ð Þ 0� tr2� T2 ð10Þ

Im1ðtm1Þ ¼ Pm
h

� �
ð1� e�htm1Þ 0� tm1� T2 ð11Þ

Im2ðtm2Þ ¼ qMeh T3�tm2ð Þ 0� tm2� T3 ð12Þ

IRðtRÞ ¼ Pr � 1
g R

� �
T1 � tRð Þ; 0� tR� T1 ð13Þ

IRðtRÞ ¼ R
g

n o
tR � T1ð Þ; T1� tR�ðN þMÞTB ð14Þ

Respectively
Using the boundary conditions IBð0Þ ¼ q so that from Eq. (1), when h�; 1 the

delivery size is

q ¼ dTB 1þ hTB

2

� �
ð15Þ

As depicted in Fig. 2 we have

T3 ¼ MTB ð16Þ

and

T1 þ T2 ¼ N � 1ð ÞTB þ
q

Pr
ð17Þ

By which, we get

T1 þ T2 þ T3 ¼ M þ N � 1ð ÞTB þ
q

Pr
ð18Þ

Assuming the cycle time T so we have

T ¼ M þ Nð ÞTB ð19Þ

Using the boundary conditions, from Eqs. (13) and (14) we get

Pr �
1
g

R

� �
T1 ¼

1
g

R M þ Nð ÞTB � T1ð Þ

By which the remanufacturing period is

T1 ¼
R M þ Nð ÞTB

gPr
ð20Þ

From Eq. (17) the production period
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T2 ¼ N � 1ð ÞTB þ
q

Pr
� R M þ Nð ÞTB

gPr
¼ N � 1ð Þ � R M þ Nð Þ

gPr

� �
TB þ

q

Pr
ð21Þ

Now the per cycle cost components for the given inventory system are as
follows.

Sales Revenue from the secondary market

¼ cs q� dTBð Þ þ PrT1 þ PmT2 � q N þMð Þf g þ M þ Nð Þ 1� 1
g

� � ffiffiffiffi
CI
c

qn o
TB

h i

Sales Revenue from the primary market
¼ Ssd M þ Nð ÞTB

Buyer’s ordering cost and holding cost is as follows

¼ Aþ M þ Nð ÞHB

RTB

0
IB uð Þdu

Production and remanufacturing cost ¼ Km þ Kr þ Cm

R T2

0 Pmdu þ Cr

R T1

0
Prdu ¼ Kr þ Km þ CrT1Pr þ CmPmT2

Procurement and acquisition cost

¼ Um

R T2

0 Pmduþ UR

R MþNð ÞTB

0 Rdu ¼ UmPmT2 þ UR M þ Nð Þ
ffiffiffiffi
CI
c

q
TB

Inspection cost ¼ Cif

MþN þ M þ Nð ÞCiv þ Cins PrT1 þ PmT2ð Þ
The Vendor’s cost of less flexibility of implementing JIT delivery is

¼ M þ Nð ÞLfs

As depicted in Fig. 2 the inventory holding cost is

¼ Hm

ZT2

0

Pm

h

	 

ð1� e�huÞduþ

ZT3

0

qMeh T3�uð Þdu� TB qþ 2q. . .þ M � 1ð Þqð Þ

2
4

3
5

þ Hr

ZT1

0

Pr

h

	 

ð1� e�huÞduþ

ZT2

0

qNeh T2�uð Þdu� TB qþ 2q. . .þ N � 1ð Þqð Þ

2
4

3
5

þ HR

ZT1

0

Pr �
1
g

ffiffiffiffiffiffi
CI

c

s( )
ðT1 � uÞduþ

ZMþNð ÞTB

T1

1
g

ffiffiffiffiffiffi
CI

c

s
u� T1ð Þdu

2
64

3
75

þ HB

ZTB

0

d

h

	 

ðeh TB�tð Þ � 1Þdu

Cleaning cost ¼ Fcl þ Ccl

ffiffiffiffi
CI
c

q
TBðM þ NÞ

Total profit is calculated here,
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TP ¼ 1
T

SsD M þ Nð ÞTB þ cs q� DTBð Þ þ PrT1 þ PmT2 � q N þMð Þf g þ M þ Nð Þ 1� 1
g

� � ffiffiffiffiffiffi
CI

c

s )
TB

" #(

� M þ Nð ÞHB
DT2

B

2
1þ hTB

3

� �� �

�A� Um þ Cmð ÞPmT2 �
Cif

M þ N
� M þ Nð ÞCiv � Cins PrT1 þ PmT2ð Þ � M þ Nð ÞLfs

�UR M þ Nð Þ
ffiffiffiffiffiffi
CI

c

s
TB � CrT1Pr � Fcl � Ccl

ffiffiffiffiffiffi
CI

c

s
TBðM þ NÞ

�Hm
PmT2

2

2
1� hT2

3

� �
þMDTBT3 1þ hTB

2
� hT3

2

� �
� 1

2
DT2

B 1þ hTB

2

� �
M M � 1ð Þ

� �� �

�Hr
PrT2

1

2
1� hT1

3

� �
þ NDTBT3 1þ hTB

2
� hT2

2

� ��

� 1
2

DT2
B 1þ hTB

2

� �
N N � 1ð Þ

� ��

�HR Pr �
1
g

ffiffiffiffiffiffi
CI

c

s !
T2

1

2
þ 1

g

ffiffiffiffiffiffi
CI

c

s
1
2

N þMð Þ2T2
B �

T2
1

2
� N þMð ÞTBT1 þ T2

1

� �" #
� CI � Km � Kr

)

ð22Þ

3.1 Solution Procedure

From Eqs. (15)–(22), the total profit function can be determined in terms of N, M
and TB.

Hence the purpose of this study is to derive the optimal number of deliveries
and the replenishment cycle time by determining the optimal values of N, M and
TB that maximize the total profit. The model has been solved using Algorithm
given below.

3.2 Algorithm

Step 1: Taking the first derivative of the total profit function w.r.t. to TB, equate it
equals to zero and then determine the value of TB

Step 2: Putting the value of TB in Eq. (25) and then derive the value of N and M by
using the following conditions for maximizing the supplier’s profit.

TP N; M � 1ð ÞjTBð Þ� TP N;MjTBð Þ� TP N; M þ 1ð ÞjTBð Þ
TP N � 1ð Þ;MjTBð Þ� TP N;MjTBð Þ� TP N þ 1ð Þ;MjTBð Þ

Step 3: Using the optimum values of N, M and TB determine the maximum profit
for the system.
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4 Numerical Analysis and Sensitivity Analysis

Example 1 The above theoretical results are illustrated through the numerical
verification, to illustrate the proposed model we have considered the following
input parameters in appropriate units

Pr = 2500, Pm = 1200, d = 1000, h = 0.01, g = 5, CI = 8000, c = 0.01,
A = 500, HB = 1, Hr = 1, HR = 0.8, Hm = 1, Km = 1000, KR = 1000, Cm = 6,
Cr = 3, UR = 3, Um = 4, CS = 6, SS = 12, Cif = 3000, Civ = 500, Cins = 0.5,
Lfs = 100, Ccl = 0.2, Fcl = 1500.

Mathematica 8.0 is used to derive the optimal solution and results are presented in
Table 1.

The convexity of the reverse logistics inventory model is shown in Fig. 3. The
three dimensional graph shows that the integrated expected total profit is concave,
and that there exists a unique solution maximizing the integrated expected total
profit.

Table 1 Optimal results for integrated cost minimization problem

M N TB q T1 T2 T3 TC

4 1 1.01094 1016.05 0.361684 0.044735 4.04375 1737.98
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Fig. 3 Convexity of the closed loop supply chain
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Example 2 We now study the effects of changes in the values of the system
parameters Fcl, Civ, A, g, c, Pm, Pr and d on the optimal total profit and number of
reorder. The sensitivity analysis is performed by changing each of the parameters
by -10, 0 and 10 %, taking one parameter at a time and keeping the remaining
parameters the same as in Example 1. The sensitivity analyses of the different
parameters are shown in Table 2. The graphical representation of the sensitivity of
decision variables is provided in Figs. 4, 5 and 6.

Table 2 Sensitivity analysis for the production, remanufacturing and demand rate parameters
Fcl, Civ, A, g, c, Pm, Pr and d

M N TB q T1 T2 T3 TP

c -10 % 4 1 1.00837 1013.45 0.38028 0.0251014 4.03348 1844.32
0 % 4 1 1.01094 1016.05 0.361684 0.044735 4.04375 1737.98
þ10 % 4 1 1.01315 1018.28 0.345606 0.0617059 4.05259 1646.42

g -10 % 4 1 1.00566 1010.72 0.399773 0.00451352 4.02264 1678.06
0 % 4 1 1.01094 1016.05 0.361684 0.044735 4.04375 1737.98
þ10 % 4 1 1.01525 1020.41 0.330207 0.0779554 4.06101 1786.73

Pm -10 % 4 1 1.01098 1016.09 0.361698 0.0447368 4.04391 1742.78
0 % 4 1 1.01094 1016.05 0.361684 0.044735 4.04375 1737.98
þ10 % 4 1 1.0109 1016.01 0.36167 0.0447332 4.0436 1733.18

Pr -10 % 4 1 1.01061 1015.72 0.401741 0.0496887 4.04244 1730.9
0 % 4 1 1.01094 1016.05 0.361684 0.044735 4.04375 1737.98
þ10 % 4 1 1.01121 1016.32 0.328891 0.0406795 4.04483 1743.76

d -10 % 4 1 1.05883 957.989 0.378817 0.00437826 4.23531 1459.25
0 % 4 1 1.01094 1016.05 0.361684 0.044735 4.04375 1737.98
þ10 % 4 1 0.968789 1070.83 0.346605 0.0817275 3.87516 2027.14

A -10 % 4 1 1.00936 1014.45 0.361118 0.0446618 4.03743 1747.88
0 % 4 1 1.01094 1016.05 0.361684 0.044735 4.04375 1737.98
þ10 % 4 1 1.01252 1017.64 0.362249 0.0448081 4.05007 1728.09

Civ -10 % 4 1 1.003 1008.03 0.358845 0.044368 4.01201 1787.63
0 % 4 1 1.01094 1016.05 0.361684 0.044735 4.04375 1737.98
þ10 % 4 1 1.01881 1024.00 0.364499 0.0450992 4.07523 1688.71

Fcl -10 % 4 1 1.00619 1011.25 0.359984 0.0445151 4.02474 1767.72
0 % 4 1 1.01094 1016.05 0.361684 0.044735 4.04375 1737.98
þ10 % 4 1 1.01567 1020.83 0.363376 0.0449539 4.06267 1708.37

1500

1600

1700

1800

1900

-10% 0% 10%

T
ot

al
 p

ro
fi

t

Sensitivity analysis for the parameters 
and w. r. t. Total profit

Fig. 4 Effect of returned rate
on total profit

A Closed Loop Supply Chain Inventory Model 27



4.1 Observations

1) Table 2 revels that the total profit is positive sensitive to the changes in parameter
g while negative sensitive to the changes in parameter c hence it seems that to
procure the used products from the user is profitable but resell them in the
secondary market in as-is condition is better than the remanufacturing.

2) From the table it is observed that the total profit is slightly negative sensitive to
the changes in parameter Pm while slightly positive sensitive to the changes in
parameter Pr. Hence it can be said that remanufacturing is more profitable than
the production.

3) Table 2 reveals that the total profit is moderately positive sensitive to the
changes in demand parameter. This is a logical tendency since it allows the
vendor and buyer to get more cost savings from accumulated revenue.

4) From the table it is observed that the total profit is moderately positive sensitive
to the changes in parameters Fcl, Civ and A which is obvious. But if we compare
the behaviour of these three parameters it is noted that the cleaning cost is more
sensitive than the ordering cost while less sensitive than the inspection cost.

5 Conclusion

In the presented paper we have discussed the effect of JIT on a green supply chain
inventory model. Here we have determined the model for the deteriorating
products where the deteriorated products are delivered to the secondary market. In
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this article we derived a profit function for the mathematical model developed here
and hence determine the optimal results with the help of a numerical example. The
results shows that the reselling the used products in the secondary market is
profitable than the remanufacturing. In the further study the model can be
developed for the remanufactured items whose quality standard is not as good as
those of new products.
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Transient Stability Enhancement
of a Multi-Machine System Using BFOA

M. Jagadeesh Kumar, S. S. Dash, C. Subramani, M. Arun Bhaskar
and R. G. Akila

Abstract The Static Synchronous Compensator (STATCOM) is the typical
Flexible AC Transmission System (FACTS) devices playing a vital role as a
stability aid for the large transient disturbances in a multi-machine power system.
This paper deals with the design of STATCOM with two different controllers
installed in a multi-machine power system. The disturbances are created in the
multi-machine system and the results obtained are analyzed. The results proved the
supremacy of the feedback linearizing controller tuned by Bacterial Foraging
Optimization Algorithm (BFOA) of STATCOM over the power system stabilizer
(PSS) equipped with PI Proportional-Integral controller of STATCOM.

Keywords STATCOM � FACTS � PI � PSS � AV � FBLC � BFOA

1 Introduction

Transient stability refers to the ability of a power system to maintain synchronism
when subjected to a severe and sudden transient disturbance [1]. Stabilization of a
synchronous generator is undoubtedly one of the most important problems in
power system control. Automatic voltage regulators (AVR) with exciter and power
system stabilizer (PSS) are normally employed for the purpose of damping the
electromechanical oscillations and also for the post fault bus-voltage recovery.

However, it is well known that the performances of PSS and AVR are limited
since their designs are primarily based on linear control algorithms. In the event of
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large faults, the nonlinearities of the system become very severe, thereby putting
limitations on the performances of classical control designs. Thus, the most
appropriate approach for controller design for a power system is the use of non-
linear control theory, i.e., multivariable feedback linearization scheme.

The feedback linearization technique is based on the idea of cancelling the
nonlinearities of the system and imposing a desired linear dynamics to control the
system. Successful applications of FACTS equipment for power flow control,
voltage control and transient stability improvement have been reported in the
literature [2, 3]. During the last decade, a technology called Flexible AC Trans-
mission Systems (FACTS) have been proposed and implemented.

2 IEEE Standard Multi-Machine Test System

Figure 1 shows the multi-machine power system considered in this paper. It
consists of nine bus and three synchronous generators. The FACTS device is
connected at the eighth bus.

3 Mathematical Models and Conventional Control
Schemes

3.1 Synchronous Generator and Speed Governor

The synchronous generator is described by a third order non-linear model [1, 4]

dd
dt
¼ Dx ð1Þ

GEN 2  7      8        9            3   GEN 3     

Load c                                     

5                              6   

Load A                         Load B

1                                         

GEN 1    

Fig. 1 Multi-machine power
system
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dDx
dt
¼ 1

M
Pm � E0qiq � xq � x0d

� �
idiq

h i
ð2Þ

dE0q
dt
¼ 1

T 0do

Efd � E0q � xd � x0d
� �

id
h i

ð3Þ

dDPv

dt
¼ �DPV � KgDxþ ug

ffi �
ð4Þ

dDPt

dt
¼ DPv � DPt½ � ð5Þ

Where Dd ¼ d� do and Dx ¼ x� xo:

3.2 AVR, Exciter and PSS

The excitation system of the generator consists of a simple automatic voltage
regulator (AVR) along with exciter and a supplementary power system stabilizer
(PSS). The complete AVR, exciter and PSS is shown in Fig. 2.

3.3 Modeling of STATCOM

The dynamic equations governing the instantaneous values of the three-phase
voltages across the two sides of shunt converter [5] and the current flowing into it
are given by:

Rp þ Lp
d

dt

� �
ip ¼ Vs � Vp ð6Þ

where

Fig. 2 AVR, exciter and
PSS control system of
generating station

Transient Stability Enhancement of a Multi-Machine System 33



ip ¼ ipaipbipc

ffi �T

Vs ¼ VsaVsbVsc½ �T

Vp ¼ VpaVpbVpc

ffi �T

Rp ¼
Rp 0 0
0 Rp 0
0 0 Rp

2
4

3
5 and Lp ¼

Lp 0 0
0 Lp 0
0 0 Lp

2
4

3
5 ð7Þ

Let us assuming that the system has no zero sequence components, all currents
and voltages can be uniquely represented by equivalent space phasors and then
transformed into the synchronous d-q-o frame by applying the following trans-
formation (h is the angle between the d-axis and reference phase axis):

Thus the transformed dynamic equations are:

dipd

dt
¼ � Rp

Lp
Ipd þ xipq þ

1
Lp

Vsd � Vpd

� �
ð9Þ

dipq

dt
¼ �xipd �

Rp

Lp
ipq þ

1
Lp

Vsq � Vpq

� �
ð10Þ

where x is the angular frequency of the AC–bus voltage.
The d- and q-axis components of the VSI voltage, i.e., Vpd and Vpq, all har-

monics, which are near to or above the VSI switching frequency are neglected. In
the real-time implementation of these quantities, they are converted into modu-
lation index (m) and phase angle (/):

M ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2

pd þ V2
pq

p
KVdc

U ¼ tan�1 Vpq

Vpd

� �
ð11Þ

where k is a constant whose amplitude depends upon the adopted modulation
technique.

On an instantaneous basis, for an effective DC-voltage control, the input power
should be equal to the sum of load power and the charging rate of capacitor voltage.
Thus, by power balance between the AC input and the DC output is given by:

P ¼ Vsdipd þ Vsqipq � i2pd þ i2
pq

� �
Rp

ffi �
¼ CVdc

dVdc

dt
þ V2

dc

Rdc
ð12Þ

Hence:

dVdc

dt
¼

Vsdipd þ Vsqipq � i2
pd þ i2pd

� �
Rp

CVdc
� Vdc

CRdc
ð13Þ
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Equation (13) models the dynamic behaviour of the dc-side capacitor voltage.
Thus Eqs. (9), (10) and (13) together describe the dynamic model of the converter
which is summarized in the following equation:

d

dt

ipd

ipq

Vdc

2
4

3
5 ¼

� Rp

Lp
ipd þ xipq

� Rp

Lp
ipq � xipd

1
CVdc

Vsdipd þ Vsqipq � i2
pd þ i2

pq

� �
Rp

ffi �
� Vdc

CRdc

2
664

3
775

1
Lp

0

0 1
Lp

0 0

0
B@

1
CA Vsd �Vpd

Vsq �Vpq

� �

ð14Þ

3.3.1 Cascade Control Scheme for Series Converter

The conventional control strategy for converter mainly deals with the control of
ac-bus and dc-bus voltage on both sides of converter. The dual control objectives
have been met by generating appropriate current reference (for d- and q-axis) and
then by regulating those currents in the converter. While attempting to decouple
the d- and q-axis current regulators, PI controllers are conventionally employed.
The converter current (ip) is split into real (in phase with ac-bus voltage) and
reactive components. The reference value for the real current is decided so that the
capacitor voltage is regulated by power balance. The reference for reactive
component is determined by ac-bus voltage regulator. As per the strategy, the
original currents in d-q frame (ipd and ipq) are transformed into another frame
called d0-q0 frame, where d0-axis coincides with the ac-bus voltage (Vs), as shown
in Fig. 3.

Thus, in d0-q0 frame, the currents ipd0 and ipq0 represent the real and reactive
currents and they are given by:

ipd0 ¼ ipdcosds þ ipqsinds ð15Þ

ipq0 ¼ ipqcosds � ipdsinds ð16Þ

Now, for current control, the differential Eqs. (9) and (10) are re expressed as:

dipd0

dt
¼ �Rp

Lp
ipd0 þ �xipq0 þ

1
Lp
ðvs � vpd0 Þ ð17Þ

dipq0

dt
¼ ��xipd0

Rp

Lp
ipq0 þ

1
Lp
ð�vpq0 Þ ð18Þ

where

vpd0 ¼ vpdcosds þ vpqsinds ð19Þ

vpq0 ¼ vpqcosds � vpdsinds ð20Þ

Transient Stability Enhancement of a Multi-Machine System 35



�x ¼ xþ dds

dt
ð21Þ

The VSI voltages are controlled as follows:

vpq0 ¼ �ð�xLpipd0 þ Lpuq0 Þ ð22Þ

vpd0 ¼ �xLpipq0 þ Vs� þ Lpud0 ð23Þ

By putting the above expressions for Vpd0 and Vpq0 in Eqs. (17) and (18), the
following set of decoupled equations are obtained:

dipd0

dt
¼ �Rp

Lp
ipd0 þ ud0 ð24Þ

dipq0

dt
¼ �Rp

Lp
ipq0 þ uq0 ð25Þ

Also, the dc-bus voltage dynamic equation is now modified as:

dVdc

dt
¼

Vsipd0� ipd0
2þipq0

2ð ÞRp

CVdc
� Vdc

CRdc
ð26Þ

Fig. 3 Phasor diagram showing d-q and d0-q0 frames

Fig. 4 Cascade control architecture
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Now, the control signals ud0 and uq0 can be easily determined by linear PI
controllers. The complete cascade control architecture is shown in Fig. 4 where
Kps, Kis, Kpc, Kic, Kpq, Kiq, Kpd and Kid are the respective gains of the PI
controllers.

3.4 Feedback Linearising Non-linear Control of STATCOM

In this section, the design steps for the feedback linearizing control of STATCOM
have been presented followed by simulation results under various transient dis-
turbances [6].

3.4.1 Non-linear Control Design

In the STATCOM control, there are two broad objectives, i.e., ac-bus voltage (Vs)
and dc-bus voltage (Vdc) control. In the following control design, Vs is taken as an
additional state in addition to the other three states (ipd0, ipq0 and Vdc) in the
STATCOM modeling [7]. The dynamic equation for Vs is obtained as follows
with reference to Fig. 4 (in the d0-q0 frame):

Vs ¼ Vtd0 þ xt1 ipq0 þ ibq0 þ ilq0
� �

ð27Þ

dVs

dt
¼ dytd0

dt
þ xt1

d

dt
ilq0 þ ibq0
� �

� xt1Rp

Lp

� �
ipq0 � xt1xipd0 �

xt1

Lp

� �
Vpq0 ð28Þ

Consider a MIMO system, the state equation of this non-linear system is given
by,

x ¼ f xð Þ þ g xð Þu
y ¼ hðxÞ

where x([<n) is state vector, u([<m) represents control inputs, y([<m) stands for
output, f and g are smooth vector fields, and h is a smooth scalar function. The
input–output linearization of the above MIMO system is achieved by differenti-
ating y of the system until the outputs appear explicitly.

Now, for the control design, the complete state space model is expressed in the
form of above two equations follows:

X ¼
x1

x2
x3

x4

2
64

3
75 ¼

ipd0

ipq0

Vdc

Vs

2
664

3
775 U ¼ u1

u2

	 

¼ �Vpd0

�Vpq0

	 

ð29Þ

x1 ¼ f1 xð Þ þ g1u1 ð30Þ
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x2 ¼ f2 xð Þ þ g2u2 ð31Þ

x3 ¼ f3 xð Þ ð32Þ

x4 ¼ f4 xð Þ þ g41u1 þ g42u2 ð33Þ

f1 xð Þ ¼ �Rp

Lp
x1 þ xx2 þ

1
Lp

x4 ð34Þ

g1 ¼
1
Lp
¼ g2 ð35Þ

f2 xð Þ ¼ �xx1 �
Rp

Lp

x2 ð36Þ

f3 xð Þ ¼ 1
Cx3

x1x4 � Rp x2
1 þ x2

2

� �� �
� x3

CRdc
ð37Þ

f4 xð Þ ¼ � xt1Rp

Lp

	 

x2 � �xxt1x1 þ

dVtd0

dt
þ xt1

dðilq0þibq0 Þ
dt

ð38Þ

g41 ¼ 0; g42 ¼
xt1

Lp
ð39Þ

The outputs of the system are Vs and Vdc.
Thus, y1 = Vs and y2 = Vdc.

_y1

y
)

2

" #
¼

f4 xð Þ
a11f1 xð Þ þ a12f2 xð Þ þ a13f3 xð Þ þ a14f4 xð Þ

	 

þ

g41 g42

a11g1 þ a14g41 a12g2 þ a14g42

	 

þ

u1

u2

	 


¼ A xð Þ þ E xð Þ
u1

u2

	 


ð40Þ

where,

a11 ¼
1

2Cx3
x4 � 2Rpx1
� �

ð41Þ

a12 ¼ �
2Rpx2

Cx3
ð42Þ

a13 ¼
1

x2
3

Rp x2
1 þ x2

2

� �
� x1x4

ffi �
� 1

CRdc
ð43Þ

a14 ¼
x1

Cx3
ð44Þ

Thus:
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u1

u2

	 

¼ E�1 xð Þ �A xð Þ þ v1

v2

	 
	 

ð45Þ

The non-singularity of E(x) can be observed by computing the determinant of
E(x), which is:

E xð Þj j ¼ � xt1

CLp
2

Vs � 2Rpipd0

Vdc

� �
ð46Þ

It is known that the magnitude of current ipd0 is very small such that 2Ripd0 is
almost negligible compared to Vs. Now it is readily seen that E(x) is nonsingular in
the operating ranges of Vs and Vdc. For tracking of Vs and Vdc, the new control
inputs v1 and v2 are selected as (by both proportional and integral control):

V1

V2

	 

¼

_Y1ref þ K11e1 þ K12
R

e1dt
:

Y
::

2ref þ K21 _e2 þ K22e2 þ K23
R

e2dt
:

::

2
4

3
5 ð47Þ

where y1ref is the ac-bus reference voltage (Vsref) and y2ref is the dc-bus reference
voltage (Vdcref) and e1 and e2 are error variables defined by:

e1 ¼ Vref
s � Vs and;

e2 ¼ Vref
dc � Vdc

ð48Þ

From the above equations the error dynamics are given by:

e1
:: þK11 e1

: þK12e1 ¼ 0 ð49Þ

e2
:: þK21 e2

::
K22 _e2 þ K23e2 ¼ 0 ð50Þ

The gain parameters K11, K12, K21, K22 and K23 are determined by assigning
desired poles on the left half s-plane and, thus, asymptotic tracking control to the
reference can be achieved. From u1 and u2, the control signals in d0-q0 frame are
determined by:

Vpd0 ¼ �u1 and Vpq0 ¼ �u2 ð51Þ

Again, from Vpd0 and Vpq0, the control signals in d-q frame i.e., Vpd and Vpq,
are obtained by making use of Eqs. (19) and (20).

In the computer simulation studies presented in the followings, the derivative
dvtd0/dt appearing in the control design, i.e., Eqs. (29) and (39), is neglected in the
control computation. This leads to the assumption that the generator bus voltage Vt
is treated as a constant only for the control design. In the complete simulation of
the nonlinear system, Vt varies as per the system conditions. It is emphasized that,
by neglecting dvtd0/dt exclusively for the control computation, any unusual rise in
the control signal is avoided under severe transient conditions, i.e., 3-phase fault,
which may lead to instability depending upon the operating point. Further, because
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of the direct non-availability of rotor speed deviation (Dx) at the load bus, the
nominal frequency x0 has been used in the control calculations.

3.5 Bacterial Foraging Optimisation Algorithm

Bacterial foraging optimization algorithm (BFOA) has been widely accepted as a
global optimization algorithm of current interest for distributed optimization and
control. BFOA is inspired by the social foraging behavior of Escherichia coli.

It possesses the following 4 process (Fig. 5).
In order to get better output, the control parameters of FBLC are tuned by using

Bacterial Foraging Optimization Algorithm (BFOA). There are five control
parameters namely K11, K12, K21, K22 & K23.

These control parameters are determined by using two poles namely Pole1 and
Pole2. The formula for calculating the control parameters are given below:

• K11 = 2 9 Pole1
• K12 = Pole1 9 Pole1
• K21 = 3 9 Pole2
• K22 = 3 9 Pole2 9 Pole2
• K23 = Pole2 9 Pole2 9 Pole2

These two poles are determined by using BFOA.
The input parameters are given as follows:

• P = 2: Dimension of the search space
• S = 26: Total number of bacteria
• Nc = 50: The number of chemotactic steps
• Ns = 4: The swimming length
• Nre = 4: The number of reproduction steps
• Ned = 2: The number of elimination-dispersal events
• Ped = 0.25: Elimination-dispersal probability

Chemotaxis

Swarming

Reproduction

Elimination 
& dispersal 

Fig. 5 Four process in
BFOA
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From Figs. 6 and 7 the output waveforms obtained are:

• Pole 1 = 0.03
• Pole 2 = 28.

3.6 Simulation Results

In a three machine nine bus system, the 3 phase fault is created in the bus 7 for the
duration of 0.25 s and the line connecting the buses 5 and 7 is removed for the
post-fault condition. The 3 phase fault is created at 1 s and removed at 1.25 s. The
FACTS device is connected at the 8th bus. The waveforms in Figs. 8, 9 and 10
show the comparison of transient responses of multi-machine system with
STATCOM in presence of two different controllers.

Fig. 6 BFOA output
waveform for pole 1

Fig. 7 BFOA output
waveform for pole 2
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3.7 Comparison of Transient Responses of STATCOM
with PI & STATCOM with FBLC

STATCOM with           STATCOM        STATCOM with FBLC 
PI with FBLC tuned by BFOA    

….---

Fig. 8 The rotor angle curves of generator 1

Fig. 9 The rotor angle curves of generator 2

Fig. 10 The rotor angle curves of generator 3

STATCOM with PI STATCOM with
FBLC

STATCOM with FBLC
tuned by BFOA

Fault starting time (s) 1.0 1.0 1.0
Fault duration (s) 0.25 (1.0–1.25) 0.25 (1.0–1.25) 0.25 (1.0–1.25)

(continued)
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4 Conclusion

From the comparison table of transient response of PI and FBLC, the fault clearing
time for STATCOM with FBLC tuned by BFOA is much less than that of
STATCOM with FBLC and STATCOM with PI. Thus FBLC tuned by BFOA will
damp out the oscillation at much faster rate than PI and hence enhance the tran-
sient stability of the multi-machine system. The mathematical model for STAT-
COM with FBLC and STATCOM with PI has been independently developed and
the MATLAB experimental results proved the supremacy of the FBLC over the PI.
For all type of transient disturbances created in the Multi-Machine Infinite Bus
(MMIB) system, the Feedback linearizing controller tuned by BFOA of STAT-
COM damped the electromechanical oscillations faster than the Proportional
Integral (PI) controller equipped with Power System Stabilizers (PSS) of
STATCOM.
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Common Fixed Points by Using
E.A. Property in Fuzzy Metric Spaces

Vishal Gupta and Naveen Mani

Abstract In last some decades, Fuzzy topology has been extensively used in logic
programming. It has been noticed by several researchers that, this theory was
applied on various logical program to find more truthful result. The strength of
fuzzy mathematics lies in its usefulness and having fruitful applications especially
outside mathematics. In this paper, we prove some common fixed point theorem by
using E.A. property in fuzzy metric spaces. We prove our results in fuzzy metric
spaces in the sense of Kramosil and Michalek [1]. Our result generalize and extend
relevant result of Mihet [2] and Vijayaraju [3]. An application of finite families of
self mappings is given to support our result.

Keywords Fuzzy metric spaces � Common fixed point � Finite families of self
mappings � E.A. property

1 Introduction and Preliminaries

A mathematical way to represent uncertainty in day to day life was initiated by
Zadeh [4] in 1965, by introducing the concept of fuzzy set. After 1980s, this theory
was studied by various authors because of their wide spread applications in diverse
areas. Recently, Gregori et al. [5] employed the concept of fuzzy metric spaces to
color image processing and also studied several fascinating examples of fuzzy
metrics in the sense of George and Veeramani [6].

In topology and analysis, various researchers defined the concept of fuzzy
metric spaces in several ways. In 1975, Kramosil and Michalek [1] have
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introduced the concept of fuzzy metric space by using the notion of continuous
triangular norm defined by Schweizer [7].

Definition 1 [7] A binary operation *: [0,1] 9 [0,1] ? [0,1] is a continuous
triangular norm if for all a; b; c; e 2 ½0; 1� the following condition satisfied:

I. * is Commutative and Associative
II. a * 1 = a
III. * is continuous
IV. a � b B c � e whenever a B c and b B e.

Kramosil and Michalek [1] defined fuzzy metric space as follows,

Definition 2 [1] The triplet (X, M, �) is fuzzy metric space if X is an arbitrary set,

* is continuous t-norm, M is fuzzy set in X2 � ½0;1Þ satisfying the following
condition.

I. M(x, y, 0) = 0
II. M x; y ; tð Þ ¼ 1 8 t [ 0 iff x ¼ y
III. M(x, y, t) = M(y, x, t)
IV. Mðx; y; tÞ �Mðy; z; sÞ�Mðx; z; t þ sÞ 8 x; y; z 2 E and t; s [ 0
V. Mðx; y; :Þ : 0;1½ Þ ! ½0; 1� is left continuous
VI. limt!1Mðx; y; tÞ ¼ 1 8 x; y 2 E:

In 1988, Grabiec [8] extended the fixed point theorem of Banach [9] to fuzzy
metric space,

Theorem 1 [8] Let (X, M, *) be a complete fuzzy metric spaces such that for all
x, y, 2 X where 0 \ k \ 1 if

I. limt!1Mðx; y; tÞ ¼ 1
II. M Fx;Fy; jtð ÞffiM x; y; tð Þ then F has a unique fixed point.

Later, George and Veeramani [6] modified the concept of fuzzy metric space
introduced by Karmosil and Michalek with the help of t-norm. With this intro-
duction, they also succeeded in introducing a Hausdorff topology on such fuzzy
metric spaces. Some more metric fixed point results were generalized to fuzzy
metric spaces by various author such as Subrahmanyam [10], Vasuki [11], Saini
et al. [12, 13], Vishal Gupta and Ashima Kanwar [14] and the references cited
there in.

Now we define some important definition and lemmas.

Definition 3 [8] A sequence {xn} in a fuzzy metric space ðX;M; �Þ is said to be
convergent to x 2 X if limn!1Mðxn; x; tÞ ¼ 1 8 t [ 0

Definition 4 [8] A sequence {xn} in a fuzzy metric space (X, M, �) is called
Cauchy sequence if limn!1Mðxnþp; xn; tÞ ¼ 1 8 t [ 0 and each p [ 0

Definition 5 [8] A fuzzy metric space (X, M *) is said to be complete if every
Cauchy sequence in X converges in X
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Example 1 Let E = N. Define a � b ¼ ab 8 a; b 2 ½0; 1� and t [ 0. Let

Mðx; y; tÞ ¼
x
y ; if x� y
y
x ; if y� x

�
;

then (E, M, �) is a fuzzy metric space.

Lemma 1 [7] If (X, M, � ) is a fuzzy metric space and {xn}, {yn} are sequences in
X such that xn ? x, yn ? y, then M(xn, yn, t) ? M(x, y, t) for every continuity
point t 2 M(x, y).

Definition 6 [2] A pair (A, S) of self mappings of a fuzzy metric space (X, M, �) is
said to satisfy the E.A. property if there exist a sequence xnf g in X such that for all
t [ 0

limn!1MðAxn; Sxn; tÞ ¼ 1

Clearly a pair of nontrivial compatible mappings enjoys the property (E.A.).

Definition 7 [15] Two pairs (A, S) and (B, T) of self mappings of a fuzzy metric
space (X, M, �) are said to satisfy the common property (E.A.), if there exist two
sequences {xn}, {yn} in X such that for all t [ 0

limn!1MðAxn; Sxn; tÞ ¼ limn!1MðByn; Tyn; tÞ ¼ 1

In our result, we define a class U of all mappings n:[0,1] ? [0,1] satisfying the
following conditions:

I. n is increasing on [0,1]
II. nðtÞ[ t 8 t 2 ð0; 1� and nðtÞ ¼ t if and only if t = 1.

The purpose of this paper is to unify the role of the property (E.A.) and the
common property (E.A.) in the existence of a common fixed point for contractive
mappings in fuzzy metric spaces. We prove our main result in fuzzy metric spaces
in the sense of Kramosil and Michalek [1].

2 Main Result

First we prove the following lemma.

Lemma 2 Let A, B, S and T be four self mappings of a fuzzy metric space
ðX;M; �Þ such that for each x 6¼ y 2 X and t [ 0

I. (A, S) or (B, T) satisfies the E.A property
II. AðXÞ � TðXÞ or BðXÞ � SðXÞ
III. B(yn) converges for every sequence {yn} in X whenever T(yn) converges (or

A(yn) converges for every sequence {yn} in X whenever S(yn) converges)
IV. for some n 2 U
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MðAx;By; tÞffi n min MðSx; Ty; tÞ;MðSx;By; tÞ;MðTy;By; tÞf ;ð
MðAx; Sx; tÞ þMðAx; Ty; tÞ

2
;
MðBy; Ty; tÞ:MðAx; Ty; tÞ

MðSx; Ty; tÞ

�ffi ð1Þ

then the pair (A, S) and (B, T) share the common property (E.A.).

Proof Since the pair (A, S) satisfying the property (E.A.), therefore there exists a
sequence {xn} in X such that

lim
n!1

Axn ¼ lim
n!1

Sxn ¼ z

this implies that limn!1MðAxn; Sxn; tÞ ¼ 1. Since AðXÞ � TðXÞ, there exist a
sequence {yn} in X such that Axn = Tyn = z.

Now we assert that limn!1MðByn; z; tÞ ¼ 1. Suppose not, that is limn!1 Byn ¼
v 6¼ z then by using (1), we have

MðAxn;Byn; tÞffi n min MðSxn; Tyn; tÞ;MðSxn;Byn; tÞ;MðTyn;Byn; tÞ;fð
MðAxn; Sxn; tÞ þMðAxn; Tyn; tÞ

2
;
MðBxn; Tyn; tÞ:MðAxn; Tyn; tÞ

MðSxn;BTyn; tÞ

�ffi

On letting n!1 and making use of Lemma (1), we get

Mðz; v; tÞffi nðMðz; v; tÞÞ

As z = v, we have 0 \ M(z, v, t0) \ 1 for some t0 [ 0. Since M(z, l, .) is left-
continuous and also nondecreasing, it can have at the most countably many points
of discontinuity. Let on contrary that t0 is a point of continuity of M(z, l, .). Then,
in view of condition n, we get nðMðz; v; t0ÞÞ[ Mðz; v; t0Þ, which is a contradiction,
implying thereby z = v. This shows that the pairs (A, S) and (B, T) share the
common property (E.A.).

Now we prove our main result by using common property (E.A.).

Theorem 2 Let A, B, S and T be four self mappings of a fuzzy metric space
(X, M, �) such that for each x 6¼ y 2 X and t [ 0

I. the pairs (A, S) and (B, T) share the common property (E.A.),
II. S(X) and T(X) are closed subsets of X,
III. for some n 2 U,

MðAx;By; tÞffi n min MðSx; Ty; tÞ;MðSx;By; tÞ;MðTy;By; tÞ;fð
MðAx; Sx; tÞ þMðAx; Ty; tÞ

2
;
MðBy; Ty; tÞ:MðAx; Ty; tÞ

MðSx; Ty; tÞ

�ffi ð2Þ
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then the pair (A, S) as well as (B, T) have a coincidence point. Moreover, A, B,
S and T have a unique common fixed point in X provided both the pairs (A, S) and
(B, T) are weakly compatible.

Proof Since the pairs (A, S) and (B, T) share the common property (E.A.),
therefore there exist two sequences {xn} and {yn} in X such that

lim
n!1

Axn ¼ lim
n!1

Sxn ¼ lim
n!1

Byn ¼ lim
n!1

Tyn ¼ z

for some z 2 X. Since S(X) is a closed subset of X, therefore
lim n??Sxn = z 2 S(X). Hence there exist a point u 2 X such that Su = z. Now
we Claim that M(Au, z, t) = 1. If not then using Condition 2, we get

MðAu;Byn; tÞffi n min MðSu; Tyn; tÞ;MðSu;Byn; tÞ;MðTyn;Byn; tÞ;fð
MðAu; Su; tÞ þMðAu;Tyn; tÞ

2
;
MðByn; Tyn; tÞ:MðAu; Tyn; tÞ

MðSu; Tyn; tÞ

�ffi

for all n 2 N. On taking lim n ? ? and making use of Lemma (1), give rise

MðAu; z; tÞffi n min Mðz; z; tÞ;Mðz; z; tÞ;Mðz; z; tÞ;fð
MðAu; z; tÞ þMðAu; z; tÞ

2
;
Mðz; z; tÞ:MðAu; z; tÞ

Mðz; z; tÞ

�ffi

implies,

MðAu; z; tÞffi nðMðAu; z; tÞÞ

As z 6¼ Au, therefore 0 \ M(z, Au, t0) \ 1 for some t0 [ 0. Since M(z, Au, .) is
left-continuous and also nondecreasing, it can have at the most countably many
points of discontinuity. If we assume that t0 is a continuity point of M(z, Au, .).
Then, in view of condition n, we get get n Mðz;Au; t0Þð Þ[ Mðz;Au; t0Þ, which is a
contradiction, therefore z = Au. Thus Au = Su = z. This shows that u is a coin-
cidence point of the pair (A, S).

Also T(X) is a closed subset of X, therefore lim n!1Tyn ¼ z 2 TðXÞ Also
there exists a point w 2 X such that Tw = z.

Now we Claim that M(Bw, z, t) = 1. If not then using Condition 2, we get

MðAu;Bw; tÞffi n min MðSu; Tw; tÞ;MðSu;Bw; tÞ;MðTw;Bw; tÞfð ;

MðAu; Su; tÞ þMðAu; Tw; tÞ
2

;
MðBw; Tw; tÞ:MðAu; Tw; tÞ

MðSu; Tw; tÞ

�ffi

or

Mðz;Bw; tÞffi n Mðz;Bw; tÞð Þ
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As z = Bw, therefore 0 \ M(z, Bw, t0) \ 1 for some t0 [ 0. Since M(z, Bw, .)
is left-continuous and also nondecreasing, it has only (at most) countably many
points of discontinuity. Now we may suppose that t0 is a continuity point of
M(z, Bw, .). Then, we get get n(M(z, Bw, t0)) [ M(z, Bw, t0), which is a contra-
diction, therefore z = Bw. Thus Bw = Tw = z. Hence w is a coincidence point of
the pair (B, T).

Since Au = Su and the pair (A, S) is weakly compatible, therefore
Az = ASz = SAz = Sz. Now we claim that z is the common fixed point of the pair
(A, S). For this, we show that M(Az, z, t) = 1. Suppose not, then by using Con-
dition (2)

MðAz;Bw; tÞffi n min MðSz; Tw; tÞ;MðSz;Bw; tÞ;MðTw;Bw; tÞfð ;

MðAz; Sz; tÞ þMðAz; Tw; tÞ
2

;
MðBw; Tw; tÞ:MðAz; Tw; tÞ

MðSz;Tw; tÞ

�ffi

implies that

MðAz; z; tÞffi n min MðAz; z; tÞ;MðAz; z; tÞ;Mðz; z; tÞ;fð
MðAz;Az; tÞ þMðAz; z; tÞ

2
;
Mðz; z; tÞ:MðAz; z; tÞ

MðAz; z; tÞ

�ffi

or

MðAz; z; tÞffi n min 1;MðAz; z; tÞ; 1þMðAz; z; tÞ
2

� �� ffi
:

Now here three cases arises

I. if 1\min MðAz; z; tÞ; 1þMðAz;z;tÞ
2

n o
, then M(Az, z, t) = 1. Thus z is the common

fixed point of (A, S).

II. if MðAz; z; tÞ\min 1; 1þMðAz;z;tÞ
2

n o
, then MðAz; z; tÞffi nðMðAz; z; tÞÞ:

As z 6¼ Az, therefore 0 \ M(z, Az, t0) \ 1 for some t0 [ 0. As M(z, Az, .) is
left-continuous and also nondecreasing, it can have at the most countably many
points of discontinuity. If we suppose that t0 is a continuity point of M(z, Az, .).
Then, we get get n Mðz;Az; t0Þð Þ[ Mðz;Az; t0Þ, which is a contradiction, therefore
z = Az. Thus M(Az, z, t) = 1. This shows that z is a common fixed point of the
pair (A, S).

III. Now if 1þMðAz;z;tÞ
2 \minf1;MðAz; z; tÞg, then MðAz; z; tÞffi n 1þMðAz;z;tÞ

2

� �
then

again as z 6¼ Az, therefore 0 \ M(z, Az, t0) \ 1 for some t0 [ 0. As M(z, Az, .)
is left-continuous and also nondecreasing, it can have at the most countably
many points of discontinuity. If we suppose that t0 is a continuity point of
M(z, Az, .). Then, we get get
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n
1þMðAz; z; tÞ

2

�ffi
[

1þMðAz; z; tÞ
2

;

�

or

MðAz; z; tÞffi n
1þMðAz; z; tÞ

2

� ffi
[

1þMðAz; z; tÞ
2

� ffi

or

2MðAz; z; tÞffi ð1þMðAz; z; tÞ

Thus M(Az, z, t) = 1, therefore we can say that z is a common fixed point of the
pair (A, S).

Since Bw = Tw and the pair (B, T) is weakly compatible, therefore
Bz = BTw = TBw = Tz. Now we claim that z is the common fixed point of the pair
(B, T). For this, we show that M(Bz, z, t) = 1. if not, then by using Condition (2)

MðAu;Bz; tÞffi n min MðSu; Tz; tÞ;MðSu;Bz; tÞ;MðTz;Bz; tÞ;fð
MðAu; Su; tÞ þMðAu; Tz; tÞ

2
;
MðBz; Tz; tÞ:MðAu; Tz; tÞ

MðSu; Tz; tÞ

�ffi

implies that

Mðz;Bz; tÞffi n min Mðz; z; tÞ;Mðz;Bz; tÞ;Mðz;Bz; tÞ;fð
Mðz; z; tÞ þMðz; z; tÞ

2
;
MðBz; z; tÞ:Mðz; z; tÞ

Mðz; z; tÞ

�ffi

or

Mðz;Bz; tÞffi n min Mðz;Bz; tÞf gð Þ:

As earlier we can obtain z = Az, which shows that z is a common fixed point of
the pair (B, T). Hence Z is a common fixed point of A B S and T Uniqueness of the
common fixed point of is an easy consequence of Condition (1) and condition of n.
This concludes the proof.

Theorem 3 Let A, B, S and T be four self mappings of a fuzzy metric space
(X, M, �) such that for each x 6¼ y 2 X and t [ 0

I. (A, S) or (B, T) satisfies the E.A property
II. AðXÞ � TðXÞ or BðXÞ � SðXÞ
III. B(yn) converges for every sequence {yn} in X whenever T(yn) converges (or

A(yn) converges for every sequence {yn} in X whenever S(yn) converges)
IV. for some n 2 U
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MðAx;By; tÞffi n min MðSx; Ty; tÞ;MðSx;By; tÞ;MðTy;By; tÞ;fð
MðAx; Sx; tÞ þMðAx; Ty; tÞ

2
;
MðBy; Ty; tÞ:MðAx; Ty; tÞ

MðSx; Ty; tÞ

�ffi ð3Þ

V. S(X) or T(X) is a closed subset of X.

then the pair (A, S) as well as (B, T) have a coincidence point. Moreover, A, B,
S and T have a unique common fixed point in X provided both the pairs (A, S) and
(B, T) are weakly compatible.

Proof Following Lemma 2, since the pairs (A, S) and (B, T) share the common
property (E.A.), therefore there exist two sequences {xn} and ynf g in X such that

lim n!1Axn ¼ lim n!1Sxn ¼ lim n!1Byn ¼ lim n!1Tyn ¼ z ð4Þ

for some z 2 X. Since S(X) is a closed subset of X, therefore
lim n!1Sxn ¼ z 2 SðXÞ. Hence there exist a point u 2 X such that Su = z. Now
we Claim that M(Au, z, t) = 1. If not then using Condition 2, we get

MðAu;Byn; tÞffi n min MðSu; Tyn; tÞ;MðSu;Byn; tÞ;MðTyn;Byn; tÞf ;ð
MðAu; Su; tÞ þMðAu;Tyn; tÞ

2
;
MðByn; Tyn; tÞ:MðAu; Tyn; tÞ

MðSu; Tyn; tÞ

�ffi

for all n 2 N. On taking lim n ? ? and making use of Lemma (1), give rise

MðAu; z; tÞffi n min Mðz; z; tÞ;Mðz; z; tÞ;Mðz; z; tÞ;fð
MðAu; z; tÞ þMðAu; z; tÞ

2
;
Mðz; z; tÞ:MðAu; z; tÞ

Mðz; z; tÞ

�ffi

implies,

MðAu; z; tÞffi n MðAu; z; tÞð Þ

As z 6¼ Au, therefore 0 \ M(z, Au, t0) \ 1 for some t0 [ 0. Since M(z, Au, .) is
left-continuous and also nondecreasing, it can have at the most countably many
points of discontinuity. If we assume that t0 is a continuity point of M(z, Au, .).
Then, in view of condition n, we get n(M(z, Au, t0)) [ M(z, Au, t0), which is a
contradiction, therefore z = Au. Thus Au = Su = z. This shows that u is a coin-
cidence point of the pair (A, S). Since A(X) , T(X) and Au 2 A(X), there exist
w 2 X such that z = Au = Tw.

Now we Claim that M(Bw, z, t) = 1. If not then using Condition 2, we get

MðAu;Bw; tÞffi n min MðSu; Tw; tÞ;MðSu;Bw; tÞ;MðTw;Bw; tÞfð ;

MðAu; Su; tÞ þMðAu; Tw; tÞ
2

;
MðBw; Tw; tÞ:MðAu; Tw; tÞ

MðSu; Tw; tÞ

�ffi
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or

Mðz;Bw; tÞffi n Mðz;Bw; tÞð Þ

As z 6¼ Bw, therefore 0 \ M(z, Bw, t0) \ 1 for some t0 [ 0. Since M(z, Bw, .)
is left-continuous and also nondecreasing, it has only (at most) countably many
points of discontinuity. Now we may suppose that t0 is a continuity point of
M(z, Bw, .). Then, we get get n Mðz;Bw; t0Þð Þ[ Mðz;Bw; t0Þ, which is a contra-
diction, therefore z = Bw. Thus Bw = Tw = z. Hence w is a coincidence point of
the pair (B, T).

Now rest of the proof can be completed by following the same arguments as in
Theorem 1.

As an application of Theorem 2, we have the following result for four finite
families of self mappings.

Theorem 4 Let A1;A2; . . .;Am; B1;B2; . . .;Bm S1; S2; . . .; Sm and T1, T2, …, Tm be
four finite families of self mappings of a fuzzy metric space (X, M, *.) with
A = A1A2…Am, B = B1B2…Bm, S = S1S2…Sm and T = T1T2……Tm satisfying
Condition 2 and pairs (A, S) and (B, T) share the common property (E.A.). If
S(X) and T(X) are closed subsets of X, then

I. the pairs (A, S) and (B, T) have a coincidence point each.

Moreover, Ai, Sk, Br and Tt have a unique common fixed point provided the
pairs of families ({Ai}, {Sk}) and ({Br}, {Tt}) commute pairwise, where
i 2 {1, 2, …m}, k 2 {1, 2, …n}, r 2 {1, 2, …p} and t 2 {1, 2, …q}.

Proof Proof follows on the lines of corresponding result given in [16].

3 Conclusion

Theorem 2 generalizes the result of Mihet [2] and Vijayaraju [3] because it does
not required the completeness of spaces and containment amongst range sets of
involved mappings.
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Use of Evolutionary Algorithms to Play
the Game of Checkers: Historical
Developments, Challenges and Future
Prospects

Amarjeet Singh and Kusum Deep

Abstract The objective of this paper is to study the historical development of
computer programmers for playing the game of checkers. Since the game-playing
is a NP-hard problem, it would be interesting to use evolutionary algorithms to
solve them. The question is can a programme be developed which can beat humans
with complete success, it may appears that some challenges may also be formed
which may substantiate the argument of the paper. Further, these challenges also
form a part of this study.

Keywords Checker game � Evolutionary algorithms � Chinook

1 Introduction

Checkers is one of the world’s oldest, two players board game, played on square
checker board which consists 64 light and dark squares. Checkers is widely played
in the United States and the British Commonwealth. Each player has 12 playing
pieces which are disk-shaped. Normally, the colours of pieces are red and white.

In the beginning of the game, each contestant has 12 pieces arranged on the
board. The red pieces occupy square 1–12 and the white pieces occupy 21–32. Red
moves first, players take their turn by advancing a piece diagonally forward to an
adjoining vacant square. If an opponent’s piece is in an adjoining diagonally
vacant square, with a vacant space beyond, it must be captured and removed by

A. Singh (&) � K. Deep
Department of Mathematics, Indian Institute of Technology Roorkee,
Roorkee 247667 Uttarakhand, India
e-mail: amarjeetiitr@gmail.com

K. Deep
e-mail: kusumdeep@gmail.com

M. Pant et al. (eds.), Proceedings of the Third International Conference on Soft
Computing for Problem Solving, Advances in Intelligent Systems and Computing 259,
DOI: 10.1007/978-81-322-1768-8_5, � Springer India 2014

55



diagonally jumping over it to the empty square. If this square presents the same
situation, successive jumps forward in a straight or zigzag direction must be
completed. If there is more than one way to jump, then player has a choice. If a
piece reaches the king row (last row) then it can move backwards also. A player
will win when an opponent’s all pieces are captured or blocked. A game is
declared draw, when neither side can force a victory nor the trend of play becomes
repetitive (Fig. 1).

2 Historical Developments

The development of board game programs started during and after Second World
War, the original work began on chess. The first work on chess was done Shannon
[1]. In 1950, a paper on computer chess entitled ‘‘Programming a computer for
playing chess’’ by Shannon was published, which describes how a machine or
computer could be made to play a game of chess. Minimax procedure, based on
evaluation function of a given chess position, was used. In evaluation function, the
value of the black position was subtracted from that of the white position. Material
was counted as 1, 3, 5 and 9 points for pawn, knight or bishop, rook and queen
respectively. Some positional factor, subtracting 0.5 point for each doubled pawn,
backward pawn and isolated pawn and mobility was added with 0.1 point for each
legal move available. He gave the king artificial value of 200 points and used only
checkmate to capture of the king.

Fig. 1 Checker board
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Dietrich G. Prinz, colleague of Alan Turing, developed the first limited chess
program in 1951. The computer, Ferranti Mark 1, could not play full game
powerfully but was able to find best moves if it was only two moves away from
checkmate.

Alan Turing, the father of modern computing, experimented machine routing
for playing chess. Turing had no computer to run his heuristic chess program.
Turing simulated the operation of the program by hand, using paper and pencil.
The output of this program was not so good but his work was appreciated as this
was the first time somebody defined rules to play a game like chess.

Samuel [2] wrote the first checkers program for IBM 701 and learning program in
1955 and discussed two procedures: (1) a rote learning procedure in which a record
was kept of the board situation encountered in actual play together with information
as to the results of the machine analysis of the situation; this record could be
referenced at terminating board situations of each newly initiated tree search and,
in effect, allow the machine to look ahead further than time would otherwise permit,
(2) a generalization learning procedure in which the programme continuously re-
evaluated the coefficients for the linear polynomial used to evaluate the board
positions at the terminating board situations of a look-ahead tree search. Minimax
algorithm is used to backup scores assigned to the terminating situations and to
select the best move and assumed that opponent would also apply the same selection
rules on his turn. The rote learning procedure, learn continuously but was very slow
and effective in the opening and end game phases of the play. Two copies of his
program played against each other and the weaker program was eliminated, and
produced a new second copy. After repetition of this process, a stronger program was
produced. In 1962, Samuel’s program beat Robert Nealey, a blind checkers master,
but lost 8 games in a row in 1966 against Walter Hellman and Derek Oldbury.

The shortcomings of this program may be highlighted as follows:

1. The incorrectness of the assumption of linearity which underlie the use of a
linear polynomial.

2. The inadequacies of the heuristic procedures used to prune and to terminate the
tree search.

3. Slowness of the learning procedure.
4. The absence of any strategy considerations for altering the machine mode of

play in the light of the tactical situations as they develop during play and
5. The absence of an effective machine procedure for generating new parameters

for the evaluation procedure.

The signature table technique was also introduced by Samuel [3] to express the
observed relationship between parameters in subsets; values read from the tables
for a number of subsets are then combined for the final evaluation.

In 1970, at Duke University [4], a checkers program was written by Eric Jensen,
Tom Truscott and Alan Bierman, which bet Samuel’s program in a 2-game match,
and went on to lose against grandmaster Elbert Lowder in a 5-game match with 2
losses, 2 draws and a win.
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In 1989 and 1990, three strong programs emerged during the first and second
computer Olympiads that was held in London (1) Colossus (Martin Bryant) (2)
Checkers (Gil Dodgen) (3) Chinook (Jonathan Schaeffer et al.). The programs
Colossus and Checkers, commercially available, were aimed at PC market and
both were ranked among the top twenty players in the world that time, while
Chinook was a research project. Jonathan Schaeffer made a team of people to work
with him on Chinook. Norman Treolar was, checkers team expert, responsible for
the evaluation function and the opening book; Robert Lake was in charge of the
endgame databases. Later on, Martin Bryant supplied a very big and very good
opening book for Chinook. Endgame databases, distance to win database, intro-
duced in Chinook, which gave the computer perfect knowledge for all positions
with 8 pieces or less on the board of the form win/loss/draw. Chinook uses some
fixed predefined strategies for game start and game end section. In the middle of
the game, Chinook uses evaluation function in which expert knowledge was
captured. Chinook was based on game tree and alpha–beta search (traditional
game theory mechanics) and expert knowledge. The win/loss/draw scheme is
interesting, because it has to store less information and therefore you can compress
these databases much more. The 8-piece database turned out to be about 6 GB in
compressed form.

Initially, the American Checker Federation and English Draughts Association,
the governing bodies for checkers, did not allow the Chinook-Tinsley (world
champion) match and said that the world championship was for humans, not for
machines but at the end, they agreed to allow the match and gave the title ‘‘Man–
Machine World Championship’’ to that match.

In 1992, Chinook-Tinsley match was played but Chinook lost with 2 wins and 4
losses [5–7]. In 1994, after introducing the 8-piece database, a rematch was started.
Due to bad health, Tinsley confiscated the match after 6 drawn games, he died
shortly afterwards. Chinook went on to beat Don Lafferty, the second best player
in the world after Tinsley in 1995 in a very close match (1 win and 31 draws), and
finished clear first far ahead of the field in the 1996 national tournament in the US.

Researchers, working in the field of artificial intelligence, want to create
intelligent game program which is capable of defeating human experts. Several
approaches have been proposed for different games including neural networks for
Backgammon, special purpose hardware called Deep Blue for chess and the
application of expert knowledge with relatively small computational power for
checkers. Recently introduced methods to play the checker game, mostly based on
a learning theory to generate an intelligent agent, and learn how to play without
prior knowledge. Mostly, these techniques depend on expert knowledge and
training evaluation function, relevance factor for the evaluation, the weight of the
evaluation factors, opening knowledge, and an end game database.

Chisholm and Bradbeer [8] used genetic algorithm to optimize the board
evaluation function of a game playing program and a pool of checkers programs
was played against each other in a round-robin tournament to evaluate the fitness
of each player and genetic algorithm was used to preserve and improve the best
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performance. One of the greatest achievements in the realm of checkers game is
Blondie24.

Chellapilla and Fogel [9], in which after injecting little expert knowledge into
the algorithms, Blondie24, was able to play a game of checkers at the human
expert level. To find the potentially good moves, Fogel used a minimax search tree
as a look ahead and evolution strategies with neural networks. In Blondie24, the
strategies do not all play the same number of game because some would be
selected as opponents more often than others.

Franken and Engelbrecht [10] investigated the effectiveness of various particle
swarm optimizer structure to learn and how to play the game of checkers and used
co-evolutionary techniques to train the game playing agents, performance was
compared against the player making moves at random. In co-evolutionary process,
population of game playing agents consist a neural network and genetic makeup,
translate to the neural network weights and updates to produce stronger game
playing agent based on the evolutionary strategy. During each play’s move, a
single ply depth game tree was constructed and NN was used as an evaluation
function for the leaf node of the game trees. After taking different swarm sizes,
varying hidden layers sizes, comparison in performance was made and the highest
scores of the agent were 82.4.

Hughes [11] used an on-line evolutionary algorithm to co-evolve move sets for
both players in the game, playing the entire length of the game tree for each
evaluation and chromosome was defined such that each chromosome has 100
genes, each per move. Each gene, a real value in the range [0,1), was decoded into
a move by multiplying the real value by the total number of currently available
moves, rounding the nearest integer and using this as an index for a single move
from the list of available moves.

In ‘‘Evolutionary approach to the game of checkers’’ by Kusiak et al. [12]
presented a new method of genetic evolution of linear and non linear evaluation
functions in the game of checkers, in which evolutionary heuristic generators in
two player games domain was evaluated using the game of US checkers. Twenty
five components, based on basic board features, were used in the evaluation
functions. Linear and non linear heuristic evaluations were considered. Each linear
heuristic consisting of linear combination of the parameter set and non linear
heuristics were composed of a small number of IF-conditions which divided the
entire game into disjoint stages. At each stage, linear combination of parameters
was considered and the coefficients of linear combination were optimized by
evolutionary process.

Dura and de Oliveira [13] used board features such as material strength, piece
mobility, pawn structure, king safety and control of the centre in parameterized
board evaluation function whose weight are optimized using PSO and through
simulation result shows that PSO can provide faster learning results than simulated
annealing under similar experimental conditions, especially in the presence of
bounded computing time.

Al-khateeb [14], in his Ph.D. thesis, introduced a round robin tournament into
the evolutionary phase of evolutionary checkers program to eliminate the
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randomness and to enhance its learning ability. Individual and social learning were
also introduced and n-tuple systems into evolutionary checkers produced a good
player which learn faster and take less computational time in comparison to other
approaches. Piece difference has a significant effect on learning abilities, shown
through experiments. Thirty feed forward neural network players was played
against each others for 140 generations and obtained best player was tested against
an evolutionary program based on Blondie24.

‘‘Immune based fuzzy agent plays checkers game’’ by Cheheltani and Ebad-
zadeh [15] discussed immune based approach, in which permanent memory cells
cause to omit the process of learning for any played strategy and consequently
increase the speed of decision making process. In this method, memory cells
represent actions that have the best local payoff, for that current state of the game
and are generated simultaneously by learning process. Because of these cells
decision making system decide better, considering the previous and future state of
the game.

Based on Fogel’s work to evolve Blondie24, Al-Khateeb and Kendall [16]
evolved different checkers players. Through experiments, many checkers players
were produced of various depths of ply during learning. Through three different
experiments, it was shown that players with higher ply perform better than those
with a lower ply, when playing at fixed ply of six, players trained with higher plies
also performed better than the players trained with a lower ply. When playing at
the ply that they were trained at and players trained on higher ply perform sig-
nificantly worse when playing at a lower ply. Also results show that increasing the
depth level by one will give a different performance depending upon the level.

Generally, the games draw; when the world’s best players play the game of
checkers. To avoid this and make the game more competitive, two-move ballot is
used. In which first move of both players are discussed. There are 49 possibilities
to play first two moves. After a lot of research on first two moves, it is found that 6
out of 49 are unbalanced, as it gives an advantage to one side over the other. So,
only 43 moves are considered. A card is randomly chosen, showing which of 43
moves is to be played. The original game, with no forced opening moves, is called
Go-As-You-Please (GAYP).

Rating of checkers players is calculated by standard system formula, in which
initial rating for a player R0 is 1,600.

Rating of opponent:

Rnew ¼ Rold þ C outcome �Wð Þ:

Where outcome: outcome of match 1 for a win, 0.5 for a draw and 0 for a loose.
Rnew, Rold are new rating for the player and current player’s rating and is

calculated by the formula:

W ¼ 1=ð1þ 10ð Ropp�Roldð Þ=400ÞÞ;

Ropp: Opponent’s rating and C is 32 for ratings less than 2,100, 24 for rating
between 2,100 and 2,399, and 16 for ratings at or above 2,400.
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A player is called expert, master and senior master if its rating are in
2,000–2,199, 2,200–2,399 and 2,400+ respectively; and class A, B, C,…, J if the
player has rating in 1,800–1,999, 1,600–1,799, 1,400–1,599,…, below 200.

3 Conclusions and Future Challenges

The discussion in the context reveals the fact that people often enjoy playing board
games because it does not only place some intelligent challenge before the player,
it also evinces a sense of satisfaction after playing well. People use knowledge and
search to make their decisions during this process. Without perfect knowledge,
mistakes are made and even world champions occasionally loose the match.

Many matches were played between checkers program and checker masters and
in which checker master have been defeated however the checker game is not
perfectly solved i.e. there is no checker program that may always win whenever be
the match being played. It is a challenge to develop a tireless, robust, unbeatable
Checker player program, which is available to the user at any time to play.

With the advent of some new nature inspired optimization techniques being
invented, there is a wide scope of research in this area where the newly developed
nature inspired optimization techniques can be used to design program for playing
board game like checkers.
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12. Kusiak, M., Walędzik, K., Mańdziuk, J.: Evolutionary approach to the game of checkers. In:
Adaptive and Natural Computing Algorithms, pp. 432–440. Springer Berlin Heidelberg
(2007)

13. Duro, J.A., De Oliveira, J.V.: Particle swarm optimization applied to the chess game. In:
IEEE World Congress on Computational Intelligence, IEEE Congress on Evolutionary
Computations, pp. 3702–3709 (2008)

14. Al-Khateeb, B.: Investigating evolutionary checkers by incorporating individual and social
learning, N-tuple systems and a round robin tournament. PhD Dissertation, University of
Nottingham, UK (2011)

15. Cheheltani, S.H., Ebadzadeh, M.M.: Immune based fuzzy agent plays checkers game. Appl.
Soft Comput. 12(8), 2227–2236 (2012)

16. Al-Khateeb, B., Kendall, G.: Effect of look-ahead depth in evolutionary checkers. J. Comput.
Sci. Technol. 27(5), 996–1006 (2012)

17. Schaeffer, J.: One Jump Ahead: Computer Perfection at Checkers. Springer, New York
(2009)

62 A. Singh and K. Deep



Development of Computer Aided Process
Planning System for Rotational
Components Having Form Features

D. Sreeramulu, D. Lokanadham and C. S. P. Rao

Abstract This paper presents a feature based Computer Aided Process Planning
(CAPP) system for rotational components. While developing a feature based
CAPP system, a set of flexible process plans were encountered and a population
based heuristics namely Genetic Algorithm (GA) is used to obtain a most optimal
process plan for a defined objective function. The objective function for optimi-
zation of process plan is the minimization of manufacturing score. Proposed
methodology has been implemented for an example part having different rotational
features.

Keywords Rotational parts � CAPP � Genetic algorithm

1 Introduction

The main objective of any manufacturing industry is to produce high quality
products at the lowest possible cost. To achieve this goal, manufacturers had to
adapt new production techniques and were forced to look forward for alternatives
to the traditional approaches to design and manufacturing because of increased
cost and competition. The use of computers in various fields such as design,
control and manufacturing has been of particular importance [1] Experience in the
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use of various computer based systems in industry has shown that while each can
individually benefit the production process. CAPP can help to reduce the planning
time and increase the consistency and efficiency for producing new products by
any manufacturing industry. CAPP integrates automation of product design with
that of manufacturing by linking CAD and CAM.

Literature on CAPP is huge and a considerable amount of work has been carried
out on the CAPP over the last few decades. In the past Alting and Zhang [2],
Steudel [3], Weill et al. [4] and Cay and Chassapis [5] have made an extensive
study on CAPP. Zhang et al. [6] presented an approach that deals with process
planning problems using Genetic Algorithms in a concurrent manner in generating
the entire solution space by considering the multiple decision making activities,
i.e., operation selection, machine selection, setup selection, cutting tool selection,
and operations sequencing, simultaneously. In this paper the authors proposed a
CAPP system for the rotational parts having form features and the sequence of
operations are optimized using GA. Since we have chosen a rotational part with
form features, the process plan evaluation criterion chosen for optimization is
minimization of manufacturing scores, which includes the change of datum fea-
tures, feature adjacency and preference in processing the features.

When the various decision-making tasks are carried out simultaneously, process
planning becomes a combinatorial problem. During the last decade, GA’s have
been applied to many combinatorial problems. These include job shop scheduling
[7, 8], the traveling salesman problem (TSP) [9], and other NP-complete problems
[10]. A process planning problem (PPP) is similar to a TSP in that every operation
has to be traversed once and once only, although a PPP is more complicated due to
precedence constraints among operations and nonfixed ‘‘distance’’ between
operations (time required for machine, setup, and tool change). It is expected that
GA’s can provide a valid option for solving the PPP’s so long as a suitable string
representation and a corresponding search operator can be devised. Recently, there
have been reports on applying GA’s to process planning [11–13]. These developed
GA’s, however, still suffer from the above-mentioned problems. The system
presented in this paper is developed to address these problems comprehensively
and effectively.

1.1 Classification of Turning Features

The form features of rotational parts are mainly classified into primary, secondary
and C-axis features [14]. The primary features given the overall shape to part. Both
secondary and C-axis features reside on the primary features and add details to the
part. The hierarchical structure of typical form features of a rotational part is
shown in Fig. 1.
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1.2 Classification of Turning Operation Based on Feature

Turning operations can be classified as longitudinal turning, facing, angle cutting,
and profiling. Owing to the fact that the rotational parts are symmetrical along their
axis, designing their processes can be done according to the symmetry axis so that
feature recognition process is performed on the axis of symmetry [15]. Features
including rotational parts could be classified as outside features and inside features
according to machining attributes. These features are also classified into sub
features by the system such as long turning and grooving according to machining
attributes. Some of the typical features like cylindrical surface, conical surface,
toroidal surface, threads and axial holes on rotational components can be generated
by the following turning operations and can be shown in Fig. 2.

Straight Turning: Reducing the diameter of a part to a desired dimension can
generate cylindrical surfaces, e.g. cylindrical surface
Threading: Threads are cut using lathes by advancing the cutting tool at a feed
exactly equal to the thread pitch, e.g. Threads on cylindrical surface
Taper Turning: Cutting tool has a simple shape, but the feed motion is complex;
cutting tool is fed along a contour thus creating a contoured shape on the work-
piece. Producing tapers on a lathe is a specific task and contour turning is just one
of the possible solutions, e.g. Conical surface
Form Turning: In form turning cutting tool has a shape that is imparted to the
workpiece by plunging the tool into the workpiece. Feed of the cutting in the form
turning is linear, e.g. Toroidal Surface
Axial Drilling: Making a hole/holes along axial direction with the use of a drill bit
and tailstock of the lathe, e.g. axial holes

Fig. 1 Hierarchical structure of form features of a rotational part
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1.3 Computer Aided Process Planning

Process Planning is an engineering task that determines the detailed manufacturing
requirements for transforming a raw material into a completed part, with the
available machining resources. The output of process planning generally includes
operations, machine tools, cutting tools, fixtures, machining parameters, etc. With
the advent of computer technologies, there is a general demand for CAPP systems
to assist human planners and achieve the integration of CAD and CAM. Moreover,
the introduction of new manufacturing technologies, such as CIM system and
design for manufacturing (DFM), causes an even greater demand for automated
CAPP systems. To support production scheduling, process plans with alternative
routes and sequences must be generated to suit the changes in the workshop.

Figure 3 shows the framework of CAPP system. Process planning activities
includes interpretation of features, selection of process to manufacture the com-
ponent, selection of machine (M), tool (T) and Tool Approach Direction (TAD),
determination of optimum sequence of operations without violating precedence
constraints based on evaluation criteria chosen. Features are the input to the system
and it will give the optimum sequence as output.

Fig. 2 Types of turning operations. a Cylindrical. b Threading. c Toroidal. d Conical. e Axial
holes

Fig. 3 Framework of CAPP
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2 Development of CAPP System for Rotational Parts

Process planning problem for a given part can be defined as selection of operations
and operation sequences utilizing the set of resources available in the shop-floor so as
to convert raw material into a finished part [6]. This section describes the develop-
ment of CAPP system for the rotational parts having primary and secondary features.

2.1 Process Planning Model to Generate Initial Feasible
Sequences

For a given rotational part, the process planning model is developed by the fol-
lowing steps.

Step-I: Operation selection: Map all the features into operation(s) and list out all
such machining operations for each feature, e.g. feature-1 is turning, feature-2 is
threading etc.
Step-II: Precedence constraints: Generation of operation sequence is a complex
task that is influenced by the constraints imposed by the features and possible
interactions among the features. These constraints are given below:

(i) Locating constraint: It is concern with the examination of defined part
features to determine which reference face is to be used to locate a particular
feature. It refers to plane surfaces such as end or a face. The locating surface
is to be machined prior to the reference surface. For example, for a rotational
part, end face could be the reference feature.

(ii) Accessibility constraint: It establishes precedence constraint among the
associated features, since a secondary feature is defined as the one, which
resides on primary feature. It is not possible to machine the secondary feature
until the primary feature is formed.

(iii) Non-destructive constraint: This is taken into consideration so that the
current machined feature do not destroy the properties of features machined
previously. For example, when thread and chamfer are two secondary fea-
tures on a cylinder, chamfering must proceed threading.

(iv) Geometric tolerance constraint: This refers to the datum requirements on
features according to the geometric tolerance scheme. It results in the iden-
tification of features which must be machined in same set-up, otherwise it
would increase set-up time or cost. A feasible sequence is the one which does
not violates any of the above feasibility constraints.

Step-III: Algorithm for Initial Sequence Generation:

1. Select an operation randomly, which has no constraint.
2. From the remaining operations select an operation at random such that it obeys

the precedence relationship.
3. Continue step 2 till all the operations are finished.
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2.2 Optimization Using GA

GA is a population based search method requiring domain specific knowledge to
solve an optimization problem. In GA, a candidate solution is represented by
sequence of numbers known as chromosome or string. In this work each element in
string represents a operation to be done. The order of elements in string represents
the sequence to be followed. A prudently selected set of feasible strings from
feature precedence makes the initial population. Optimization these sequences are
done by GA using appropriate defined fitness evaluation.

Fitness Evaluation: Since the holding and adjacent features plays a major role
while machining the rotational components, minimization of manufacturing scores
is taken as evaluation criteria for optimization. The optimality criteria may include
change of datum/reference features, feature adjacency. The change of datum/ref-
erence features represents abstract setup changes. It is preferable to machine as
many features as possible in one setup. The feature adjacency criterion refers to
abstract tool changes. If the features are adjacent, it is possible to reduce tool
changes and idle tool motions [14].

(i) Holding score: This score is based on change of datum/reference features for
holding the part for a given sequence:

Uh ¼ number of changes in each sequence ð1Þ

(ii) Adjacency score: This score is based on the adjacency of features and it is
evaluated for each sequence based on the number of elements not matching
with the sequence given in each template:

Ua ¼
X

i

no: of out of sequence features in adjacency - template ið Þ½ � ð2Þ

where i represents the template under consideration.

(iii) Total score: For each sequence total score is calculated as the weighted sum
of individual scores

Total score;U ¼ w1 Uhð Þ þ w2 Uað Þ ð3Þ

The assignment of weights w1 and w2 depends on the user preference. In this
work w1 and w2 are taken to be 3 and 2 respectively.

The objective function is to minimize the total score.
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The Objective function ¼ Min Uð Þ

The fitness value for each string in population is calculated as follows

Fitness value; f ¼ Umax � Ui: ð4Þ

where
Umax maximum score of a string in a population and
Ui score of a string i in a population

After evaluation of each string based on its fitness value, these strings are
further optimized by applying three major GA operators namely reproduction,
cross over and mutation.

Reproduction: The selection of better strings is based on the actual count arrived
in initial sequence. The generic operator is used to generate new population that
has better strings than old population is called parent-1 and is used for the next
generic operation i.e. crossover.
Crossover: The strings obtained from reproduction are then mated at a given
probability (crossover rate). To ensure that the crossover will not result in any
violation of precedence constraints’s and each operation in the offspring is exe-
cuted once and only once, the cyclic crossover operator proposed by Dagli et al.
[16], is adopted. The algorithm is described as follows.

Algorithm for Crossover of String 1 and String 2:

1. Determine a cut point randomly from the all the positions of a string. Each
string is then divided into two parts, the left side and the right side, according to
the cut point.

2. Copy the left side of string-1 to form the left side of offspring-1. The operator
constructs the right side of offspring-1 according to the order of operations in
string-2.

3. Copy the left side of string-2 to form the left side of offspring-2. The operator
constructs the right side of offspring-2 according to the order of operations in
string-1.

Cyclic Crossover selects a string pair with Probability Pc select a cut point
randomly. This process is illustrated with an example shown in Fig. 4. A pair of
strings, parent-1 and parent 2, is under the crossover operation in which the cut
point is chosen between positions 3 and 4. The left side of parent-1, op4-op1-op2,
is used to form the left side of offspring-1. The order of the right side of parent-1,
op5-op7–op3-op6, is adjusted according to the order of parent-2 to form the right
side of offspring-1. By doing so, the sequences among the operations in both
parent-1 and parent-2 are maintained in offspring-1. A similar operation is applied
to parent-2 and parent-1 to form offspring-2.
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Mutation: The mutation operator makes random changes in one or more elements
of the string. Mutation is done with a small probability (mutation probability). This
is done to protect loss of some potentially useful strings. The mutation operator
proposed for rotational parts randomly modifies two elements to obtain the
resulting population.

GA Parameters chosen

The settings of GA parameters were as follows.

• Population size = 100
• Crossover probability Pc = 0.7
• Mutation probability Pm = 0.35
• Stopping criterion: 6,000 generation was selected.

3 Illustrative Example

This section describes the implementation of the proposed methodology of feature
based CAPP system for a rotational part.

An example of rotational part [17] having form features is shown Fig. 5 (Two
views were shown to view all the features).

Fig. 4 An example of applying the cyclic crossover
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3.1 Selection of Operations from Feature List

An operation candidate(s) has to be assigned to all the features. The cylindrical
feature having maximum radius is mapped into external cylinder and rest of the
cylindrical features are mapped into step turning.

Conical feature is mapped into chamfering, since it is located at the extreme end
and having a smaller inclined length i.e. 1 mm. Grooving operation is assigned to
toroidal feature and drilling operation is assigned to all the holes. The list of
operations are given in Table 1, where columns 1 and 2 show the features and the
operations respectively.

3.2 Precedence Constraints

The precedence relation among all the operations is shown in Table 2. It is
developed based on the locating, accessibility, non destruction and geometric
tolerance constraints given by Gopala Krishna [17].

The details of holding the feature and adjacency templates are shown in
Table 3.

Fig. 5 Example part
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3.3 Generation of Optimum Sequence Against
Evaluation Criterion

The proposed methodology for optimizing sequence of operations using GA is
coded in C++ and executed in P-IV computer. The most optimum sequence has
been generated based on the defined objective function (discussed in Sect. 2.2) for
the following two cases.

Table 1 Operation selection for the example part

Features Operation candidates

F-1, Face (Face-12) Facing (op1)
F-2, Face (Face-2) Facing (op2)
F3-Cylindrical surface (Face No. 10&11) External cylinder (op3)
F4-Cylindrical surface (Face No. 5&6) Step turning (op4)
F5-Hole (Face No. 13&14) Drilling (op5)
F6-Hole (Face No. 0&1) Drilling (op6)
F7-Conical surface (Face No. 3&4) Chamfering (op7)
F8-Thread (Face No. 5&6) Threading (op8)
F9-Toroidal Surface (Face No. 7&8) Groove (op9)
F10-(3-Holes) Drilling (op10)
F-11, Face(Face-9) Facing-3 (op11)

Table 3 Details of holding and adjacency templates

Features
Set-1: 1 3 6 5
Set-2: 4 9 7 8 11 10 2
Adjacency
Templet-1: 1 3
Templet-2: 2 4 11

Table 2 Precedence relationship between operations

Op1 Op2 Op3 Op4 Op5 Op6 Op7 Op8 Op9 Op10 Op11

Op1 1 1 1 1
Op2 1 1 1 1 1 1
Op3 1
Op4 1 1 1 1
Op5
Op6 1
Op7 1
Op8
Op9 1 1
Op10
Op11
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Case 1: Minimization of manufacturing score for holding and adjacency templates
shown in Table 3.

The string having the least manufacturing score is shown in Table 4.
The optimum value obtained here is 5 units and this value can further be

optimized by making a small change in template-2 of adjacency.

Case 2: Minimization of manufacturing score by changing the Template-2 of
adjacency with out violating precedence.

In this second case, OP-11 in Template-2 of adjacency is replaced with OP-9
(Modified Template-2: 2 4 9). The optimum sequence having the score of 3 units is
shown in Table 5

The manufacturing score obtained in case-2 is less than the case-1, hence it
would be better to chose the template of adjacency proposed in case-2 and we have
also evaluated the results with Differential Evaluation method (This work is not
reported in this paper) and found a improvement in the result and hence GA is used
as a toll in all the CAPP systems.

4 Conclusions

In this paper an attempt is made successfully to develop feature based CAPP
systems for rotational parts. The features were mapped into operation candidate(s)
and feature precedence is established to generate initial sequence of operations.
Among these alternate sequences, an optimum sequence was generated based on
defined objective function using GA. Genetic algorithm (GA) is used as a meta
heuristic to perform search in the state of space of alternate process plans and
obtain an optimized process plan based on minimization of manufacturing score
for rotational parts. A number of cases were studied to test the proposed method of
CAPP and successful runs were recorded in all our trials.

Table 4 Optimum sequence in case-1

Sequence 1 3 6 5 2 4 10 7 9 11 8

Holding score = 1, adjacency score = 1, total score = 5

Table 5 Optimum sequence in case-2

Sequence 1 3 6 5 4 2 9 10 11 7 8

Holding score = 1, adjacency score = 0, total score = 3
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Comparative Analysis of Energy Efficient
Protocols for Prolonged Life of Wireless
Sensor Network

Gagandeep Singh, H. P. Singh and Anurag Sharma

Abstract The efficiency of Wireless Sensor Networks (WSNs) depends on the
routing protocols used, since routing protocol provide the best possible data
transmission route from sensor nodes to sink to save energy of nodes in the
network. The clustering schemes enhance the network lifetime, raise the scalability
and reduce the energy consumption of the sensor network. The work in this paper
presents the comparative analysis of the energy efficient routing protocols for
WSN such as SEP, TSEP and DSEP. The optimized routing protocol has been
proposed on the basis of the network life time, stability and cluster head selection
for efficient working of the sensor networks.

Keywords Wireless sensor networks � Clustering � SEP � TSEP � DSEP

1 Introduction

Wireless sensor networks are composed of many homogeneous or heterogeneous
sensor nodes with restricted resources. A single sensor node is the combination of
three components: processor, sensor and wireless communication device (trans-
receiver) as presented in Fig. 1. These sensor nodes spread throughout it to
observe, collect, and transmit data. The sensors are economical, simple and their
power supply is irreplaceable. Early study on wireless sensor networks generally
focused on technologies based on the homogeneous wireless sensor network in

G. Singh (&)
Department of Electronics and Communication Engineering, Quantum School
of Technology, Roorkee, India
e-mail: er.gagan89@gmail.com

H. P. Singh � A. Sharma
Department of Electronics and Communication Engineering, CT Institute of Engineering
Management and Technology, Jalandhar, India

M. Pant et al. (eds.), Proceedings of the Third International Conference on Soft
Computing for Problem Solving, Advances in Intelligent Systems and Computing 259,
DOI: 10.1007/978-81-322-1768-8_7, � Springer India 2014

75



which each node have same energy. Nevertheless, now a days heterogeneous
wireless sensor networks are becoming more and more popular. The heteroge-
neous nodes can extend network lifetime and improve network reliability without
extensively increasing the cost [1, 2]. A classic heterogeneous wireless sensor
networks consists of a large number of normal nodes and a few heterogeneous
nodes. The normal node is inexpensive and source-constrained whose major tasks
are to sense and issue data report. The heterogeneous node, which provides data
fusion, filtering and transport, is more costly and more proficient [3]. In a hier-
archical topology, nodes are organized into number of clusters according to spe-
cific requirements or metrics and perform different tasks in WSNs. Clustering in
WSNs contains grouping nodes into clusters and electing a cluster head. The
member nodes of a cluster can communicate with their cluster head directly. The
cluster head is able to forward the combined data to the central base station with
the help of other cluster heads [4].

The nodes having higher energy can act as cluster head which carry out the task
of data processing and information transmission, whereas nodes having low energy
are normal nodes which carry out the task of information sensing as shown in Fig. 2.

Fig. 1 Wireless sensor network [12]

Fig. 2 Nodes communicate
to base station through cluster
heads
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In the previous few years, a comparatively large number of hierarchical clustering
routing protocols have been developed for WSNs. In this paper, we broadly review
and significantly discuss the most vital hierarchical clustering routing algorithms
that have been used for WSNs. The related work has been presented in the next
section and the brief description the energy efficient routing protocols has been
presented in the Sect. 3. The Sect. 4 presents the comparative results and discussion.
The last section concludes the work and presents the future work.

2 Related Work

LEACH is the first clustering based routing protocol for WSNs. This protocol relates
arbitrary rotation of cluster head to equally distribute energy load between sensor
nodes to improve stability period and network lifetime [5]. LEACH is basically
designed for homogeneous networks in which the nodes having equal initial energy.

PEGASIS protocol [6] uses greedy algorithm to organize the sensor nodes into
a sequence chain, thus every node transmits and receives the data from the nearby
neighbor. But if the node fails, discovering of new route becomes complicated as
each node has a set route before the transmission towards the base station.

Stable Election Protocol (SEP) [7] uses weighted election probabilities for
every node to become cluster-head according to their respective energy. The
cluster head selection is randomly selected and distributed based on the fraction of
energy of every node. SEP considered two types of nodes, normal nodes and
advanced nodes respectively and also uses two levels of heterogeneity. This
protocol is basically designed to raise time interval of first dead node.

TSEP [8] is a reactive routing protocol in which nodes have three different
levels of energies. Cluster heads selection is threshold based which causes increase
in stability period and network life.

A Deterministic-SEP (D-SEP) [9] is proposed, for selecting cluster heads in a
circulated fashion in two-, three-, and multi-level hierarchical wireless sensor
networks. This protocol uses improved SEP algorithm for wireless sensor networks
in the presence of energy heterogeneity. By using a heterogeneous three-level node
setting in a clustering algorithmic approach, nodes select themselves as cluster
heads based on their energy levels, retaining uniformly distributed energy among
all sensor nodes.

3 Routing Protocols for WSN

In this section, we analyze three standard WSN clustering routing algorithms in
detail and present a broad and vital survey of important clustering routing pro-
tocols for WSNs. For the purpose of this study, we use similar radio communi-
cation and consumption model as reported in [7].
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3.1 SEP

SEP protocol [7] is based on two levels of heterogeneity. A fraction ‘m’ of total ‘n’
nodes is given with an extra energy factor ‘A’, which is known as, advanced nodes.
Therefore, probability of normal node and advanced node to become cluster head
is pnrm ¼ p=1þ mA and padv ¼ p � 1þ Að Þ=1þ mA respectively, where ‘p’ is the
best possible probability of every node to become cluster head. Cluster heads
selection in SEP is completed arbitrarily on the basis of probability of every type
of node as in LEACH. Nodes sense data and transmit it to associated cluster head
which transmit it to base station. By increasing ‘padv’ or ‘m’, we can further
improve our system. Thus, SEP results in better stability period and network life
due to advance nodes however two-level heterogeneity also caused enlarged
throughput [8].

3.2 TSEP

TSEP (Threshold sensitive Stable Election Protocol) is based on three levels of
heterogeneity and has a reactive routing protocol [8]. Advance nodes having
energy greater than all other nodes; intermediate nodes have energy in between
normal and advance nodes whereas the remaining nodes are normal nodes.
Intermediate nodes can be elected with ‘x’, a part of nodes which are intermediate
nodes and by using the relation that energy of normal nodes is ‘l’ times additional
than that used for the normal nodes. In the case of SEP energy considered for
normal nodes is Eo, for advance nodes it is Eadv = Eo(1 ? A) and energy for
intermediate nodes can be calculated as Ein = Eo(1 ? l), where l = A/2. As a
result, the total Energy of all the nodes will become n*Eo(1 ? m*A ? x*n) where,
‘n’ is number of nodes, ‘m’ is fraction of advanced nodes to entire number of
nodes ‘n’ having energy greater than remaining of nodes and ‘x’ is fraction of
intermediate nodes. The best possible probability of nodes, which are separated on
the basis of energy, to be selected as a cluster head can be computed by using
following formulas:

Pnrm ¼ p*= 1þm*A þ x*nð Þ ð1Þ

Pint ¼ p* 1þ lð Þ= 1þm*A þ x*nð Þ ð2Þ

Padv ¼ p* 1þ Að Þ= 1þm*Aþ x*nð Þ ð3Þ

Thus, to ensure that cluster head selection is made in the similar method as we
have assumed, we have taken an additional factor into consideration, which is
threshold level. Every node produces randomly a number inclusive of 0 and 1, when
produced value is less than threshold then this node turns into cluster head [5].
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For every this types of node, there are different formulas for the computation of
threshold depending upon their probabilities, which are shown below:

Tnrm ¼ pnrm= 1� pnrm r*mod 1=pnrmð Þ½ �; if nnrm € G0 ð4Þ

Tint ¼ pint= 1�pint r*mod 1=pintð Þ½ �; if nint € G00 ð5Þ

Tadv ¼ padv= 1�padv r*mod 1=padvð Þ½ �; if nadv € G000 ð6Þ

Here G0;G00 and G000 are the set of normal nodes, intermediate nodes and
advanced nodes that has not turn out to be cluster heads in the past respectively.

3.3 DSEP

The threshold value is modified in DSEP by using the residual energy and set as
[9]:

TðSiÞ ¼ pi=1� pi * r mod 1=pið Þð Þ½ � * Eresidual þ rsdiv 1=pið Þ * 1� Eresidualð Þ½ �
ð7Þ

Now ‘rs’ is the number of successive rounds in which a node has not been
cluster-head. If ‘rs’ reaches the value of 1/pi, the threshold T(Si) is reset to the
value. Therefore, the possibility of node ‘n’ to become cluster head improves
because of a high threshold. Moreover, ‘rs’ is reset to ‘0’ if a node becomes cluster
head. So, we ensure that data is reached to the base station as long as nodes are
alive.

In weighed election probability of three- level heterogeneity nodes known as
normal, advanced and intermediate nodes are measured based on partial difference
in their initial energy level. At this time the reference value of ‘pi’ is different for
nodes. The probabilities of normal, advanced and intermediate nodes are [9–11]:

Pi ¼ Pnrm; Pint; Padvf g ð8Þ

where

Pnrm ¼ p*Eresidual= 1þm*A þ x*nð Þ * Eaverage ð9Þ

Pint ¼ p* 1þ lð Þ * Eresidual= 1þm*Aþ x*nð Þ * Eaverage ð10Þ

Padv ¼ p* 1þ Að Þ * Eresidual= 1þm*Aþ x*nð Þ * Eaverage ð11Þ

Threshold value for cluster head selection is considered for normal, advanced,
intermediate nodes by putting above values in Eq. (7) or else it is zero.
G0;G00 and G000 is the set of normal and advanced nodes.
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4 Results and Discussion

In our present work, a comparative analysis of DSEP with SEP and TSEP pro-
tocols on the basis of network lifetime, stability period and throughput is achieved
after creating a 100 m 9 100 m region of 100 sensor nodes spread randomly. The
sink or base station is located at the center point (50 9 50). The packet size that
the nodes send to their cluster heads as well as the combined packet size that a
cluster head sends to the sink is set to 4,000 bits. The parameters used in the
simulation are mentioned below in Table 1.

4.1 Stability Period

Stability period is defined as the time interval from the start of network operation
until the death of the first sensor node. Figure 3 illustrates the number of dead
nodes for m = 0.4, A = 1, l = 0.5, x = 0.2 over 5,000 rounds. It is observed that
for SEP with two types of nodes having different initial energy, the first sensor
node dies at the round of around 863 whereas due to availability of more nodes
with extra energy in TSEP, the first sensor node dies at the round of around 1,184
which is more than SEP. It is observed that in DSEP, stability period is greater
than SEP and TSEP protocols as the first node dies at around 1,417.

Further, for m = 0.6, A = 1.5, l = 0.75, x = 0.3 over 6,000 rounds, it is
observed from the Fig. 4, that for the SEP the first sensor node dies at the round of
around 1,132 whereas the first sensor node dies for TSEP is at around 1,420 which
is again more than SEP. And the first sensor node for DSEP is around 1,483 which
is greater than SEP and TSEP. So, it shows that in DSEP, stability period is greater
than TSEP and SEP.

4.2 Network Lifetime

Network lifetime is defined as the time interval from the start of operation (of the
sensor network) until the death of the last alive node. Figure 5 illustrates the
lifetime of the sensor network for m = 0.4, A = 1, l = 0.5, x = 0.2 over 5,000
rounds. We can observe that for the SEP protocol the last sensor node dies at 2,565
and for TSEP protocol, the last sensor node dies 3,905 rounds whereas for DSEP
the last sensor node still alive over 5,000 rounds. It shows that the lifetime of
network for DSEP is more than TSEP and SEP.

Further, for m = 0.6, A = 1.5, l = 0.75, x = 0.3 over 6,000 rounds, it is
observed from the Fig. 6, that for the SEP the last sensor node dies at the round of
around 3,120 and the last sensor node dies for TSEP is at around 3,732 which is
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Table 1 Simulation
parameters

Parameters Value

Network field (100, 100)
Number of nodes 100
Eo (Initial energy of nodes) 0.5 J
Message size 4,000 bits
Eelec 50 nJ/bit
Eamp 0.0013 pJ/bit/m4

Efs 10 nJ/bit/m2

EDA 5 nJ/bit/signal
Do (Threshold distance) 70 m

Fig. 3 Number of dead
nodes for m = 0.4, A = 1,
l = 0.5, x = 0.2

Fig. 4 Number of dead
nodes for m = 0.6, A = 1.5,
l = 0.75, x = 0.3
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again more than SEP whereas for DSEP the last sensor node still alive over 5,000
rounds. It is again observed that the lifetime of network for DSEP is more than
TSEP and SEP.

4.3 Throughput of the Network

Figures 7 and 8 illustrate the throughput of the sensor network in terms of the
cluster heads alive to send the received packets to the base station or sink. We can
observe that for the existing SEP protocol having two types of sensor nodes, the
throughput is stable enough up to around 1,104 rounds for the values m = 0.4,

Fig. 5 Lifetime of the sensor
network for m = 0.4, A = 1,
l = 0.5, x = 0.2

Fig. 6 Lifetime of the sensor
network for m = 0.6,
A = 1.5, l = 0.75, x = 0.3
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A = 1 and up to 1,456 rounds for the values m = 0.6, A = 1.5. Moreover, for the
TSEP protocol having three types of sensor nodes, the throughput is stable enough
up to 1,783 rounds for the values m = 0.4, A = 1, l = 0.5, x = 0.2 and up to
2,550 for the values m = 0.6, A = 1.5, l = 0.75, x = 0.3. But with the increasing
number of rounds the network throughput decreases whereas for the DSEP pro-
tocol, the throughput is stable enough up to 2,100 rounds for the values m = 0.4,
A = 1, l = 0.5, x = 0.2 and up to 3,300 for the values m = 0.6, A = 1.5,
l = 0.75, x = 0.3.

Fig. 7 Throughput of the
sensor network for m = 0.4,
A = 1, l = 0.5, x = 0.2

Fig. 8 Throughput of the
sensor network for m = 0.6,
A = 1.5, l = 0.75, x = 0.3
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5 Conclusion

SEP is based on weighted election probabilities of every node to become cluster
head according to the remaining energy and TSEP is reactive routing protocol in
which nodes have three different levels of energies. Cluster heads choice is
threshold based, due to three levels of heterogeneity. A comparative analysis of
DSEP, which is based on the weighted probabilities to get the threshold for nor-
mal, super and advanced nodes points us to elect the cluster head in every round,
provides a longer network lifetime, stability period and higher throughput as
compared to the existing SEP and TSEP protocols. For the future scope the present
work can be extended as an advanced DSEP to deal with clustered wireless sensor
networks with more than three levels of hierarchy and more than three types of
nodes.

References

1. Kumar, R., Tsiatsis, V., Srivastava, M.B.: Computation hierarchy for in-network processing.
In: Proceedings of the 2nd International Workshop on Wireless Networks and Application,
San Diego, CA (2003)

2. Rhee, S., Seetharam, D., Liu, S.: Techniques for minimizing power consumption in low data-
rate wireless sensor networks. In: Proceedings of IEEE Wireless Communications and
Networking Conference, Atlanta, GA (2004)

3. Yu, L., Wang, N., Zhang, W.: Deploying a heterogeneous wireless sensor network. In:
Proceedings of International Conference on WiCom, pp. 2588–2591. Singapore (2007)

4. Younis, O., Krunz, M., Ramasubramanian, S.: Node clustering in wireless sensor networks:
recent developments and deployment challenges. In: IEEE Network, pp. 20–25. (2006)

5. Heinzelman, W.R., Chandrakasan, A., Balakrishnan, H.: Energy-efficient communication
protocol for wireless microsensor networks. In: Proceedings of the 33rd Hawaii International
Conference on System Science (HICSS-33), pp. 1–10. (2000)

6. Lindsey, S., Raghavenda, C.S.: PEGASIS: power efficient gathering in sensor information
system. In: Proceedings of the IEEE Aerospace Conference on Big Sky, pp. 1125–1130.
Montana, March 2002

7. Smaragdakis, G., Matta, I., Bestavros, A.: SEP: a stable election protocol for clustered
heterogeneous wireless sensor networks. In: Second International Workshop on Sensor and
Actor Network Protocols and Applications (SANPA 2004), 2004

8. Kashaf, A., Javaid, N., Khan, Z.A., Khan, I.A.: TSEP: threshold-sensitive stable election
protocol for WSNs. In: Proceedings of 10th International Conference on Frontiers of
Information Technology, pp. 164–168. (2012)

9. Bala, M., Awasthi, L.: Proficient D-SEP protocol with heterogeneity for maximizing the
lifetime of wireless sensor networks. Int. J. Intell. Syst. Appl. 7, 1–15 (2012)

10. Saini, P., Sharma, A.K.: Energy efficient scheme for clustering protocol prolonging the
lifetime of heterogeneous wireless sensor networks. Int. J. Comput. Appl. (0975–8887) 6,
31–36 (2010)

11. Mao, Y., Liu, Z., Zhang, L., Li, X.: An effective data gathering scheme in heterogeneous
energy wireless sensor networks. In: Proceedings of International Conference on
Computational Science and Engineering, pp. 338–343. (2009)

84 G. Singh et al.



12. Islam, M.M., Matin, M.A., Mondol, T.K.: Extended stable election protocol (SEP) for three
level hierarchical clustered heterogeneous WSN. In: Proceedings of IET Conference on WSS,
London, 1–4 (2012)

13. Liu, X.: A survey on clustering routing protocols in wireless sensor networks. Sensors 12,
11113–11115

14. Manjeshwar, E., Agrawal, D.P.: TEEN: a routing protocol for enhanced efficiency in wireless
sensor networks. In: Proceedings of the 15th International Parallel and Distributed Processing
Symposium (IPDPS), San Francisco, CA, USA, 2009–2015 (2001)

15. Li, Q., Qingxinand, Z., Mingwen, W.: Design of a distributed energy efficient clustering
algorithm for heterogeneous wireless sensor networks. Comput. Commun. 29, 2230–2237
(2006)

16. Khan, A.A., Javaid, N., Qasim, U., Lu, Z., Khan, Z.A.: HSEP: heterogeneity-aware
hierarchical stable election protocol for WSNs. In: Proceedings of Seventh International
Conference on Broadband, Wireless Computing, Communication and Applications,
pp. 373–378. (2012)

17. Jaiswal, V.P.N., Garg, A.K.: An efficient protocol for reducing energy consumption in
wireless sensor networks. Int. J. Eng. Res. Appl. 2, 530–533 (2012) (ISSN: 2248-9622)

Comparative Analysis of Energy Efficient Protocols 85



Condition Monitoring in Induction Motor
by Parameter Estimation Technique

P. Kripakaran, A. Naraina and S. N. Deepa

Abstract This paper addresses a new approach for rotor parameter estimation of
induction motors. Condition monitoring of electric motors avoids unexpected
motor failures and greatly improves system reliability and maintainability. These
are very important issues in motor-driven and power-electronics systems since they
are very important issues in motor-driven and power-electronics systems since they
can greatly improve the reliability, availability, and maintainability of the system.
Induction motors are critical components in many industrial processes early fault
diagnosis and Condition monitoring can increase machinery availability and per-
formance, reduces consequential damage, prolong machine life (Mirahl et al.,
Condition monitoring of squirrel-cage induction motors fed PWM -based drives
using a parameter estimation approach, 2004) [1], reduce spare parts and break-
down maintenance (Siddique et al., IEEE Trans. Energy Convers., 20:106–114,
2005) [2]. A reliable parameter estimation technique for induction motors is critical
for the development of high-performance drive systems, and it can also be utilized
for condition monitoring applications as well. An accurate parameter estimation
technique can also be used for motor condition monitoring purposes. In this paper, a
simple and reliable technique, based on parameter estimation methods, is intro-
duced for rotor broken bar fault detection (Watson, The use of line current as a
condition monitoring tool for three phase induction motors) [3].
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1 Introduction

Condition Monitoring (CM) is an important issue in many fields, including rail-
ways, power delivery, and electrical machines and motors. An Unexpected fault or
shutdown can result in a serious accident and financial loss for the company.
Energy companies must find ways to avoid failures, minimize downtime, reduce
maintenance costs, and lengthen the lifetime of their equipment. With reliable
condition monitoring, machines can be utilized in a more optimal fashion. It can be
defined as a technique or process of monitoring the operating characteristics of a
machine so that changes and trends of the monitored signal can be used to predict
the need for maintenance before a breakdown or serious deterioration occurs, or to
estimate the current condition of the machine. (Or) Condition monitoring is
defined as the continuous evaluation of the health of the plant and equipment
throughout its service life [4].

1.1 Advantages of CM

The following are the major advantages of performing condition monitoring in
induction machines.

• Increases Reliability of the machines.
• Increases machinery availability.
• Decreases loss of production due to faulty motors.
• Increases machinery performance.
• Reduces consequential damage due to faults in machines.
• It prolongs machine life.
• Reduces spare parts.
• Reduces breakdown maintenance.

Through Fig. 1 shown below we might think in spite of all protective equip-
ments in modern days what will be the reason for destruction of the motor. The end
result in this picture is that the motor is completely destroyed, but what started it?
Was it a bearing fault, excessive starts, or a poor ventilation system? In this
example, the rotor was locked when it started and could not reach running speed.
The resultant high currents overheated the rotor, stator, shaft and other components
in the motor. Inspection later revealed that the overloads in the power circuit it had
failed and did not trip the motor, resulting in complete destruction of the motor.
There were multiple problems in this situation, which led to the destruction of the
motor. If condition monitoring has been carried out in this case complete
destruction of the motor could have been avoided and hence a huge amount of cost
might have been saved. Thus CM is desirable for such cases. This motivates the
need for developing new reliable and efficient CM methods to avoid such
damages.
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1.2 Classification of Faults in Induction Motor

The most prevalent faults in Induction Motor are briefly categorized as

• Rotor faults
• Bearing faults
• Eccentricity faults
• Stator faults.

The surveys indicate that in general, failures in electrical machines are domi-
nated by bearing and stator faults with rotor winding problems being less frequent.
Figure 2 shows the statistical spread in the various dominant mechanisms.

2 Condition Monitoring Using Parameter Estimation
Method

2.1 Introduction

There are many papers regarding rotor condition monitoring, and rotor fault
detection. Some of these works have mainly used the frequency spectrum of the
stator current for rotor condition monitoring. The rotor magnetic field orientation
pendulous oscillation, due to broken bars, was recently presented as an index for
rotor fault diagnostic purposes. There are other techniques which are based on the
artificial intelligence and data mining methods as well as some investigations
based on parameter estimation or parameter identification techniques.

Fig. 1 Typical fault in
induction motor
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A reliable parameter estimation technique for induction motors is critical for the
development of high-performance drive systems, and it can also be utilized for
condition monitoring applications as well. However, in the context of existing
literature the main thrust of parameter estimation techniques in motor-drive con-
trol applications is its use to achieve fast and controlled torque response of an
induction motor utilizing the principle of vector (field oriented) control. The
widely used squirrel-cage rotor aids in the robustness and economy of the drive,
but rotor quantities are not accessible. However, the full advantage of vector
control is available only if the instantaneous position of the rotor flux vector
relative to a stationary reference frame can be indirectly obtained. Hence,
knowledge of motor parameters is needed.

An accurate parameter estimation technique can also be used for motor con-
dition monitoring purposes. Here in this paper, a simple and reliable technique,
based on parameter estimation methods, is introduced for rotor broken bar fault
detection. The main idea is that the apparent rotor resistance and leakage induc-
tance of a squirrel-cage induction motor will increase when a rotor bar breaks.
Meanwhile, the stator resistance, inductance and the magnetizing inductance will
not be directly impacted by such rotor bar breakages. It is a well established fact
that a broken bar fault generates modulation envelops superposed on the ampli-
tudes of stator currents over a slip cycle. This type of envelops cannot be observed
under no-load condition because the squirrel-cage bars virtually conduct no current
under such a condition. Accordingly, the rotor circuit’s effects are hardly reflected
on the stator side. This means that the stator parameters are not affected by a bar
breakage. This is due to the fact that in a no-load situation only the electrical
circuits of the stator windings carry the currents and the rotor circuit behaves like
an open circuit secondary winding.

This paper addresses two issues, first it presents a new approach for rotor
parameter estimation of induction motors, and second it presents the utilization of
this parameter estimation approach for purposes of rotor condition monitoring of
induction motors.

Fig. 2 Classification of faults
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2.2 Basic Principle

• Rotor Resistances and Inductance of a IM will increase when a rotor bar
breakage occurs.

• If Rotor bar breaks the bar resistance rb, will assume an infinite value.
• Consequently increase in the overall equivalent resistance of the rotor cage is

affected.

3 Methodology

The present rotor parameter estimation approach constitutes a combination of
signal processing and least squares techniques. In this approach, the motor ter-
minal currents, voltages and motor speed are sampled over a specific period of
time. The measured voltages and currents are transformed from an ABC frame of
reference to a stationary dq0 reference frame. Then, the obtained voltages and
currents are further broken down to their frequency components. Furthermore,
those waveforms are mathematically expressed in a form of summation of sinu-
soidal waveforms with their associated frequencies. Consequently, the rotor cur-
rents, which are not physically accessible, can be calculated. Based on the
measured stator quantities and obtained rotor currents, all represented in the sta-
tionary dq0 reference frame, a least squares method was implemented to calculated
the rotor’s inductance and resistance estimations.

The matrix equation of IM in dq0 reference frame is given by

vqs

vds

0
0

2
664

3
775 ¼

rs þ LsD xLs LmD xLm

�xLs rs þ LsD �xLm LmD
LmD ðx� xrÞLm rr þ LrD ðx� xrÞLr

�ðx� xrÞLm LmD �ðx� xrÞLr rr þ LrD

2
664

3
775

iqs

ids

iqr

idr

2
664

3
775

ð1Þ
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where,
Rs is Stator resistance
Rr is Rotor resistance
Ls is Stator inductance
Lr is Rotor inductance
Lm is Magnetizing inductance
xr is Rotor speed
x is Speed of reference frame
D is time differential operator.

This matrix equation can be represented in a dq0 reference frame fixed to the
stator, by substituting the reference frame speed, x = 0 in Eq. 3.43, which leads to
the following

vqs

vds

0
0

2
664

3
775 ¼

rs þ LsD 0 LmD 0
0 rs þ LsD 0 LmD

LmD �xrLm rr þ LrD �xrLr

xrLm LmD xrLr rr þ LrD

2
664

3
775

iqs

ids

iqr

idr

2
664

3
775 ð2Þ

The first two rows of (2), which express the stator differential equations, can be
rewritten as follows

Diqr ¼ 1=Lmðvqs� rsiqs� LsDiqsÞ ð3Þ

Didr ¼ 1=Lmðvds� rsids�LsDidsÞ ð4Þ

Here, vqs, vdr, iqs, ids, iqr, and idr are represented in the stationary frame of
reference with the rotor currents referred to the stator side. Using the Fast Fourier
Transformation (FFT), one can obtain all frequency components of any stator or
rotor voltages and currents. From the obtained frequency components, the wave-
forms can be reconstructed in a time domain as the summation of the sinusoidal
waveforms.

From Eq. 4, the rotor differential equations can be rewritten as follows

iqrrr þ Diqr� wridr

� �
Lr ¼WrLmids� LmDiqs ð5Þ

idrrr þ Didr þ wriqr

� �
Lr ¼ �wrLmiqs� LmDids ð6Þ

where, the unknown parameters are the rotor resistance, rr, and the rotor induc-
tance, Lr. In order to estimate these parameters, either (5) or (6) can be used for
implementing a Least Squares (LS) method. Here, equation (5) is considered for
the remainder of the discussion on estimating the unknown parameters.
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4 Recursive Least Square Technique

Let vectors h and X, and scalar Y be defined as follows

h ¼ h1h2½ �T¼ rrLr½ �T ð7Þ

X ¼ x1x2½ �T¼ iqrDiqr�xridr

ffi �T ð8Þ

Y ¼ Lm xrids� Diqs

� �
ð9Þ

Hence, (8) can be expressed based on the vectors of the unknown parameter, h,
X, and Y as follows

XTh ¼ Y ð10Þ

If we make N measurements, N [ 2, we could minimize the squared error

between the actual output, y (tk), and the predicted output, ŷðtkÞ ¼ ĥ
T
XðtkÞ; by

minimizing

JðĥÞ ¼ 1
N

XN

k¼1

a yðtkÞ � ĥT xðtkÞ
h i2

ð11Þ

and typically (1/a) is set to a value just less than one. After further mathematical
manipulation the following formulations are obtained (see Appendix A for more
details)

ĥ tkð Þ ¼ ĥ tk�1ð Þ þ P tkð Þx tkð Þa yðtkÞ � ĥ tk�1ð Þ
� �T

xðtkÞ
� 	

ð12Þ

PðtkÞ ¼ P tk�1ð Þ � P tk�1ð ÞxðtkÞ x tkð Þð ÞT P tk�1ð Þ
x tkð Þð ÞT P tk�1ð Þx tkð Þ þ 1=að Þ

ð13Þ

where,
It has to be pointed out that the denominator in Eq. (13) is a scalar, although x is

a vector, and P is a matrix. Typically, P(t0) = CI292, where, C is a large constant
number [5, 6].

5 Simulation Results and Analysis

5.1 Modelling

Parameter estimation approach based on recursive least square algorithm discussed
in the previous chapter is validated for the following parameters using MATLAB/
SIMULINK Software as shown in Fig. 3 [7].
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5.2 Specifications of Motor Used

HP rating 3 hp
Voltage 220 (L–L)
Frequency 60 Hz
Stator Resistance 0.435 ohms
Stator Inductance 4 mH
Rotor Resistance 0.816 ohms
Rotor Inductance 2 mH
Mutual Inductance 69.31 mH
Moment of Inertia 0.089 Kgm2
Rated Speed 1725 rpm
No. of Poles 4
Rated Torque 12.93 Nm
No. of Rotor bars 36.

Fig. 3 Simulation circuit
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The induction motor model of MATLAB is simulated for various cases namely
healthy, one bar broken, three bars broken and five bars broken conditions. Cor-
responding values of speed, current and voltages in dq0 frame is sampled and
stored for further processing in least square algorithm. Then the M-file for the
algorithm is run to estimate the values of rotor resistance and inductances.

Fig. 4 Estimated values of rotor resistance and inductance (healthy case)

Fig. 5 Estimated values of rotor resistance and inductance (one bar broken case)
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5.3 Simulation Results

The simulation results for the various cases are listed in Figs. 4, 5, 6, 7.

Fig. 6 Estimated values of rotor resistance and inductance (three bar broken case)

Fig. 7 Estimated values of rotor resistance and inductance (five bar broken case)
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5.4 Analysis

Simulation results are shown in the previous section. Table 1 gives the estimated
values of rotor resistance for all the four cases. We can see that that resistance
value increases for every case which is according the basic principle of the
methodology. Also it can be noted that error also remains near 3 %. Table 2 gives
the estimated values of rotor inductance for all the four cases. Similarly hear also
there is slight increase in the value of the inductance for each case. But it can be
noted that the change is not as much as the change in the resistance value.

6 Conclusion

It has been shown that a simple and reliable rotor parameter estimation approach
presented here used for the rotor condition monitoring purposes. The proposed
methodology has been validated through simulation for one, three and five bars
broken conditions. The estimated rotor resistance and inductance indicates that
these parameters increase in value with an increase in the number of broken bars.
Moreover, from the simulation results, it has been found that estimation of the
rotor inductance is more reliable than the rotor resistance, because the error is less
when compared to the resistance.

Table 1 Actual and estimated rotor resistance

Case Actual value Estimated value % Error

Healthy condition 0.816 0.7901 3.17
One bar broken 0.8387 0.813 3.06
Three bar broken 0.884 0.86 2.71
Five bar broken 0.929 0.9 3.15

Table 2 Actual and estimated rotor inductance

Case Actual value (mH) Estimated value (mH) % Error

Healthy condition 2 1.9811 0.945
One bar broken 2.0012 1.9831 0.904
Three bar broken 2.0036 1.9852 0.918
Five bar broken 2.00722 1.9885 0.929
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Word Recognition Using Barthannwin
Wave Filter and Neural Network

Abhilasha Singh Rathor and Pawan Kumar Mishra

Abstract Speech Recognition is the process of automatically recognizing the
spoken words of person based on information in speech signal. Recognition
technique makes it possible to the speaker’s voice to be used in verifying their
identity and control access to services such as voice dialing, telephone shopping,
banking by telephone, database access services, information service, voice mail,
remote access to computers and security control for the confidential information
areas. Digital filter plays an important role in digital signal processing applica-
tions. Digital filter can also be applied in speech processing applications, such as
speech enhancement, speech filtering, noise reduction and automatic speech rec-
ognition among others. Filtering is a widely researched topic in the present era of
communications. As the received signal is continuously corrupted by noise where
both the received signal and noise change continuously, and then arises the need
for filtering. This paper provides introduction to Barthannwin Wave Filter based
on Barthannwin window for speech signal modeling suited to high performance
and robust isolated word recognition. It provides efficient performances with less
computational complexity. A Barthannwin Wave filter is designed based on the
estimated noise statistics, and it is useful for noise reduction of the speech. The
proposed filtering scheme outperforms other existing speech enhancement meth-
ods in terms of accuracy in a word recognition system.
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1 Introduction

Speech is considered to be a primary mode of communication among human
beings. It is also a most efficient and natural form of exchanging information
among human [1]. Speech comes so naturally to everybody that we don’t realize
that speech is very difficult phenomenon to understand. We as human being
understand speech very easily but computers have trouble to understand it.
Computers are very good at recognizing and understanding instructions given to
them but they have trouble in understanding speech. There are several problems in
recognizing speech such as: (1) None of the words sound the same. (2) All
speakers say the word in different way. (3) Context of language is meaningless.

Speech recognition systems can be categorized in different classes on the basis
of what type of word they can recognize [1]. Isolated word can be defined as single
word at a time. These recognizers generally involve every utterance to include
quiet on both sides of sample windows [1]. Connected word can be said as group
of words spoken together with minimum pause in between [1]. Continuous speech
is similar to speaking a line or a paragraph [1]. Spontaneous speech is when human
being speaks in natural way with or without pause between the words [1]. Digi-
tal representation is required to process a Signal, thus speech processing is
regarded as a special area of digital signal processing (DSP), which can be applied
to speech signal. Speech processing contains the acquirement, manipulating,
storing, transferring and obtaining output of speech signals. Since the 1960s
computer scientists have been researching ways and means to make computers
able to record, interpret and understand human speech [1]. Speech Recognition,
SR is conversion of spoken word into text. Some speech recognition systems use
training’’ and some do not. In trained SR systems every individual speaker reads a
part text into the speech recognition system. After that these systems evaluate the
specific voice of person after that they use this voice to fine tune the person’s
speech recognition, which results in more perfect transcript. Speaker Dependent
systems are those systems which are required to be trained while Speaker Inde-
pendent systems are those systems which are not required to be trained. Speech
Recognition can be said as special case of pattern recognition. Training and
Testing are two phase in supervised pattern recognition. In the training phase, the
parameters of the arrangement model are anticipated using a large number of class
examples (Training Data) while the testing or recognition phase, the attributes of
test pattern is matched with the trained model of each and every class. The test
pattern is said to belong to that whose model matches the test pattern best [1].
Speech Recognition systems performance is usually calculated in terms of speed
and accuracy. Speed is measured along with real time factor while Accuracy is
considered as Word error rate (WER). Additional measurements of accuracy are
Command Success Rate (CSR) and Single Word Error Rate (SWER) [2]. Idea of
speech to text can be hard to implement for intellectually disabled persons because
of the fact that there are rare chances that anyone will try to learn these tech-
nologies to teach the persons with the disabilities [3].
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1.1 Problem Definition

When a word is spoken, it is assumed that speech segments can be unfailingly
separated from the non-speech segments. The process of separating the speech
signals of an utterance from the background noise, i.e., the non-speech segments
obtain while recording the signal, is known as endpoint detection. Isolated word
recognition systems are used to accurately detect the endpoints of spoken words. It
is important for two reasons: (1) Reliable word recognition is importantly
dependent on the accurate endpoint detection. (2) When the endpoints are accu-
rately located the computation for processing the speech becomes minimum. There
are several problems in accurately locating the endpoints of isolated words while
recordings. The problems in endpoint detection occur from transients connected
with the speaker or the transmission system. Background noises also complicate
the endpoint detection problem significantly. Thus accurate endpoint detection
method is very essential component of word recognition. The necessary compo-
nents of a speech recognition system are feature extraction, pattern comparison,
and decision rule. While Endpoint detection is performed in the processing. Noise-
robust speech endpoint detection is significant to get practical speech recognition
in a noisy real-world environment [4]. The endpoints can be founded in explicitly,
implicitly, or hybrid manner.

1.2 Literature Survey

In past years a number of dissimilar methodologies have been proposed for con-
tinuous speech and isolated word recognition. These are usually grouped in two
classes called as speaker-dependent and speaker-independent. Speaker dependent
methods involve training a system to recognize each vocabulary words uttered
single or multiple times by specific set of speakers while for speaker independent
systems such training methods are not applicable and words are recognized by
analyzing their intrinsic acoustical properties. Recent research is focusing on three
main features [5]: Large vocabulary size, Continuous Speech Capabilities, Speaker
Independent System. Many systems use Hidden Markov models (HMMs) widely.
While other uses Neural Networks, some also use Dynamic Time Wrapping and
many more techniques [6, 7].

Al-Alaoui et al. [8] analyzed and discussed the applicability of artificial neural
networks to speech recognition. A total number of 200 vowel signals from indi-
viduals with different gender and races were recorded. The filtering process was
performed using the wavelet approach to de-noise and to compress the speech
signals. Kotnik et al. [9] proposed a multiconditional robust mel frequency
Cepstral coefficients feature extraction algorithm as an alternative to commonly
used symmetrical Hamming window. He also proposed Cosine window (hHCw) in
the preprocessing stage. Betkowska et al. [10] discussed the problem of speech
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recognition in the presence of nonstationary sudden noise, like in home environ-
ments. The proposed FHMMs achieved better recognition accuracy than clean-
speech HMMs for different SNRs. The overall relative error reduction given by
phoneme FHMMs was 12.8 % compared to that given by clean-speech HMMs.
Lim et al. [11] implemented a new pattern classification method, by Neural Net-
works trained using the Al-Alaoui Algorithm. The new method gave comparable
results to already implement HMM method for recognition of words, and it has
overcome HMM in the recognition of sentences. He compared two different
methods for automatic Arabic speech recognition for isolated words and sentences.
The KNN classifier gave better results than the NN in the prediction of sentences.
Muda et al. [12] discussed two voice recognition algorithms Mel Frequency
Cepstral Coefficient (MFCC) and Dynamic Time Warping (DTW), which are
important in improving voice recognition performance. Pandey et al. [13] dis-
cussed how binary recurring neural network can be used to solve the problem of
recognizing sentences having similar meaning but different lexico-grammatical
structures in English. Abushariah et al. [14] designed and implemented English
digits speech recognition system using Matlab (GUI). It was based on Hidden
Markov Model (HMM), which provided extremely trustworthy technique for
speech recognition. Rafieee and Khazaei [15] proposed a new model for a noise
robust Automatic Speech Recognition (ASR) based on parallel branch Hidden
Markov Model (HMM) structure with novel approach for robust speech recogni-
tion. The characteristics of a novel model are presented by exploring vibrocervi-
graphic and ectromyographic ASR methods and some other successful approaches
to achieve the best results. Paul et al. [16] proposed a methodology for automated
recognition of isolated words independent of speakers. She computed ZCR by
partitioning audio signal into segments and calculates the number of times the
signal crosses zero amplitude level within each segment. Wijoyo [17] imple-
mented speech recognition system on mobile robot for controlling movement of
the robot. They used Linear Predictive Coding (LPC) and Artificial Neural Net-
work (ANN) for speech recognition system. LPC method is used for extracting
feature of a voice signal and ANN is used as the recognition method. Back
propagation method is used to train ANN. Experimental results show that highest
recognition rate that can be achieved by this system is 91.4 %. Ittichaichareon
et al. [18] discussed an approach of speech recognition by using the Mel-Scale
Frequency Cepstral Coefficients (MFCC) extracted from speech signal of spoken
words. Based on experimental database of total 40 times of speaking words col-
lected under acoustically controlled room, MFCC extracts have shown the
improvement in recognition rates significantly when training the SVM with more
MFCC samples by randomly selected from database, compared with ML.
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2 Word Recognition System Design

The basic idea is to design a filter so that we can remove the noises and unwanted
signal from the recorded voice and obtain high efficiency in Word Recognition.
The scheme used for Word Recognition along with the algorithm of proposed
Barthannwin Wave Filter is discussed. Word Recognition is an area of Speech
Recognition, where we recognize the words spoken by several speakers with the
words stored in our database. Word recognition requires the extraction of features
from the recorded utterances followed by a training phase [19, 20]. There are
several steps in word recognition system, our main focus in on filtering the signal
and designing an efficient filter for word recognition system. A word recognition
system design is shown in Fig. 1.

For recording the signal we have used MATLAB frontend. After recording the
signal for filtering process Barthannwin Wave Filter is implemented. Filtering is a
process that removes some unwanted distortion or noise from a signal. It aims at
removing some frequencies in order to suppress interfering signals and reduce
background noise. Filters are widely used in signal processing and communication
systems in applications such as channel equalization, noise reduction, radar, audio
processing, video processing, biomedical signal processing, and analysis of eco-
nomic and financial data.

The primary functions of filters are: (1) To confine a signal into a prescribed
frequency band as in low-pass, high-pass, and band-pass filters. (2) To decompose
signal into two or more sub-bands as in filter-banks, graphic equalizers, sub-band
coders, frequency multiplexers. (3) To modify frequency spectrum of a signal as in
telephone channel equalization and audio graphic equalizers. (4) To model input–
output relationship of a system such as telecommunication channels, human vocal
tract, and music synthesizers.

Filter designing means to select the filter coefficients in such a way so that the
system has specific characteristics. These characteristics are stated as filter spec-
ifications. Mostly the time filter specifications are known as frequency response of
the filter. We also need to choose the transfer function and filter structure. Mapping
the transfer function to the filter structure gives the element values of analog filters

Fig. 1 Word recognition system design
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elements and the coefficients of digital filter. The methods to find the coefficients
of a filter from its frequency specifications are: (1) Window design method (2)
Frequency Sampling method (3) Weighted least squares design (4) Parks-
McClellan method (5) Equiripple FIR filters design using the FFT algorithms. We
have used Window Design Method since in filter design, windows are typically
used to reduce unwanted ripples of the filter in the frequency response. FFT
windows reduce the effects of leakage but cannot eliminate leakage entirely. In
effect, they only change the shape of the leakage. In addition, each type of window
affects the spectrum in a slightly different way. Many different windows have been
proposed over time, each with its own advantage and disadvantage relative to the
others. Some are more effective for specific types of signal types such as random
or sinusoidal. Some improve the frequency resolution, that is, they make it easier
to detect the exact frequency of a peak in the spectrum. Some improve the
amplitude accuracy, that is, they most accurately indicate the level of the peak.
The best type of window should be chosen for each specific application. We have
chosen Barthannwin window which is a modified form of Bartlett-Hann window.

2.1 Proposed Filter-Barthannwin Wave Filter

Barthannwin Wave Filter is a high pass FIR filter which is designed by using
Barthannwin window. We have designed a FIR filter because of its following basic
characteristics:

1. Linear phase characteristic
2. High filter order (more complex circuits); and
3. Stability

Barthannwin window is a combination of two windows Bartlett Window and
Hann (also known as Hann) Window.

Bartlett Window: The Bartlett window is same as a triangular window. Bartlett
window ends with 0’s at samples 1 and n, while at those points the triangular
window is nonzero. The center L-2 points of Bartlett (L) are equivalent to triang
(L-2) for L odd. If we specify L = 1 for a one-point window, the value 1 is
returned.
w = bartlett(L) returns an L-point Bartlett window in the column vector

w, where L should only be a positive integer. The Bartlett window coefficients can
be computed as follows:

w nð Þ ¼
2n
N ; 0 � n � N

2
2� 2n

N ;
N
2 � n � N

�

The length of window L = N+1.
Hann Window: The Hann window has the shape of one cycle of a cosine wave

with 1 added to it so it is always positive. After that the sampled signal values are
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multiplied by the Hann function. The ends of the time record are forced to zero
regardless of what the input signal is doing. The Hann window should always be
used with continuous signals, but must never be used with transients. The reason is
that the window shape will distort the shape of the transient, and the frequency and
phase content of a transient is intimately connected with its shape.
w = hann(L) returns an L-point symmetric Hann window in the column

vector w. L should be a positive integer. Hann window coefficients are computed
from the equation.

w nð Þ ¼ 0:5 1� cos 2p
n

N

� �� �
; 0 � n � N

The window length is L = N ? 1.
Barthannwin Window: This window consist main lobe at its origin and

decaying side lobes on both sides asymptotically. It is a result of linear combi-
nation of Hann and weighted Bartlett windows with near side lobes lower than
both Bartlett and Hann and with far side lobes lower than both Bartlett and
Hamming windows. The main lobe width of the modified Bartlett-Hann window is
not increased relative to either Bartlett or Hann window mainlobes.
w = barthannwin(L) returns an L-point modified Bartlett-Hann window in

the column vector w. The following equation is used to compute the coefficients of
a Modified Bartlett-Hann window is

wðnÞ ¼ 0:62� 0:48j n

N
� 0:5

� �j + 0.38 2p
n

N
� 0:5

� �� �

where 0 B n B N and the window length is L = N ? 1.
After deciding which window to be used a high pass FIR filter was designed

using Barthannwin Window known as Barthannwin Wave Filter.
For the feature extraction of the speech signal the Mel-frequency cepstrum

coefficient is used in this model. In speech processing, mel-frequency cepstrum
(MFC) represent the short-term power spectrum of the sound signal, which is
based on a linear cosine transform of a log power spectrum on a nonlinear mel
scale of frequency. The feature measurements of speech signals are typically
extracted using one of the following spectral analysis techniques: MFCC Mel
frequency filter bank analyzer, LPC analysis or discrete Fourier transform analysis.
Currently the most popular features are Mel frequency Cepstral coefficients
MFCC. There are two ways to analyze the MFCCs: (a) as a filter-bank processing
adapted to speech specificities and (b) as a modification of the conventional
cepstrum, a well-known deconvolution technique based on homomorphic pro-
cessing [33]. The block diagram for calculating MFCCs is shown in Fig. 2.

Neural networks are composed of simple elements operating in parallel,
inspired by biological nervous systems. The network function is determined lar-
gely by the connections between elements. We can train a neural network to
perform a particular function by adjusting the values of the connections (weights)
between elements. Neural networks are adjusted, or trained, so that a particular
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input leads to a specific target output. There, the network is adjusted, based on a
comparison of the output and the target, until the network output matches the
target.

Neural networks have been trained to perform complex functions in various
fields of application including pattern recognition, identification, classification,
speech, vision and control systems. The supervised training methods are com-
monly used, but other networks can be obtained from unsupervised training
techniques or from direct design methods. Radial basis functions are dominant
techniques used for interpolation in the multidimensional space. A RBF is a
function which has constructed into a distance criterion with respect to a center.
RBF networks have two layers of processing: In the first, input is mapped onto
each RBF in the ‘hidden’ layer. The RBF chosen is usually a Gaussian.

Radial basis function (RBF) networks typically have three layers: an input
layer, a hidden layer with a non-linear RBF activation function and a linear output
layer [39]. Architecture of a radial basis function network is shown in Fig 3. An
input vector x is used as input to all radial basis functions, each with different
parameters. The network output is a linear combination of outputs from radial
basis functions.

A common method of training a neural net in which the initial system output is
compared to the desired output and the system is adjusted until the difference
between the two is minimized. It is a controlled learning method, and simplifi-
cation of the delta rule. For making the training set it requires a dataset of desired

Fig. 2 MFCC calculation

Fig. 3 Neural network training
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output for different inputs. Back propagation needs that the activation func-
tion which is used by artificial neurons be differentiable. Back propagation net-
works are essentially multilayer Perceptrons (typically with one input, hidden, and
output layer). The back propagation learning algorithm can be divided into two
stages: propagation and weight update.

2.2 Steps for Word Recognition

Steps for Word Recognition process are explained below.

Step 1: Begin
Step 2: Get The Input Data */ Record the Samples
*/ Check if Samples are correct or not, if samples are not correct, record again
Step 3: Check The Input Data
*/ Apply designed filter so that important information is retained and rest is
discarded
Step 4: Apply Barthannwin Wave Filter
*/ Extract the features of the signal using MFCC
Step 5: Extract Features
*/ Create the network where P denotes the Input and T denotes the Target
Step 6: Create The Network

P / Input
T / Target

*/ Train the Neural Network
Step 7: Training The Neural Network
*/ Apply the Fuzzy Set-Theoric Approach to match Input to Target
Step 8: Apply Fuzzy Set-Theoric Approach
*/ If match found display the word
Step 9: If Output Is Equal To Target

Display Word
Play Voice
End if

*/ If word not found Display that word is not found
Step 10: If Word Not Found Display ‘‘Word Not Found’’
Step 11: End

2.3 Algorithm for Barthannwin Window

1. Begin
2. if number of input arguments \ 1

Use barthannwin function
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End if
3. if length of Signal \ 0

Display ‘‘Error’’
End if

4. Compute L / round(L) */L denotes the length of signal
5. Compute N / L - 1 */N denotes maximum Order
6. For n / 0 to N

Compute w = 0.62 – 0.48|(n/N – 0.5)| ? 0.38 cos[2P(n/N - 0.5)]
End

7. Compute w / w’
8. End

2.4 Algorithm for Barthannwin Wave Filter

1. Begin
*/All frequency values are in Hz.

2. Set Fs / 32000 */Fs denotes sampling frequency
3. Set N / 32000 */N denotes Order
4. Set Fc / 10800 */Fc denotes Cutoff frequency

*/Sampling Flag,‘scale’to normalize the filter so that the magnitude response of
the filter at the center frequency of the passband is 0 dB. */

5. Set Flag / ‘Scale’
*/Create the window vector for the design algorithm.

6. Set win / barthannwin (N ? 1)
*/calculate the coefficients using the FIR1 function.

7. Compute b = fir1(N, Fc/(Fs/2), ‘high’, win, flag);
*/‘high’ is for a highpass filter with cutoff frequency Fc/(Fs/2).
*/returns a discrete-time, direct-form finite impulse response (FIR) filter, Hd,
with numerator coefficients, b. */

8. Compute Hd = dfilt.dffir(b);
9. End

3 Experimental Results

The experiments are executed in order to assess performance of the newly
developed Barthannwin Wave filter applied on fuzzy word recognition. In inter-
preting the results, consideration must be taken since the behaviour of the algo-
rithm is highly dependent on the parameter values. The results are only meaningful
for the specific test signal set. For other test signals, the performance may be
different.
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The new filter was implemented in a word recognization system and its accu-
racy is shown with the help of different words spoken by different age group.

The results obtained are shown in Fig. 4.
The 5 words were recorded that are ‘‘Hello’’, ‘‘How’’, ‘‘Are’’, ‘‘You’’ and

‘‘Fine’’ using microphones. 2 s time was allotted to record a word. System was
trained for these 5 words with 1 male and 2 female voice. After that different
samples were collected from people belonging to different age groups and accu-
racy of system was calculated.

All the results of word ‘‘Hello’’ in both Male and Female voices is as shown.
Which shows more than 97 % of accuracy is achieved in all samples of Male voice
and 90 % of accuracy is achieved in the samples of Female voice (Tables 1, 2).

4 Conclusion

The basic of Barthannwin Window, system identification and Barthannwin Wave
Filter using Barthannwin Window was designed. A new word recognition algo-
rithm for speech corrupted by slowly varying additive background noise based on
Barthannwin Wave filtering was developed. It was demonstrated that this new
algorithm can enhance the accuracy of word recognition system. The algorithm
was implemented and evaluated. The parallel version proves that speech
enhancement algorithms can profit from parallel computing techniques. Never-
theless, the rather modest quality improvement of the resulting speech over
alternative methods would not by itself justify the significant increase in

Fig. 4 Output window for word ‘‘Hello’’ with 100 % correct classification
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computational complexity. This work also demonstrates the use of a model based
approach for word recognition. In the case studied, to identify the model param-
eters correctly and reliably was found to be the critical part of the algorithm.
Finally, it is important to keep in mind that for speech enhancement systems
designed for human listener, it is the human listener who is the ultimate judge. The
conversion to an optimization problem is a design and engineering decision and
must be always verified by listening tests. As far as enhancement systems for
speech recognition are concerned, their design criterion should closely match the
recognizer structure and therefore, it seems unlikely that a single enhancement
algorithm would perform well for both tasks. Constant progress is being done in
the domain of speech enhancement but it is still a challenging and rewarding field
where full of problems are waiting to be solved.
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Graph Coloring Problem Solution Using
Modified Flocking Algorithm

Subarna Sinha and Suman Deb

Abstract Graph coloring is a widely studied method of assigning labels or colors
to elements of a graph. This can also be mapped with bio-inspired bird flocking
algorithms to solve the NP complete graph coloring problem in optimum time
complexity. This paper proposes an application of the Bird flocking algorithm that
uses the concepts of a flock of agents, e.g. birds moving together in a complex
manner with simple local rules namely cohesion, alignment, separation and
avoidance. Each bird representing one data, move with the aim of creating
homogeneous groups of data in a two dimensional environment producing a spatial
distribution that can be used to solve a particular computational problem. The
combination of these characteristics can be used to design and solve the task of 3
coloring graphs. This graph labeling can hierarchically or linearly be applied on a
domain specific network or set of items.

Keywords Graph coloring � Swarm � Bird flocking � NP complete � Spatial
distribution

1 Introduction

The research area dealing with autonomous agents have gained a huge popularity
in the past few years due to its application in a wide range of fields. This paper
provides information about how autonomous agents work and follow a certain set
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of rules to solve a particular problem. They work based on collection of individual
units working in unison each of which follow a certain defined protocol. These
include Complex Adaptive Systems, Swarm Intelligence [1], Multi-Agent Systems
and Self Organizing Systems etc. The way of a single ant, bee, termite and wasp
behaves is often too simple, but their collective and social behavior is of great
significance. Analysis of any wild life documentary reveals that advanced mam-
mals also enjoy social lives. The collective and social behavior of living creatures
motivated researchers to undertake the study of today what is known as Swarm
Intelligence (SI) [2, 3]. SI systems are typically made up of a population of simple
agents (an entity capable of performing/executing certain operations) interacting
locally. Local interactions between such agents often lead to the emergence of
global behavior. The problem addressed in this paper is to identify the computa-
tional capabilities that allow the emergent behavior of Swarms to solve NP-
complete problems. In this work, the simple distinction between two different
kinds in a population of boids [4] is enough to produce an emergent behavior that
can be interpreted as solving the problem of graph coloring [5]. The swarm
intelligence concept is used to model the graph coloring problem as follows:
agents correspond one-to-one with the nodes of the proposed graph. The graph
topology defines the agent affinities as follows: the agents whose nodes are directly
connected are ‘‘different kind’’, agents whose nodes are not directly connected are
‘‘same kind’’. Agents are attracted to ‘‘same kind’’ while try to fly from or to avoid
‘‘different kind’’. The colors for the graph coloring correspond to specific colored
flock of birds distributed initially in spatial region. When all the agents are placed
in their respective flocks to which they belong, the system configuration can be
interpreted as defining a complete coloration of the graph. The combination of
Cohesion, alignment, separation and avoidance to obstacles, is being proposed as a
solution to the graph coloring problem.

2 Related Work

Craig Reynolds in 1986 developed an idea which uses the flocking behavior of
birds and simulates it. His paper was published in 1987 in the proceedings of the
ACM SIGGRAPH conference [4].

Emergent behavior was artificially simulated through his proposed. Each of the
birds in the flock adheres to a set of simple rules but complexity exists due to the
interaction between boids/agents. The rules proposed in Boids paper are mentioned
below:

(A) Separation (steer to avoid crowding local flock mates)
(B) Alignment (steer towards the average heading of local flock mates)
(C) Cohesion: steer to move toward the average position of local flock mates.
(D) Avoidance: steer to avoid obstacles in d way.
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In graph theory, graph coloring [5] is a special case of graph labeling; it is an
assignment of labels traditionally called ‘‘colors’’ to elements of a graph subject to
certain constraints. In its simplest form, it is a way of coloring the vertices of a
graph such that no two adjacent vertices share the same color; this is called a
vertex coloring. Similarly, an edge coloring assigns a color to each edge so that no
two adjacent edges share the same color, and a face coloring of a planar graph
assigns a color to each face or region so that no two faces that share a boundary
have the same color.

In 1912, Birkhoff [6] introduced the chromatic polynomial to study the coloring
problems. Kempe [7] had already drawn attention to the general, non-planar case
in 1879 and many results on generalizations of planar graph coloring to surfaces of
higher order followed in the early 20th century. Graph coloring has been studied as
an algorithmic problem since the early 1970s: the chromatic number problem is
one of Karp’s 21 NP-complete problems from 1972 [8].

3 Behavior Rules of Flocking of Birds in Detail

Each rule returns a vector of how much the bird’s destination should be changed
by that particular rule, so simply adding all of these to the birds’ current desti-
nation very effectively points the bird to its new corrected destination.

3.1 Algorithm

Update_Position_Bird(Data: List of birds)

{
If (bird! = different community bird)
Flock (bird)
End if
Checkbound()//[check the boundary]
Checkspeed()//[check the speed]
dx = dx ? value//value = value returned from cohesion, separation, alignment
or avoidance rule.
dy = dy ? value//value = value returned from cohesion, separation, alignment
or avoidance rule.
New_value_ x = current_value_x ? dx;
New_value_ y = current_value _y +dy;
New position = (New_value_x, New_value_y);
}
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3.2 Algorithm

Cohesion rule(Data: List of birds)

{
For each bird in the flock
if (distance \ sight)//sight = sphere around each bird that shows its perception
update bird.position.x
update bird.position.y
End if
dx = dx ? (bird.position.x- position.x)*weight
dy = dy ? (bird.position.y- position.y)*weight
End for
}

3.3 Algorithm

Separation rule(Data: List of birds)

{
For each bird in the flock
If (distance \ space)//space = maximum desired space between two birds in a
flock
dx = dx ? (position.x- bird.position.x)
dy = dy ? (position.y – bird.position.y)
End if
End for
}

3.4 Algorithm

Alignment rule(Data: List of birds)

{
For each bird in the flock do
If (distance \ sight)//sight = sphere around each bird that shows its perception
distance
dx = dx ? bird.dx*weight
dy = dy ? bird.dy*weight
End if
End for
}
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Birds move towards the average destination of their neighbors keeping the flock
in alignment and moving together towards the same general heading. The align-
ment rule calculates the average destination of all birds within a set neighborhood
distance from the original bird (including the destination of the original bird) and
returns the average of those destinations.

3.5 Algorithm

Obstacle Avoidance(Data: List of birds)

{
For each bird in the flock
if(bird of _different_community&& distance \ sight)//sight = sphere around each
bird that shows its perception distance
dx = dx ? (position.x - bird.position.x)
dy = dy ? (position.y - bird.position.y)
End if
End for
}

Birds must avoid hitting other type of birds as they fly while still obeying all the
other rules of cohesion, separation and alignment. When an obstacle is found to be
within a minimum set distance to a bird, the bird moves away from the object in
order to avoid it. This rule has a high weighting as it would be important for real
birds not to fly into obstacles and this is reflected in the simulation.

3.6 Supporting Algorithm: Euclidean Distance

For all the above steering rules the distance between birds or birds and obstacles
needs to be calculated. This is accomplished by calculating the Euclidean distance
between them [9]. To calculate Euclidean distance between two points (x1, y1)
and (x2, y2) in two dimensional space (used in the 2D simulation) the following
formula is used:

Distance ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx1 � x2Þ2 þ ðy1 � y2Þ

2
q

ð1Þ

4 Coloring of Graphs

The coloring of a graph is almost always a proper vertex coloring, when used
without any qualification. The vertex coloring is a labelling of the graph’s vertices
with colors such that no two vertices sharing the same edge have the same color.
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Since a vertex with a loop could never be properly colored, it is understood that
graphs in this context are loopless (Fig. 1).

The terminology of using colors for vertex labels goes back to map coloring.
Generally labels like red and blue are only used. They are used when the number
of colors is small, and normally it is understood that the labels are drawn from the
integers {1, 2, 3, …}.

A coloring [10] using at most k colors is called a (proper) k-coloring. The
smallest number of colors needed to color a graph G is called its chromatic
number, and is often denoted v(G). Sometimes c(G) is used, since v(G) is also used
to denote the Euler characteristic of a graph. A graph that can be assigned a
(proper) k-coloring is k-colorable, and it is k-chromatic if its chromatic number is
exactly k. A subset of vertices assigned to the same color is called a color class;
every such class forms an independent set. Thus, a k-coloring is the same as a
partition of the vertex set into k independent sets.

4.1 Applications

A. Scheduling—Vertex coloring models are used in a number of scheduling
problems [11]. A given set of jobs need to be assigned to time slots, each job
requires one such slot. Jobs can be scheduled in any order, but pairs of jobs may be
in conflict in the sense that they may not be assigned to the same time slot, for
example because they both rely on a shared resource. The corresponding graph
contains a vertex for every job and an edge for every conflicting pair of jobs.
Details of the scheduling problem define the structure of the graph.

B. Register allocation—To improve the execution time of the resulting code, one
of the techniques of compiler optimization is register allocation, where the most
frequently used values of the compiled program are kept in the fast processor
registers. Ideally, values are assigned to registers so that they can all reside in the
registers when they are used. The textbook approach to this problem is to model it
as a graph coloring problem [12]. The compiler constructs an interference graph,
where vertices are symbolic registers and an edge connects two nodes if they are
needed at the same time.

Fig. 1 General form of
graph coloring
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C. Other Applications—The problem of coloring a graph has found a number of
applications, including pattern matching. The recreational puzzle Sudoku can be
seen as completing a 9-coloring on given specific graph with 81 vertices.

5 Proposed Method

In this paper it is shown that the simple distinction between ‘‘we’’ and enemies
‘‘them’’ in a population of boids is enough to produce an emergent behavior that
can be interpreted as solving the problem of graph coloring. We use the swarm
[13] metaphor to model the graph coloring problem as follows: agents correspond
one-to-one with the nodes of the proposed graph. The graph topology defines the
agent affinities as follows: the agents whose nodes are directly connected are
‘‘different kind’’, agents whose nodes are not directly connected are ‘‘same kind’’.
Agents are attracted to ‘‘same kind’’ while try to fly from or to avoid ‘‘different
kind’’. The colors for the graph coloring correspond to specific colored flock of
birds distributed initially in spatial region. All agents are attracted to stay in this
region. Each of the agents tries to move towards and along the flock type it belongs
to. When all the agents are placed in their respective flocks to which they belong,
the system configuration can be interpreted as defining a complete coloration of
the graph. When some agents are outside their respective flocks, the system
configuration corresponds to a partial solution to the coloration problem. This
emergent behavior of the birds which means combination of Cohesion, alignment,
separation and avoidance to obstacles, is being proposed as a solution to the graph
coloring problem.

Let G = (V, E) be a graph, [14] composed of a set of vertices V and a set
E ( V2. A k-coloring (where k = number of colors) of G is a function that maps
each vertex in V = {b1, …, bn} to a color in the set C = {1, 2, …, k} in a way
such that two connected vertex have different colors. The minimum number of
colors that are used to color a graph is called its chromatic number. When k C 3,
the problem of graph coloring becomes an NP complete one. Initial position and
velocity of each of the bird or agent are decided at random. The network formed
by the birds is represented with the help of graph concept. So G represents the bird
network or the population of flying birds of different types. Let each agent be
denoted by bi. Then two nodes i, j 2 V are enemies if they are connected in the
graph G, that is (i, j) 2 E. Hence, from the point of view of agents bi, the set of
agents or birds actually inside its neighborhood is partitioned into two subsets as
the set of enemies Ai and the set of friends Bi with an amity relationship (Fig. 2).

Si ¼ Ai [ Bi ð2Þ

where Ai ¼ fbj : bi; bj

� ffi
2 Eg:
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6 Results

6.1 Attraction or Repulsion Behavior

The application of the Boids swarms algorithm to colorable small graphs is ver-
ified by proving the algorithms namely Cohesion, Alignment, Separation,
Avoidance against obstacles. All the above mentioned rules function together to
produce the flocking behavior which is our main concern to solve the graph
coloring problem. Figure 3a shows the behavior of the bird with all the four

Fig. 2 Inter-functional relationship diagram
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flocking rules, which is the ideal behavior for solving the 3 graph coloring
problem. Figure 3b shows the behavior without the cohesion rule. We can observe
that all the three kinds of birds got mixed forgetting about heading towards the
average position of their respective flocks. Similarly if we want to differentiate the
3 differently colored vertices of a graph vertex from each other using the above
mentioned Boids algorithm, then we will require the use of Cohesion algorithm
along with the remaining two algorithms. Figure 3d shows the behavior without
avoidance rule. Here we can notice that the birds forget their property to avoid
birds belonging to a different flock. The importance of the remaining two algo-
rithms of the flocking method is proved by the snapshots of the implementation of
the algorithm in several scenarios (without separation, without alignment).

Fig. 3 a Bird behavior with all the four rules; b Bird behavior without cohesion rule; c Bird
behavior without separation rule; d Bird behavior without avoidance rule
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6.2 Implementation

The performance of the algorithm is evaluated in the following section under
different evaluation criteria. The algorithm is implemented in Microsoft Visual
Studio and the .Net framework was chosen as a development environment with C#
as the chosen language and executed on a core i3 processor, 2.27 GHZ, 3 GB
RAM computer. The evaluation criteria considered for the proposed system is (1)
no of nodes/agents (2) Execution time and (3) Speed.

The snapshots show the behavior of the swarm agents in various conditions
(with or without separation etc.). All the behavioral rules produce the concept of
graph coloring. Each of the yellow, black, red shapes as shown in Fig. 3b belongs
to their respective community. Each of yellow colored shapes belongs to a single
flock or in other words they are non adjacent vertices in the graph. But the black
and red ones can be considered as adjacent vertices in the graph so yellow shapes
simply avoid them using the avoidance algorithm. The same thing happens for
black and red shapes (Fig. 4).

7 Conclusion

The coloration of graphs in this paper work is mainly approached geometrically,
such that the nodes of a graph are represented as a flocking bird situated geo-
graphically. The solution to the graph coloring emerges from the whole population
configuration. The aim of this paper is not to create a model of coloring graphs
from an existing model. Rather our aim was the research of a swarm individual’s
special ability of perception of attraction or repulsion to another individual of the
swarm. This ability of a swarm individual or agents can be used to solve the
coloring problem in graphs which has been used extensively in scheduling, register
allocation etc. This paper proposes solution to 3 coloring problem as shown in the

Fig. 4 Graph plotted between execution time, number of nodes and speed
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implementation where agents of only three colors can be seen. Each agent or bird
belonging to a swarm perceives another agent or bird as belonging to its own type
or to the other type. Each type has its own properties. This amity–enmity protocol
allows easy modeling of the solving process for coloring graphs. Another con-
tribution of this paper has to do with the complexity of swarms, understood as the
complexity of the behavior of the emergent organism with respect to the com-
putational capabilities of individuals.

References

1. Huffman, D.A.: A method for the construction of minimum-redundancy codes. In:
Proceedings of the I.R.E., pp. 1098–1110, Sept 1952

2. Bonabeau, E., Dorigo, M., Theraulaz, G.: Swarm intelligence: from natural to artificial
systems. Oxford University Press, New York (1999)

3. Rodr0ıguez, A., Reggia, J.A.: Extending self organizing particle systems to problem solving.
Artif. Life 10(4), 379–395 (2004)

4. Reynolds, C.W.: Flocks, herds and schools: A distributed behavioral model. SIGGRAPH’87.
In: Proceedings of the 14th Annual Conference on Computer Graphics and Interactive
Techniques, pp. 25–34. New York, NY, USA, ACM Press (1987)

5. Dániel, M.: Graph colouring problems and their applications in scheduling. Periodica
Polytech., Electr. Eng. 48(1–2), 11–16 (2004). (CiteSeerX: 10.1.1.95.4268)

6. Birkhoff, G.D.: A determinant formula for the number of ways of coloring a map. Ann. Math.
14(1/4), 42–46 (1912)

7. Kempe, A.B.: On the geographical problem of the four colors. Am. J. Math. 2, 193–200
(1879)

8. Karp, R.M.: Reducibility among combinatorial problems. In: Miller, R.E., Thatcher, J.W.
(eds.) Complexity of Computer Computations, pp. 85–103. Pelnum Press, New York (1972)

9. David, M.F., de Castro, L.N.: A New Clustering Boids Algorithm for Data Mining.
Mackenzie University, Brazil (2008)

10. Galinier, P., Hertz, A.: A survey of local search methods for graph coloring. Comput. Oper.
Res. 33, 2547–2562 (2006)

11. Leighton, F.T.: A graph colouring algorithm for large scheduling problems. J. Res. Natl Bur.
Stan. 84(6), 489–503 (1979)

12. Chaitin, G.J.: Register allocation and spilling via graph coloring. In: Proceedings of
SIGPLAN’82 Symposium on Compiler Construction, SIGPLAN Notices, vol. 17(6), June
1982

13. Lodding, K.N.: The Hitchhiker’s guide to biomorphic software. ACM Queue 2(4), 66–75
(2004). (Topic: Bioscience)

14. Borodin, O.V., Glebov, A.N., Raspaud, A., Salavatipour, M.R.: Planar graphs without cycles
of length from 4 to 7 are 3-colorable. J. Comb. Theory Ser. B 93, 303–311 (2005)

Graph Coloring Problem Solution Using Modified Flocking Algorithm 123



Augmented Human Interaction
with Remote Devices Using Low Cost
DTMF Technology

R. Singathiya, Neeraj Jangid, Prateek Gupta and Suman Deb

Abstract In present world, we must use assorted high tech devices and equip-
ments to get our jobs done and make the life simpler. These devices can be
controlled by home care taker from any place since the home care taker might not
present at home. Thus we need a remote interaction system with our every day
essential devices for a technology blended state of the art life of present time.
Smart home is equipped with such system so that we can control our home
appliances from any location. In order to examine a true remote and enough secure
solution to be really favorable and practicable, mobile technology is better than
any other solution. In this paper we introduce new criteria so that the unremarkable
services of the mobile phones can enlarged to communicate with and operate the
home appliances and make our home a really well groomed one with obvious cost
effective technology.
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1 Introduction

As we know today’s world is connected with the modern electronic equipments, so
it is necessary that every human being should get such facilities which can be
easily sustained. Although the DTMF Technology was discovered earlier but we
have tried to make its use in day to day life as it is cost effective and it does not
require any external remote system. There are many corporations which are trying
to research in this sector; it enables them to control system easily in home or
outdoor. The system is provided with mobile phone normally registered in com-
munication service and another phone which receives the call automatically. In
this research we have investigated the different ways we could use the cell phones
to go beyond making calls and sending SMS and device some ways to implement
the remote control system. This paper proposes methods of control that use simple
voice call. The method proposed uses the Dual-Tone-Multi-Frequency (DTMF)
generated when a keypad button of the mobile phone is pressed by the user. In this
manner user controls the system.

2 Traditional DTMF Technology

It is widely used in remote control system and is mostly available in every cellular
phone. It comprises of 16 keys as mentioned in the Table 1.

2.1 DTMF Tone Generation

When we press the key of mobile phone, an authentication code (basically DTMF
tone) generates, consisting of two sinusoidal waves which can be represented as
follows.

fðtÞ ¼ a sinð2pfatÞ þ b sinð2pfbtÞ þ � � � � � � � � � � � � � � � � � �

where fa and fb are frequencies of two sinusoidal waves with a and b as their peak
amplitudes and f as the resultant DTMF signal. Here,

0:7ð Þ\ a=bð Þ\ 0:9ð Þ V

The frequencies are adjusted in such manner that they are not the harmonics of
each other (Fig. 1).

The frequencies associated with assorted keys on the keypad are shown in
Table 2.
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2.2 DTMF Signal Through Cellular Network

The DTMF signals work in similar manner as the voice would have as you usually
talk mobile passing through many base towers and even satellites in case of long

Table 1 The frequencies corresponding to a particular key on the mobile phone used

It can be noticed that for every key there are two frequencies, one specified for the row while the
other for the column. There are also 4 special keys i.e. A, B, C and D which are used for special
purposes

Fig. 1 Frequency spectrum analysis of DTMF tone of key ‘5’ on mobile phone
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distances. When a call is connected the number buttons send an authentic code
which is carried as a digitized and compressed audio stream.

3 Description of Equipment

3.1 Input Device

The telephony device sends the DTMF signal to the receiver telephony device
connected with the DTMF Decoder circuit through the earpiece.

3.2 Decoder Circuit

The Decoder M-8870 consists of a filter which is basically a band split filter and its
work is to separate the high and low frequency of specific received tone. Also there
is a digital decoder which verifies both the frequencies that we receive as the filter
output before passing it to output bus. When we get the valid tone, then the early
steering flag bit gets high, and for any signal loss it falls down (Fig. 2).

Table 2 Individual key press at transmitter end reflects as a BCD value A3, A2, A1 and A0 at
the outputs of M-8870 DTMF decoder

Button Low frequency
(Hz)

High frequency
(Hz)

A3 A2 A1 A0

1 697 1,209 0 0 0 1
2 697 1,336 0 0 1 0
3 697 1,477 0 0 1 1
4 770 1,209 0 1 0 0
5 770 1,336 0 1 0 1
6 770 1,477 0 1 1 0
7 852 1,209 0 1 1 1
8 852 1,336 1 0 0 0
9 852 1,477 1 0 0 1
0 941 1,209 1 0 1 0
* 941 1,336 1 0 1 1
# 941 1,477 1 1 0 0
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3.3 Microcontroller ATmega16A

The role of microcontroller is to monitor the input signal to get the desired output.
When the binary data comes from decoder IC it is transferred to microcontroller,
and it gives the desired output as we program in the flash memory in the
microcontroller.

3.4 Relay

It is used to operate the AC device from the microcontroller’s output (Fig. 3).

Fig. 2 This figure represents working of decoder circuit

Fig. 3 Block diagram of circuit
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4 Structure of Proposed Work

The signal is transmitted to the second mobile phone which is at the receiver end
connected with the DTMF decoder circuit. The receiver end comprises of input
device, decoder, microcontroller, seven-segment display and condenser micro-
phone. For the decoder section, the underlying concept is DTMF signal and this
signal is fed to display driver and microcontroller. The microcontroller is con-
nected to relay circuit which performed the required action.

Once the connection is maintained between the two phones whatever phone key
is pressed at the transmitting end, the corresponding DTMF tone is heard in the
earpiece of the receiver phone. The earpiece is connected to a condenser micro-
phone which picks up the DTMF tone. Its output is amplified by the DTMF
decoder. The DTMF decoder will give the corresponding BCD value of the tone.
Seven-segment display acts as a visual indicator when the valid signal is received
by the system. This output, through a driver circuit is connected to PORTS of the
microcontroller (ATmega16A). This microcontroller’s output is fed to real circuit
to trigger a voice feedback.

5 Working Structure

The circuit was built and tested for the given picture of tested circuit. The device
controlled was a 230 V/20 W Power saving CFL (Fig. 4).

5.1 Schematic Diagram

See Fig. 5

5.2 Major Areas of Applications

Industrial Automation
Home Security system
Remote switches
Mobile Robot Control
Wireless Radio Control.
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6 Conclusions

It can be controlled by computer by using software which generates an artificial
DTMF tone and can be further used in agriculture for sprinkling pesticides in the
field using a control system which gives a message automatically to the farmer
about the amount of chemical to be mixed to form pesticide according to different
seasons. Moreover, DTMF technology is well applicable for irrigation of field by
supplying water whenever it requires through mobile control system.

Fig. 5 This figure shows the schematic of complete structure designed in easily applicable
graphical layout editor (EAGLE) software

Fig. 4 Working model of remote interaction system
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Multi-Objective Ant Colony Optimization
for Task Scheduling in Grid Computing

Nitu and Ritu Garg

Abstract Resource Management in Grid computing system is a fundamental issue
in achieving high performance due to the distributed and heterogeneous nature of
the resources. The efficiency and effectiveness of Grid resource management
greatly depend on the scheduling algorithm. In this paper, the problem of sched-
uling is represented by a weighted directed acyclic graph (DAG). Ant Colony
Optimization is used for scheduling tasks on resources in Grid which simulta-
neously pay attention to two objectives of makespan (schedule length) and the
failure probability (reliability). These objectives are conflicting and it is not pos-
sible to minimize both objectives at the same time. With the help of concept of
non-dominance, we are able to choose a trade-off between makespan minimization
and reliability maximization. For evaluating the algorithm, ACO is compared with
NSGA-II. The metrics for evaluating the convergence and diversity of the obtained
non-dominated solutions by the two algorithms are reported. The results of sim-
ulation using JAVA programming language manifest that proposed approach can
be used more efficiently for allocating the tasks as compared to NSGA-II.

Keywords Task scheduling � DAG � Makespan � Reliability

1 Introduction

Grid computing systems have emerged as a new environment for coordinated
resource sharing and problem solving in multi-institutional virtual organizations
while providing dependable, consistent, pervasive access to global resources. The
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sharing ranges from simple file transfer to direct access to computers, software,
data, and other network accessible resources. Grid resources are heterogeneous,
dynamic, complex and self-autonomic in nature which makes the resource man-
agement a significantly challenging job. Job Scheduling and Resource Manage-
ment are the critical issues in Grid Computing [1]. The multiprocessor task
schedule problem is known to be NP-complete. In order to address this problem,
many heuristics algorithms have been proposed. These heuristics are classified into
different categories such as list scheduling algorithms, clustering algorithms,
duplication based algorithms [2].

Ant colony algorithm is one of the effective techniques used to solve NP-
complete problems. ACO is inspired by the behavior of real ant colonies in nature
to search for food and to connect to each other by pheromone trails laid on paths
traveled. ACO was used to solve many NP-hard problems such as traveling
salesman problem, vehicle routing problem, graph coloring problem [3–5] and so
on. In this paper, we apply this technique for dependent task scheduling. The input
to the scheduling algorithm is a directed acyclic graph (DAG), in which the node
weights represent task processing times and the edge weights represent data
dependencies as well as the communication times between tasks. The multi-
objective ACO algorithm uses non-dominance approach for tackling the two
objectives (makespan and reliability).

2 Related Work

Task scheduling is known to be NP-complete problem and lots of heuristics and
meta-heuristics techniques have been examined to solve it. Most of them can be
applied to the Grid environment with suitable modifications.

Min-min [6] set the tasks which can be completed earliest with the highest
priority. The main idea of Min-min is that it assigns tasks to resources which can
execute tasks the fastest. Max–min [6] set the tasks which has the maximum earliest
completion time with the highest priority. The main idea of Max–min is that it
overlaps the tasks with long running time with the tasks with short running time.

In [7] the qualities of the different obtained solutions were compared against the
Particle Swarm Optimization (PSO), the Simulated Annealing (SA) and the
Genetic Algorithms (GA) Meta-heuristic. The results show that PSO and GA are
highly efficient and effective in the task scheduling problem. Later these Meta-
heuristics were compared against a MOEA algorithm, optimizing the makespan
and flowtime objective functions. In [8], the authors propose an algorithm called
Multi-Objective Resource Scheduling Approach—MORSA, which is a combina-
tion between NPGA and NSGA Algorithms. They combine the sorting algorithm
of non-dominated solutions with the process of Niche Sharing to ensure diversity.
In [9], a deadline-based model is proposed which first generates all feasible
scheduling solutions with makespan less than a predefined deadline, and then finds
the best possible solution with the maximum reliability between feasible solutions.
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Ant colony optimization (ACO) is a meta-heuristic alternative for solving the
complicated optimization problems [10]. There are many different kinds of ACO
algorithm, i.e., Ant Colony System (ACS), Max–Min Ant System (MMAS), Rank-
based Ant System (RAS), Fast Ant System (FANT) and Elitist Ant System (EAS).

3 Scheduling Problem and Formulation

Generally grid applications in e-science and e-business falls in the category of
workflow applications modeled by an ordered graph called Directed Acyclic Graph
(DAG). The application can be represented by G (V, E) where set V represents n
number of the subtasks of the application and a set E of edges shows the depen-
dencies among the subtasks. Each and every task is related by directed edge rep-
resenting the communication directions between tasks and precedence constraints
(i.e. data dependency). A directed edge eij [ E indicates the data dependency
constraint exists between the tasks vi and vj. In this model, a task can’t start
executing until all its parents have been completed. The value assigned to the edge
represents the amount of data to be transferred between tasks if they are not exe-
cuting on the same resource. If both parent and offspring tasks processed on a same
resource, the value of communication time between them is considered to be zero.

In any DAG, there is always an input node, ventry as a node with no parent and
an output node, vexit as a node with no offspring. When DAG has several entry or
exit tasks, these tasks are connected to a pseudo entry-task or pseudo exit-task that
has zero load weight and zero capacity edges.

A schedule is a function S: V ? P assigns a task to the processor that executes
it. Let Vðj; sÞ ¼ fijs ið Þ ¼ jg be the set of tasks assigned to processor j.

The completion time of a processor j is calculated as

Cj sð Þ ¼
X

i2vðj;sÞðstij þ wijÞ

where stij denotes the start time of the task i on processor j. The start time of the
entry task is assumed to be zero. Other tasks’ start time can be computed by
considering the completion time of all immediate predecessors of the task. The
communication time, stij is added to the start time, if the dependent tasks are
allocated to different processors. The makespan of a schedule is the time where all
tasks are completed

Cmax ¼ maxjCjðsÞ

Every processor has a constant failure rate, and let kj denote the failure rate of
processor j. The probability that a processor j executes all its tasks successfully is
given by

P j
succðSÞ ¼ e�kjCjðsÞ
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It is assumed that faults are independent, therefore, the probability that schedule
S has finished correctly is

Psucc ¼ e�relðsÞ

The reliability index (rel) is defined by

rel sð Þ ¼
X

j

kjcjðsÞ

Minimizing the objective function rel is equivalent to maximizing the reliability
of the schedule. For solving the task scheduling problem the objectives Cmax and
rel are to be minimized simultaneously.

4 Proposed Algorithm

In this section we are presenting the algorithm for the dependent task scheduling in
Grid environment using Ant Colony Optimization technique, which aims at
achieving high reliability and reducing the makespan. The algorithm consists of
two mechanisms, a ranking mechanism [11], which is a modified version of the
HEFT [2, 12] and a processor assignment mechanism.

Steps for Scheduling Algorithm:

1. Set the computation cost of tasks and communication cost among them.
2. Compute upward RRank value for all tasks by traversing graph, starting

from the exit task using Ranking method ().
3. Sort the task in a scheduling list by non-increasing order of upward rank

value.
4. While there are unscheduled tasks in the list do

Select the first task vi from the list for scheduling
For each processor pm in the processor set pm [ P do

• Calculate the heuristic information (nij)
• Calculate current pheromone trail value Dsij

• Update the pheromone trail matrix
• Calculate the probability matrix
• Select the task with highest probabilities of i and j as the next task vi

to be executed on the resource Pj.
• Remove the task vi from the unscheduled list
• Modify the resource free time

5. For each local solution generated by all ants, find the makespan and
reliability index.

6. Apply the concept of non-dominated sorting on local solutions to find the
globally best solution.
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4.1 Ranking Method ()

Our algorithm has used reliability rank (RRank) attribute to compute priorities of
tasks. The RRank [11] is a rank of a task, from the exit task to itself, and equal to
the sum of average communication costs of edges, average computation costs and
reliability overhead of tasks over all processors. Communication costs between
tasks scheduled on the same processor are assumed zero, and the execution con-
straints are preserved.

The RRank is recursively defined as:

RRank við Þ ¼ wðviÞ þ maxvj2succðviÞ w ei;j

� �
þ RRank vj

� �n o
þ RCvi

where succ(vi), the set of immediate successors of task vi, wðviÞ is the average

computation cost of task vi, and wðei;jÞ is the average communication cost of edge
ei,j. The RCvi is the reliability overhead of task vi and can be computed by

RCvi ¼ ð1�
Ym
n¼1

expf�kPn � wðviÞ=wðpnÞgÞ � w við Þ

The rank is computed recursively by traversing the task graph upward, starting
from the exit task. For the exit task vexit, the rank value is equal to

RRank vexitð Þ ¼ w vexitð Þ þ RCVexit

4.2 Task Assignment Mechanism

In this mechanism, tasks are assigned to the processors in such a way that
makespan is reduced and system reliability is improved. In order to achieve these
goals, we find the best mapping of tasks and processors applying ACO. The ant is
placed at first task in the generated order and that task is mapped on one of the
available resources required by that task. When each of the tasks of the system is
mapped to any specific resource then solution construction for that ant is com-
pleted and a complete and feasible solution is created. Each task is mapped to a
specific resource and preemption is not allowed, that resource is selected based on
probability rule that depends on both pheromone on edges between tasks and
resources and heuristic information that depends on objective functions.

Pij ¼ sa
ijg

b
ij

h i
=
X

sa
ilg

b
il

where s is the value of pheromone on edge between tasks i and resource j and g is
the value of heuristic information, a and b are two constants that represents the
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relative importance of pheromone trail values and heuristic information values that
depends on problem considered.

After each iteration of the algorithm i.e. after all the ants completed their solution
construction, Global pheromone updating rule is performed to increase the value of
pheromone on the edges of the solution that is found to be global best in case of
single objective and Non-dominated solutions in case of multi-objective problem, so
that the probability of edges of the best solution to be traversed by ants in next
iteration of algorithm increases as probability depends on pheromone value also.

4.3 Non-Dominated Sorting

We have used concept of non-dominance. In [13], a sorting technique is proposed
to sort a population into non-dominated fronts, the first non-dominated front is
found and removed from the population, then the second is found from the
remaining members and removed, then the third, and so on, until every member of
the population has been assigned to its proper front.

For a population of individuals with M = 2 objectives, the individual with the
lowest first-objective score must be part of the NDF, since it cannot be dominated
by any other individual. If two or more individuals tie for the lowest first-objective
score, then these solutions must also be compared in the second objective, and the
individual(s) which score(s) best in the second objective are definitely in the
population’s first non-dominated front. The algorithm repeatedly applies this idea
to efficiently find the population’s NDF.

5 Experimental Results and Discussion

In order to assess the effectiveness of the proposed scheduling method, we have
obtained the solutions for random task graph. Random task graph were generated
using the method as proposed in [2]. There are few parameters involved in the
random task graph generation were set with the following values:

• SETN = {20, 40, 60},
• SETCCR = {0.1, 1},
• SETa = {0.2, 0.4},
• SETout_degree = {1, 2, 3, 4, n},
• SETb = {0.1, 0.5, 1.0}

where N is number of nodes (tasks) in the graph, a is shape parameter of the graph.
CCR is the ratio of the average communication cost to the average computation
cost of the application DAG. We have also generated randomly a set of processors,
where k is chosen uniformly in the range [10-3, 10-4].
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The obtained global Pareto solutions using multi-objective ACO and NSGA-II
are as shown in Figs. 1, 2 and 3. The results show that the failure probability of the
random task graph increases in proportion to the size of the application. This is due
to the fact that when the size of an application increases, processors have to be
failure-free for longer periods of time.
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There are many performance metrics proposed in the literature. One of the
performance metrics namely, spacing [14, 15] is used to measure the diversity
among obtained non-dominated solutions. The Generational Distance Metric
(GD) [14, 15] used for measuring the convergence of the obtained non-dominated
solutions. The spacing and GD values for the random task graphs are given in
Table 1. The values confirm that ACO is better for the problem under study.

6 Conclusion

Scheduling is a critical issue for the execution of performance driven Grid
applications. The work presented in the paper focuses on an efficient algorithm for
multi-objective Grid Scheduling by assigning the submitted jobs to appropriate
resources. In multi-objective optimization problem, multiple trade-off pareto
solutions are produced for the maximum satisfaction of user. In this work, we
proposed the use of Ant Colony Optimization algorithm using concept of non-
dominance to solve bi-objective workflow scheduling problems. In our scheduling
problem, we have considered the two major objectives: minimization of makespan
(execution time) and maximization of reliability (to incorporate failure affect of
resources in scheduling decision). But we have formulated the reliability in terms
of minimization of reliability index.

The pareto solutions obtained by multi-objective ACO are compared with the
solutions obtained by NSGA-II and a statistical analysis of their results has been
presented to show the quality of each algorithm on different number of tasks. To
measure the quality of these obtained solutions, we selected two metrics called GD
(Convergence metric) and spacing (Diversity metric). A statistical analysis showed
that multi-objective ACO outperforms NSGA-II in terms of both convergence
towards pareto optimal front and maintaining good spread between solutions.
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An Evaluation of Reliability of a Two-Unit
Degradable Computing System Using
Parametric Non-linear Programming
Approach with Fuzzy Parameters

Kalika Patrai and Indu Uprety

Abstract In this paper, we consider the problem of evaluating system reliability
using Markov modeling approach, in which Times to failure and Times to repair of
the operating units are assumed to follow exponential distribution. For this pur-
pose, a method has been developed to construct a fuzzy set as an estimator for
unknown parameters in the proposed statistical model. Using a-cut approach, the
membership functions of MTTF and Availability are then constructed using Non-
Linear Programming approach. With the proposed approach, explicit closed-form
expressions of the system characteristics are obtained by inverting the interval
limits of a-cuts of membership functions.

Keywords Markov modeling � MTTF � Availability � Fuzzy sets � Non-linear
programming

1 Introduction

A gracefully degradable computing system is one which can demonstrate per-
formance degradation [1]. The meaning of failure/success is hard to determine for
gracefully degradable computing systems as the system can bear multiple faults in
processing elements and/or links and still function with an acceptable performance
degradation [2, 3]. Since the system degrades gracefully over long period, it is
desirable to introduce coverage factors for successful detection of faulty units. If in
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a system, the failures are not successfully detected, located and recovered; then,
this situation is called imperfect coverage [4]. Automatic recovery and reconfig-
uration mechanisms (detection, location, and isolation) play a crucial role in
implementing fault tolerance because an uncovered fault may lead to a system or
subsystem failure even when adequate redundancy exists. A lot of work has been
done in this field by many researchers [5–7], Trivedi [8] considered the concept of
detection and imperfect coverage and their effect on the repairable systems,
whereas Ke et al. [9] used Bayesian approach to predict the performance measures
of a repairable system with detection, imperfect coverage and reboot.

For the purpose of modeling and analysis, most of the classical reliability
assessments are based on the probabilistic Markov models. In these models, the
state space is completely defined, namely, either a failure or a success state and the
failure state probability is calculated based on expected (crisp) values of mean
time to failure/repair, wherein the uncertainties related to mean time to failure/
repair affect the state probabilities [10–13]. Uncertainty is a condition where the
possibility of error exists as a result of having less than total information about
some existing environment. From pragmatic perspective, it is inadequate to rep-
resent the expected values of mean time to failure/repair by crisp numbers because
it is difficult to obtain sufficient data to determine a fairly good distribution for
representing these uncertainties [14, 15]. Similarly, the uncertainty in the failure
occurrences and consequences and the uncertainties arising due to lack of up
gradation of data also form another fundamental issue in reliability analysis. To
deal with the problem of uncertainty and randomness in data, the fuzzy set theory
is often utilized to quantify imprecision and uncertainty by making new
assumptions, such as possibility assumption (possibility distribution), or the fuzzy-
state assumption, in place of the probability assumption (probability distribution),
or the binary-state assumption, respectively [16].

Fuzzy set theory was introduced by Lotfi Zadeh in 1965 to deal quantitatively
with imprecision and uncertainty. It can be described as a body of concepts and
techniques including fuzzy sets, fuzzy logic and fuzzy numbers that gives a form
of mathematical precision to processes that are imprecise and ambiguous by the
standards of classical methods [17]. A number of studies support the usefulness of
fuzzy theory in reliability. In this regard, Wang et al. [18] presents an approach to
predict the system reliability with fuzzy random variables to represent uncer-
tainties. Wu [19] proposes a method to discuss system reliability in which the
functioning probability of each component in the system is assumed as a non-
negative fuzzy number. Some basic concepts of fuzzy set theory and their appli-
cations have been discussed in detail by Klir et al. [20]. Chen’s [21] fuzzy
arithmetic where a triangular fuzzy number represents component reliability
simplified the fuzzy number operations of ‘‘extended algebraic operations’’ and
interval arithmetic. Cai et al. [22] explicitly introduces fuzzy reliability theory and
studies it for k-out-of-n, parallel, parallel-series, series and series-parallel systems.

Further, in the literature described above, the system parameters like, times to
failure, and times to repair are required to follow certain possibility distributions,
or probability distributions with fixed parameters. Parametric probability
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distributions are used mostly in stochastic analyses of reliability of systems, where
they are assumed to be fully known and corresponding properties of the system are
analyzed. However, defining the exact parameter pattern is somewhat difficult and
more subjective/possibilistic in nature, thus revealing uncertainty concerning these
parameter patterns. In fuzzy theory, the grade of a membership function indicates a
subjective degree of preference of a decision maker with a given tolerance [23].
Therefore, the analysis of repairable system in this paper is extended to the fuzzy
environment and fuzzy membership functions are derived for system character-
istics using mathematical programming approach.

2 Reliability Evaluation

2.1 System Modeling

A two-state Markov Model [23] is normally used to define a failure and success
state of system operation. The transition between states is governed by probabi-
listic laws and the transition rates are normally represented by expected (crisp)
values. Markov models are frequently used in reliability and maintainability
analysis where events, such as the failure or repair of a module, can occur at any
point in time. The Markov process can thus easily describe degraded states of
operation, where the item has either partially failed or is in a degraded state where
some functions are performed while others are not [24]. Also, when the coverage
factor (the capacity of failure occurrence detection in a module of a system) is
considered, the Markov model becomes a more suitable modeling approach, since
the covered and uncovered failures of components are supposed to be mutually
exclusive events. Trivedi et al. [25] developed a detailed availability model of the
IBM SIP Application Server cluster by incorporating imperfect coverages for
detection, failover and recovery. A sensitivity analysis of availability was carried
out for important model parameters such as coverage factor and showed that the
unavailability of the system decreases as the coverage factor increases.

To begin with the model, we consider a redundant degradable computing
system with two identical and independent modules. Each module has only two
states: failed or functioning. The time to breakdown for each module follows an
exponential distribution with parameter k. The system has a coverage factor c.
When failure comes to same module, the system immediately takes reconfigura-
tion operation with negligible time, to remove logically the faulty module whereas
other fault free modules continue to do their work if the reconfiguration operation
is performed successfully. The reliability of the system is computed using both the
Markov and fuzzy modeling approaches and the results have been compared with
respect to the effects of failure, repair and coverage factors.
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2.2 Design and Characteristics of the Model

Let Si represents the system state that two active (operational) modules are
available. The system may then have three states: S0, S1, and S2 (Fig. 1). The
system represents the Markovian transition among the system states, where c
represents the system coverage factor, the success probability of a reconfiguration
operation.

The differential equations describing the system shown in Fig. 1 are:

dP2

dt
¼ �2kP2 þ lP1

dP1

dt
¼ �ðkþ lÞP1 þ 2kcP2

dP0

dt
¼ kP1 þ 2kð1� cÞP2

where Pi(t) is the probability of the system being in ith state (i = 0, 1, 2) at time t.
The MTTF. To obtain the reliability behavior of repairable system, the Laplace

transform equations of the above equations can be obtained. Assume that state S0

is systems down state. Let Z be the random variable representing the time to
failure of the system; thus, the reliability function can be expressed as,

RZðtÞ ¼ 1� P0ðtÞ ¼ P1ðtÞ þ P2ðtÞ; t� 0:

The mean time to system failure (MTTF) is obtained using

MTTF ¼
Z1

0

RzðtÞdt ¼ 2kcþ kþ l

2k2 þ 2kl� 2klc

The Steady-State Availability. When one of the two working units fails the
system goes into state S1 and from S1 due to the failure of second unit the system
enters state S0, which is the down state of the system. At this state a failed unit is
repaired with repair rate l and the system again enters state S1. The state transition
diagram of the system is shown in Fig. 2. To investigate the availability behavior
of the system, the steady-state probabilities are:

P0 ¼ kP1 þ 2kð1� cÞP2

ðkþ lÞP1 ¼ 2kcP2

2kP2 ¼ lP1

where Pi is the probability of the system being in ith state (i = 0, 1, 2).

146 K. Patrai and I. Uprety



Then the system availability is given by, A ¼ 1
2P1 þ P2. On solving the steady-

state equations, the expression for availability is obtained as:

A ¼ klþ l2

2k2 þ 2klð2� cÞ þ l2

3 The Fuzzy Approach

In this section, we derive the explicit membership functions for MTTF and
Availability. This approach has been used by several authors for reliability anal-
ysis of repairable systems with imperfect coverage and fuzzy parameters [26–29].

Referring to the applicability of degradable systems, we express the fuzzy sets
in terms of the crisp universal sets as follows:

~k ¼ fðx; g~kðxÞÞ j x 2 Xg
~l ¼ fðy; g~lðyÞÞ j y 2 Yg

Let f(x, y) denote the system characteristic of interest such as MTTF and

availability. The function fð~k; ~lÞ is a fuzzy number as ~k and ~l are fuzzy numbers.

The membership function of the system characteristic fð~k; ~lÞ, using Zadeh’s
extension principle is defined as:

gfð~k;~lÞðzÞ ¼ sup
x2X;y2Y

min g~kðxÞ; g~lðyÞjz ¼ f ðx; yÞ
� �

S2

2λc

2λ(1-c)

λ

μ

S1

S0

Fig. 1 State transition
diagram for the reliability of
a 2-unit repairable system

S2

2λc

2λ(1-c)

λ

μ

S1

S0

μ

Fig. 2 State transition
diagram for the steady-state
availability of a 2-unit
repairable system
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Using this membership functions for MTTF and availability that is g ~MðzÞ and
g~AðzÞ respectively, can be written as:

g ~MðzÞ ¼ sup
x2X;y2Y jx [ 0;y [ 0

min g~kðxÞ; g~lðyÞjz ¼ f ðx; yÞ
� �

ð1Þ

where f ðx; yÞ ¼ 2xyþxþy
2x2þ2xyð1�cÞ

And

g~AðzÞ ¼ sup
x2X;y2Y jx [ 0;y [ 0

min g~kðxÞ; g~lðyÞjz ¼ f ðx; yÞ
� �

ð2Þ

where f ðx; yÞ ¼ xyþy2

2x2þ2xyð2�cÞþy2 :

3.1 Finding Alpha-Cuts Using NLP

In this paper we applied parametric non-linear programs (NLP), a mathematical
programming technique to find out the alpha-cuts of the system characteristic

based on the extension principle. The alpha-cuts ~k and ~l as crisp intervals are as
follows:

kðaÞ ¼ xL
a ; x

U
a

ffi �
¼ min

x2X
xjg~kðxÞ� a
� �

; max
x2X

xjg~kðxÞ� a
� �� �

ð3Þ

lðaÞ ¼ yL
a ; y

U
a

ffi �
¼ min

y2Y
yjg~lðyÞ� a
� �

; max
y2Y

yjg~lðyÞ� a
� �� �

ð4Þ

The bounds of these intervals can be described as functions of a as:

xL
a ¼ min g�1

~k
ðaÞ; xU

a ¼ max g�1
~k
ðaÞ; yL

a ¼ min g�1
~l ðaÞ

and yU
a ¼ max g�1

~l ðaÞ:

Therefore, the a-cuts of ~M and ~A are used to construct their membership
functions respectively because the membership functions defined in (1) and (2) are
parameterized by a.

Using Zadeh’s [30] extension principle g ~MðzÞ as well as g~AðzÞ are the minimum
of g~kðzÞ and g~lðzÞ. To derive the membership function g ~MðzÞ, at least one of the
following cases must hold such that,

Z ¼ 2kcþ kþ l

2k2 þ 2kl� 2klc
satisfies g ~MðzÞ ¼ a:

Case (i): ðg~kðzÞ ¼ a; g~lðzÞ� aÞ
Case (ii): ðg~kðzÞ� a; g~lðzÞ ¼ aÞ
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The lower and upper bounds of the a-cuts of g ~MðzÞ using parametric NLP for
Case (i) and (ii) respectively, are:

ML1
a ¼ min

x2X;y2Y jx [ 0;y [ 0

2xcþ xþ y

2x2 þ 2xy� 2xyc

� 	
ð5Þ

MU1
a ¼ max

x2X;y2Y jx [ 0;y [ 0

2xcþ xþ y

2x2 þ 2xy� 2xyc

� 	
ð6Þ

ML2
a ¼ min

x2X;y2Y jx [ 0;y [ 0

2xcþ xþ y

2x2 þ 2xy� 2xyc

� 	
ð7Þ

MU2
a ¼ max

x2X;y2Y jx [ 0;y [ 0

2xcþ xþ y

2x2 þ 2xy� 2xyc

� 	
ð8Þ

From the definitions of k(a) and l(a) in (3, 4), x 2 k að Þ and y 2 l að Þ can be
replaced by x 2 xL

a ; x
U
a

ffi �
and y 2 yL

a ; y
U
a

ffi �
, respectively. Since the a-cuts form a

nested structure with respect to a, for given 0 \ a2 \ a1 \ 1 we have,

xL
a1
; xU

a1

h i
� xL

a2
; xU

a2

h i
and yL

a1
; yU

a1

h i
� yL

a2
; yU

a2

h i
:

Thus the lower bounds in both the cases, i.e. (5) and (7) have the same smallest
element and the upper bounds in both the cases, i.e. (6) and (8) have the same
largest element. The lower and upper bounds of M are as follows:

ML
a ¼ min

x2X;y2Y jx [ 0;y [ 0

2xcþ xþ y

2x2 þ 2xy� 2xyc

� 	
;

suct that xL
a � x� xU

a and yL
a � y� yU

a

ð9Þ

MU
a ¼ max

x2X;y2Y jx [ 0;y [ 0

2xcþ xþ y

2x2 þ 2xy� 2xyc

� 	
;

suct that xL
a � x� xU

a and yL
a � y� yU

a

ð10Þ

At least one of x and y must hit the boundaries of their a-cuts satisfying that
g ~MðzÞ ¼ a. The a-cuts of T are represented by the crisp intervals ½ML

a ;M
U
a ffi

obtained from (9) and (10). By applying the results of Zimmermann [27], Kauf-
mann [31], and convexity properties to ~M, we have ML

a1
�ML

a2
and ML

a1
�ML

a2
,

where 0 \ a2 \ a1 \ 1. If both the bounds ML
a and MU

a in (9), and (10) are
invertible with respect to a, then a left-shape function L(z) and a right-shape

function R(z) are defined as LðzÞ ¼ ML
a


 ��1
and R(z) ¼ MU

a


 ��1
.

Thus the membership function g ~MðzÞ is constructed as:

g ~MðzÞ ¼
LðzÞ; ML

a¼0� z�ML
a¼1;

1; ML
a¼1� z�MU

a¼1;
RðzÞ; MU

a¼1� z�MU
a¼0

8<
:
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In most the cases a closed form of the membership function of M cannot be
obtained because the lower and upper bounds of M i.e.; ML

a and MU
a cannot be

obtained analytically. However, an approximation to the shapes of L(z) and R(z)
can be made by collecting the numerical solutions of ML

a and MU
a at different

possibility levels of a and hence the shape of g ~MðzÞ is obtained by the set of
intervals fðML

a ;M
U
a Þja 2 ½0; 1ffig.

3.2 Numerical Example

Consider a degradable system with two-units. Assume that the failure rate of each

unit is a fuzzy number ~k and repair times are exponentially distributed with a fuzzy
parameter ~l. A fault is covered with probability c, and is not covered with
probability 1-c. This system can be described by the model given in Fig. 1. Using
the proposed approach the fuzzy system characteristics can be constructed.

The Fuzzy MTTF. For the system in Fig. 1, the failure and repair rates are
assumed to be triangular fuzzy numbers, represented as:

~k ¼ ½0:1; 0:2; 0:3ffi
~l ¼ ½0; 0:5; 1:0ffi

Taking coverage factor c = 0.9, the a-cuts of ~k are constructed as,

xL
a ; x

U
a

ffi �
¼ 0:1þ 0:1a; 0:3� 0:1a½ ffi

yL
a ; y

U
a

ffi �
¼ 0:5a; 1� 0:5a½ ffi

The MTTF attains it’s minimum value when x ¼ xU
a and y ¼ yL

a ; and attains it’s
maximum value for x ¼ xL

a and y ¼ yU
a . Thus the a-cuts of ~M are:

ML
a ¼

84þ 22a
18� 9aþ a2

; and MU
a ¼

128� 22a
4þ 5aþ a2

Since the inverse functions of ML
a and MU

a exists, the membership function is
obtained as:

g ~MðzÞ ¼

ð22þ9zÞ�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
9z2þ732zþ484
p

2z ; 84
18 � z� 106

10

1; z ¼ 106
10

�ð22þ5zÞþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
9z2þ732zþ484
p

2z ; 106
10 � z� 128

4

8><
>:

and is shown in Fig. 3. The overall shape of the membership function turns out as
expected. The crisp intervals for the failure-rate, the repair rate and the fuzzy
MTTF at different levels of a are presented in Table 1.

The Fuzzy Availability. The membership function for the steady-state avail-
ability of the system given in Fig. 2 obtained by applying the proposed approach
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and is shown in Fig. 4. The crisp intervals for fuzzy availability at different levels
of a are given in Table 1.

0 5 10 15 20 25 30 35
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MTTF

A
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-c

ut

Fig. 3 The membership
function for fuzzy MTTF

Table 1 a-cuts of failure, repair rate, fuzzy MTTF and fuzzy availability

a kL
a kU

a lL
a lU

a ML
a MU

a AL
a AU

a

0.0 0.1 0.3 0.0 1.00 4.6667 32.0000 0.0000 0.8871
0.1 0.11 0.29 0.05 0.95 5.0380 27.8936 0.0839 0.8707
0.2 0.12 0.28 0.10 0.90 5.4433 24.5238 0.1664 0.8528
0.3 0.13 0.27 0.15 0.85 5.8869 21.7174 0.2448 0.8335
0.4 0.14 0.26 0.20 0.80 6.3736 19.3506 0.3177 0.8124
0.5 0.15 0.25 0.25 0.75 6.9091 17.3333 0.3846 0.7895
0.6 0.16 0.24 0.30 0.70 7.5000 15.5978 0.4455 0.7643
0.7 0.17 0.23 0.35 0.65 8.1542 14.0926 0.5007 0.7368
0.8 0.18 0.22 0.40 0.60 8.8811 12.7778 0.5506 0.7064
0.9 0.19 0.21 0.45 0.55 9.6919 11.6219 0.5957 0.6732
1.0 0.20 0.20 0.50 0.50 10.6000 10.6000 0.6364 0.6364
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Fig. 4 The membership
function for fuzzy availability
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4 Results and Discussion

The a-cuts of the failure rate, repair rate, MTTF and availability of a two-unit
degradable system are obtained and given in Table 1. The graphs of traditional
MTTF for the system given in Fig. 1 and steady-state availability for the system
given in Fig. 2 for various repair rates are shown in Figs. 5 and 6 respectively for
the coverage factor c = 0.9. It shows that if the traditional approach is used to find
the MTTF and the availability for the above stated system, it will be 14.9865 and
0.7698 respectively for k = 0.2, l = 0.9 and c = 0.9. However, if fuzzy param-
eters are used the MTTF ranges from 4.6667 to 32 and the availability ranges from
0 to 0.8871. The range for fuzzy MTTF ~M indicates that though the MTTF is
fuzzy, its values cannot fall below 4.6667 or exceed 32.000 and the most possible
value for the MTTF is 10.600 which is at a = 1. From Table 1 the intervals of
failure and repair rates are kL

a ¼ 0:14; kU
a ¼ 0:26; lL

a ¼ 0:20 and lU
a ¼ 0:80

respectively at a = 0.4. This indicates that if the repair rates can be controlled in
the range [0.25, 0.75] time units, the system can get the required availability
ranging from 0.3177 to 0.8124.
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5 Conclusion

The fuzzy approach provides more effective, realistic and flexible measures as
compared with the traditional approach based on crisp parameter values. This
paper applies Zadeh’s extension principle and the concepts of a-cuts to a two-unit
degradable repairable system with coverage factor and using NLP models, the
membership functions for the system characteristics are constructed. The proposed
approach finds the explicit closed-form expressions for system characteristics by
inverting the interval limits corresponding to the a-cuts of the membership func-
tions. However, if the membership function intervals cannot be inverted explicitly
to obtain the closed-form expressions of the system characteristics, the numerical
solutions at different possibility levels can be collected to approximate the shapes
of the membership functions.
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An Inventory Model with Time Dependent
Demand Under Inflation and Trade
Credits

Yogendra Kumar Rajoria, Seema Saini and S. R. Singh

Abstract The traditional inventory model assumes that a retailer accepts the offer
of delay in payments since he does not have the capital with him. Even when he
has to make the payments at the end of credit limit, he takes a loan to pay off the
supplier. The model focuses on commodities having quadratic demand with trade
credit policies. The commodities considered in this model are perishable stock
whose deterioration starts immediately as soon as you store the items. We have
considered all the factors which one retailer must kept in mind deciding his
inventory level, the concept of inflation and time value of money is also
considered.

Keywords Quadratic demand � Inflation and time value of money

1 Introduction

Inventory is spread throughout the supply chain from raw materials to semi-
finished and final products that suppliers, manufacturers, distributors and retailers
hold. Implementation of a good inventory management policy is highly effective in
reducing the inventory costs. In this study, the problem of determining the optimal
replenishment policy for deteriorating items with both constant and stock-
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dependent demands is considered. Here shortages are allowed without backlogging
with inflationary environment. The model considered in the problem is one in
which items considered are deteriorating items with constant rate of deterioration,
but these deteriorating items like fruits and vegetables are having time dependent
demand rate which means that with passage of time their demand increases rap-
idly. We have also considered the concept of permissible delay, although this
concept is not new but most of the earlier papers don’t consider this. This help’s
big retailer in reducing their inventory cost. Thus, in this chapter, we have con-
sidered most of the factors which can affect the total inventory cost. Some latest
works to the relevant area are summarized here [1]. Presented an inventory model
for deteriorating items with partial backlogging under inflation [2]. Investigated an
inventory model for deteriorating item with two types of retailers [3]. Formulated
an optimal selling price and lot size with time varying deterioration and partial
backlogging [4]. Presented a supply chain model for perishable items with ramp
type demand rate [5]. Obtained an optimal price and lot size determination for a
perishable product under conditions of finite production, partial backordering and
lost sale [6]. Studied an optimal replenishment policy for life time inventory with
partial backlogging [7]. Presented reserve money for an EOQ model in an infla-
tionary environment under supplier credits [8]. Formulated perishable inventory
model with quadratic demand partial backlogging and permissible delay in pay-
ments [9]. Supply chain inventory model with price-dependent consumption rate
with ameliorating and deteriorating items and two levels of storage [10]. Studied
inventory policy for an item with inflation induced purchasing price, selling price
and demand with immediate part payment.

2 Assumptions and Notations

In developing the mathematical model of the inventory system the following
assumptions are made:

1. Shortages are allowed.
2. Time value of money and inflation both are considered.
3. Replenishment occurs instantaneously at an infinite rate.
4. The deteriorated units are not repaired or replaced.
5. Interest paid is more than interest earned.
6. A single item is held in stock.
7. The item deteriorates with a fixed rate #.

In addition, the following notations are used:

f Inflation rate
i Inventory carrying rate
A Ordering cost of inventory, Rupees/order
S Period with shortage

156 Y. K. Rajoria et al.



T Length of inventory cycle, time units
T1 Length of period with positive stock of the items
h Rate of deterioration per unit time
ip Ip - r
r Discount rate representing the time value of money
Ip Nominal interest paid per Rupees per unit time at time
a ? bt ? kt2 Time dependent demand where a, b and k are constant
ie Ie - r
Ie Nominal interest at time t = 0
Ie(t) Rate of interest earned at time t Rupees per Rupee per unit time
Ip(t) Interest rate paid at time t Rupees per Rupee per unit time
IT
i Total interest earned per cycle with inflation

M Permissible delay in payments permitted in settling the account
PT

i Interest paid per cycle under the effect of inflation
c Unit cost of per item at time t = 0, Rupees/unit
C0

b Present value of the inflated backorder cost cb0 Rupees/unit
CD

i Total cost of deterioration per cycle with inflation
CH

i Total holding cost per cycle with inflation
DT Amount of materials deterioration during a cycle time, T

3 Mathematical Formulation of the Model

In this model quadratic demand pattern is considered with constant rate of dete-
rioration. Depletion of the inventory occurs due to demand (supply) as well as due
to deterioration which occurs only when there is inventory i.e. during the period [0,
T1]. For this period inventory at any time is given by:

I0ðtÞ þ hIðtÞ ¼ � aþ bt þ kt2
� �

0 � t � T1 ð1Þ

At t = 0, I = I0, initial inventory

IðtÞeht ¼ I0 þ
a

h
� b

h2 þ
2k

h3 �
aeht

h
� bteht

h
þ beht

h2 þ
k

h3 h2t2 � 2ht þ 2
ffi �

ð2Þ

At, t = T1, we have I (T1) = 0, (Fig. 1)

I0 ¼
a

h
ehT1 � 1
ffi �

þ b

h2 hT1 � 1ð ÞehT1 þ 1
ffi �

þ K

h2 h2T2
1 � 2hT1 þ 2

� �
ehT1 � 2

ffi �

¼ Q� b0

where b0 being the maximum backorder (shortage) level permitted. Substituting
the value of I0 in Eq. (2), we get
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IðtÞ ¼ a

h
eh T1�tð Þ � 1
h i

þ b

h2 hT1 þ 1ð Þeh T1�tð Þ
h

� ht þ 1�

þ k

h3 h2T2
1 � 2hT1 þ 2

� �
eh T1�tð Þ � ht2 þ ht � 2�

h ð3Þ

And I (t) = 0 when T1 B t B T. Total demand during T1 is
Rt1
0

d aþ bt þ kt2ð Þdt:

Thus it can easily seen that the amount of items deteriorates during one cycle is
given

DT ¼ I0 �
ZT1

0

ðaþ bt þ kt2Þ dt ð4Þ

For inflation rate f, the continuous time inflation factor for the time period is eft

which means that item costing Rupees c at time t = 0 will cost ceft at time t, for a
discount rate r, representing the time value of money, the present value of an
amount at time t, is ce-rt. Hence, the present value of the inflated price of an item
at time t = 0, cefte-rt is given by

c0 ¼ ceðf�rÞt ¼ ceRt; where R ¼ f � r ð5Þ

In this cost c is inflated by the net inflation factor R. Thus R is the present value
of the inflation rate similarly, the present value of the inflated backorder cost cb, C0

b

is given by

Cb
0 ¼ cbeðf�rÞt ¼ cbeRt ð6Þ

which gives a backorder cost anytime t under the effect of inflation

Fig. 1 Depletion of the
inventory
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3.1 The Inflation Model

There are two distinct cases in the type of inventory system.

1. Payment at on before the total depletion of inventory
2. After-depletion payment

Case 1

In this situation credit period expires on or before the depleted completely to
zero. Therefore total variable cost is given by the sum of ordering cost, carrying
cost, backorder cost, deterioration cost and interest paid minus interest earned.

1. As the ordering is made at time t = 0, therefore it is not affected by inflation.
Hence ordering cost is fixed as Rupees A per order.

2. I0 ¼ a
h ehT1 � 1
ffi �

þ b
h2 hT1 � 1ð ÞehT1 þ 1
ffi �

þ K
h2 h2T2

1 � 2hT1 þ 2
� �

ehT1 � 2
ffi �

;

The value of this inventory at time t = 0, is cI0.

The present value of the items sold is
R T1

0 c0ðaþ bt þ kt2Þdt. Hence the cost of
deterioration per cycle time T under inflation, CD

i is given

Ci
D ¼ cI0 �

Z T1

0
c0ðaþ bt þ kt2Þdt ¼ ca

h
ehT1 � 1
ffi �

þ cb

h2 ðhT1 � 1ÞehT1 þ 1
ffi �

þ ck

h3 h2T2
1 � 2hT1 þ 2

� �
ehT1 � 2

ffi �
� ca

eRT1 � 1
R

� �

� cb

R2
RT1eRT1 � eRT1 þ 1
ffi �

� kc

R3
R2T2

1 eRT1 � 2RT1eRT1 � 2eRT1 � 2
ffi �

ð7Þ

3. The holding cost under inflation is given by

Ci
H ¼ i

Z T1

0
c0IðtÞe�Rtdt

¼ ica

h
eRT1 � ehT1

R� h

� �
� eRT1 � 1

R

� �� 	
þ icb

h2

hT1 � 1ð Þ eRT1 � ehT1

R� h

� �

� 1
R2
ðRhT1 � R� hÞeRT1 þ Rþ h
� �

2
6664

3
7775

þ ick

h3

h2T2
1 � 2hT1 þ 2

� � eRT1 � ehT1

R� #

� �
� h2

R3
R2T2

1 � 2RT1 þ 2
� �

eRT1 � 2

 �

þ 2h
R2

RT1 � 1ð ÞeRT1 þ 1

 �

2
6664

3
7775

� 2
ick

h3

eRT1 � 1
R

� �

ð8Þ
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4. The interest payable rate at time t is ceIpt - 1) Rupees. per Rupee, the present
value of c at t = 0 of interest payable at time is IpðtÞ ¼ ðeIpt � 1Þe�rt Rupees
per rupee. Therefore the interest payable per cycle for the inventory not sold
after the due date M is given by

pi
T ¼

Z T

M
cIpðtÞIðtÞdt ¼

Z T1

M
cIpðtÞIðtÞdt

¼ ck

h3 h2T2
1 � 2hT1 þ 2

ffi �
ehT1 þ eðip�hÞT1 � eðip�hÞM

ip � h

� 	
þ e�ðrþhÞT1 � e�ðr�hÞM

r þ h

� 	

þ ca

h

e#T1
eðip�hÞT1 � eðip�hÞT1

ip � h

� �
þ e�ðrþhÞT1 � e�ðrþhÞM

ðr þ hÞ

� �� 

� eipT1 � eipM

ip

� �
� e�rT1 � e�rM

r

� �

2
6664

3
7775

þ bc

h2

h
eipT1 � eipM

i2
p

 !
� e�rT1 � e�rM

r2

� �( )

þ eipT1 � eipM

ip

� �
þ e�rT1 � e�rM

r

� �

2
66664

3
77775

þ cb

h2

ðhT1 � 1ð ÞehT1
eðip�hÞT1 � eðip�hÞT1

ip � h

� �
þ e�ðrþhÞT1 � e�ðrþhÞM

ðr þ hÞ

� �� 

� h
T1eipT1 �MeipM

ip

� �
þ T1e�rT1 �Me�rM

r

� �� 

2
6664

3
7775

� ck

h
T2

1 eipT1 �M2eipM

ip

� �
� 2

T1eipT1 �MeipM

i2
p

 !" #

� ck

h

2
eipT1 � eipM

i3
p

 !
þ T2

1 e�rT1 �M2e�rM

r

� �

� 2
T1e�rT1 �Me�rM

r2

� �
þ 2

e�rT1 � e�rM

r3

� �

2
66664

3
77775

þ ck

h2

T1eipT1 �MeipM

ip

� �
� eipT1 � eipM

i2
p

 !

þ T1e�rT1 �Me�rM

r

� �
þ e�rT1 � e�rM

r2

� �

2
66664

3
77775

� 2ck

h3

eipT1 � eipM

ip

� �
� e�rT1 � e�rM

r

� �� 	

ð9Þ

5. The present value of the interest earned at time t, Ie(t) is eIeðtÞ � 1
� �

e�rt, con-
sidering inflated unit cost at time t as ceRt, the interest earned per cycle, IT

i , is
the interest earned during the positive inventory, and it is given by

160 Y. K. Rajoria et al.



Ii
T ¼

Z T1

0
c0IeðtÞ½aþ bt þ kt2�tdt

¼ ca
TieðRþieÞT1

Rþ ie
� eðRþieÞT1

ðRþ ieÞ2
þ 1

ðRþ ieÞ2
� T1eðR�rÞT1

R� r
þ eðR�rÞT1

ðR� rÞ2
� 1

ðR� rÞ2

" #

þ cb
T2

1 eðRþieÞT1

Rþ ie
� 2T1

eðRþieÞT1

ðRþ ieÞ2
þ 2eðRþieÞT1

ðRþ ieÞ3
� 2

ðRþ ieÞ3

"

� T2
1 eðR�rÞT1

ðR� rÞ2
þ 2T1eðR�rÞT1

ðR� rÞ2
� 2eðR�rÞT1

ðR� rÞ3
þ 2

ðR� rÞ3

#

þ kc
T3

1 eðRþieÞT1

Rþ ie
� 3T2

1 eðRþieÞT1

ðRþ ieÞ2
þ 6T1eðRþieÞT1

ðRþ ieÞ3
� 6eðRþieÞT

ðRþ ieÞ4

"

� 6T1eðR�rÞT1

ðR� rÞ3
þ 6eðR�rÞT1

ðR� rÞ4
� 6

ðR� rÞ4

#

ð10Þ

6. The back order cost per cycle under inflation, CB
i given by

Ci
B ¼

Z T�T1

0
c0btðaþ bt þ kt2Þdt Since backorder starts at t ¼ T1

¼ cbaeRT1

R2
RT � RT1 � 1ð ÞeRðT�T1Þ þ 1

h i

þ bcb
ðT � T1Þ2eRT

R

" #
� 2ðT � T1ÞeRT

R2

� 	
þ 2 eRT � eRT1½ �

R3

� 	" #
� kcbd

6ðeRT � eRT1Þ
R4

� 	

þ kcbd
ðT � T1Þ3eRT

R

" #
� kcb

3ðT � T1Þ2eRT

R2

" #
þ kcbd

6ðT � T1ÞeRT

R3

� 	

ð11Þ

The total variable cost per cycle CVT, is defined as

CVTðT1; TÞ ¼ Aþ Ci
D þ Ci

H þ Pi
T � Ii

T þ Ci
B ð12Þ

Substituting the values Eq. (12) we have CVT in terms of T1 and T.
As inflation and time value of money is considered in each cycle of replen-

ishment, Thus we consider the effect over the time horizon, NT suppose there N
complete cycles during a year. The total cost during a year is given by.

CT ¼ CVT � 1þ eRT þ e2RT þ e2RT þ eðN�2ÞRT
n o

¼ CVT �
1� eNRT

1� eRT

� 	
ð13Þ
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The values of T and T1 which minimize may be obtained by simultaneously
solving

oCTðT1; TÞ
oT

¼ 0 and
oCTðT; T1Þ

oT
¼ 0

oCT

oT
¼ oCVT

oT
� 1� eNRT

1� eRT

� �
þ CVT �

o

oT

1� eNRT

1� eRT

� �

o

oT

1� eNRT

1� eRT

� �
¼ ð1� eNRTÞNR

ð1� eRTÞ2

ð14Þ

oCVT

oT
¼ acbðT � T1ÞeRT þ bcbðT � T1Þ2eRT þ kcbðT � T1Þ3eRT ¼ s

oCT

oT
¼ s

1� eNRT

1� eRT

� �
þ ð1� eNRTÞNR

ð1� eRTÞ2
CVTðT; T1Þ ¼ 0

ð15Þ

In which CVT (T1, T) is expressed in known quantities from Eq. (12) similarly

oCT

oT1
¼ 1� eNRT

1� eRT

� �
oCVT

oT1
¼ 0 ð16Þ

Equations (15) and (16) can be used to obtain optimal solution.

3.2 Optimal Solutions

By direct search approach it can be shown that given by (12) is convex in feasible
domain of T and T1. Therefore the optimum value of T and T1 minimizing CT can
be obtained by simultaneously solving equations oCT

oT1
¼ 0 and oCT

oT ¼ 0. The

expression for the total cost involves higher order exponential terms, it is not easy
to evaluate the Hessians in closed form, to conclude about its positive definiteness
directly, and thus it is not trivial to see whether the total cost function is convex.
By solving these equations we can decide our initial inventory level with allowable
shortages so that to minimize the total inventory cost.

Case 2 T1 \ M (i.e., after depletion payment)
The deterioration cost CD

i , carrying cost, CH
i and the backorder cost CB

i per
cycle are the same as in the Eqs. (7), (8) and (11) respectively. The interest paid
PT

i per cycle is equal to zero when T1 \ M because the supplier can pay in full at
the end of permissible delay, M. The interest earned per cycle is the interest earned
during the positive inventory period plus the interest earned from the cash invested
during the time period (T1, M) after the inventory is exhausted at time IT

i , it is
given by
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Ii
T ¼

Z T

0
coIeðtÞtðaþ bt þ kt2Þdt þ ðeieðM�T1Þ � 1Þ

ZT1

0

c0tðaþ bt þ kt2Þdt
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TieðRþieÞT1
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� eðRþieÞT1
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� 2eðR�rÞT1

ðR� rÞ3
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þ 6T1eðRþieÞT1

ðRþ ieÞ3
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3T2
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ðR� rÞ2
� 6T1eðR�rÞT1

ðR� rÞ3
þ 6eðR�rÞT1

ðR� rÞ4
� 6

ðR� rÞ4

#

þ ðeieðM�T1Þ � 1Þ
ac

T1eRT1

R
� eRT1 � 1

R2

� �� �

þ cb
T2

1 eRT1

R
� 2T1eRT1

R2
þ 2ðeRT1 � 1Þ

R3

� �

2
6664

3
7775

þ ðeieðM�T1Þ � 1Þck
T3

1 eRT1

R
� 3T2

1 eRT1

R2
þ 6T1eRT1

R3
þ 6ðeRT1 � 1Þ

R4

� �

ð17Þ

Incorporating the modification of IT
i in Eq. (17) and PT

i = 0 into Eq. (12)
because of the changes in assumption for Case 2, value in equation has changed
from that in equation. The solution structure for the total annual cost remains the
same as in previous case.

4 Numerical Illustration

Based on the previous published research work in the standard journals we con-
sider the following data in appropriate units. Taking a = 100, b = 1, k = 0.5,
T = 6, R = 0.05, T1 = 5, we obtain the Table 1, which shows the effect of
increasing permissible delay on variable and total cost.

Some observations based on the applications are as follows:

1. This model is helpful in determining the optimal ordering quantity by the
purchaser for items having quadratic demand.

2. This model is helpful in study of inventory of perishable items.
3. The inflation which is effecting most of the economies of the world has been

consider in this paper.
4. If we put k = 0, the above model changes to linear demand model.
5. If we put K and b both equal to zero the given model is converted to constant

demand model.
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5 Conclusion

This model will be helpful for purchaser in deciding the optimal order quantity in
which demand is increasing rapidly with time with allowable shortages under the
effect of inflation. We have considered two cases with respect to depletion time T1

which is either greater than or less than equal to permissible delay. Thus, this
model will help inventory managers in deciding their stock of inventory for per-
ishable items with time dependent demand rate. This model can also be converted
to linear demand pattern, plus we can also use this model for constant demand.
This model although prepared for retailers but can be used by both suppliers and
retailers. This model can be further extended for items having ramp type demand
and even for some probabilistic demand pattern. The study can be extended for
items having time dependent deterioration.
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Digital Image Processing Method
for the Analysis of Cholelithiasis

Neha Mehta, S. V. A. V. Prasad and Leena Arya

Abstract The occurrence of Cholelithiasis is the commonest biliary disease to be
reported in India. Our research is aimed to assess the potential association between
the gallbladder stone and the blood analysis through a cohort study. An attempt is
also made to illustrate the importance of image enhancement technique by grey
level mapping in digital image processing for the better analysis of biliary system
and its related complications.

Keywords Cholelithiasis � Image enhancement technique � Grey level mapping

1 Introduction

Gallstone diseases are one of the most common biliary diseases and there has been
a great progress in understanding the gallstones. The historical background of
Cholelithiasis has been made for easy classification of Gallstones [1]. According to
Japanese classification of Gallstones, the Gallstones are widely of two types: One
is the Cholesterol stone, which is further classified as the Pure Cholesterol stone,
the Combination stone and the Mixed stone. Second is the Pigment stone, which is
further classified as the Black stone and the Calcium Bilirubinate stone. The
division line between Cholesterol and the pigment stones depends upon the
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proportion of Cholesterol. If it is equal to or more than 70 % then the stone will be
designated as Cholesterol stone; otherwise it is pigment stone with calcium bi-
lirubinate as its principal constituent. The purpose of this study is to investigate the
variation of chemical factors of the patients during the pathogenesis of Gallbladder
and Kidney Calculus. Moreover the Gallstones can be classified as Primary stones
and the Secondary stones [1]. If the stone is viewed in its original site, it is called
as Primary stone and if it has migrated from its original site, it is called as
Secondary stone. The common manifestation faced to Gallstones includes biliary
pain, gallbladder inflammation, pancreatitis, and even bile duct obstruction [2].

The remainder of this paper is organized as follows: In Sect. 2, we have described
the Ultrasonography for gallstones. The Sect. 3 is composed of laboratorial Analysis
for the Risk Investigation from the dataset that we have chosen for our research
background. In Sect. 4, we have stated the Research dataset and methodology. In
Sect. 5, the Digital Image Processing technique for Image Enhancement is dis-
cussed. In Sect. 6, we have shown the outline of the proposed algorithm. Finally,
conclusions and future directions for research are explained in Sect. 7.

2 Ultrasonography for Gallstones

Ultrasonography is a widely used non invasive and non reactive technique for real
time imaging, as a current trend in biomedical and industrial applications [3]. The
system consists of a beam former part called as transducer, which generates the
ultrasonic sound waves at the time of transmission and detects them at the time of
reception. However, the typical working frequency of the sound waves depends
particularly on the material to be investigated by the ultrasound. These signals are
detected by the electronic part of the system, conditioned, acquired, processed and
finally displayed in an appropriate format. The Gallstones are viewed as opacities
having a distal shadow with high specific gravity [2].

3 Laboratorial Analysis for the Risk Investigation

The laboratorial analysis of Gallstones includes the tests related to Biochemistry,
Hematology and Serology. This analysis allows the clinicians to investigate the
risk factors associated with the formation of stone and its anatomical risks. The
biochemical analysis is important to discover the underlying risk factors of stone
formation and preventing its recurrence. The part of hematology analyzes the
blood for its related disorders like bleeding disorders such as hemophilia, lym-
phoma and leukemia. We have categorized the Total Leukocyte Count (TLC) of
the patients in order to measure the percentage of each type of white blood cell
(WBC) present in the blood. However, the study of Serology helps to identify the
antibodies present in the serum.
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4 Research Dataset and Methodology

Our test data consisted of a group of ten patients who have been selected on
random basis and they underwent complete physical examination along with
biochemical analysis of blood giving out the results in terms of Hematology,
Biochemistry and Serology. Table 1 shows the Hematology record of the patients
in which we have calculated the mean TLC and categorized them according to five
types of White Blood Cells, namely Neutrophils, Lymphocytes, Monocytes,
Eosinophils, and Basophils. Along with the blood analysis, the patients were also
undergone with Ultrasonography to detect the anatomical location of the stone.
Patient’s ultrasound status, designated as USG Report was also classified
according to different anatomical structures and the results are shown in Table 2.

5 Digital Image Processing for Image Enhancement

Image Enhancement is one of the techniques of digital image processing having great
significance in the part of medical electronics [4, 5]. The technique of Image
enhancement satisfies the aim of improving the interpretation and perception of
information present in the images. The techniques of image enhancement are broadly
classified as spatial domain methods and frequency domain methods [6]. In spatial
domain methods, the processing refers to the plane of the image itself and manipulation
of each pixel in an image. The spatial domain operations include spatial filtering of the
image and the intensity transformation. In spatial filtering, the operations are per-
formed at the neighborhood level of each pixel. The Spatial filtering operations include
sharpening of the image, Noise reduction and enhancement of the edges.

5.1 Grey Level Mapping

We are working on the grey level mapping of the image, which is one of the type
of intensity transformation in spatial domain operations. It is applied to get the

Table 1 Classification of the hematology record of the test samples

Classification Approx. %
in adults

Normal
diameter

Normal
range

Mean of the true
value of patients

No. of patients in
normal range

Total
leukocyte
count

– – 4,000–11,000 9,160 7 out of 10

Neutrophils 62 10–12 40–75 74.6 5 out of 10
Lymphocytes 30 12–15 20–45 21.9 6 out of 10
Eosinophils 2.3 10–12 01–06 03.4 9 out of 10
Basophils 0.4 12–15 0–0 0.0 10 out of 10
Monocytes 5.3 12–20 02–10 0.1 0 out of 10
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detail resolution of the tissue patterns for easy pattern analysis and recognition. It
also helps to differentiate between the speckle and the tissue patterns on the basis
of image intensity to indicate the disease effectively. However, the process of point
processing is sometimes also called as pixel processing in the grey scale image. It
intends to alter the grey levels at the spatial location of the pixels resulting into
new grey scale levels. Finally, the grey levels of the image can be compared
among the output image grey levels.

5.2 Grey Level Adjustment

Grey level adjustment is done by using thresholding, in which the object pixel is
given a value of ‘‘1’’ and a background pixel with ‘‘0’’ [5]. The process makes the
use of threshold filter to set the grey scale images into high contrast black and
white images in order to differentiate between the areas of interest. The analysis of
grey level adjustment can be easily done by using histograms and allows visual-
izing the pixels of each value and minor components.

6 Proposed Algorithm

Since the images of the ultrasound have typical ranges of luminance therefore it
requires some processing for better visualization and understanding. In order to
visualize the dynamic range image and to preserve the subjective perception of an
image, an algorithm to map the visualized original range values of any image is
given as follows.

Step 1: To compute the brightness factor of the image. The brightness factor will
be in terms of the range [Bfmin, Bfmax]input and [Bfmin, Bfmax]output.

Step 2: Represent the grey level image as U [M 9 N]

U ½M� N� ¼ u i; jð Þf g

i ¼ 1; 2; . . .;M; j ¼ 1; 2; . . .;N

Step 3: Compute the luminance in terms of L (cd/m2).
Step 4: Divide the image into two parts—the stone and the rest of the background

image, naming them as the two segments of interest.
Step 5: Set the threshold level without changing the data based pixel values.
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Step 6: Implement grey level adjustment method.
Step 7: Compare the grey level histogram of the input image and that of the output

image.
Step 8: Finally analyze the stone.

7 Conclusion

The present synthesis provides the comprehensive assessment of the patients
having Cholelithiasis, selecting some patients at a random. The association
between the gallstones and the Hematology is strong. However, the casual rela-
tionship between Biochemistry and Serology factors is under study.

For future work we are working on the Grey Level Mapping technique of image
enhancement, for better understanding the complexities of deep grey scale ultra-
sound images of the anatomical features. It is a commonly used procedure of
image enhancement by changing its intensity levels via different levels of mapping
and the better results are expected.
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Theoretical Study on Vibration of Skew
Plate Under Thermal Condition

Anupam Khanna and Pratibha Arora

Abstract The present study represents a computational prediction for the effect of
thermal gradient on the vibrations of non-homogeneous four sided clamped skew
plate with variable thickness. Authors assumed that temperature varies bi-linearly,
density of the plate’s material varies linearly in one direction due to non-homo-
geneity and thickness of plate varies exponentially in one direction. The general
equation of motion and consecutive equations are solved by using the Rayleigh–
Ritz method. Calculations are made for natural frequencies for first two modes of
vibration of a parallelogram plate (a special type of skew plate) at the different
combinations of parameters. Results are shown in graphs.

Keywords Skew plate � Thermal gradient � Non-homogeneity constant � Taper
constant � Vibration

1 Introduction

The structural components made by different types of plates are used in varied
applications involving aerospace, submarine and even civil engineering con-
structions always with a special emphasis on good quality material that offer the
required strength along with the low cost. Therefore, a study of character and
behaviour of these plates becomes imperative to ensure optimum utilization of
potential of these plates. These plates may be of any geometrical shape:
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rectangular, square, triangular, skew plates etc. with constant or variable thickness
which may affect the vibrational behaviour of the plates. Skew plates may be of
many types for example rhombic plates, parallelogram plates, trapezoidal plates
etc. Parallelogram Plates are widely used in modern structures such as in body of
aircraft, vehicles bodies etc. In civil engineering, these shapes often observe at
entrance to bridges.

A series of early investigation on vibration characteristics of plates were
reviewed in Liessa’s monograph. In this, Leissa [1, 2] mentioned some papers
dealing with square, rectangular, parallelogram and circular etc. in his excellent
survey. Chakraverty [3] has studied natural frequencies for free vibration of non-
homogeneous elliptic and circular plates using two dimensional orthogonal
polynomials. Singh and Sexena [4] studied the transverse vibration of skew plates
with variable thickness. Notable contributions are available on vibrations of
rectangular plates with linear variable thickness. In [5] Gupta and Khanna studied
vibration of visco-elastic rectangular plates with linearly varying thickness. Lal [6]
studied the effect of non-homogeneity on the vibration of orthotropic rectangular
plates. Huang and Leissa [7] studied vibration of rectangular plates with side
cracks via Ritz method. Alijani and Amabili [8] studied non-linear vibration of
imperfect rectangular plates with free edges. Wu and Lu [9] studied free vibration
analysis of rectangular plates. Quintana [10] presented general Ritz formulation
for free vibrational analysis of thick trapezoidal and triangular laminated plates.
Again, Quintana and Nallim [11] gave a vibrational approach to vibration analysis
of shear deformable polygonal plates with variable thickness. Zhou [12] studied
vibration of skew plates by the MLS-Ritz method. Gupta and Kumar [13] studied
thermal effect of the vibration of parallelogram plate of bi-linearly varying
thickness.

The objective of paper is to present a study on the effect of thermal gradient on
non-homogeneous parallelogram plates with exponential thickness variation in x-
direction. Rayleigh–Ritz technique is applied to get the numeric values of fre-
quencies (for both the modes of vibration) for different values of structural
parameters and results are shown graphically.

2 Analysis and Equation of Motion

The equation of motion of a visco-elastic plate of variable thickness [5] is

eD½D1 w;XXXX þ 2w;XXYY þ w;YYYYð Þ þ 2D1;X w;XXX þ w;XYYð Þ þ 2D1;Y w;YYY þ w;YXXð Þ
þ D1;XX w;XX þ mw;YYð Þ þ D1;YY w;YY þ mw;XXð Þ þ 2ð1� mÞD1;XYw;XY � þ qhw;tt¼ 0

ð1Þ

Here m is poisson ratio, eD is viscoelastic operator and a comma in the suffix
denotes partial differentiation of w with respect to suffix variable.

Also, D1 is the flexural rigidity of the plate’s material defined as
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D1 ¼
Eh3

12 1� m2ð Þ ð2Þ

By using variable separation technique, the solution of Eq. (1) can be taken in
the form of product of two functions as

w X; Y; tð Þ ¼ W X; Yð ÞTðtÞ ð3Þ

Substituting Eq. (3) into Eq. (1), one obtains

½D1 W;XXXX þ 2W;XXYY þW;YYYYð Þ þ 2D1;X W;XXX þW;XYYð Þ þ 2D1;y W;YYY þW;YXXð Þ
þD1;XX W;XX þ mW;YYð Þ þ D1;YY WYY þ mWXXð Þ þ 2ð1� mÞD1;XYW;XY �=qhW ¼ �€T=eDT

ð4Þ

Here, (.) dot denotes differentiation with respect to t.
The preceding equation is satisfied if both of its sides are equal to a constant say

p2, one gets:

D1ðW;XXXX þ 2W;XXYY þW;YYYYÞ þ 2D1;XðW;XXX þW;XYYÞ þ 2D1;yðW;YYY þW;YXXÞ
�

þ D1;XXðW;XX þ mW;YYÞ þ D1;YYðW;YY þ mW;XXÞ þ 2ð1� mÞD1;XYW;XY

�
� qp2hW ¼ 0

ð5Þ

and

€T þ p2 eDT ¼ 0 ð6Þ

Equations (5) and (6) are the differential equation of motion and time function
for visco-elastic plate respectively.

The expressions for strain energy and kinetic energy are given as [5]

�T ¼ 1
2
qp2
ZZ

hW2dYdX ð7Þ

and

�V ¼ 1
2

ZZ
Eh3

12 1� m2ð Þ W;XXð Þ2þ W;YYð Þ2 þ 2mW;XX W;YY þ 2 1� mð ÞW;XY2

n o
dYdX

ð8Þ

A parallelogram plate R (lateral sides a and b) with skew angle (h) is shown in
Fig. 1. The parallelogram plate is assumed to be non-uniform, thin and isotropic.

On using the concept of skew coordinates [1], one gets

X ¼ xþ ysinh and Y ¼ ycosh ð9Þ

The boundaries of the plate in skew coordinates are

x ¼ 0; x ¼ a and y ¼ 0; y ¼ b ð10Þ
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On using Eqs. (2) and (9) in Eqs. (7) and (8), the maximum kinetic energy �T
and strain energy �V in the plate when it is executing transverse vibration mode
shape W(x, y) are obtained as follows:

�T ¼ 1
2
qp2cosh

Z b
0

Z a
0

hW2dxdy ð11Þ

and

�V ¼ 1
2 cos3h

Z b
0

Z a
0

Eh3

12 1� m2ð Þ W ;xx2 �4 sinhW ;xx W ;xyþ 2 sin2hþ m cos2h
ffi �

W ;xx W ;yy

ffi

þ 2 1þ sin2h� m cos2h
ffi �

W ;xy2 �4 sinhW ;xy W ;yyþW ;yy2

�
dxdy

ð12Þ

Authors assumed that the plate is subject to study of bi-linear temperature
variations i.e. x-direction and y-direction as

s ¼ s0 1� x

a

� �
1� y

b

� �
ð13Þ

where s denotes the temperature excess above the reference temperature at any
point on the plate and s0 denotes the temperature excess above the reference
temperature on the boundary of plate.

The modulus of elasticity which depends upon temperature s is given by

E sð Þ ¼ E0 1� csð Þ ð14Þ

where E0 is the value of Young modulus at the reference temperature i.e. at s = 0
with the temperature at the end of the plate as reference

Using Eq. (13) in Eq. (14) one obtains

E sð Þ ¼ E0 1� a 1� x

a

� �
1� y

b

� �� �
ð15Þ

where a = cs0 (0 B a\ 1) is temperature parameter, known as thermal gradient.

Fig. 1 A Parallelogram plate
of lateral sides a and b
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The thickness variation of the parallelogram plate is assumed to be exponen-
tially in x-direction as:

h ¼ h0ebx ð16Þ

where b is the taper constant in x-direction and h = h0 when x = 0
Since the plate material is non-homogeneous, authors considered that density of

plate varies in x-direction i.e.

q ¼ q0 1� a1
x

a

� �� �
ð17Þ

where q0 is density at the center of plate and a1 is non-homogeneity constant.
Using Eqs. (15), (16), (17) in Eqs. (11) and (12), one gets

�T ¼ 1
2

h0q0p2 Z b
y¼0

Z a
x¼0

ebx 1� a1
x

a

� �� �
W2dx dy ð18Þ

and

�V ¼ E0h3
0

24 1� m2ð Þcos4 h
Z b

y¼0

Z a
x¼0

1� a 1� x

a

� �
1� y

b

� �� �
ebx
ffi �3

W ;xx2 �4
a

b

� �
sin hW ;xx W ;xy

h

þ 2
a

b

� �
sin2 hþ m cos2 h
ffi �

W ;xx W ;yyþ2
a

b

� �
1þ sin2 h� m cos2 h
ffi �

W ;xy2

� 4
a

b

� �3
sin hW ;xy W ;yyþ

a

b

� �4
W ;yy2

�
dxdy

ð19Þ

3 Solution and Frequency Equation

In Rayleigh–Ritz technique, one of the requirements is that the maximum strain
energy must be equal to maximum kinetic energy. Hence, for arbitrary variations
of W satisfying geometric boundary conditions, it is observed that

d �V � �Tð Þ ¼ 0 ð20Þ

Using Eqs. (18) and (19) in Eq. (20) yields

d V1 � k2T1
ffi �

¼ 0 ð21Þ

where
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V1 ¼
1

cos4 h
Z b

y¼0

Z a
x¼0

1� a 1� x

a

� �
1� y

b

� �� �
ebx
ffi �3

W ;xx2 � 4
a

b

� �
sin hW ;xx W ;xy

h

þ 2
a

b

� �
sin2 hþ mcos2h
ffi �

W;xx W;yy þ 2
a

b

� �
1þ sin2 h� mcos2 h
ffi �

W ;xy2

� 4
a

b

� �3
sin hW ;xy W ;yyþ

a

b

� �4
W ;yy2

�
dx dy

ð22Þ

T1 ¼
Z b

y¼0

Z a
x¼0

ebx 1� a1
x

a

� �� �
W2dx dy ð23Þ

and k2 ¼ 12a4p2q0ð1� m2Þ
E0h2

0

is frequency parameter: ð24Þ

For a parallelogram plate which is clamped along all the four edges, the
boundary conditions are

W ¼W; x¼ 0 at x ¼ 0; a and W ¼W; y¼ 0 at y ¼ 0; b ð25Þ

Corresponding two term deflection function which satisfy above boundary
conditions is taken as [2]

W x; yð Þ ¼ x2

a2

	 

y2

b2

	 

1� x

a

� �2
1� y

b

� �2
� A1 þ A2

x

a

� � y

b

� �
1� x

a

� �
1� y

b

� �h i

ð26Þ

Substituting the value of W from Eq. (24) in Eq. (21), an equation involving A1

and A2 is obtained whose values is to be determined using Eq. (21) for which

o

oAn
V1 � k2T1
ffi �

¼ 0; n ¼ 1; 2 ð27Þ

The above equation simplifies as

bn1A1 þ bn2A2 ¼ 0; n ¼ 1; 2 ð28Þ

where bn1, bn2 (n = 1, 2) involve parametric constants and frequency parameter.
For a non trivial solution the determinant of the coefficients of Eq. (28) must be

zero. Therefore one gets the frequency equation as

b11 b12

b21 b22

����
���� ¼ 0 ð29Þ

From Eq. (29), one can obtain the quadratic equation in k2 from which two
values of k2 can be found.

The frequency parameter (k) corresponding to first two modes of vibration of
clamped parallelogram plate have been computed for various values of tempera-
ture gradient (a), non-homogeneity (a1), skew angle (h), aspect ratio (a/b) and
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taper constant (b). The value of poisson ratio (m) is taken as constant i.e. 0.345. All
results are presented in graphs.

4 Results and Discussion

Graph 1: It represents the values of frequency for both the modes of vibration with
increasing values of taper constant (b) from 0.0 to 1.0 for the following cases:

Case (i): a = a1 = 0.0, a/b = 1.5, h = 0�
Case (ii): a = a1 = 0.2, a/b = 1.5, h = 45�

It is easily inspected that frequency increases continuously as taper constant
increases from 0.0 to 1.0. It is also observed as angle increases from 0o to 45o,
frequency also increases.

Graph 2: In this graph, variation of frequencies (for both modes of vibration)
with respect to non-homogeneity is shown for following cases:

Case (i): a = b = 0.2, a/b = 1.5, h = 0� (Mode I and Mode II)
Case (i): a = b = 0.2, a/b = 1.5, h = 45�(Mode I and Mode II)

Here, frequency increases as the values of non-homogeneity constant increases
from 0.0 to 1.0. Also it is interesting to note that as h increases from 0o to 45o,
frequency also increases for both the modes of vibration.

Graph 3: It represents variation of frequency with respect to aspect ratio under
the following considerations:

Case (i): a = b = 0.2, a1 = 0.4, h = 0� (Mode I and Mode II)
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Case (ii): a = b = 0.2, a1 = 0.4, h = 45� (Mode I and Mode II)

It is observed that frequency (for both the modes of vibration) continuously
increases for increasing values of aspect ratio from 0.25 to 1.5 and h s from 0o to
45o.

Graph 4: This shows the variation in frequency (for both the modes of vibra-
tion) with respect to increasing values of aspect ratio for the following case:

a = b = 0.2, a1 = 0.4, a/b = 1.5 (Mode I and Mode II)
It is obvious to note that frequency (for both the modes of vibration) increases

slowly but continuously as skew angle increases from 0o to 60 o but an immediate
jump is found as skew angle changes from 60 o to 75o.
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5 Comparison and Conclusion

Authors compare the frequencies of present paper with [14] at the corresponding
values of varying parameter and results are given in tabular form as follows:

From Table 1, it is evident that values of frequencies in present paper are
slightly less than [14] for corresponding values of varying parameters for both the
modes of vibration. Hence, authors conclude that frequency (for both the modes)
decreases in case of exponential varying thickness (present paper) as compared to
sinusoidal varying thickness [14]. Therefore, authors provide a mathematical
model for scientists and engineers so that they can achieve more authentic and
variable mechanical structures or designs.
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Efficient Approach for Reconstruction
of Convex Binary Images Branch
and Bound Method

Shiv Kumar Verma, Tanuja Shrivastava and Divyesh Patel

Abstract In this paper reconstruction algorithm of convex binary image in
discrete tomography made efficient by implementing branch and bound method.
We focus on diagonal and anti-diagonal (dad) projections and comparison done
with the conventional horizontal and vertical (hv) projections. It was shown that
proposed strategy is computationally strong and gives fast reconstruction.

Keywords Discrete tomography � Convexity � Branch and bound � Anti-diagonal
and diagonal projections

1 Introduction

Reconstruction of binary matrices from few projections is the field of study in
discrete tomography. We can provide information about any unknown binary
images from the projections in few directions and some prior information about the
object such as convexity and connectivity may give close approximate recon-
struction result of unknown objects [1–3]. Reconstruction of binary matrix were
based on horizontal and vertical projections and using branch and bound method it
was first implemented by Miklós and Csongor in [4] and discussed that constructing
of tree exponential grow if the size of matrix increase but work well for matrix of
order less than 10. In present approach considering different view of binary images,
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restricting to only two orthogonal projections anti-diagonally and diagonally
(Detail description given for anti-diagonal and diagonal characteristics can be find
in [5]) shown in Fig. 1. Let PðD;AÞ is the given projection set such that,

A ¼ 1 1 2 1 4 4 7 4 4 1 2 1 1f g
D ¼ 1 1 2 1 4 4 7 4 4 1 2 1 1f g

where A represents the anti-diagonal vector sum, and D represents the diagonal
vector sum. If solution exists, then we can reconstruct the binary matrix from the
given two projection vectors shown in Fig. 1. The condition for existence of the
solution given in [5] for an m� n binary matrix, where ak and dk are number of 1’s
in anti-diagonal and diagonal projection are as follows,

•
Pmþn�1

k¼1 ak ¼
Pmþn�1

k¼1 dk and

•
Pmþn�1

k¼ð2l�1Þ ak ¼
Pmþn�1

k¼ð2l�1Þ dk and
Pmþn�1

k¼2l ak ¼
Pmþn�1

k¼2k dk :

for l ¼ 1; . . .mþ n� 1:

If suppose there exist exactly single 1 in every row (column), then the possibility
to place single one in any row (column) can be perform by n! number of ways and
for simplicity if the matrix is square then there will be n!� n! ways to place a one in
binary matrix. In our approach, if the matrix is viewed diagonally and anti-diag-
onally then placing of 1’s accordingly in anti-diagonal (diagonals) sums, since
diagonal and anti-diagonal are not intersect each other as in case of horizontal and
vertically, thus we can separate those intersecting diagonals with anti-diagonal and
observed that odd and even indexing of anti-diagonals (diagonal), then only odd
index diagonals (anti-diagonal) will have a single one while the even diagonals
(anti-diagonal) will have no 1’s. Thus, the total possibility to place single 1’s in
every row (Column) will be n! which is nothing but the main anti-diagonal
(diagonal) and can be considered as best case for anti-diagonal (diagonal). Hence,
the total number possibility having exactly single one’s in every anti-diagonal
(diagonal) will have n!ððn� 1Þ!Þ:
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Fig. 1 Binary matrix and
projection set in anti-diagonal
and diagonal directions
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1.1 Dad-Convex Matrix

A binary matrix with respect to anti-diagonal and diagonal projection will called as
ad-convex if there are no 0’s between the sequence of 1’s in all the anti-diagonal
sums as shown in Fig. 2b, similarly d-convex if there are no 0’s between the
sequence 1’s in every diagonals as shown in Fig. 2c. A binary matrix will be dad-
convex if it is a-convex as well as d-convex as shown in Fig. 2a otherwise non-
convex shown in Fig. 2d.

1.2 Branch and Bound Method

The Branch and Bound is a convex optimization method for global optimization,
and is not always fast (indeed, are often slow). The method is based on the
observation that the enumeration of integer solutions has a tree structure. The main
idea in branch and bound is to restricting unbound growth of tree by calculating

(a) (b)

(c)  (d)

Fig. 2 a Dad-convex image, b a-convex image, c d-convex image, and d non-convex image
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bound at every branching point and at intermediate node point the current version
of the branch and bound tree will be available and consists of nodes labeled with
their bounding values.

The node selection policy governs how to choose the next node for expansion.
There are three popular and basic policies for node selection:

• Best-first or global-best node selection: in this process best bounding value of
node is selected for maximizing while for minimizing select the lowest
bounding value of nodes.

• Depth-first: selection from the current set of nodes i.e. first anti-diagonal sums
and go to one step deeper into the branch and bound tree after each iteration by
checking the corresponding diagonal sums. Hence, it reaches the last nodes
quickly. If it cannot proceed to any deeper into the tree, back track one level and
choose another child node from that level.

• Breadth-first: expanding nodes in the same order in which they were created.

2 Method of Building Tree

Building tree is done by two separate odd index Fig. 3a binary matrix and even
index Fig. 3b binary matrix. For simplicity, square odd order matrix considered.

The development of tree is started with anti-diagonal line sum and the corre-
sponding intersecting diagonal line sums, complying with the dad-convexity. If
any of the corresponding diagonal sum and dad-convexity properties are not
conflicting, then that sub tree will be expanded further, up to leaves of the tree or
till diagonal sums and dad-convexity matches else the sub tree will be cut out
narrowing the tree. All possible solutions will be obtained upon reaching to the
leaves of the tree. The leaves node of the tree will represent the number of
solutions.

(a) (b)Fig. 3 Building of two tree
for anti-diagonal and
diagonal projection a odd–
odd indexing, and b even–
even indexing
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3 Reconstruction Strategy

The basic idea for constructing the tree will be started with the very first contents
of the anti-diagonal sums of a binary matrix. If at any point tree construction is not
possible that some of the diagonal sums or the dad-convexity condition may not
satisfy, hence these sub trees will be cut out, narrowing the solution. Whenever we
reached to the leaf node we get a solution.

Consider a 7� 7 binary matrix with anti-diagonal sums, red and black color
indicating the intersecting diagonal with the corresponding anti-diagonal. Let the
anti-diagonal sums is given by

A ¼ 1 1 2 1 4 4 7 4 4 1 2 1 1½ �

and diagonal sums

D ¼ 1 1 2 1 4 4 7 4 4 1 2 1 1½ �

Separate all anti-diagonal and diagonal sums into even and odd indexing as
follows

Aodd ¼ 1 2 4 7 4 2 1½ �; Aeven ¼ ½ 1 1 4 4 1 1 �;

Similarly,

Dodd ¼ ½ 1 2 4 7 4 2 1 �; Deven ¼ ½ 1 1 4 4 1 1 �;

Now check for consistency or existence of the solutions
X

A ¼ 33 ¼
X

D also
X

Aodd ¼ 21 ¼
X

Dodd and
X

Aeven ¼ 12

¼
X

Deven

Starting with the first anti-diagonal sums Aoddð1Þ ¼ 1 and placed in top most
block of odd–odd index of Fig. 3a, next for Aoddð2Þ ¼ 2 and the available positions
are 3 so we can place two 1’s in three places by ðPn � k þ 1Þ way for the convex
sums, while for the non convex there will be CPn

k possibility to place 1’s where
ðPn ¼ f1; 2; . . .n� 1; n; n� 1; . . .2; 1gÞ is a set containing the number of pixel in
diagonally or anti-diagonally. The tree will be expanded for 110 and 011. The
corresponding diagonal sums matches up to Aoddð4Þ ¼ 7, when Aoddð5Þ ¼ 4, the
diagonal sums became 1345311 which is out of bound to the diagonal sums
1247421, hence tree will not expanded from this node and this node will be
pruned. In the last Aoddð7Þ ¼ 1, we get four possible matches with the corre-
sponding sums, hence the four different solution as shown in Fig. 4. In the similar
manner we will build the tree for the even anti-diagonal and intersecting diagonal
sums showing in Fig. 5a and 5b.

In all Figs. 4, 5a and 5b, red box indicating not matching with the diagonal sum,
while green box matches with the diagonal sum and represent the possible solu-
tion. Thus, we get six possible solution of the given projection set.
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4 Computational Results

4.1 Unique Solution

If the anti-diagonal and diagonal vector sums are consistent then it is possible to
reconstruct unique binary image [6] and from the experiments it was verified that,
branch and bound method give fast solution. If we consider the following anti-
diagonal and diagonal vector sum

A ¼ ½ 1 2 1 2 1 2 3 2 5 1 0 1

1 1 0 5 2 3 2 1 2 1 2 1 �

1

011 110

1111001111 1111001111

1111111 1111111 1111111 1111111

1111001111 1111001111 1111001111 1111001111

110 011

021 120

1

01321 11320 02311 12310

1124321 1224311 1134221 1234211

1135431 1235421 1235421 1335421 1145331 1245321 1245321 1345311

110 011

1236521 12365211246421 1246421

110 011 110 011

1246421 12464211256321 1256321

1 1 1

12474211247421 12474211247421

Fig. 4 First solution odd–odd indexed of anti-diagonal and diagonal sums
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D ¼ ½ 1 2 1 2 1 2 3 2 5 1 0 1

1 1 0 5 2 3 2 1 2 1 2 1 �

We get the following unique solution shown in Fig. 6.

4.2 Other Solutions

There are possibilities to get many solutions of same given projections. It is due to
presence of switching elements presents and we follow the dad-convexity condi-
tion then we get many valid solution of the same anti-diagonal and diagonal vector

10

1000 0100 0010 0001

1100 0200 0110 0101

111100 011110 001111

113100 013110 003111

011110 001111

224200 124210 114211

111100 011110 001111

114211 014221 004222

1000 0100 0010 0001 1000 0100 0010 0001

124211 115211 114311 114221 124211 115211 114311 114221

01 10

115311114411

111100

Fig. 5a Second solution for even index of anti-diagonal and diagonal
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sums as shown in Fig. 7a–d, if we are not following the convexity condition then
we get more solution from Sect. 3, shown in Fig. 7e–i.

4.3 Comparison with Horizontal and Vertical Projections

Experiment done on various synthetic binary images and compared our compu-
tational result with the hv-convex images [4]. It was observed that execution time
and number of nodes increases exponentially in the tree in case of hv-convex
images, while in case of dad-convex, execution time is drastically decreases,
although the height of tree is more as compare to hv-convex images.

01

1000 0100 0010 0001

1010 0110 0020 0011

111100 011110 001111

111300 011310 001311

111100 011110 001111

222400 122410 112411

111100 011110 001111

112411 012421 002422

1000 0100 0010 0001 1000 0100 0010 0001

122411 113411 112511 112421 122411 113411 112511 112421

01 10

113511 114411

Fig. 5b Third solution for even indexing of diagonals and anti-diagonals
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Consider an example, the row and column sum of a binary image as
R ¼ ½ 2 4 4 4 2 �, C ¼ ½ 2 4 4 4 2 �, than we get four different solu-
tion with an average of 38 nodes of all in Fig. 8.

Since the above binary images are hv-convex as well as dad-convex, if we
reconstruct using our approach, unique reconstruction is possible for all images as
shown in Fig. 8, an in the tree 8 nodes for Fig. 8a, 7 nodes for Fig. 8b, 6 nodes for
Fig. 8c and 7 nodes for Fig. 8d respectively are appeared.

For comparison purpose the proposed strategy and method given in [4]. We
have created a database of more than 200 images of various sizes of 5� 5 to
30� 30, having different ratio of 1’s against 0’s in every images and varies from
30, 60 and 80 %. Programs were developed in MATLAB 2009, and executed on
AMD (Phenom) II Quad Core with 4 GB RAM.

Fig. 6 Unique reconstruction from the given anti-diagonal and diagonal sums

(a) (b) (c) (d) (e)

(f) (g) (h) (i)

Fig. 7 Other possible solution of a due to switching, b–d with dad-convex and from e–i without
dad-convexity
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Tables 1, 2, 3, 4, and 5, represents comparison, on the basis of the execution
time of hv-convex and dad-convex, number of node exist in the tree and the
number of possible solution exists for the binary image consistent data.

Table 1 Comparison of 7� 7 binary images

1’s (%) Avg. time (s) Avg. solution Avg. nodes

hv dad hv dad hv dad

30 1.0205 0.4644 1.5 2 84.5 13.84
60 1.0917 0.5023 1.3 1.3 109 11.33
80 0.5416 0.5108 1.3 1.7 61 10

Table 2 Comparison of 11� 11 binary images

1’s (%) Avg. time (s) Solution Nodes

hv dad hv dad hv dad

30 24.1593 1.6065 1.6 3 755.4 32
60 22.36 1.3198 1.4 1.2 1,377 58
80 2.3462 0.7129 1.2 1.8 284 30

Table 3 Comparison of 15� 15 binary images

1’s (%) Avg. time (s) Solution Nodes

hv dad hv dad hv dad

30 146.32 12.788 2 10 3,360 148.5
60 665.473 8.0052 1 1 18,561 176
80 124.6752 6.0142 4 1 15,632 128

Table 4 Comparison of 21� 21 binary images

1’s (%) Avg. time (s) Solution Nodes

hv dad hv dad hv dad

30 245.32 42.365 4 1 42,532 253
60 186.423 14.436 1 1 36,452 187
80 145.471 5.146 1 1 25,732 145

(a) (b) (c) (d)

Fig. 8 Four solutions for the given R ¼ 2 4 4 4 2½ � and C ¼ 2 4 4 4 2½ � sums
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5 Conclusions

Result obtained and displayed in Tables 1, 2, 3, and 4, are clearly indicating that
the proposed method is better in execution time, number of nodes presented in tree
as compare to horizontal and vertical approach given in [4].

We have implemented our approach for the reconstruction of binary images
through branch and bound method using only two orthogonal projections in dif-
ferent directions. Although the branch and bound method is comparatively slow
converges rate comparing to other optimization methods. For large size of the
binary images it is not feasible for hv-convex method of solutions, while it works
well for dad-convex up to 50� 50 order of matrices.

This reconstruction method can be applied for in crystalline tomography, data
hiding and security by using the coding and decoding of the transmission data for
which further research is in progress.
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Construction of Enhanced Sentiment
Sensitive Thesaurus for Cross Domain
Sentiment Classification Using Wiktionary

P. Sanju and T. T. Mirnalinee

Abstract Sentiment classification is classification of reviews into positive or
negative depends on the sentiment words expressed in reviews. Automatic senti-
ment classification is necessary in various applications such as market analysis,
opinion mining, contextual advertisement and opinion summarization. However,
sentiments are expressed differently in different domain and annotating label for
every domain of interest is expensive and time consuming. In cross domain sen-
timent classification, a sentiment classifier trained in source domain is applied to
classify reviews of target domain, always produce low performance due to the
occurrence of features mismatch between source domain and target domain. The
proposed method develops solution to feature mismatch problem in cross domain
sentiment classification by creating enhanced sentiment sensitive thesaurus using
wiktionary. The enhanced sentiment sensitive thesaurus aligns different words in
expressing the same sentiment not only from different domains of reviews and
from wiktionary to increase the classification performance in target domain. In this
paper, the proposed method describes the method of construction of enhanced
sentiment sensitive thesaurus which will be useful for cross domain sentiment
classification.

Keywords Cross domain sentiment classification � Enhanced sentiment sensitive
thesaurus � Domain adaptation � Data mining
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1 Introduction

Nowadays purchasing of goods through online has been increased. In connection
with online purchase, customers’ opinions are shared to manufacturer through
online. Such kind of opinions and sentiment information of the customers are
overwhelming and growing exponentially which becomes a tedious work for the
manufacture to classify the reviews manually. An automatic sentiment classifier is
classification of reviews into positive or negative based on the sentiment words
expressed in documents which is necessary to be developed for the manufacturer
and the customer in order to analyze the reviews of the customers. The goal of
sentiment classification is to discover customer opinion on a product. Sentiment
classification has been applied in various tasks such as opinion mining [1], market
analysis [2], opinion summarization [3] and contextual advertising [4].

Constructing general sentiment classifier is complex because in all domains the
sentiment words have different connotation. Sentiment classification problem is
more challenging because sentiments can be expressed in a more subtle manner.
For example, the sentence, ‘‘How could anyone sit through this movie!’’ [5]
contains not even a single sentiment words to express the sentiment but it is
obviously negative. These kinds of sentences are available plenty while conveying
the reviews of the product purchased. To develop sentiment classifier for these
types of sentences is very complex.

Generally two types of approaches are being used for sentiment classification.
The first approach is machine learning [5], in which classifier is trained using
feature vectors and it produce more accurate results. The Second approach is
semantic orientation [6, 7], it does not require prior training, instead it measures
semantic orientation of sentences used in documents. Existing machine learning
approaches [5, 8] rely on supervised learning models and performance of these
models depends on manually labeled training data. However, such labeled data are
not always available in practical applications and it is well known that sentiment
classifier trained in one domain may not produce satisfactory results when it is
used in another domain, since sentiments are expressed differently in different
domain. Table 1 shows user review sentences from two domains books and
electronics. In the books domain, the words ‘‘well researched’’ and ‘‘interest-
ing’’are used to express positive sentiments and ‘‘disappointed’’ is used to express
negative sentiments. While in electronics domain ‘‘fast’’, reliable, compact and
‘‘sharp’’ are used to express the positive sentiment, ‘‘blurry’’ is negative senti-
ments. Due to the mismatch between domain specific words of source and target
domain, classifier trained in one domain may not work well when directly applied
to other domain.

In literature, Pan et al. [9] proposed spectral feature alignment algorithms to
solve feature mismatch problem by aligning domain specific words from different
domains into unified cluster with the help of domain independent words and then
unified cluster is used to train a classifier in target domain. Bollegale et al. [10]
proposed cross domain sentiment classification by creating sentiment sensitive
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thesaurus which aligns different words that express the same sentiments. They
expanded feature vector using created sentiment sensitive thesaurus while training
a binary classifier. In existing approaches [10], they didn’t give much more
importance to the adjectives used in the reviews and also they collected more
semantically similar sentiment elements from the reviews itself. In this paper, the
proposed method creates an enhanced sentiment sensitive thesaurus (ESST) which
aligns semantically similar words from various domains as well as sentiment
elements from wiktionary. The idea behind this approach is, it is well known that
adjectives are used to express sentiment in all domains, so, it is necessary to collect
more adjectives or sentiment elements from any lexical knowledge base to solve
the feature mismatch problem. The proposed method creates an enhanced senti-
ment sensitive thesaurus which collects more sentiment elements from wiktionary
knowledge base because it has more semantic relatedness information.

To create an enhanced sentiment sensitive thesaurus, first, domain independent
features and domain specific features are collected from the reviews. Second, co-
occurrence matrix is computed between each domain independent features with
domain specific features. Third, features are weighted using point wise mutual
information. Finally, semantically similar words are collected for each domain
specific word by computing similarity measure between two domain specific
elements based on the PMI weighted ratio. At the same time semantically similar
sentiment words for each adjective of the given reviews are collected from wik-
tionary with the help of java wiktionary library [11] and these sentiment words are
added to the already created thesaurus.

In rest of the paper is organized as follows: Sect. 2 describes related work.
Section 3 describes definitions and Methodology used in proposed work. Section 4
describes experimental setup and solution. Section 5 concludes the proposed work.

2 Related Works

Many machine learning techniques have been deployed for sentiment classifica-
tion. The existing methods are helpful in classifying the sentiments at various
levels i.e. Document level [9, 10], sentence level [12] and word level [13, 14]. The

Table 1 Cross domain sentiment classification examples: Reviews of books and electronics
products. Bold faces are domain specific words and italic words are domain independent words

Label Books source domain Electronics target domain

+ This book is excellent and well researched SanDisk products are excellent, fast and
reliable

+ This is an interesting and Good story book Good Compact, easy to operate, looks
sharp

- When I read this book, I really disappointed,
so never buy this book

It is blurry in dark settings, I would
never buy this product
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proposed work is based on document level that classifies the documents as positive
or negative, based on overall sentiment words expressed in the documents. Two
approaches have been used in existing sentiment classification studies; machine
learning and semantic orientation. In machine learning approaches, documents are
represented as feature vector and it is trained by various classification algorithms
such as Naive Bayes, Maximum entropy and SVM [8]. Two types of semantic
orientation approaches [15]: Corpus based and dictionary based techniques used in
existing research work. Corpus based techniques aim to find co-occurrence pat-
terns of the words to determine the sentiments. Dictionary based methods utilize
synonyms, antonyms and hierarchies in wordnet or sentiwordnet to determine the
sentiments.

Turney [6] used supervised learning techniques with mutual information to
predict overall document sentiment by averaging out the semantic orientation of
phrases in document. Turney [5] used Naive Bayes, Maximum Entropy and SVM
for classifying movie reviews and received best results using SVM. Kennedy and
Inkpen [16] used Contextual valence shifter to predict sentiment of the sentences.
The Work on the papers [5, 6, 16] focuses only on classify the given reviews in
particular domain. Lin et al. [17] proposed a novel probabilistic modeling
framework called joint sentiment topic model which detects sentiments and topic
simultaneously from text.

In sentiment classification, many researchers have been concentrated on online
lexical resources such as sentiwordnet, wiktionary and Wikipedia which are
publically available for research purpose. SentiWordNet [18] is a lexical resource,
containing opinion information on terms extracted from the wordnet database
where each term is associated with numerical scores indicating positive and
negative information. Liu et al. [19] proposed movie rating and review summa-
rization in mobile environment using Latent semantic analysis. Khan et al. [20]
proposed sentiment classification by sentence level semantic orientation using
sentiwordnet from online reviews and blog which classify the reviews into
objective or subjective sentences. The semantic score of the subjective sentences
are extracted from sentiwordnet to calculate their polarity as positive or negative.

Zesch et al. [11] proposed extracting lexical semantic knowledge from Wiki-
pedia. They proposed two application programming interfaces for Wikipedia and
wiktionary which are designed for mining the lexical semantic information from
knowledge bases. Chesley et al. [21] proposed automatic classification of blog
posts using verbs, adjectives and information from wiktionary. They used wik-
tionary to determine polarity of the adjectives in the text. Chihli et al. [22] pro-
posed using objective words in sentiwordnet to improve sentiment classification
for word of mouth. Wiebe [23] proposed learning subjective adjectives from
corpora. They identified subjectivity of sentences form corpora by clustering the
words according to distributional lin’s similarity measure, seeded by a small
amount of detailed manual annotation. Hatzivassiloglou et al. [24] proposed pre-
dicting the semantic orientation of adjectives which describes conjunction between
adjectives provides indirect information about semantic orientation of sentences.
The proposed method is different from existing approaches [23, 24], more
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sentiment elements are extracted from the wiktionary with the help of seed
adjectives of the given reviews which will be useful to predict the sentiment of
target domain. Muller et al. [25] proposed Domain-Specific Information Retrieval
using wiktionary and Wikipedia.

Many researchers have addressed the problem in cross domain sentiment
classification [9, 10, 18, 26]. Blitzer et al. [26] addressed the problem in cross
domain sentiment classification using structural correspondence learning algo-
rithm where frequent words in both source and target domain were selected as
candidate pivot features and linear predictors are trained to predict the occurrences
of those pivot features. In structural corresponding learning-mutual information
approach, the mutual information between a feature and the domain label is used to
select pivot features instead of co-occurrence frequency. Pan et al. [9] proposed a
spectral feature alignment algorithm to align domain specific words from different
domain into unified clusters with the help of domain independent words as a bridge
and bipartite graph is constructed between domain specific and domain indepen-
dent features and then the domain specific clusters can be used to train a sentiment
classifier in target domain. Yan et al. [27] used self growth algorithm to generate a
cross domain sentiment word list which is used in sentiment classification of web
news. Bollegale et al. [10] proposed cross domain sentiment classification by
creating sentiment sensitive thesaurus which aligns different words that express the
same sentiments. They expanded feature vector using created thesaurus while
training a binary classifier.

All existing cross domain sentiment classification solution, identify the senti-
ment of unlabeled data of target domain with the help of labeled data in source
domain by applying various methodology. The proposed solution for cross domain
sentiment classification predict the unlabeled data of target domain by creating
extended sentiment sensitive thesaurus using reviews and wiktionary which
increases the classification performance in target domain.

3 Methodology

3.1 Definitions

In this section, some definitions are given to clarify basic terminology.
Domain-A domain D denotes a class of entities in the real world. For example,

different types of product such as DVD, Kitchen appliances, books and electronics.
Sentiment-Given a specific domain D, sentiment data are the text documents

which express the user opinion about the entities of the domain.
Generally, in sentiment classification tasks, single word (unigram), bigram,

ngram are used as features. In this work, unigram and bigram are used as features.
Cross Domain Sentiment Classification-Given a set of labeled reviews

Ds = {(xi, yi)} from source domain where xi represents features and yi represent
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sentiment label yi € {+1, -1}. To predict the label of unlabeled target domain
Dt = {xj} where xj represent features in target domain. Classifier is trained by
labeled reviews source domain and it is applied to classify the unlabeled reviews
of target domain.

3.2 Enhanced Sentiment Sensitive Thesaurus (ESST) Using
Wiktionary

In cross domain sentiment classification, sentiment classifier trained from one
domain (source) is applied to another (target) domain. Obviously it produces poor
performance because trained features are mismatched with target domain features.
This feature mismatch problem in cross domain sentiment classification is solved
by creating enhanced sentiment sensitive thesaurus using all domain reviews and
knowledge from Wiktionary. Wiktionary is online dictionary which has glosses
and synset for each word. Every word in the wiktionary is clearly defined with list
of synonyms. Wiktionary also contains more information which is found in lin-
guistic knowledge base (wordnet), like definitions, synonyms, and hyponyms, and
also has additional types of information, e.g. abbreviations, compounds or con-
tractions, which are usually not found in LKBs. Another difference to LKBs is that
Wiktionary contains not only lexical knowledge for particular language, but also
for other languages. Figure 1 shows the construction of enhanced sentiment sen-
sitive Thesaurus. The Enhanced sentiment sensitive Thesaurus is constructed using
the knowledge from the Wiktionary, labeled/unlabeled reviews from source
domain and unlabeled reviews from target domain. To interact with wiktionary,
JWKTL (java wiktionary library) is used which is released in Ubiquitous
Knowledge Processing Lab [11].

Given a labeled or unlabeled review, first split the reviews into set of sentences,
and then perform parts of speech (POS) tagging and Lemmatization is performed
using RASP [28] system. Lemmatization is used to reduce the features by
removing inflectional endings only and to return the base or dictionary form of a
word, which is known as the lemma. By using a stop word removal algorithm
based on the POS tagging to filter out unwanted words and retaining nouns, verbs,
adjectives, adverbs. Table 2 shows how to extract unigrams, bigrams and senti-
ment elements from reviews. First, model the review as bag of words and then
extract unigrams, bigrams from each sentence. Bigrams are necessary in sentiment
classification, since semantic orientations of sentences are identified by bigrams.
Generally unigrams, bigrams are called as lexical elements or sentiment elements.
Next, from each source domain labeled reviews, sentiment elements are created by
appending the label of the review to each lexical element. The notation *p to
indicate positive sentiment elements and *N to indicate negative elements.

Domain independent features are extracted from all domains which occur
frequently in all domains. Domain specific features from various domains are
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aligned in ESST with the help of domain independent features. Features other than
domain independent features are considered as domain specific features. Here,
each domain independent feature is represented as feature vector based on the
domain independent feature co-occurring with its distributional contexts or fea-
ture. Later on the co-occurrence matrix is computed between domain independent
features with domain specific features. Semantic meanings of the words are found
based on co-occurrences of the terms used in the documents. Co-occurrence [29] is
used to measure the similarity between meanings of the two words based on words
distributional contexts.

After the computation of co-occurrence between domain independent features
and domain specific features, value of the domain specific features in the co-
occurrence matrix are weighted using point wise mutual information [13]. Point
wise Mutual information is an information theoretic measure of association
between two lexical elements. Point wise mutual information is useful in
numerous tasks such as similarity measurement [30], word classification [31] and
word clustering [32]. To align domain specific features, transpose PMI weighted
matrix and find similarity between domain specific words based on its distribu-
tional contexts.

Point wise mutual information (PMI) is used to weight the features based on the
co-occurrence value in the co-occurrence matrix. For each domain specific feature s,
domain independent feature v that co-occurs with domain specific features s con-
tributes feature vector s. The value of the feature v in vector s is denoted by M (s, v).

Adjectives 

Enhanced 
Sentiment 
Sensitive 
Thesaurus

Computation of 
Similarity 
Measure 

Parts of 
Speech
Tagging 

Reviews 
Co-occurrence and 
Point wise mutual 
computation

Wiktionary 
Extraction of Unigram 
and bigram sentiment 
features  

Feature
Extraction 

Extraction of 
glossaries of 
adjectives using 
JWKTL

Fig. 1 Construction of enhanced sentiment sensitive thesaurus

Table 2 Example for extracting unigram, bigram and sentiment elements from positive review
sentence

Sentence An excellent workbook full of delicious recipes

POS tags An_AT1 excellent_JJ workbook_NN1 full_JJ of_IO delicious_JJ recipes_NN2
Unigrams Excellent, workbook, full, delicious, recipes
Bigrams Excellent ? workbook, workbook ? full, full ? delicious, delicious ? recipes
Sentiment

elements
Excellent * p, workbook * p, full * pl, delicious * p, recipes * p
Excellent ? workbook * p, workbook ? full * p, full ? delicious * p,

delicious ? recipes * p
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M(s, v) is the point wise mutual information between a domain independent
features s and domain specific feature v. In Eq. 1, C(s, v) represents number of
review sentences in which both domain independent feature s and domain specific
feature v co-occur, C(s, j) represents number of times domain independent feature
s occur in review sentences. C(i, v) represents number of times domain specific
feature v occur in the review sentences. n and m denotes the total no of domain
independent elements and domain specific features and N ¼

Pn
i¼1

Pm
j¼1 C i; jð Þ.

After the computation of PMI values, the semantically similar features for each
domain specific feature is computed by finding similarity score between domain
specific features with every other domain specific features of PMI weighted
matrix. For example, similarity score between two domain specific features s, t
(both s and t have feature vectors s, t) is computed by following formula

T s; tð Þ ¼
P

v€fxjM s;xð Þ[ 0gMðt; vÞP
v€fxjM t;xð Þ[ 0gMðt; vÞ ð2Þ

The similarity score T(s, t) is the proportion of PMI weighted values of the
domain specific feature t that are shared with domain specific feature s. The
distributional hypothesis states that words that have similar distributions are
semantically similar [30] i.e. Two words are semantically similar if two words
occur with same distributional contexts.

Enhanced Sentiment sensitive thesaurus (ESST) aligns many domain specific
features that are semantically similar from various domains by computing simi-
larity measure Eq. (2) for every domain specific feature in PMI weighted matrix.
For every domain specific feature s, ESST list up many domain specific features
t based on descending order of the similarity score.

Moreover, Enhanced Sentiment Sensitive Thesaurus (ESST) collect more
semantically similar features from wiktionary using java wiktionary library
(JWKTL) which is very useful tool to extract more semantic relatedness from
Wiktionary. To enhance sentiment sensitive thesaurus, first, seed adjectives are
extracted from the given reviews. Second, XML dump file of wiktionary is
downloaded from web. Third, using JWKTL, the XML file is parsed and data is
extracted from wiktionary. Next, the extracted adjectives are given as input to the
JWKTL and the corresponding glossaries of each adjective are extracted from the
wiktionary. Finally, unigram and bigrams from the extracted glossaries are col-
lected for each adjective and then these are appended to the ESST with similarity
score of 0.9. This enhanced sentiment sensitive thesaurus is entirely different from
normal thesaurus because it finds the similar meaning of the words based on the
co-occurrence terms used in the sentences. The created ESST is very useful to
classify the reviews of target domain in cross domain sentiment classification and
also it will increase the classification performance in target domain.
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3.3 Algorithm: Creation of Enhanced Sentiment Sensitive
Thesaurus

Input: labeled source Domain data Dsr = {Xsr, Ysr} and unlabeled source domain
Dsr = {Xi} and unlabeled target Domain Dtr = {Xtr} and Wiktionary dump file
Output: Enhanced Sentiment Sensitive Thesaurus

1. Extract Domain Independent features and domain specific features from the
given Reviews.

2. Create co-occurrence matrix between domain independent features with
domain specific features.

3. Compute Point Wise Mutual Information for each features using Eq. (1).
4. Compute similarity measure using Eq. (2) for every domain specific features

with every other domain specific features.
5. Enhanced sentiment thesaurus aligns many domain specific features from

various domains for every domain specific feature.
6. Extract seed adjectives from the given Reviews and these seed adjectives are

given as input to the wiktionary parser.
7. Glossaries for each seed adjectives are extracted using java wiktionary

library(JWKTL)
8. Unigram and bigrams are generated from the glossaries that are added with

Enhanced Sentiment sensitive thesaurus.

4 Experiments

4.1 Data Sets

Amazon product reviews are bench mark data set which consist of four different
product types: Books, DVDs, electronics and kitchen appliances are chosen for the
proposed work. Each review is assigned with rating (0–5 stars). Review with rating
[3 are labeled as positive and review with rating\3 are labeled as negative. The
data sets structure is shown in Table 3. For each domain; there are 1,000 positive
reviews with 1,000 negative reviews. Each domain also has some unlabeled
reviews.

For experiments, among four domains, three domains are selected as source
domain and another domain as target domain. To create enhanced sentiment
sensitive thesaurus, 800 positive reviews and 800 negative reviews are selected
from each source domain and some unlabeled reviews are selected from all
domain. Wiktionary dump file is downloaded and stored as separate file. More
sentiment features are extracted from wiktionary with the help seed adjectives of
the given reviews. Here enhanced sentiment sensitive thesaurus is created auto-
matically by considering each domain as target domain. So four different types of
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thesaurus is created to solve the feature mismatch problem in cross domain sen-
timent classification

The enhanced sentiment sensitive thesaurus (ESST) is automatically created by
giving reviews of source and target domain. To study the effect of multiple the-
sauruses, different enhanced sentiment sensitive thesaurus is created for one source
domain/one target domain and two source domain and one target domain. From
the analysis of multiple created thesauruses, enhanced sentiment sensitive the-
saurus created from three source domains may be effective because more senti-
ment features are identified from the reviews as well as from the wiktionary.
Moreover, this enhanced sentiment sensitive thesaurus highly effective to classify
the reviews of unseen target domain features because it collect more semantically
similar features from wiktionary. For example, ESST align 880 features for the
adjective good from reviews as well as from wiktionary

5 Conclusions

Enhanced Sentiment Sensitive Thesaurus is created automatically based on the
given source domain and target domain reviews. The proposed ESST which aligns
more semantically similar sentiment features from source and target domain as
well as additional sentiment features from wiktionary in order to increase the
classification performance in target domain. This ESST is suitable to the appli-
cations when source domain has labeled data and target domain has unlabeled
data. Here the gap between source and target domain are bridged by leveraging
additional knowledge from wiktionary. In future, cross domain sentiment classi-
fication will be performed by feature vector augmentation using created Enhanced
Sentiment Sensitive Thesaurus during training and testing time of sentiment
classification.
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Comparative Analysis of Energy Aware
Protocols in Wireless Sensor Network
Using Fuzzy Logic

Rajeev Arya and S. C. Sharma

Abstract Wireless sensor network is crowded network, which consists lots of nodes.
There is some constrained in wireless sensor network like awareness of energy,
environmental constraints like temperature, pressure, sound. The aim of this research
is to analyze the energy efficient operation in the sensor node. For this purpose, Low
energy adaptive clustering hierarchy (LEACH), Stable Election Protocol (SEP) and
Gateway Cluster Head Election-FL (GCHE-FL) protocols were analyzed and com-
pared Most of the researchers have checked topologies and architectures that allow
energy efficient operation in the wireless sensor node. Clustering is one of the most
popular techniques to reduce the energy in the sensor network. Various node clus-
tering methods have been reported in the literature. In the present research article, the
fuzzy logic technique is used in Cluster Head Election and Protocol Gateway for
heterogeneous sensor network. It is observed that in GCHE-FL, the sensor node being
alive for much more time as compared to LEACH, SEP.

Keywords Wireless sensor network � Fuzzy logic � Clustering � Energy

1 Introduction

Wireless communication is one of the rapidly growing technologies. The demand
for connecting device without the use of cable is in increasing everywhere.
Wireless network consisting of spatially distributed autonomous device to coop-
eratively monitor physical or environmental conditions, such as temperature,
sound, vibration, pressure, motion or pollutants, at different locations. Each sensor
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has capability of wireless communication and a certain level of intelligence for
signal processing and networking of the data and communicates using radio link.
A sensor network can be quickly and easily deployed and thus is suitable and much
attractive for many environments, commercial and military applications [1–4].

A general-purpose sensor network is commonly a dense network that consists
of a large number of energy-constrained nodes; it is likely to be deployed in
difficult accessible regions and to be remotely operated by only a few operators.
Therefore energy becomes the most critical resource for efficient use of sensor
deployment. As a result, conserving energy should be a primary demand of the
protocols designed for such network. The research interest in different aspects
related to deploying and further deployment of sensor network has been increasing
in the last few years.

2 Research Review

Heinzelman et al. suggested low energy adaptive clustering (LEACH) protocol
[5–7] is separated into different rounds. The each round consists two phases, such
as study state phase and setup phase. Gupta et al. [8], Fuzzy logic protocol, select
Cluster Head by fuzzy logic approach. Fuzzy logic interference scheme designer
considered three descriptors Centrality, concentration and energy level and each
descriptor is three parts, and chance output. Smaragdakis et al. [9] cluster heter-
ogeneous WSN by using a stable election protocol. Tashtoush et al. [10–12]
suggested the Clustering distributed WSN based on fuzzy inference scheme. The
first election is Gateway Election and the capable node is selected based on their
energy, centrality and proximity to the base station. The second election is cluster
head election used three parameters. These parameters are efficiency, cluster
distance and concentration. It is the ratio between the residual energy of each node
and the average energy of the cluster. The cluster distance is the sum of the
distance between the node and the others nodes within the cluster. The purpose of
this protocol is increasing the lifetime of the wireless sensor network through
consistently distributing the clusters on the WSN. In the present paper, we ana-
lyzed the different protocol (LEACH, SEP, GCHE-FL) using fuzzy logic scheme
and Matlab simulation. The objective of the present work is to compare perfor-
mance of different energy aware routing algorithms to study under specified
constraints using fuzzy logic scheme.

3 LEACH, SEP Protocol

Heinzealman et al. suggested low energy adaptive clustering hierarchy (LEACH)
protocol [5–7], LEACH is a TDMA- based MAC protocol. The round consists two
phases, such as study state phase and setup phase. The steady state phase consists

208 R. Arya and S. C. Sharma



of transmit and sending of data to the cluster head (CH) and after that to the base
stations (BS). The setup phases consist of cluster formation and different Cluster
head. In every round and start of the first setup phase and all sensor node generates
0 and 1 as random number to check that it will cluster head or not.

SEP a heterogeneous-aware protocol which extend the time period earlier than
the death of the first node, which is crucial for lots of applications wherever the
advice as of the sensor network have to be consistent [9]. SEP is supported on
probabilities of every node to become cluster head according to the left over
energy in every node. SEP protocol effectively extends the constant area by being
conscious of heterogeneity through transmission probabilities of cluster-head
election biased through the relation opening energy of nodes. SEP is extra flexible
than LEACH in thoughtfully consuming the additional energy of higher nodes SEP
yields a longer fidelity area for superior values of additional energy.

4 Gateway Cluster Head Election-Fuzzy Logic
(GCHE-FL)

Gateway cluster head election-Fuzzy logic uses if then rule to maximize the life
time of wireless sensor network. It used two elections fuzzy logic to evaluate the
merit of sensor to become gateway and cluster head. The first election (Gateway
Election) capable node is selected based on their energy and closeness. The second
election is cluster head election.

In the gateway election, the node’s possibility for being a gateway is evaluated
according to its physical properties such as its interior energy and its proximity to
the base station. Such as traffic load is intense at most on cluster heads [8]. As on
one hand, it gathers the data upcoming from the cluster associate nodes, and on the
next step. It’s onward the aggregated data to sink. To decrease the energy
expenditure of cluster head and reduce probability of failure, gateways had used to
send out data from cluster heads to the sink.

TðnÞ ¼

q

1� q � ðr mod
1
q
Þ
� Chance if n 2 Gs

0 otherwise

8><
>:

Every wireless sensor node elects itself to be a gateway at the start of every
round with probability qg.

Gateway Cluster Head Election-FL configures clusters in all rounds [8]. In all
round, every non-gateway wireless sensor node creates a random number between
0 and 1, if these random numbers are lesser than qopt, the wireless sensor node
analyzes the chance with fuzzy if then rule and presented an applicant Message
through the chance.
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Kopt = optimal number of the cluster head, d = constant Value, b = fraction
of the all node

qopt ¼ d kopt= n: 1� bð Þ
� �

;

kopt ¼ ð
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Gateway Cluster Head Election-FL analyzes a chance with fuzzy if–then rule.
The better chance means that the node has extra chance to be a cluster head.

5 Fuzzy Logic Approach

The system of fuzzy logic consists of a fuzzifier, fuzzy system, fuzzy inference, and
a defuzzifier. In the present analyses we have used the commonly fuzzy inference
method called Mamdani due to its ease. The fuzzy logic (FL) approach consists of
four step that is fuzzification of the input variables, Rule assessment (inference),
Aggregation of the rule outputs (composition) and Defuzzification [10, 11]. In this
part, we initiate GCHE-FL which uses fuzzy if–then rule to exploit the lifetime of
WSN. GCHE-FL uses two-election fuzzy logic to judge the qualification of sensors
to become the cluster head and a gateway. There is the first election (Gateway
Election), the qualified nodes are elected based on their energy and proximity to the
base station. And second election (Cluster Head Election) used on tow fuzzy
parameters. The ratio between the residual energy (standard energy of the cluster)
of every node and Cluster distance, equal the sum of distances among the node and
the others nodes which is in cluster. Routing in GCHE-FL works in around and
every round is separated into a fist step phase Gateway electorate, cluster head
election and cluster formation and second step steady state phase.

6 System and Model (Characteristics of Model)

• Sensor node is at check extending in the surroundings node.
• BS (Base station) is positioned in the focal point of the Surroundings (WSN).
• One arranged, the node does not travel.
• All wireless sensor nodes have the same ability and energy.
• Base station arranged the id and location for all nodes.
• Every node is dispersed homogeneously over the sensor area (Fig. 1).

Energy spending model has been used in this paper similar to energy model in
the LEACH protocol [5–7] in which every node to throw 1 byte data to space of it
consumes a lot Es energy, which is gated from this equation. Also the full quantity
of energy that is used in the receiver for getting k bit node is gated from equation.
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Es ¼
ðl� Eelect þ l� efs � d2Þ; d [ dco

ðl� Eelect þ l� emp � d4Þ; d� dco

� �
and ðEr ¼ l� EelectÞ

7 Fuzzy Analysis of Gateway Election

Therefore, in the gateway election, these three parameters, energy, centrality and
proximity to BS are fuzzy logic input and sensor chance output. These are input
parameter first on energy (poor, good excellent) second on proximity to base
(poor, good excellent) and third on the centrality (close, adequate, far). Then
33 = 27 rules are used for fuzzification to sensor chance output. The centroid
based defuzzification is used. Show in the gateway election Figs. 2, 3. The if then
rules for gate way election given in Table 1.

8 Fuzzy Analysis of Cluster Head Election

To calculate a chance, we have used three fuzzy logics variables concentration
Cluster Distance and efficiency. These are input parameter first on efficiency (Low,
medium, high) second in the Cluster Distance (low, medium, high) and third on
concentration (Low medium, high). Then 33 = 27 rules are used for fuzzification
to sensor chance output. The centroid based defuzzification is used. Show in the
Cluster head election (Figs. 4 and 5). The if then rules for Cluster head election
given in Table 2.

Fig. 1 Snap shot of wireless
sensor network area and
indicator and nodes

Comparative Analysis of Energy Aware Protocols 211



9 Simulation Parameter

They have been considered for Low Energy Adaptive Clustering Hierarchy, Stable
Election protocol and Gateway Cluster Head Election-FL used fuzzy tool
(MATLAB R2008b). The area of wireless sensor network is chosen as of
100 m 9 100 m and sink located on center of sensing field. The simulation
parameters in wireless network area.

Total Energy (Eelect.) = 50 nJ/bit, Data Aggregation Energy (EDA) = 5 nJ/bit/
message, Initial Energy (Eo) = 0.5 J, Maximum number of rounds (R) = 4,999,
Number of Nodes in the field (n) = 200, Transmit Energy (ETX) = 50 nJ/bit,
Receive Energy (ERX) = 50 nJ/bit, Transmit Amplifier types (efs) = 10 pJ/bit/
(m2), Transmit Amplifier types (emp) = 0.0013 pJ/bit/(m4).

Fig. 2 Gateway-election system architecture

Fig. 3 Membership functions of output variable chance
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Table 1 If then rule under fuzzy for gateway election

Input variable Output

Energy Proximity-to-BS Centrality Chance

Poor Poor Close Low
Poor Poor Adequate Low
Poor Poor Far Very low
Poor Good Close Low
Poor Good Adequate Low
Poor Good Far Low
Poor Excellent Close Rather low
Poor Excellent Adequate Low
Poor Excellent Far Very low
Good Poor Close Rather low
Good Poor Adequate Medium
Good Poor Far Low
Good Good Close High
Good Good Adequate Medium
Good Good Far Rather low
Good Excellent Close High
Good Excellent Adequate Rather high
Good Excellent Far Rather low
Excellent Poor Close Rather high
Excellent Poor Adequate Medium
Excellent Poor Far Rather low
Excellent Good Close High
Excellent Good Adequate Rather high
Excellent Good Far Medium
Excellent Excellent Close Very high
Excellent Excellent Adequate Rather high
Excellent Excellent Far Medium

Fig. 4 Cluster-head-election system architecture
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Fig. 5 Membership functions of output variable chance

Table 2 If then rule under fuzzy for cluster head election

Input variable Output

Efficiency Cluster-distance Concentration Chance

Low Low Low Low
Low Low Medium Rather low
Low Low High Very low
Low Medium Low Low
Low Medium Medium Rather low
Low Medium High Very low
Low High Low Low
Low High Medium Rather low
Low High High Very low
Medium Low Low Medium low
Medium Low Medium Medium
Medium Low High Medium high
Medium Medium Low Medium low
Medium Medium Medium Medium
Medium Medium High Medium high
Medium High Low Medium low
Medium High Medium Medium
Medium High High Medium high
High Low Low Rather high
High Low Medium High
High Low High Very high
High Medium Low Rather high
High Medium Medium High
High Medium High Very high
High High Low Rather high
High High Medium High
High High High Very high
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10 Result and Analysis

In this paper, we compare performance of three protocols based on fuzzy logic
using Matlab. Wireless sensor network area (100 m 9 100 m), 200 nodes and
4,999 numbers of rounds (Table 3). Figure 6 based on attribute of nodes show that
GCHE-FL far better than stable election protocol and LEACH due to change in
fuzzy rules because of extra fuzzy input.

It is observed from the fuzzy analysis that first node die after 946, 991 and
1,775 numbers of rounds in LEACH, SEP, GCHE-FL respectively. Half of the
node being alive in LEACH, SEP, GCHE-FL after 1,373, 1,298, 2,148 number of
rounds respectively. In wireless sensor network areas only 10 % nodes being alive
after 1,505, 1,683 and 2,721 numbers of rounds in LEACH, SEP, GCHE-FL
respectively. On the base of simulation result we found that GCHE-FL is better
than LEACH and SEP.

11 Conclusions

In this paper we have analyzed three different protocols (LEACH, SEP,
GCEH_FL) for Energy of sensor node. It is observed that in GCEH-FL, the sensor
node being alive for much more time as compared to LEACH, SEP, which indicate
that energy expenditure of node is less as compared with LEACH and SEP. which
implies that GCHE-FL of performed well in heterogeneous wireless sensor

Fig. 6 Number of death
node per round for different
protocols

Table 3 Comparative analyses of different protocols (With m = 0.1, a = 1)

LEACH SEP GCHE-FL

First node dies 946 991 1,775
Half of the node alive 1,373 1,298 2,148
10 % alive 1,505 1,683 2,721
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network. The simulation results of protocol consumes less energy and prolong
lifetime of the network compared with others protocol.

The future direction of this work will be to calculate the optimal energy
expenditure using fuzzy logic system.
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Domain Specific Search Engine Based
on Semantic Web

Shruti Kohli and Sonam Arora

Abstract Currently search engines are using keyword based approach which
becomes problematic when the user is not aware about the way to write query such
that desirable results only appear because for that he must know the semantic
concepts that are used in that particular domain in which he is interested. To
overcome this problem, we introduced the concept of Semantic Web which is an
extension of the current Web that allows the meaning of information to be pre-
cisely described in terms of well-defined vocabularies that are understood by
people and computers. Ontology is one of the fundamental ingredients used in the
semantic web infrastructure. This paper focuses on the problem of internet users
who most of the time looks for the good hotels available beforehand whenever
they plan any trip. At times they go for image search option to have a view of
hotels in a particular location. But problem is user gets confused whether search
results displayed online by currently available search engines are reliable or not.
This paper aims to implement a tool which is based on Semantic Web for
searching the images of hotels and displaying the results. Semantic web refines the
search in such a way that only relevant images are returned. The crux is to develop
ontology for various hotels along with their locations and the facilities they pro-
vide. User enters his query from an interface and corresponding SPARQL query is
generated. This query with the help of JENA API is searched in the data present in
Ontology.
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1 Introduction

Nowadays, most of the hotel information is available on the search engine dat-
abases online. Tourist will enter keywords in the search engines and will be
flooded with the image results. Because of the inherent weakness of internet about
precision and recall, many of these images may not be reliable.

The solution is with Semantic Web. The Semantic Web works by extending the
current Web with semantics that provides well-defined information, thus enabling
machine learning such that more precise search results are returned, bringing
together data from different sources, and automating human tasks. On the
Semantic Web, information is represented using a new W3C standard called the
Resource Description Framework (RDF). Semantic Web Search is a search engine
for the Semantic Web. Ontology is one of the most important concepts used in the
semantic web infrastructure, and RDF(S) (Resource Description Framework/
Schema) and OWL (Web Ontology Languages) are two W3C recommended data
representation models which are used to represent ontology. Semantic Web will
surely support efficient information learning process and data reusability which
was not found in current web search engines. Currently research on semantic web
search engines are in the beginning stage, as the traditional search mechanisms
used in search engines such as Google, Yahoo, and Bing (MSN), still dominate the
present markets of search engines. First, they do not provide the factor of reli-
ability to the extent user demands. For example, when a any user wants to query
that ‘‘give me the images of all Taj Mahal’’ the search engine although provide
thousands of result to the user which may be of monument Taj Mahal in Agra,
India or Taj Mahal casino in USA. So it’s difficult for the user to find out which
source is reliable. The user has to sift through all the retrieved images to find only
the reliable results. Secondly, the relevancy of provided results is not up to the
mark.

The main intent of the Semantic Web is to give machines much better access to
information resources so they can be information intermediaries in support of
humans. Information retrieval in current services relies only on keyword searches
using Google or based on simple metadata such as that of an RSS. Moreover, there
is no function to generate personalized searches easily, so users need to consider
and enter search keywords that suit their own requirements correspondingly. Such
a process of searching is time consuming and requires lot of effort on human part.
That means if users does not understand the keywords to be used for searching,
then he can’t perform reliable information retrieval even if users might become
interested in a topic. He may get some undesirable results by the search engine. To
overcome some of these problems an alternative approach in web searching is
given in this paper, wherein the user need not think of appropriate keyword that
might give them the result they want, instead the user can simply provide the
search engine with whatever information it has by selecting domain. The way
search engine accepts user query is very user friendly and easy to understand both
by the user as well as by the machine.
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As domain specific search is a search interface paradigm based on a long
running library tradition of faceted classification. And efficient search systems
have proved the paradigm both powerful and intuitive for end—users, particularly
in drafting complex queries. Thus, Domain—specific search presents a promising
direction for semantic search interface design, if it can be successfully combined
with Semantic Web Technologies. Domain based search engines will use semantic
web documents (RDF, XML, OWL). With these documents one can describe
virtually anything.

The core idea of domain based search engine is to describe query in the form of
domain description. For example, a user query is ‘‘images of all hotels in Agra’’.

For this user need to build a query type which Semantic Web understands. In
this paper we propose that queries are not build using natural langue, but an easy to
use user interface that help users to build the queries they want.

2 Problem Definition or Formulation

Keyword based search is useful especially to a user who knows what keywords are
used to index the images as they can easily define queries. This approach becomes
problematic when the user is not aware about the way to write query such that
desirable results only appear because for that he must know the semantic concepts
that are used in that particular domain in which he is interested. Experts have
developed various technologies for refined search but unfortunately till now
irrelevant links are got.

Consider Fig. 1.

• Precision: Percentage of returned pages that is relevant. Or in other words the
capability of minimizing the number of irrelevant links returned to the users.

• Recall: Percentage of relevant pages that is returned. Or in other words the
capability of maximizing the number of relevant links returned to the users.

All search mechanism till date performs the function where precision and recall
percentage is too low.

Domain searching using Semantic Web aims to provide better precise and recall
rates as compared to keyword based search. User need not think of appropriate
keyword that might give them the result they want, instead the user can simply
provide the search engine with whatever information it has by selecting options.

For example, consider a situation when User enters ‘‘images of all hotels in
Delhi’’ query on Google, now search results may contain lots of unwanted image
result which are of no interest to the user (Fig. 2).

The challenge is to create a topic based semantic web search engine which is
highly user friendly and provide advance search options with the help of topics. A
user shouldn’t be aware of the concepts supporting the semantic web to use it.
Their experience should be as close as the one they currently have with the current
web and the search engines they use daily.
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Some of the latest works relating semantic areas are:
Yong-Gui and Zhen [1] gave introduction on Web Mining and Semantic Web-

related knowledge and then integrated both of them to improve the effectiveness of
Web Mining. They claim that knowledge of Semantic Web makes Web Mining
easier. They gave a 5 step process under the framework of Agent for integrating
them.

Huiping [2] proposed a semantic web search model to enhance efficiency and
accuracy of IR for unstructured and semi structured documents. He used Ranking
Evaluator to measure the similarity between documents with semantic information
for rapid and correct information retrieval. He introduced Search Arbiter to judge
whether the query is answered by Keyword based Search Engine or Ontology
Search Engine. He gave just a conceptual architecture of Semantic Web Infor-
mation Retrieval System.

Kamran and Crestani [3] proposed a method for building a reliable ontology
around specific concepts by using the immense potential of active volunteering

Fig. 1 Precision versus recall

Fig. 2 Google images results
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collaboration of detected knowledgeable users on social media. They defined a
seven step model for creating the semantic relationships between related concepts
by using user’s input from reliable well known social networking sites. They used
automatic information retrieval methods called Wikipedia Link Based Measure
(WLM) and Cosine Similarity for computing semantic relatedness score. This
model is under construction and there is not any evaluation available yet.

Hyvönen et al. [4] in their paper considered the situation when a user is faced
with an image repository whose content is complicated and semantically unknown
to some extent. Here ontologies can be of help to the user in formulating the
information need, the query and the answers. This paper has used the ontology of
promotion event to annotate the promotion event images. They have proposed the
in depth structure of Promotion event ontology and the interface developed for
handling users query.

Ahmad and Faisal [5] proposed context based search of Personality Images,
which helps user to find out required images efficiently. Images were gathered
from Google, selecting 300 pictures of 5 personalities which were manually
annotated. Main context for finding images related to personalities include
activities like playing, attending meeting etc.

Hasany and Selamat [6] presented a system that populates hotel related infor-
mation in the ontology and use a natural language query platform to retrieve the
information from a common interface for decision making. User will get infor-
mation from a single interface based on user selected parameters. This paper
provides the detailed construction of the Hotel Ontology using knowledge base of
Malaysian hotels.

Cao et al. [7] presented an ontology based approach for developing STAAR
(Semantic Tourist Information Access and Recommending). It helps tourist search
information by providing a various semantic search feature in a mobile phone
application using web services. In addition they also proposed an algorithm for
recommending travel route relevant to both criterions: itinerary length and user
interest.

Palaniammal et al. [8] in their paper are concerned with the development of the
model towards the semantic search and the result which is based on user’s priority
while searching the tourism domain of interest. Their system makes use of user’s
profile ex age, user’s current status etc. to understand his behavior and tells the
probability of his highest interest on the type of places he/she wishes to tour.

Alice et al. [9] in their paper proposed a tool enhancing a refined search
retrieving only the most relevant links eliminating the other links using semantic
web technologies. A user’s searched text is stemmed and compared with attributes
defined in ontology.

Bast et al. [10] in their paper discussed the advantages and shortcomings of full-
text search on the one hand and search in ontologies on the other hand. They say
that full-text query work well when relevant documents contain the keywords or
simple variations of them in a prominent way. Entity oriented queries work well in
ontologies. This paper also discussed the challenges while obtaining the facts for
the ontologies.
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3 Goal of Research

The goal proposed in this research work is to develop system architecture for
semantic web search engine for images over a specific domain that is Hotels.

Search engine will be trained with the knowledge base in the form of Ontology
which can be in any specification like RDF, OWL or Turtle.

Various classes of Hotels are prepared on the basis of Location, Ratings, and
Rate etc. User will be provided with easy to use interface to enter his query.
Searching will be done in the ontology itself after which images of the relevant
Hotels will be displayed based on their ranking, thus giving a self learning
framework to user similar to that of Google image search.

4 Current System Issues

The current search system based on semantic web does not takes into consideration
the user behaviour while displaying the search results, which is the important
requirement in order to make user aware of the most popular as well as reliable
hotels images among Internet users. So this semantic search system focus on using
the image popularity as well as the rank of image’s host Web Site registered with
Google.

5 Proposed System

Here in this proposed system we design and develop a semantic web architecture
that can relieve the users from the overburden of doing a lot of keyword based
search before getting the desired result.

Data in the ontology is in Turtle format. In this system, latest data about hotel
gets populated inside ontology using Google Ajax API. It is basically Google
JavaScript API which helps in loading the online search results which includes
metadata as well as images directly into the web application.

This system takes the user query in the form of parameters related to that
domain in a user friendly environment, develop a SPARQL query and using JENA
API will give the reliable results to the user.

On clicking over the image user is redirected to the corresponding host website
to which this image belongs. This internally updates the user’s preference in the
knowledge base. Next time in the results, images will be displayed in the order of
user’s preferences.
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6 System Architecture

See Fig. 3.

7 Training the System

The data of various users is collected and organized around ontology of hotel. The
system has a large database of images belonging to various categories. The process
of collecting latest data for hotel in the ontology is done automatically using
Google API.

All the details along with the URL of image file and its category is stored in the
ontology. The category of an image is identified manually and it can be anything
like Location, Ratings, and Rate etc.

8 Conclusion

In this research, a model is proposed which will solve the problem of irrelevancy
on the search results displayed by current image search engines using the semantic
web technologies focusing on single domain that is of Hotels. This model can be
extended for multiple domain searches.

Fig. 3 Architecture
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1-Error Linear Complexity Test
for Binary Sequences

Hetal G. Borisagar, Prasanna R. Mishra and Navneet Gaba

Abstract This paper presents 1-Error Linear Complexity Test (1-ELCT) which is
based on Linear Complexity Test—LCT described in (Rukhin et al., NIST Special
Publication 800–822, 2001). 1-ELCT is improved version of Bit Flipping Linear
Complexity Test (BFLCT). In BFLCT, it is checked that wether the sequence
remains random or not after flipping one bit with respect to the LCT. 1-ELCT is
for block length of the form M ¼ 2q; q 2 N& q [ 8 and it is of practical use for
binary sequences of length 106.

Keywords Linear complexity � k-error linear complexity � Linear complexity test

1 Introduction

For a periodic binary sequence linear Complexity is defined to be the length of the
shortest linear recurrence which generates the sequence. Binary sequences with
low linear complexity are cryptographically weak because the entire sequence can
be efficiently computed given knowledge of a few initial bits using the Berlekamp-
Massey algorithm [1]. It is also seen that some sequences are having high linear
complexity but if few bits in the sequence are flipped the linear complexity
decreases drastically. If such thing happens, a very close approximation to the
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sequence can be obtained from a linear recurrence relation. This led to the
introduction of a new complexity measure named k-error linear complexity.

The concept of k-error Linear Complexity for periodic binary sequences of period
2n, was introduced by Stamp and Martin in 1993 [2]. He adopted the approach
followed by Games and Chan [3] in their algorithm for finding Linear Complexity for
period 2n. The Stamp-Martin Algorithm was further extended to compute the whole
k-error linear complexity profile by Lauder and Paterson [4]. Algorithms for com-
puting the linear complexity and the k-error linear complexity of a sequence, for
periodic sequences which have as period a power of the characteristic of the field
have been given by Ding et al. [5], Kaida et al. [6], Kaida [7], Wei [8], Alecu and
Salagean [9], Zhou [10] and Salagean [11]. All these algorithms, unlike the Ber-
lekamp-Massey Algorithm, need a whole period as input, which means that the
whole sequence is already known, which would not be possible in practical appli-
cations. As such there is no general algorithm to compute the k-error linear com-
plexity profile of an arbitrary sequence over an arbitrary finite field, other than the
exhaustive search. For a stream cipher to be secure, the pseudo-random sequence
should have high linear complexity or it must be unpredictable, i.e., it must be
computationally infeasible to recover more of the sequence from a short captured
segment, i.e. the next captured bit should appear to be drawn from a uniform dis-
tribution. The keystream should have uniform characteristics of M—bit blocks
(M = 1 or 2 or more) or in other words the captured sequence should satisfy ran-
domness properties. That is, randomness reflects the impossibility of predicting next
bit from all the previous bits of the sequence. NIST publication [12], defines a
randomness test based on the concept of linear complexity for binary sequences. We
have used this concept to check that the given sequence continues to remain random
and unpredictable when k-errors are introduced (k-bits are flipped) in the sequence.
Below we give definitions of linear complexity and k-error linear complexity.

Definition 1 Linear Complexity of binary sequences is the minimum number of
stages of an LFSR, which can generate the sequence [2].

Definition 2 k-error linear Complexity of the periodic sequence sð Þ ¼
s0; s1; . . .; sn�1ð Þ denoted ck sð Þ, is the smallest linear complexity that can be

obtained when any k or fewer of the si’s are altered [2].

The following sections present a test to indicate the change in randomness of
the given binary sequence having high linear complexity, when one bit error
(k = 1) is introduced in the sequence.

2 Linear Complexity Test

As mentioned in the previous section, Linear complexity indicates the unpre-
dictability of a given binary sequence, i.e., given a small segment of a sequence;
the next captured bit should appear to be drawn from a uniform distribution.
This means that the key stream should be random. In [12] the LCT for randomness
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of sequences is described. It is based on the principle that given a binary sequence
of length n nð ¼ M � Nð Þ where M indicates the length of block and N is the
number of blocks), the linear complexity of each block should on the average be
M=2 if the sequence is random.

Steps for Linear Complexity Test are as follows:

Here length of the sequence is n� 106 ¼ N �M
where, M is length of the block and it is in the range 500�M� 5; 000;
N is number of blocks and N� 200, K is degree of freedom and K ¼ 6 and level

of significance is 1 %.

Input: Binary sequence of finite length n.
Output: Sequence is random or sequence is non-random.

Test Description:

Step I: Partition the n-bit sequence into N independent blocks of M bits.
Step II: Using the Berlekamp-Massey algorithm, determine the linear com-

plexity Li each of the N blocks (i = 1, …, N).
Step III: Assuming that the sequence is random calculate the mean l by the

formula

l ¼ M

2
þ 9þ �1ð ÞMþ1

36

 !
�

M
3 þ 2

9

� �
2M

ffi �
ð1Þ

Step IV: For each sub string, calculate a value of Ti, where

Ti ¼ �1ð ÞMffi Li � lð Þ þ 2=9 for i ¼ 0 to N � 1 ð2Þ

Step V: Record the Ti values for i ¼ 0 to N � 1 in m0; . . .; m6 as follows

If �2:5� Ti Increment m0 by one

If �2:5\Ti��1:5 Increment m1 by one

If �1:5\Ti��0:5 Increment m2 by one

If �0:5\Ti� 0:5 Increment m3 by one

If 0:5\Ti� 1:5 Increment m4 by one

If 1:5\Ti� 2:5; Increment m5 by one

If Ti [ 2:5 Increment m6 by one

Step VI: Compute

v2 ¼
X6

i¼0

vi � Npið Þ2

Npi
ð3Þ

where, p0 ¼ 0:01047; p1 ¼ 0:03125; p2 ¼ 0:125; p3 ¼ 0:5; p4 ¼
0:25; p5 ¼ 0:0625; p6 ¼ 0:02078 are the probabilities.
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Step VII: Compute P-value = igmac K
2 ;

w2 obsð Þ
2

� �

Step VIII: If P-value \0.01 then conclude that sequence is non-random
otherwise random.

3 Our Approach

3.1 0-error Linear Complexity Test

We have reconfigured the LCT for M ¼ 2q; q 2 N in which the step IV and V are
clubbed by redefining the frequencies with respect to linear complexities directly.
This test is named as 0-Error Linear Complexity Test (0-ELCT).

Observe that, the last term in (1) is too small as compared to the first two terms
because M� 500. Therefore, by neglecting this value the mean value l will be
2q�1 þ 2

9.
Now in Eq. (2) if we substitute M ¼ 2q and the value of l then Ti will be

Li � 2q i ¼ 0 to N � 1 and this will be an integer value only. Accordingly we have
changed bound on Ti’s i ¼ 0 to N � 1.

There are total 7 frequencies and for each frequency we have a bound according
to [12].

These seven bounds can be calculated using three cases as shown below:
For any r, r1 and r2 in R, q 2 N and for i ¼ 0 to N � 1 we have

Case 1

r� Ti :

r� T ) r½ � � Tt

) r½ � � Li � 2q�1

) 2q�1 þ r½ � � L

Case 2

r1\Ti� r2; r2 ¼ r1 þ 1 :

r1\Ti� r2 & r2 ¼ r1 þ 1

) r1½ � þ 1 � Ti� r2½ �
& r2½ � ¼ r1½ � þ 1

) r1½ � þ 1 � Ti� r1½ � þ 1

) Ti ¼ r1½ � þ 1

) Li � 2q�1 ¼ r1½ � þ 1

) Li ¼ 2q�1 þ r1½ � þ 1
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Case 3

r\Ti :

r½ � þ 1� Ti;

) r½ � þ 1� Li � 2q�1

) 2q�1 þ r½ � þ 1� Li

From case 1 and taking r ¼ �2:5 the range for m0 will be
m0 :¼ Number of blocks for which 2q�1 � 3� Li

Similarly using case 2 and case 3 we can redefine the ranges for Ti given in step
V of LCT algorithm as follows:

m1 :¼ Number of blocks for which Li ¼ 2q�1 � 2
m2 :¼ Number of blocks for which Li ¼ 2q�1 � 1
m3 :¼ Number of blocks for which Li ¼ 2q�1

m4 :¼ Number of blocks for which Li ¼ 2q�1 þ 1
m5 :¼ Number of blocks for which Li ¼ 2q�1 þ 2
m6 :¼ Number of blocks for which Li� 2q�1 þ 3

Steps for 0-error Linear Complexity Test are as follows:

Input: Binary sequence of finite length n.
Output: Sequence is random or sequence is non-random.

Test Description:

Step I: Partition the n-bit sequence into N independent blocks of M bits, where
n ¼ M � N.

Step II: Determine the linear Li of the ith block i ¼ 1; . . .;Nð Þ using Berlekamp-
Massey algorithm.

Step III: Assuming that the sequence is random calculate mean l by the formula
(1).

Step IV: Calculate frequencies v0; . . .; v6 as described above.
Step V: Compute v2 value using formula (3).
Step VI: If v2� 16:812 then conclude that sequence is random otherwise non-

random (level of significance 1 %).

3.2 Bit Flipping Linear Complexity Test

In bit flipping linear complexity test (BFLCT), if a sequence is random with
respect to 0-ELCT then 1 bit at a time is flipped in the given sequence and every
time 0-ELCT is applied untill 0-ELCT fails or 0-ERLCT pass for last bit of the
sequence. In short BFLCT checks randomness of the modified sequences obtained
by flipping one bit at a time in the original sequence.
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Steps for Bit Flipping Linear Complexity Test are as follows:

Input: Binary sequence of finite length n.
Output: Sequence is random or sequence is non random.

Test Description:

Step I: Apply 0-ELCT on the sequence. If the sequence is non random algo-
rithm terminates here otherwise go to step II.

Step II: Initialise i ¼ 0.
Step III: Flip ith bit and apply 0-ELCT.
Step IV: If the sequence does not passes 0-ELCT declare sequence does not

passes BFLCT and stop here otherwise set i ¼ iþ 1 and check if i ¼ n.
If i ¼ n then declare sequence passes BFLCT otherwise go to Step III.

3.3 1-Error Linear Complexity Test

We state and prove the following theorem which is used to modify BFLCT and
give algorithm for 1-Error Linear Complexity Test (1-ELCT). This reduces the
computation complexity of BFLCT drastically.

Let us take a sequence of length N �M where N is number of blocks and M is
block size. We have taken block size M is of the form 2q; q 2 N; q [ 8 (in bits).

Denote wi and b ið Þ
j as the blocks and its bits respectively where i ¼ 0; 1; . . .;N � 1

and j ¼ 0 to 2q � 1. We define the sets Sl as sets containing indices of blocks
corresponding to the frequencies ml, l ¼ 0; 1; . . .; 6 as follows:

S0 ¼ i Li� 2q�1 � 3
��	 


; S1 ¼ i Li ¼ 2q�1 � 2
��	 


; S2 ¼ i Li ¼ 2q�1 � 1
��	 


S3 ¼ i Li ¼ 2q�1
��	 


; S4 ¼ i Li ¼ 2q�1 þ 1
��	 


; S5 ¼ i Li ¼ 2q�1 þ 2
��	 


S6 ¼ i Li� 2q�1 þ 3
��	 


here i ¼ 0 to N � 1

Observation: If only one bit in the sequence is flipped then change in the fre-

quencies of the given sequence will be
P6

i¼0 jvi � v0ij ¼ 2 only as one bit change at
most changes two frequencies.

Theorem 1 If a sequence is random (with respect to Linear complexity test) with
frequency distribution vi; i ¼ 0; 1; . . .; 6 and v2 for all other distributions m0i; i ¼
0; 1; . . .; 6 satisfying

P6
i¼0 jvi � v0ij ¼ 2 is greater than v2

e , then sequence is non-
random for 1-error linear complexity test.

Proof If for any 1-bit change, the distribution changes and corresponding v2 value
is greater than v2

e then it is obvious that the sequence will be 1-error non-random.

Therefore, it suffices to prove that there exists a bit in the sequence whose
flipping changes the frequency distribution such that v2 [ v2

e then we are through.
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Claim: The required bit will be last bit of any block belonging to S2.
Observe that, If a sequences is random with respect to 0-ELCT then S2 cannot be
empty set.

If possible suppose m2 ¼ 0) S2 ¼ /.
The v2 is calculated according to (3)

v2 ¼
X6

i¼0

vi � Npið Þ2

Npi
:

We try to minimize v2 when v2 ¼ 0. The constraint function g v0; v1; v3; v4;ð
v5; v6Þ is given as,

g v0; v1; v3; v4; v5; v6ð Þ :¼ v0 þ v1 þ v3 þ v4 þ v5 þ v6 ¼ N

The condition for extrema is given as

rv2 ¼ krg

) 2 vi � Npið Þ
Npi

¼ k; i ¼ 0; 1; 3; 4; 5; 6

)mi ¼ Npi
k
2
þ 1

ffi �

Putting this value in the constraint function we get,

N
k
2
þ 1

ffi �
p0 þ p1 þ p3 þ p4 þ p5 þ p6ð Þ ¼ N ) k ¼ 2

7

It can be shown that the extrema condition corresponds to the minimum value.
The minimum value thus corresponds to

mi ¼
8
7 Npi; i ¼ 0; 1; 3; 4; 5; 6
0; otherwise

�

and the minimum value of v2 is given as

v2
min ¼

X
i¼0;1;3;4;5;6

8
7 Npi � Npi

� �2

Npi
þ 0� Np2ð Þ2

Np2
¼ 1

7
N

Sequence is random with respect to 0-ELCT so it has number of blocks at least
200. Therefore, v2� v2

min ¼ 1
7 N [ 28 [ v2

e which is contradiction as sequence is
random with respect to 0-ELCT means v2� v2

e . So our assumption S2 ¼ / is not
possible.

Now since S2 is non-empty, there will be at least one block index in S2. Let i0 be
that index. Therefore linear complexity of block wi0 is 2q�1 � 1, q 2 N. When
Berlekamp -Massey Algorithm is applied to the block wi0 there will be two cases
for the linear complexity with respect to the last bit of wi0 :
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Case 1 b i0ð Þ
2q�1 is a point of discrepancy.

There are two possibilities for the linear complexity L at this point

1. L�N=2 :
If L�N=2 then L will be increased as follows:

L ¼ N � Lþ 1 ¼ 2qð Þ � 2q�1 � 1
� �

þ 1 ¼ 2q�1 þ 2

which is not possible.
2. L [ N=2 :

In this case the previous value of linear complexity is taken as L which is 2q�1 � 1
but in this case too,

L [ N=2) 2q�1 � 1 [ 2q�1

which is again contradiction.

Therefore, for wi0 is in S2; b i0ð Þ
2q�1 cannot be a point of discrepancy.

Case 2 b i0ð Þ
2q�1 is not a point of discrepancy.

Here the value of d can be given as,

d ¼ 0 ¼ b i0ð Þ
2q�1 þ c1b i0ð Þ

2q�2 þ c2b i0ð Þ
2q�3 þ � � � þ c2q�1�1b i0ð Þ

2q�1

Now, flipping b i0ð Þ
2q�1 will make it a point of discrepancy i.e., d = 1. At this stage

the complexity will be

N � Lþ 1 ¼ 2q � 2q�1 � 1
� �

þ 1 ¼ 2q�1 þ 2 [ N=2 ¼ 2q�1

Therefore if we flip the bit b i0ð Þ
2q�1 then this block wi0 will not remain in S2.

So if the last bit of any block of S2 is flipped then it will change the frequency

distribution such that
P6

i¼0 jvi � v0ij ¼ 2. Hence the theorem is proved.
In BFLCT every time we flip a bit we have to apply Berlekamp Algorithm. The

above theorem says if we just change the frequencies and see its effect on the v2

value we can directly conclude that the sequence is random or not if it is satisfying
the assumption of the theorem. And empirically we have seen that out of 100
sequences there are only for 3–5 sequences which does not satisfies the assumption
of the above theorem. So this reduces the computational complexity of bit flipping
linear complexity test drastically.

Steps for 1-error Linear Complexity Test are as follows:

Input: Binary sequence of finite length n.
Output: Sequence is random or sequence is non-random.

Test Description:
Step I: Apply 0-error linear complexity test on the sequence. If the sequence

is non random algorithm terminates here.
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Step II: Set i = 0.
Step III: Set j ¼ min S, where S ¼ 0; 1; 2; 3; 4; 5; 6f g � if g.
Step IV: If mi 6¼ 0 first decrease mi by one and then check j = 6 or not. If j = 6

store the indices of blocks corresponding to the frequency mi�1 and go
to step VI.

Step V: Increase i by one and go to step IV.
Step VI: If j = 7 or j = i increase mi and i by one and go to Step III otherwise

increase mj and calculate v2.
Step VII: If v2� 16:812 decrease mj by one, set j ¼ jþ 1 and go to Step VI.

Otherwise increase mi and i by one and go to Step III.
Step VIII: If indices of all the blocks corresponding to all the mi are stored then

declare sequence is random.
Step IX: If no index of blocks are stored then declare sequence is non-random

otherwise go to Step X.
Step X: Apply bit flipping Linear Complexity Test on remaining blocks

whose indices are not stored.

We have applied 1-ELCT on data collected from various random and pseu-
dorandom sources. The parameters selected are N ¼ 1; 000; M ¼ 1; 024 and the
number of sequences B100.

S. N. Data No. of binary
sequences

Block size
(bits) M

Number of
blocks N

Rand. seq.
(k = 0)

Rand. seq.
(k = 1)

1 Salsa 100 1,024 1,000 100 97
2 Rabbit 100 1,024 1,000 100 100
3 LEX 100 1,024 1,000 100 100
4 TRNG

data
100 1,024 1,000 95 94

4 Complexities

For a binary sequence of length n ¼ N �M, where N = Number of blocks and
M = block size. The complexity for finding 1 error linear complexity is

O n2
� �

þ O
n

1

ffi �
� n2

ffi �
¼ O n2

� �
þ O n� n2

� �
¼ O n3

� �

¼ O N3 �M3
� �

by substituting n ¼ N �Mð Þ

This shows that the time complexity for the computation of k-error Linear
Complexity for k = 1 is quite high even for moderate size sequences e.g., of size
106. Therefore it is not of much practical use. On the other hand the BFLCT
provides fairly good information about distribution of 1-error Linear Complexity

1-Error Linear Complexity Test for Binary Sequences 233



in the sequence, in a much lesser time. The average computational complexity of
BFLCT is as follows:

O N �M2
� �

þ O
M

1

ffi �
� N=2�M2

ffi �
¼ O N �M2

� �
þ O M � N=2�M2

� �

	 O N �M3
� �

The complexity here reduces by factor of N2. Time complexity for 1-error LCT
is very small compared to the complexity of BFLCT as shown below:
N 0 = Number of block on which BFLCT is applied BN.

O N �M2
� �

þ O
M

1

ffi �
� N 0 �M2

ffi �
¼ O N �M2

� �
þ O N 0 �M �M2

� �

¼ O N þ N 0 �Mð Þ �M2
� �

We have carried out experiments for n ¼ 1; 000� 1; 024. The time complexity
for finding 1-ELCT is 	 O 1; 0003 � 1; 0243ð Þ 	 260. For the same sequence
BFLCT time complexity will be 	 O 1; 000� 1; 0243ð Þ 	 240 while for the
1-ELCT the time complexity is &230 this is because it has been empirically tested
that for most of the sequences N 0 ¼ 0 or N 0 very small compared to N.

5 Conclusion

LCT proposed in [12] requires the sequence length to be greater than C106. We
have modified this test to measure the randomness when 1 bit of the sequence is
flipped and observed that the naive approach to this test has even a greater
complexity for sequences of length C106 bits. We improved the algorithm and
illustrated that the complexity for this modified algorithm is in the realistic range.
We are further working on extending this test to work for k = 2 and different
block lengths.
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Neural Method for Site-Specific Yield
Prediction
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Abstract In the recent years, a variety of mathematical models relating to crop
yield have been proposed. A study on Neural Method for Site –Specific Yield
Prediction was undertaken for Jabalpur district using Artificial Neural Networks
(ANN). The input dataset for crop yield modeling includes weekly rainfall,
maximum and minimum temperature and relative humidity (morning, evening)
from 1969 to 2010. ANN models were developed in Neural Network Module of
MATLAB (7.6 versions, 2008). Model performance has been evaluated in terms of
MSE, RMSE and MAE. The basic ANN architecture was optimized in terms of
training algorithm, number of neurons in the hidden layer, input variables for
training of the model. Twelve algorithms for training the neural network have been
evaluated. Performance of the model was evaluated with number of neurons varied
from 1 to 25 in the hidden layer. A good correlation was observed between
predicted and observed yield (r = 0.898 and 0.648).
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1 Introduction

Wheat (Triticum spp.) is a major crop of rabi season in India. It is cultivated in
28.52 Mha areas with the total production of about 80.71 million tons. The area,
production and productivity of wheat in the states of Madhya Pradesh are 1.815
(Mha), 7.2796 MT, and 18.35 q/ha respectively [1]. The yield of this crop is very
sensitive to temperature variation when soil moisture is less during the critical
stages, which affect the productivity of wheat.

Yield patterns in fields may change annually, due to spatial variations in soil
properties and weather. Climatic factors like temperature, solar radiation and
rainfall affect crop yield. Changes in climatic variables like rise in temperature and
decline in rainfall have been reported by Intergovernmental Panel on Climate
Change [2]. Pre and post–anthesis high temperature and heat had massive impacts
on wheat growth, whereas stress reduced its photosynthetic efficiency [3]. You
et al. [4] observed a significant reduction in yield caused by a rise in temperature
of 1.8 �C caused 3–10 % reduction in wheat yield. A few days of temperature
above a threshold value, if coincident with anthesis, can significantly reduce yield
by affecting subsequent reproductive processes [5].

A variety of nonlinear techniques for investigating yield response have also
been examined, including boundary line analysis [6], state-space analysis Bayesian
networks, and regression trees [7]. However, many nonlinear methods can be
difficult to implement, and comparison of the results from these vastly different
methods is problematic. Clearly, nonlinear methods that are relatively easy to
implement and can be readily compared to one another would be highly desirable.
A relatively new branch of nonlinear techniques, artificial neural networks (ANN
or NN), has been applied not only to artificial intelligence [8] and classification
applications [9] but also as general, non-parametric ‘regression’ tools.

Present study has been carried out to Estimate the yield of wheat crop in
Jabalpur district based on climatic factors i.e. temperature, rainfall and relative
humidity. The objective of the study is to develop an Artificial Neural Network
model for wheat productivity for the Jabalpur district.

2 Study Area

Present study was carried out at Jabalpur district in Madhya Pradesh, India. It is
located at latitude from 2300903600N to 230370N and longitude from 790570E to
790950E at the average MSL of 408 m within the Agro-Climatic zone of Kymore
Plateau and Satpura hills. Jabalpur district has a humid subtropical climate, typical
of North-Central India.
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2.1 Collection of Data

Crop yield: Yield data of wheat and paddy crop of Jabalpur district was collected
from the Department of Agricultural Economics and Farm Management, JNKVV,
Jabalpur for the year 1969–2010. Yield data from 1969 to 1998 includes the yield
of Katni district at present. The productivity of these crops has been computed
from yield and area under the specific crop of the district.

Rainfall, temperature and humidity: The weekly data of rainfall, maximum and
minimum temperature and relative humidity (morning, evening) of Jabalpur were
collected from The Department of Physics and Agro-meteorology, College of
Agricultural Engineering, JNKVV Jabalpur for the years 1969–2010.

2.2 Randomization of Data

Out of 41 years of data considered for the analysis, initially 25 years of data have
been used for model development and rest for validation of the model. Due to
separation of Katni district, from the Jabalpur in the year 1999, large variations in
the productivity have been observed. In order to reduce the temporal effect on
productivity, the total 41 years data have been randomized for the purpose of
development and validation of the model.

2.3 Predictor Variables for Wheat

There are large variations in the duration of wheat crop in the district. To gen-
eralize the model, it is assumed that the wheat crop has an average crop period of
twenty-two weeks that is from 44th Standard Metrological Week (SMW) to 13th
SMW. The total number of predictor variable for this period becomes 110, hence
to reduce the number of predictor variables model was developed with Principle
Component Analysis (PCA). The predictor variables selected by PCA wheat crop
and the model criteria set for (set of suitable input parameters based on correlation
analysis between wheat yield and the selected input parameter [10]) is shown in
Table 1.

3 Materials and Methods

The functional diagram of an artificial neuron is shown in Fig. 1. There are
weighted input connections to the artificial neurons. These input signals get added
up, and are fed into the activation function. The reaction signals of the neuron
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would then pass through a transfer function, which decided the strength of the out
signal [11, 12]. Finally, the output signal is send through all the output connections
to other neurons.

yj ¼
Z

Wj � Xj

� �
� hj ð1Þ

The function f(x) is called as an activation function, the activation function
enable a network to map any non-linear process. The most commonly used
function is the sigmoidal function expressed as:

f ðxÞ ¼ 1

1þ eð�xÞ ð2Þ

The variables were selected according to the model WM-20, WM-11, WM-8
for developing and evaluating the ANN models. The ANN model architecture is a
single layer feed forward network, which is one of the simplest neural network and
has been successfully used the prediction of the nonlinear process [13, 14]. The
number of hidden layer is one. The transfer function from input to hidden layer is
Tan-Sigmoid Transfer Function (Tansig) and from hidden layer to output layer is
Linear Transfer function (Purelin). The Back propagation training function has
been selected, which is the most common and accurate as reported by many
workers. The performance function for training and testing of networks used are
Mean Squared Error (MSE). The various combinations of hidden nodes and
training function were done to arrive at optimum combinations to give less error
[15]. The network iterations (Epochs) were kept at 500. Architecture for ANN
models shown in Table 2. The neural network utility file is edited in MATLAB
(7.6 Version). The input variable selection, input data source file, network option,
training function, setting for the data for training, validation, plotting the pre-
dicting values and saving the network is created and run in MATLAB software.

Table 1 ANN Models with varying input variable Model Predictors Criteria (PCA)

Model Predictors Criteria (PCA)

WM-20 T47 M47 M48 M51 M13 R47 R48 R50 T49 M6 R44 R46 R8
RHM2 RHM5 RHM6 RHE44 RHE45 RHE46 RHE11

If r value is greater
than 0.2

WM-11 T47 M47 M48 M13 R48 T49 R44 R46 RHM6 RHE44 RHE45 If r value is greater
than 0.25

WM-4 M47 M48 M13 R44 R48 RHM6 If r value is greater
than 0.3

Where, Tn = Average maximum temperature of nth week (�C)
Mn = Average minimum temperature of nth week (�C)
Rn = Rainfall during nth week (mm)
RHMn = Relative humidity (morning) nth week (%)
RHEn = Relative humidity (evening) nth week (%)
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3.1 Performance Indicators

Correlation coefficient (R), Mean square error (MSE), Root mean square error
(RMSE) and Mean Absolute error (MAE), were used as the model development
parameters as well as the criteria for evaluation.

4 Result and Discussion

Initial ANN base model has been developed with Levenverg-Marquardt training
algorithm with 7 neurons and a single hidden layer. Three models with 20,11,6
predictor variables have been developed.
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Fig. 1 An artificial neuron showing its function

Table 2 ANN algorithms,
architecture and parameters
used in ANN model

Algorithm Back-propagation-L.M

Training functions Trainlm
Number of Neurons 7
Number of hidden layers 1
Scaling method Normalization
Activation function of hidden layer Tan-sigmoid
Activation function of output layer Purelin
Number of Epochs 500
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Performance of these three models has been summarized in Table 3. It can be
observed that value of R during validation of the model WM-6 is much higher than
the model WM-20 (0.3656) and the model WM-11(0.4782). However value R
during training of the model WM-6 (0.8669) is slightly lower than the model WM-
20 (0.8701). RMSE AND MAE for the model WM-6 are higher than the model
WM-20 and WM-11, hence model WM-6 has been selected for further refinement.

4.1 Training Algorithms for Wheat Yield Model

The WM-6 model was tested with different training algorithms. For developing the
ANN based wheat yield model, performance of 12 training algorithms were
evaluated. The model WM-6 was developed using Levenverg Marquardt Algo-
rithm (trainlm).The best training algorithm in the hidden layer of ANN model can
be determined by trial and error, at which the model performs best.

Table 4 indicates that the training algorithm ‘‘traincgf’’ resulted in model with
highest value of correlation coefficient of 0.871 and 0.511 during training and
validation respectively. Model performance indicator; MSE with scaled estimate
and the target are lowest at 0.216 and 0.747 during training and validation
respectively. RMSE has been worked out as 276.099 and 474.092; and MAE as
204.618 and 357.194 during training and validation respectively.

Hence the ANN wheat model with 6 input variables ‘‘mapstd’’ method of
normalization, ‘‘traincgf’’ training algorithm at 7 neurons performed best amongst
all twelve algorithms used for training.

4.2 Selection of Optimum Number of Neurons in the Hidden
Layer for the Wheat Yield

Increasing the number of neurons in the hidden layer, the network gets an over fit,
that is the network have problem to generalize. Trial and error method is applied to
determine the optimum number of neurons, at which the network performs best.

Table 3 Performance of various wheat ANN models

Model R MSE RMSE MSE

Trg Val Trg Val Trg Val Trg Val

WM-20 0.87 0.37 2.69E-23 1.71 375 620 297 417
WM-11 0.31 0.48 1.76E-10 1.61 576 719 423 333
WM-6 0.87 0.51 1.76E-10 2.78 576 719 423 394

Training with 60 % of dataset and rest of data set use for validation
Trg = training, Val = validation
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Selection of optimum number of neurons is an essential part for wheat ANN model
development. The model WM-6 with learning function ‘‘traincgf’’ and normali-
zation function ‘‘mapstd’’ trained with 60 % of data has been evaluated for opti-
mum number of neurons. Neurons in the hidden layer are varying from 1 to 25.

The comparison of performance parameters are presented in Table 5, it can be
stated that the model W-6 is trained with ‘‘traincgf’’ algorithm, ‘‘mapstd’’ nor-
malization function and 23 neurons have best performance (Fig. 2).

Table 4 Performance of different training algorithm methods for ANN based wheat yield
modeling

S. No. Algorithm R MSE RMSE MAE

Trg Val Trg Val Trg Val Trg Val

1 Traingdx 0.66 0.45 0.55 0.72 421.17 582.19 304.02 428.29
2 Traingd 0.60 0.46 0.71 0.64 494.88 575.68 383.70 332.62
3 Trainscg 0.61 0.51 0.37 0.98 443.00 527.16 341.45 402.46
4 Trainrp 0.46 0.58 0.43 0.70 555.22 692.13 411.44 308.82
5 Trainoss 0.76 0.43 0.25 1.50 366.85 617.04 276.11 519.77
6 Trainlm 0.87 0.51 0.00 2.78 284.74 487.40 225.02 394.29
7 Traincgp 0.78 0.43 0.16 1.24 354.98 519.38 252.37 408.01
8 Traincgf 0.87 0.52 0.22 0.75 276.10 474.09 204.62 357.19
9 Traincgb 0.79 0.49 0.25 0.70 340.53 495.93 250.19 385.58
10 Trainbfg 0.85 0.41 0.12 1.12 293.24 544.38 230.70 389.90
11 Traingdm 0.72 0.37 0.54 0.86 400.63 579.94 311.35 450.09
12 Traingda 0.27 0.55 1.21 0.80 734.11 831.59 576.55 374.83

Trg = training, Val = validation

Table 5 Performance of neural network with different number of neurons of wheat yields ANN
modeling

S.No. Model R MSE RMSE MAE

Trg Val Trg Val Trg Val Trg Val

1 N1 0.61 0.45 0.61 1.14 450.85 621.76 313.90 453.95
2 N2 0.58 0.48 0.47 1.47 502.79 633.69 371.39 380.97
3 N3 0.41 0.52 0.57 0.98 527.97 699.83 378.88 404.95
4 N5 0.61 0.38 0.29 1.36 486.05 685.67 389.70 402.42
5 N7 0.87 0.52 0.22 0.75 276.10 474.09 204.62 357.19
6 N9 0.80 0.49 0.22 0.76 338.78 490.62 265.58 372.12
7 N11 0.83 0.42 0.25 1.11 315.18 559.36 214.76 459.84
8 N15 0.61 0.25 0.26 1.40 450.49 643.62 357.09 485.02
9 N17 0.40 0.46 0.29 1.20 592.64 568.81 469.57 425.80
10 N19 0.47 0.47 0.29 0.90 537.86 645.50 478.41 373.93
11 N20 0.64 0.45 0.28 0.91 434.56 567.38 319.66 392.12
12 N23 0.90 0.65 0.14 0.71 259.07 438.68 196.09 352.53

Trg = training, Val = validation
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5 Conclusions

Artificial Neural Network (ANN) model for estimation of crop yield was devel-
oped in the present work. The model has one input layer, one hidden layer and one
output layer. Method normalizes the data ‘‘std’’ which transforms the data such
that the mean is zero and standard deviation is unity. The input dataset for crop
yield modeling includes weekly rainfall, maximum and minimum temperature,
relative humidity (morning, evening) for 41 years (1969–2010). ANN models
were developed in Neural Network Module of MATLAB (7.6 version, 2008).
Model performance has been evaluated in terms of R, MSE, RMSE and MAE. The
basic ANN architecture was optimized in terms of training algorithm, number of
neurons in the hidden layer, input variables for training of the model. Twelve
algorithms for training the neural network have been evaluated. Performance of
the model was evaluated with number of neurons varying from 1 to 25 in the
hidden layer.

From this study following salient points emerged. Highest value of correlation
coefficient between the estimated and observed wheat yield was 0.898 and 0.648
during training and validation by ANN model. The ANN wheat model with
‘‘traincgf’’ algorithm, 23 numbers of neurons, 60 and 40 % length of record for
training and validation with 6 input variables is found to be the best model for
wheat yield estimation.
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Computational Intelligence Methods
for Military Target Recognition in IR
Images

Jai Prakash Singh

Abstract Military target recognition in IR images is a complex area of computing
where most of the existing computation methods do not provide satisfactory
deployable solutions. Present paper brings out the different aspects of this problem
and discusses how computational intelligence can be helpful in solving many of
these complex issues. Computational Intelligence itself consists of different dis-
ciplines like Evolutionary Computation, Fuzzy Logic and Artificial Neural Net-
works which further have their own branches. These all combined can become a
powerful tool to create an effective military target recognition solution.

Keywords Computational intelligence � Military target recognition � Neural
nets � Evolutionary computation �Magician systems � Genetic algorithms � Fuzzy
logic

1 Introduction

IR or thermal imaging is an important tool in military war fighting. It helps our
forces not only to see enemy clearly in night covertly (without declaring our own
position) but also to see the enemy in dust, smoke and hazy conditions. Military
war fighting conditions are the most harsh and tough conditions and pose new
challenges on both humans and machines. Friendly fire, collateral damages, fire on
civilian vehicles, continuous stress on our soldiers are some of the serious prob-
lems which emerge due to inefficient target recognition due to humans or present
day machines. Need exists to develop machine ability to go beyond human
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intelligence and recognize military targets in the most difficult battle conditions
and against enemy maneuvers.

This paper is about application of computational Intelligence (CI) in solving
this problem. Which of these problems can be solved effectively through which
tool of CI is a significant aspect to be discussed. Also, strengths and limitations of
different computational intelligence methods have been brought out. These limi-
tations also inspire us to go for hybrid solutions involving more than one com-
putational intelligence method. Other techniques like Magician Systems and
Neocognitrons also need mention here.

2 Problems Inherent in IR Imaging

IR radiation has its own characteristics and so the IR images. IR images as on date
are monochrome (black and white) though pseudo coloring is being tried. The
edges in IR images are not as sharp as in visible range images (though better than
MMW or Microwave Images). Rain and fog are other limitations for IR imaging.
Evolutionary computing may help in evolving best models for enemy targets so
that the enemy weapons can be differentiated from our own ones and also from
civilian equipments with high reliability.

3 Problems Due to Enemy Strategies

Enemy tries his best to safeguard his weapons through hiding, camouflaging and
deception etc. Hiding behind bushes or hills make partial appearances sometimes
and full picture has to be evolved through these partial appearances. Neural
Networks can help in this aspect of evolving full picture from partial appearances.
IR camouflaging paints and active electronic camouflaging are the technologies of
today and near future. Optical cloaking may come in far future. Deception through
decoys are presently being used though in future 3D holographic projections may
be used for deception. All this brings another set of problems specific to the
battlefield environment due to the war fighting strategies of our adversary. This
falls in the class of fuzzy multi-valuedness. Suppose, we have improved our
imaging system to the extent that we can make out very clearly that there is a clear
enemy weapon at a certain place with very high probability. But at the same point,
if we receive information from a possibly reliable source that enemy has made all
his weapons appear as non-targets for us and decoys appear as targets. In such
situations, our entire assessments change. As per this new information, non target
like things become targets and target like things become non-targets. More the
probability of target previously, more the probability of non-target now. Such
situations are typical examples where computational intelligence like soft-
computing methods can help especially fuzzy logic based computing.
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4 Problems Due to Our Own Strategies

Sometimes our own soldiers’ war fighting strategies pose significant problems. For
example, our forces may decide to hide fully behind hills. In this situation, our
imagers may get only limited opportunity to see the enemy. Only partial
appearances of enemy targets may be received on the basis of which full picture
has to be evolved.

5 Computational Intelligence

Computational Intelligence (CI) is an offshoot of artificial intelligence in which the
emphasis is placed on heuristic algorithms such as fuzzy systems, neural networks
and evolutionary computation. The IEEE Computational Intelligence Society uses
the tag-line ‘Mimicking Nature for Problem Solving’ to describe Computational
Intelligence, although mimicking nature is not a necessary element. In addition to
the three main pillars of CI (fuzzy systems, neural networks and evolutionary
computation), Computational Intelligence also encompasses elements of learning,
adaptation, heuristic and meta-heuristic optimization, as well as any hybrid
methods which use a combination of one or more of these techniques. More
recently, emerging areas such as artificial immune systems, swarm intelligence,
chaotic systems, and others, have been added to the range of Computational
Intelligence techniques. The term ‘Soft Computing’ is sometimes used almost
interchangeably with Computational Intelligence.

Computational Intelligence techniques have been successfully employed in a
wide range of application areas, including decision support, generic clustering and
classification, consumer electronic devices, stock market and other time-series
prediction, combinatorial optimization, medical, biomedical and bioinformatics
problems, and many others. Although CI techniques are often inspired by nature,
or mimick nature in some way, CI applications are not restricted to solving
problems from nature [1].

6 Tools of Computational Intelligence

So, Computational Intelligence can be best defined by the tools it has to solve the
real world complex problems. We will discuss these tools one by one here.

7 Evolutionary Computation

This is the foundation of CI. These are machine learning optimization and classi-
fication paradigms based on mechanisms of evolution such as biological genetics
and natural selection. This includes genetic algorithms, evolutionary programming,
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genetic programming, evolution strategies and particle swarm optimization
depending on different combinations of selection criteria, crossover and mutation
[2]. Role of evolutionary computation is mainly in training the Artificial Neural
Networks and forming the optimum rules for fuzzy systems.

8 Artificial Neural Networks (ANNs)

This is an analysis paradigm roughly modeled after the massively parallel structure
of the brain. It simulates a highly interconnected parallel structure with many
relatively simple processing elements (PEs). Different models of ANNs include
Single and Multi layer Perceptrons, Back Propagation Networks, Bidirectional
Associative Memories, Hopfield Nets, Kohonen Maps, Learning Vector Quantizers
(LVQs), Artificial Resonance Theory (ART) based Networks, Necognitrons etc.
Role of ANNs in computational intelligence are classification, pattern matching,
pattern completion, noise removal, optimization, control and simulation etc.

9 Fuzzy Logic

While probability theory deals with statistical uncertainty, fuzzy logic deals with
non-statistical uncertainty like linguistic uncertainty. Fuzzy logic is one of many
logics of ‘‘approximate reasoning’’. It comprises of different operations on fuzzy
sets like equality, containment, complementation, intersection and union etc.
Fuzzy sets are real-valued functions mapping a collection of objects, or the points
within the dynamic range of a variable, to values between 0 and 1. The value
associated with each object or point is the degree to which that object or point
belongs to the fuzzy set. An important capability of fuzzy logic is that it can handle
‘‘X is non-X’’ type Cretian paradoxes and multivalued logics. Role of fuzzy logic
is in fuzzy control systems, handling multivaluedness in target recognition sys-
tems, fuzzy image processing etc.

10 Soft Computing and its Relation with Computational
Intelligence

Soft Computing could be defined as a computational approach to solve problems
under circumstances of uncertainty and/or imprecision, being those circumstances
either inherent to the problem (the available information is imprecise) or ‘‘added’’
as a way to cope with (to soften) complexity. It is quite important to realize that the
presence of uncertainty or imprecision is not a target for SC. It derives from
properties or circumstances of the problem under consideration, or is added as a
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need to overcome the complexity of the problem. It is not easy to find (either from
definitions or use) any significant difference among the characteristics, properties
and components of Soft Computing and those of Computational Intelligence. So,
we can say that both terms apparently refer to the same, or at least a quite related,
concept [3].

11 Applying Computational Intelligence/Soft Computing
Tools to Military Target Recognition in IR Images

After discussing different tools of computational intelligence, we can now discuss
how these tools can be applied to military target recognition in IR images. Arti-
ficial Neural Networks (ANNs) can help in classifying objects appearing in IR
images in different classes based on its training. ANNs can also help in handling
partial occlusions, noisy images, new targets etc. Fuzzy logic can help in tackling
tricky situations like deception and camouflage. Fuzzy control can also help in
searching, tracking and pointing. Human Experts’ knowledge can be coded better
as Fuzzy rules. Evolutionary computation can make both neural and fuzzy systems
more accurate and effective in handling target recognition in fog, rain, camou-
flaged and deception conditions. Neocognitrons are neural network models based
on Hubel and Wiesel’s studies on Biological Vision Systems. Modified forms of
these models can be very helpful. Similarly, Magician Systems are more general
forms of Genetic Algorithms and can be more effective in dealing Target Rec-
ognition problems.

12 Conclusions and Future Scope

This paper has brought out some aspects of application of CI/SC for military target
recognition IR images and opened up the discussion. Practical application of CI in
this area will bring several new results and deployable robust systems.
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Flash Webpage Segmentation Based
on Image Perception Using DWT
and Morphological Operations

A. Krishna Murthy, K. S. Raghunandan and S. Suresha

Abstract Web page segmentation is an important step for many applications such
as Information Retrieval, Noise Removal, Full Text Search, Information Extrac-
tion, and Automatic page adaptation and so on can benefit from this structure.
Many segmentation methods have been proposed on HTML Web page segmen-
tation whereas Flash Web pages have been omitted because of their less avail-
ability. But in recent days, we can see many Flash Web pages taking their
appearance. In this paper, we are proposing segmentation method by using image
processing techniques after processing Web pages as images, because of their
unavailability of semantic structure. We perform the experimental analysis based
on ground truth analysis (actual blocks in Web page as per human perception) and
obtained the better performance level. We also measure the usefulness of Flash
Web page blocks.

Keywords Web page segmentation � Flash web image segmentation � Web
blocks � Haar wavelet

1 Introduction

In recent decades, research in the field of Web Data Mining is emerging. For
example improving the quality of Web by Analyzing Usability Test, Web Infor-
mation Extraction, Opinion Mining Browsing on Small Screen Device’s (SSD’s)
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[1] like mobile, Personal Digital Assistance (PDA) and many others. At present,
experiencing the internet on Small Screen terminals like Mobile, PDA etc., is
becoming very popular. But the current Web pages intended for Large Screen
Device’s (LSD’s) are not suitable for SSD’s. Web page segmentation plays major
role to accomplish the above mentioned issue(s) and also it helps to many other
applications such as, (1) To improve the accuracy of search results as well as
search speed, (2) Web Mining tasks (such as Clustering, Classification etc.), (3) It
helps to understand the layout structure of Webpage, (4) It helps to overcome the
citation issues and so on.

From past, several attempts have been made on Web page segmentation spe-
cifically on HTML based Web pages [1]. Thus, there is a lot of scope on it. As W3
(WWW) consortium stated that, HTML has a lot of drawbacks such as (1) Limited
defined tags, (2) Not case sensitive, (3) Semi-structured and (4) Designed for only
to display data with limited options. To overcome these drawbacks few technol-
ogies have been introduced such as XML, Flash and so on [2].

2 Related Work

DOM tree construction for Web pages, tries to extract the structural information
from HTML [3]. However because of flexibility of HTML syntax, DOM might
cause mistakes in tree structure. Moreover, DOM tree is initially introduced for
presentation in the browser rather than description of the semantic structure of the
Web page. For example, even though two nodes in the DOM tree have the same
parent, it might not be the case that the two nodes are more semantically related to
each other than to other nodes [4]. In 2003, Vision Based Page Segmentation
(VIPS) algorithm [4] proposed to extract the semantic structure of a Web page.
Semantic structure is a hierarchical structure in which each node will correspond
to a block and each node will be assigned a value to indicate degree of coherence
based on visual perception. It may not work well and in many cases the weights of
visual separators are inaccurately measured, as it does not take into account the
document object model (DOM) tree information and when the blocks are not
visibly different.

Gestalt Theory [5]: a psychological theory that can explain human’s visual
perceptive process. The four basic laws, Proximity, Similarity, Closure and Sim-
plicity are drawn from Gestalt Theory and then implemented in a program to
simulate how human understand the layout of Web pages. A graph-theoretic
approach [6] is introduced based on formulating an appropriate optimization
problem on weighted graphs, where the weights capture if two nodes in the DOM
tree should be placed together. Liu et al. [7] proposed a novel Web page seg-
mentation algorithm based on finding the Gomory-Hu tree in a planar graph. The
algorithm initially distils vision and structure information from a Web page to
construct a weighted undirected graph, whose vertices are the leaf nodes of the
DOM tree and the edges represent the visible position relationship between
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vertices. It then partitions the graph with the Gomory-Hu tree based clustering
algorithm. Since the graph is a planar graph, the algorithm is very efficient.

From literature [1] it has been observed that no concrete work has done on
Flash Web pages. Hence here we concentrated to work on Flash Web pages for its
Segmentation.

3 Working on Existing Systems

In order to study the feasibility of the existing approaches on Flash Web pages, we
have created a dataset for Flash URL’s manually based on its semantic analysis, as
its unavailability and it does not contain any identical/unique extension such as
.html, .xml, .aspx and so on. Here we have collected nearly 50 various Flash Web
domains containing approximately 200 URL Web pages for the experimentation.
In order to study feasibility of existing approaches on SSD’s, we have imple-
mented a few existing approaches that predominantly deal with segmentation for
displaying Web contents on SSD’s. In our prior work [8], we have described the
working of two such popular approaches namely VIPS and Boiler pipe systems on
our Datasets. Experimental results clearly say that existing methods fail to segment
Flash Web pages as blocks. We failed to extract the semantic structure of Flash
Web pages as its semantic structure is in movie file. Therefore we have planned to
work on Web page images; here we first process the Flash Web pages as images
then apply the Image Processing concepts to identify blocks.

4 Proposed Segmentation Methodologies

4.1 Segmentation Based on Haar DWT

Web page image is converted into gray scale level and then it is resized into
512 9 512 to preserve the common size of input images as its dimension varies
one Web page to another Web page. Then 2-D Discrete Wavelet Transformation
(2-D DWT) processed on gray level images. Here Haar 2D-DWT 2-Level
decomposition has been used to extract the content regions. The operation speed of
Haar discrete wavelet transform (DWT) operates the fastest among all wavelets
because its coefficients are either 1 or -1. This wavelet technique is very simpler
than any other wavelets. This is one of the reasons we employ Haar DWT to detect
edges of candidate regions [9]. It decomposes image into four (1 average and 3
detailed) different components such as average, horizontal edge, vertical edge and
diagonal edge. Figure 1 shows the decomposed components of input image. After
this, strong edges on Horizontal Edge, Vertical Edge and Diagonal Edge are
computed using Robert’s edge detection (other standard edge detection methods
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are failed) and Fused these three edge detected images to obtain the one strong
edge image. An average component looks very similar to input image, therefore
we omitted it. Figure 2 gives edge detected images of Haar DWT components and
Fused image (Fig. 2d) after Robert’s edge detection on each component.

Then a morphological dilation (structuring element 3 9 3) and close (struc-
turing element 2 9 2) operations are performed on the processed edge map as per
Eq. (1) (Fig. 3a). Closing perform the smooth section of contours, Fuses narrow
break and long thin gulfs, Eliminates small holes and fill gaps in the contour.

ðI� S1Þ � S2 ð1Þ

where, I is fused image, S1 is 3 9 3 structuring element and S2 is structuring
element of size 2 9 2. Followed by this, connected components are labelled.
Features such as Area, Bounding Box are extracted for each labelled components
to reduce the error and identify the segmented blocks. Based on Area, very small
rectangle block(s) are removed which are considered as outliers. Detected blocks
are highlighted (Fig. 3b) by using the bounding box values [10].

Fig. 1 a Average edge. b Horizontal edge. c Vertical edge. d Diagonal edge
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In Fig. 3b besides text lines superimposed on simple background are detected
and images embedded in complex background are also detected with less error
rate.

Fig. 2 a Edge detected horizontal sub image. b Edge detected vertical sub image. c Edge
detected diagonal sub image. d Fused images

Fig. 3 a Morphological image. b Flash web page segmented as blocks
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4.2 Segmentation Based on Connected Component

In this method before processing input Web page images into binary, we fix the
threshold value based on the intensity value to retain the foreground information’s
Fig. 4a. After retaining foreground information’s, images are converted into
binary.

Then the morphological operations are performed on binary image (Fig. 5a)
such as dilation (Fig. 5b) and closing to group the nearest neighbours (Fig. 5c) as
stated in Eq. (2). Followed by this, connected components are labelled.

ððI� S1Þ � S2) � S3 ð2Þ

where, I is Binary image, S1 and S2 are structuring elements of size 4 9 4 and
1 9 3 respectively and S3 is structuring element of size 4. Followed by this,
connected components are labelled. For each label features such as Area and
Bounding Box are extracted.

Here by using Area feature, very small rectangle block(s) are removed to reduce
the error rate. Detected blocks are highlighted (Fig. 3b) by using the bounding box
values [10]. In Fig. 5d besides text lines superimposed on simple background are
detected and images embedded in complex background are also detected with less
error rate.

5 Experimental Results

5.1 Performance Analysis of Proposed Methods

To evaluate the performance of our algorithms, we selected 50 Flash Web pages as
images from popular Flash Web sites. Proposed algorithms are run on these set of
Flash Web images and results assessed by five individuals are tabulated as follows.

Fig. 4 a RGB image. b Threshold image
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Here, percentage segmented Web blocks are calculated based on ground truth
analysis and updated the performance factors.

As can be seen in Table 1, 131 ? 35 ? 34 = 200(80 %) pages have their
content blocks correctly detected based on ground truth.

A ¼ Correctly detected block

Correctly detected block þMissed detected blocks
ð3Þ

Table 1 Performance analysis for Haar DWT

Human judgment User1 User2 User3 User4 User5 All

Perfect 27 26 28 26 24 1311
Satisfactory 5 6 9 8 7 35
Fair 7 9 4 6 8 34
Bad 11 9 9 10 11 50
Total no of pages 50 50 50 50 50 2500
Overall performance 0.8000

Fig. 5 a Binary image. b Dilated image using 4 9 4 and 1 9 3 structuring elements. c Closing
image using disk 4 structuring element. d Segmented content block
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A ¼

Perfect A� 90 %
Satisfactory 90 % \A� 80 %
Fair 80 % \A� 70 %
Bad A� 70 %

8>><
>>:

Proposed method Haar DWT achieves overall 80 % performance on static
Flash Web pages. Similarly second method achieves overall 86.46 %. Graphs
(Figs. 6, 7) are drawn based on obtained performance factors (Perfect, Satisfac-
tory, Fair, Bad) from the performance Tables 1 and 2 respectively.
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5.2 Accuracy Analysis of Proposed Methods

In this section, we conducted several experiments on Flash Web pages from
various modalities. Subsequently, quantitative evaluation of the proposed Flash
Web page segmentation methods in terms of Precision, Recall and F-measures are
given based on Truly Detected Block (TDB): A detected block that encloses more
than 80 % of content based on ground truth. Falsely Detected Block (FDB): A
detected block that misses more than 20 % of the content block based on ground
truth. Missed Detected Block (MDB): Information blocks which are not identified.
The percentage is chosen according to [10]. We count manually Actual Detected

Table 2 Performance analysis for connected component with thresholding

Human judgment User1 User2 User3 User4 User5 All

Perfect 33 31 34 32 31 161
Satisfactory 8 6 6 5 7 32
Fair 3 5 4 6 5 23
Bad 6 8 6 7 7 34
Total no of pages 50 50 50 50 50 250
Total performance 0.8640

Table 3 Accuracy measures for Haar DWT

WEBSITE Pages TDB FDB MDB ADB Recall Precision F-measure

Isim 1 10 4 8 18 0.5556 0.7143 0.6250
2 10 4 5 15 0.6667 0.7143 0.6897
3 11 4 3 14 0.7857 0.7333 0.7586
4 12 4 3 15 0.8000 0.7500 0.7742
5 12 3 4 16 0.7500 0.8000 0.7742

Swf address 1 3 0 0 3 1.0000 1.0000 1.0000
2 3 1 0 3 1.0000 0.7500 0.8571
3 3 1 1 4 0.7500 0.7500 0.7500
4 3 1 1 4 0.7500 0.7500 0.7500
5 2 0 1 3 0.6667 1.0000 0.8000

Studio 1 13 3 5 18 0.7222 0.8125 0.7647
2 15 4 6 21 0.7143 0.7895 0.7500
3 35 5 9 44 0.7955 0.8750 0.8333
4 20 5 7 27 0.7407 0.8000 0.7692
5 18 6 13 31 0.5806 0.7500 0.6545

Digaworks 1 19 15 11 30 0.6333 0.5588 0.5938
2 15 1 5 20 0.7500 0.9375 0.8333
3 11 7 10 21 0.5238 0.6111 0.5641
4 15 13 16 31 0.4839 0.5357 0.5085
5 16 8 15 31 0.5161 0.6667 0.5818

Average 0.7316
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Blocks (ADB) in the images and we presented the detailed analysis of the results
obtained. The accuracy measures are defined as follows.

Recall ðRÞ ¼ TDB

ADB
ð4Þ

Precision ðPÞ ¼ TDB

ðTDBþ FDBÞ ð5Þ

F-measure ðFÞ ¼ 2PR

Pþ R
ð6Þ

By using the above mentioned formulations, accuracy measures (Recall, Pre-
cision and F-measure) are calculated for proposed methods, which are shown in
Tables 3 and 4. And also graphs are plotted by calculating the average of Recall,
Precision and F-measure of each Web domains (Figs. 8, 9 respectively).

Compare to DWT, Threshold based Connected component method achieves
better performance as well as average accuracy. Graph’s clearly shows that
accuracy of proposed system is inversely proportional to complexity of Flash Web
page image. If complexity is less, then accuracy will be high and wise versa. From
Figs. 8 and 9 incurs that, when the high complexity of Digaworks our methods
achieve very less accuracy and also for less complexity of Swf Address our
methods achieve high accuracy.

Table 4 Accuracy measures for connected component with threshold

WEBSITE Pages TDB FDB MDB ADB Recall Precision F-measure

Isim 1 14 2 4 18 0.7778 0.8750 0.8235
2 12 0 3 15 0.8000 1.0000 0.8889
3 12 0 2 14 0.8571 1.0000 0.9231
4 11 2 4 15 0.7333 0.8462 0.7857
5 13 0 3 16 0.8125 1.0000 0.8966

Swf address 1 2 2 1 3 0.6667 0.5000 0.5714
2 3 2 1 4 0.7500 0.6000 0.6667
3 3 2 1 4 0.7500 0.6000 0.6667
4 3 3 1 4 0.7500 0.5000 0.6000
5 3 0 0 3 1.0000 1.0000 1.0000

Studio 1 18 1 0 18 1.0000 0.9474 0.9730
2 20 1 1 21 0.9524 0.9524 0.9524
3 44 2 0 44 1.0000 0.9565 0.9778
4 27 1 0 27 1.0000 0.9643 0.9818
5 29 1 3 32 0.9063 0.9667 0.9355

Digaworks 1 35 14 12 47 0.7447 0.7143 0.7292
2 22 2 3 25 0.8800 0.9167 0.8980
3 25 8 4 29 0.8621 0.7576 0.8065
4 35 10 1 36 0.9722 0.7778 0.8642
5 33 10 1 34 0.9706 0.7674 0.8571

Average 0.8399
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6 Conclusion

After creating data set of Flash Web images, to segment Web pages as individual
blocks, we proposed two different methods such as Haar Discrete Wavelet
Transformation and Connected Component with Threshold concepts. We have
conducted experiments based on human judgment to analyze the performance of
proposed systems. Here, we achieved the overall performance of 80, 86.46 %
respectively for the considered dataset. And also experiments are conducted on
accuracy measures such as Recall, Precision and F-Measure. Our proposed
methods achieve average 73.16 and 83.99 % F-Measure respectively. Interesting
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future directions of research are, to improve accuracy based on performing AND
operations on matrices and to identify the noise blocks by analyzing the feature
vectors of segmented blocks.
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Model Order Reduction of Time Interval
System: A Survey

Mahendra Kumar, Aman and Siyaram Yadav

Abstract The Complexity of higher order linear systems are large and order of
matrices are higher. Matrices of higher order are difficult to deal with. The main
objectives of order reduction is to design a controller of lower order which can
effectively control the original high order system so that the overall system is of
lower order and easy to understand. Analysis and design of reduced order model
becomes simpler and economic. Parametric uncertainties exist in practical systems
for entire range of the operating conditions. To overcome this, time interval system
is employed. This paper presents a survey on design of reduced order model for
large scale time interval systems.

Keywords Interval system � Model order reduction � Reduced order model �
Stability

1 Introduction

In recent decades the systems are becoming large and complex and their mathe-
matical modeling are complicated and computationally uneconomic. The accurate
analysis of such higher order systems is complex to be used in real problems
therefore, it’s reasonable to sacrifice with model accuracy in order to obtain a

M. Kumar (&) � S. Yadav
Department of Electronics Engineering, Mewar University, Gangrar,
Chittorgarh, India
e-mail: miresearchlab@gmail.com

S. Yadav
e-mail: er.siyaramyadav@gmail.com

Aman
Department of Electronics Engineering, Amity University, Noida, India
e-mail: aman81kathuria@gmail.com

M. Pant et al. (eds.), Proceedings of the Third International Conference on Soft
Computing for Problem Solving, Advances in Intelligent Systems and Computing 259,
DOI: 10.1007/978-81-322-1768-8_25, � Springer India 2014

265



simpler model. There are so many methods to reduce the order of the system
model while keeping the dominant behavior of the original system. This lower
order model helps to better understanding of physical system, reduce computa-
tional complexity, reduce hardware complexity, simplify controller design and
finally simulation becomes computationally cheaper which saves the time and
resources [1–4].

In field of model reduction of linear and nonlinear dynamic system, several
methods like, Moment Matching, Aggregation Method, Pade Approximation,
Routh Stability Techniques, L� optimization technique have been proposed
among all these routh stability techniques is simplest and powerful method
because of its ability to yield stable reduced models for stable high-order systems.
Further, numerous methods of order reduction are also available in the literature,
which are based on minimization of the ISE criterion [5–9].

Many practical systems have parametric uncertainties for the entire range of
operating conditions, the interval system analysis and design has received con-
siderable attention [10]. The c–d Routh approximation for interval systems was
proposed by [11]. In the c–d Routh approximation of interval systems, a rth order
model was obtained by retaining first r, c’s and d’s of the higher order interval
system [12], shows that stability preservation of non-interval Routh approximants
cannot be claimed for the interval Routh approximation, even if they are obtained
by using the optimization techniques [12]. The probability of the interval Routh
approximant yielding unstable models for stable original systems increases with
the increase in the model order. This is due to the fact that the interval operations
are implicitly over bounded. In c–d Routh approximation of the interval system to
obtain rth order model, it is required to perform r interval c multiplications. Thus,
increase in the approximation order r results in growing over bounds on interval
coefficients of the reduced interval denominator polynomial. An improvement is
proposed to the c–d Routh approximation technique for interval systems using the
Kharitonov polynomials in [13]. An advantage of using the Kharitonov polyno-
mials is that the resulting reduced order interval model is always robustly stable.

New mixed method was suggested to overcome the instability of the system
which proved wrong assumption in further investigation. Mixed methods proposed
recently may be considered powerful techniques to reduce the complexity and to
increase the accuracy of the system.

The organization of paper ahead is as follows: basic theory of the Kharitonov
polynomials and background of interval system for reduced order model is dis-
cussed in Sect. 2. Section 3 gives a review of the model order reduction of interval
systems. In Sect. 4 the experimental results from reviews of different papers from
Sect. 3, followed by conclusions.
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2 Background

2.1 Problem Statement Without Time Interval

Let nth order system and its reduced model (r \ n) be given by the transfer
function:

GðsÞ ¼

Pn�1

i¼0
aisi

Pn
j¼0

ejsj

ð1Þ

RðsÞ ¼

Pr�1

i¼0
aisi

Pr
j¼0

bjsj

ð2Þ

ai, bj, ej are scalar constants. The objective is to find a reduced rth order model R(s)
such that it retains the important properties of G(s) for the same type of input.

2.2 Problem Statement with Time Interval

Consider high order linear SISO interval system represented by the transfer
function as:

GðsÞ ¼ ½c
�
0 ; c

þ
0 � þ ½c�1 ; cþ1 �sþ ½c�2 ; cþ2 �s2 þ � � � þ ½c�n�1; c

þ
n�1�sn�1

½d�0 ; dþ0 � þ ½d�1 ; dþ1 �sþ ½d�2 ; dþ2 �s2 þ � � � þ ½d�n�1; d
þ
n�1�sn�1

ð3Þ

where ½c�i ; cþi �, i = 0, 1, 2, … , n - 1 and ½d�i ; dþi �; i = 0, 1, 2, … , n. are interval
coefficients of higher order numerator and denominator polynomials respectively.
The objective is to find an rth order reduced interval system. Let corresponding rth
order reduced model is

R(s) =
½a�i ; aþi � þ ½a�i ; aþi �sþ ½a�i ; aþi �s2 þ � � � þ ½a�i ; aþi �sr�1

½b�0 ; bþ0 � þ ½b�1 ; bþ1 �sþ ½b�2 ; bþ2 �s2 þ � � � þ ½b�r ; bþr �sr
ð4Þ

where ½a�i ; aþi �, i = 0, 1, 2, …, r - 1 and ½b�i ; bþi �, i = 0, 1, 2, …, r are the interval
coefficients of lower order numerator and denominator polynomials respectively.
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2.3 Interval Arithmetic

The rule for interval arithmetic has been defined as follows. Let [a, b] and [c, d] be
two intervals.

• Addition: [a, b] ? [c, d] = [a ? c, b ? d]
• Subtraction: [a, b] - [c, d] = [a - d, b - c]
• Multiplication: [a, b][c, d] = [Min(ac, ad, bc, bd), Max(ac, ad, bc, bd)]

• Division: ½a;b�½c;d� ¼ ½a; b� 1
d ;

1
c

h i
provided [c, d] = 0.

2.4 Kharitonov Robust Stability Criteria

An interval polynomial PðsÞ ¼
Pn
i¼0
½a�i ; aþi �si, is associated with four following

polynomials, called Kharitonov Polynomials:

K1 ¼ a�0 þ a�1 sþ aþ2 s2 þ aþ3 s3 þ a�4 s4 þ a�5 s6 þ aþ6 s6 þ � � �
K2 ¼ aþ0 þ aþ1 sþ a�2 s2 þ a�3 s3 þ aþ4 s4 þ aþ5 s5 þ a�6 s6 þ � � �
K3 ¼ aþ0 þ a�1 sþ a�2 s2 þ aþ3 s3 þ aþ4 s4 þ a�5 s5 þ a�6 s6 þ � � �
K4 ¼ a�0 þ aþ1 sþ aþ2 s2 þ a�3 s3 þ a�4 s4 þ aþ5 s5 þ aþ6 s6 þ � � �

ð5Þ

It can be seen that these polynomials are constructed from two different even
and odd parts as follows:

K1 ¼ Keven
min þ Kodd

min

K2 ¼ Keven
min þ Kodd

max

K3 ¼ Keven
max þ Kodd

min

K4 ¼ Keven
max þ Kodd

max

ð6Þ

Theorem 1 (Robust Stability of interval Systems): An Integral Polynomial

family PðsÞ ¼
Pn
i¼0
½a�i ; aþi �si with invariant degree is stable if it’s four Kharitonov

polynomials are stable.
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3 Review on Model Order Reduction Techniques
for Linear and Non-linear Interval System

Depending on the properties of the original system that are retained in the reduced
model, there are different model reduction methodologies. Many of the model
reduction methods can be classified as Routh Approximation, such as Routh Pade,
Revised Routh Approximation, Improved Routh Pade methods and Mihailov Cri-
terion with Factor division, Cauer II form, and differential methods with Factor
division, Cauer II form. These methods construct a reduced order model via the c–d
Routh Approximation. These also determine which properties are preserved after
reduction.

3.1 Order Reduction of Interval Systems Using Alpha Table
and Factor Division Method and Cauer II Form

Determination of the denominator polynomial of the kth reduced model as given in
Eq. 4 by using a table:

Reciprocal of higher order denominator gives:

DðsÞ ¼ 1
s

D̂
1
s

� �
ð7Þ

Step by step Algorithm:

1. Determine the reciprocal D̂ðsÞ of the full model D(s).
2. Construct the alpha table corresponding to D̂ðsÞ.
3. Determine kth denominator by Routh convergent D̂ðsÞ ¼ Ak sð Þ
4. Reciprocate D̂ðsÞ to determine denominator by Routh convergent Dk(s).

Determine the numerator coefficients of the kth order reduced model by using
factor division method and cauer second form method.

3.2 Denominator Polynomial of the kth Order Reduced
Model by Using Differentiation Method

Determination of the denominator polynomial of the kth order reduced model as
given in Eq. 4 by using differentiation method: DkðsÞ ¼ 1

s D 1
s
ffi �

Differentiate the denominator of Eq. 4 into (n - k) times:

DkðsÞ ¼ ½d�11; d
þ
11� þ ½d�12; d

þ
12�sþ � � � þ ½d�1;kþ1; d

þ
1;kþ1�sk ð8Þ
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Case 1: Determine of the numerator coefficient of the kth order reduced model by
using differentiation method: NkðsÞ ¼ 1

s N 1
s
ffi �

Differentiate the numerator of Eq. 5 into (n - k) times:

NkðsÞ ¼ ½d�21; d
þ
21� þ ½d�22; d

þ
22�sþ � � � þ ½d�2;kþ1; d

þ
2;kþ1�sk�1 ð9Þ

Case 2: Determination of the numerator polynomial of the kth order reduced
model by using factor division method.

Any method of reduction which relies upon calculating the reduced denomi-
nator, where Dk(s) has already been calculated:

GnðsÞ ¼
NðsÞDkðsÞ=DðsÞ

DðsÞ ð10Þ

The reduced transfer function is given by

RkðsÞ ¼
½a�11; a

þ
11� þ ½a�12; a

þ
12�sþ � � � þ ½a�1;k�1; a

þ
1;k�1�sk�1

DkðsÞ
ð11Þ

Case 3: Determination of the numerator polynomial of the kth order reduced
model by using Cauer second form:

Coefficient value from Cauer II form ½h�i ; hþi � (i = 1, 2, 3, …, k) are evaluated
by forming Routh array as

½h�1 ; hþ1 � ¼
½c�11; c

þ
11�

½c�21; c
þ
21�

½c�11; c
þ
11� ½c�12; c

þ
12�. . .

½c�21; c
þ
21� ½c�22; c

þ
22�. . .

� �
ð12Þ

The coefficient values of ½d�i;j; dþi;j� (j = 1, 2, … (k ? 1)) and Cauer quotients

½h�i ; hþi � (i = 1, 2, …,k) are matched for finding the coefficients of numerator of
the reduced model RkðsÞ. The inverse Routh array is constructed as:

½d�iþ1;1; d
þ
iþ1;1� ¼

½d�i;1; dþi;1�
½h�i ; hþi �

ð13Þ

where i = 1, 2, …, k and k B n, also

½d�iþ1;jþ1; d
þ
iþ1;jþ1� ¼

½d�i;jþ1; d
þ
i;jþ1� � ½d�iþ2;j; d

þ
iþ2;j�

½h�i ; hþi �
ð14Þ

where i = 1, 2, …, (k - j) and j = 1, 2, …, (k - 1).
Using the above equations, the numerator coefficients of the reduced model will

be obtained.
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Case 4: Determination of the numerator polynomial of the (k - 1)th order
reduced model by using Moment matching method: the Eq. 4 is modified and
written as follows:

GðsÞ ¼ ½b
�
n ; b

þ
n � þ ½b�n�1; b

þ
n�1�sþ � � � þ ½b�1 ; bþ1 �sn�1

½a�n ; aþn � þ ½a�n�1; a
þ
n�1�sþ � � � þ ½a�0 ; aþ0 �sn

¼ NðsÞ
DðsÞ ð15Þ

Therefore, the reduced transfer function in general form is:

RkðsÞ ¼
½B�21;B

þ
21� þ ½B�22;B

þ
22�sþ � � �

½1; 1� þ ½B�12;B
þ
12�sþ ½B�12;B

þ
12�s2 þ � � � ð16Þ

3.3 The Integral Square Error

The Integral Square Error (ISE) between the transient response of higher order
system (HOS) and lower order system (LOS) is determined to compare different
approaches of model reduction. This is given by

ISE ¼
Z1

0

½yðtÞ � yrðtÞ�
2 ð17Þ

Where, y(t) and yr(t) are unit step responses of original system Gn(s) and
reduced order system Rk(s).

Routh–Pade’ approximation for interval system [11]: Author’s presents a
method for the reduction of the order of interval system. The denominator of the
reduced model is obtained by a direct truncation of the Routh table of the interval
system. The numerator is obtained by matching the coefficients of power series
expansions of the interval system and its reduced model.

c–d Routh Approximation of interval System [14]: Author’s presents the c–d
Routh approximation for interval systems. The interval c’s and d’s are evaluated
for the higher order interval systems, and then an rth-order approximant is
obtained by retaining the first r, interval d’s, and c’s. In Bandyopadhyay et al. [11],
the Routh approximation method was extended to derive reduced-order interval
models for linear interval systems. The authors show that: (1) interval Routh
approximants to a high-order interval transfer function depend on the implemen-
tation of interval Routh expansion and inversion algorithms; (2) interval Routh
expansion algorithms cannot guarantee the success in generating a full interval
Routh array; (3) some interval Routh approximants may not be robustly stable
even if the original interval system is robustly stable; and (4) an interval Routh
approximant is in general not useful for robust controller design because its
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dynamic uncertainties (in terms of robust frequency responses) do not cover those
of the original interval system.

Stable c–d Routh Approximation of Interval Systems Using Kharitonov
Polynomials [15]: An improvement is proposed to the c–d Routh approximation
for interval systems using the Kharitonov polynomials such that the resulting
interval Routh approximant is robustly stable and overcome the problem of stable
5th order reduced order model derived from 7th order original interval system
[14].

A Mixed Method for Order Reduction of Interval Systems [15]: An effec-
tive procedure to determine the reduced order model of system using mixed
methods of Eigen spectrum and Pade approximation is discussed. The eigen values
of reduced order interval system are obtained using Eigen spectrum by preserving
some of the characteristics such as centroid and stiffness of the original high order
interval system. The numerator polynomial is obtained using Pade approximation
by preserving some of the time moments and Markov parameters.

Model Order Reduction of Interval Systems using Mihailov Criterion and
Factor Division Method [16]: Author presents a mixed method for reducing order
of the large scale interval systems using the Mihailov Criterion and factor division
method. The denominator coefficients of reduced order model is determined by
using Mihailov Criterion and numerator coefficients are obtained by using Factor
division method. The mixed methods are simple and guarantee the stability of the
reduced model if the original system is stable.

Order Reduction of Linear Interval Systems Using Genetic Algorithm [17]:
Author proposed, an evolutionary method using Genetic algorithm for reducing a
high order large scale linear interval system into a lower order interval system. In
this algorithm the numerator and denominator polynomials are determined by
minimizing the Integral square error (ISE) using genetic algorithm (GA). The
algorithm is simple, rugged and computer oriented. It is shown that the algorithm
has several advantages, e.g. the reduced order models retain the steady-state value
and stability of the original system. The proposed algorithm guarantees stability
for a stable higher order linear Interval system and thus any lower order Interval
model can be derived with good accuracy.

Mixed Evolutionary Techniques to Reduce Order Of Linear Interval
Systems Using Generlized Routh Array [5]: In this work, two evolutionary
methods for reducing a high order large scale linear interval system into a lower
order interval system have been proposed. Particle swarm optimization and genetic
algorithm methods based evolutionary optimization techniques are employed for
the order reduction where the numerator polynomials are determined by gen-
eralized Routh array truncation and denominator coefficients of reduced order
model are obtained by minimizing an Integral Squared Error (ISE) criterion. The
proposed method is mathematically simple and gives all possible stable lower
order models. The proposed method guarantees stability for a stable higher order
system and thus any lower order model can be derived with good accuracy. Both
techniques are simple rugged and computer oriented.
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A New Algorithm for Model Order Reduction of Interval Systems [6]:
Mixed method of interval systems is a combination of classical reduction methods
and stability preserving methods of interval systems. The bounds on the uncertain
parameters are known a priori. The numerator parameters are obtained by either of
these methods such as differentiation method, factor division method, Cauer II
form, and moment matching method or Pade approximation method. The
denominator is obtained by the differentiation method in all the cases. The
Moment matching method is not guaranteed to be good method for reduction but is
worth a new methodology to obtain a reduced order system. Being not useful here
is not enough for its suitability, as when used along with some other methods
generates useful and brilliant results. From the above mixed methods, differenti-
ation method and Cauer second form as resulted in better approximation when
compared with other methods.

Design of Robust PID controller for reduced order interval system [18]: A
system with parameter variation within bound creates interval in coefficients in the
system polynomial and hence it is called as interval system. This model reduction
method is based on convergence technique, generates stable reduced order model
for original higher order stable model by retaining both initial time moments and
Markov parameters. Reduced order model performance match the higher order
model performance for both steady state and transient state of the time response.
Also in this study a novel technique using Particle Swarm Optimization–Bacterial
Forging (PSO–BFO) based hybrid algorithm is proposed to search the PID con-
troller parameter such as Kp, Ki and Kd. The algorithm is to obtain the best
possible PID parameters with ISE criterion minimization is as the objective
function. A controller parameter is identified for the reduced order model; using
Bacterial Forging based Particle Swarm Optimization (PSO) which controls the
higher order model effectively. Step and impulse response are obtained are com-
pared. But the time taken by the algorithm is large compared to other methods.

4 Experimental Results

Case study 1: Consider the third order system described by the transfer function:

G3ðsÞ ¼
½2; 3�s2 þ ½17:5; 18:5�sþ ½15; 16�

½2; 3�s3 þ ½17; 18�s2 þ ½35; 36�sþ ½20:5; 21:5� ð18Þ

Case study 2: Consider the 7th order system described by the transfer function
(Tables 1, 2):
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Table 1 Comparison of reduced order model for case study 1

Method of order
reduction

Reduced order system ISE for
lower
limit

ISE for
upper
limit

Differentiation [6] R2ðsÞ ¼ ½5:8333;6:1667�sþ½10:0005;10:6672�
½4:25;4:5�s2þ½17;18�sþ½15:375;16:125�

0.0531 0.0617

Differentiation and
factor division
[6, 7]

R2ðsÞ ¼ ½3:4809;10:7884�sþ½10:7267;12:5854�
½4:25;4:5�s2þ½17;18�sþ½15:375;16:125�

0.0094 0.0074

Differentiation and
cauer II form [6]

R2ðsÞ ¼ ½4:2604;9:6099�sþ½10:7271;12:5856�
½4:25;4:5�s2þ½17;18�sþ½15:375;16:125�

0.0094 0.0073

Differentiation and
moment
matching [6]

R2ðsÞ ¼ ½0:0111;0:0449�sþ½0:0433;0:0508�
½0:2636;0:2927�s2þ½1:0543;1:1707�sþ½1;1�

4.1118 4.219

Differentiation and
pade
approximation
[6]

R2ðsÞ ¼ ½3:30187;10:2867�sþ½10:7267;12:5854�
½4:25;4:5�s2þ½17;18�sþ½15:375;16:125�

0.0094 0.0105

Sastry [19] R2ðsÞ ¼ ½0:94;1:35�sþ½0:8409;1:168�
s2þ½2:0181;2:4430�sþ½1:492;1:5007�

0.2256 0.0095

Mihailov criterion
and factor
division [9]

R2ðsÞ ¼ ½35:6065;49:4454�sþ½14:0331;17:1024�
½17:0011;18:0007�s2þ½31:3826;2:4430�sþ½20:3061;21:7052�

0.0124 0.0169

Mihailov criterion
and cauer ii form
[16]

R2ðsÞ ¼ ½11:1949;20:3706�sþ½14:1674;16:9413�
½17:0011;18:0007�s2þ½31:3826;33:6111�sþ½20:3061;21:7052�

0.0264 1.0314

Alpha and factor
division

R2ðsÞ ¼ ½0:4838;1:826�sþ½0:8241;1:1307�
s2þ½2:0758;2:3751�sþ½1:1896;1:459�

0.0125 0.0082

Alpha and cauer II
form

R2ðsÞ ¼ ½0:7236;1:5�sþ½0:8238;1:1309�
s2þ½2:0758;2:3751�sþ½1:1896;1:459�

0.0094 0.0073

Table 2 Comparison of reduced order model for case study 2

Method of order
reduction

2nd reduced order model ISE for
lower
limit

ISE for
upper
limit

Babu and Natarajan
Proposed Method
[18]

R2ðsÞ ¼ ½49:32;66:6�sþ½169:24;229:64�
½27:26;30:13�s2þ½92:937;102:72�sþ½57:352;63:789�

0.808 0.8215

Saini and Prasad GA
Algorithm [17]

R2ðsÞ ¼ ½553:9;568:3�sþ½181:9;205�
½319:49;406:63�s2þ½259:89;300:36�sþ½57:352;63:389�

0.825 5.562

Saini and Prasad PSO
Algorithm [20]

R2ðsÞ ¼ ½562:4;555:6�sþ½181:6;205:4�
½319:49;406:63�s2þ½259:89;300:36�sþ½57:352;63:389�

0.822 5.558

Bandyopadhyay [15] R2ðsÞ ¼ ½1:16;1:84�sþ½0:27;0:53�
s2þ½0:52;:83�sþ½0:08;0:16�

2.2599 5.954

274 M. Kumar et al.



G7ðsÞ ¼

½1:9; 2:1�s6 þ ½24:7; 27:3�s5 þ ½157:7; 174:3�s4 þ ½541:975; 599:025�s3 þ ½929:955; 1027:845�s2

þ½721:81; 797:79�sþ ½187:055; 206:745�
½0:95; 1:05�s7 þ ½8:779; 9:703�s6 þ ½52:231; 57:729�s5 þ ½182:875; 202:125�s4 þ ½429:02; 474:18�s3

þ½572:47; 632:73�s2 þ ½325:28; 359:52�sþ ½57:352; 63:389�

ð19Þ

5 Conclusion and Future Aspects

Review on all the above techniques and methods leads to the conclusion that
mixed Differentiation and Cauer second form Techniques [6] are better compared
to other MOR techniques in case 1st where the original 3rd order system is reduced
in second order system using different techniques. For higher order system, in case
2nd the original 7th order system is reduced in second order system using different
techniques and found Babu and Natarajan Proposed Method [18] for model order
reduction of time interval system to be better compared to other MOR techniques.
All the above techniques preserve the stability of original time interval system in
reduced order time interval system.

Future systems will be more complex than the problems in hand now. Therefore
recognizing the versatility of ‘‘mixed techniques with evolutionary techniques for
model order reduction of time interval system’’ propose to take into account these
techniques for design and development of controller to be applied on complex
systems in times to come and robustly stable reduced order model for sufficiently
complex higher order systems.
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Design and Implementation of Fuzzy
Logic Rule Based System for Multimodal
Travelling Network

Madhavi Sharma, Jitendra Kumar Gupta and Archana Lala

Abstract In a country like India, which has large number of routes between two
given places, it is difficult to identify the most convenient and best route for
travelling. Also, deciding the mode of transport according to the comfort of the
person will require deep knowledge of the routes and the variables which affect the
travel. To solve these problems, many algorithms have been suggested, but there
are very few models that incorporate all the factors affecting the convenience of
the routes and the modes of transport. In the developed Fuzzy Rule Based System,
multiple modes are evaluated for all the existing routes incorporating all the
factors and the favorable outcome is determined. I observed that finding the
optimal route and the best transport mode becomes very easy with this system; also
it emphasizes the convenience factor that is of utmost importance in any kind of
transport applications. This system has additional advantage of economy of the
time consumed for finding the results.

Keywords Route choice problem � Travelling network � Multimodal travelling
network � Fuzzy rule based system for route choice

1 Introduction

India is a large subcontinent offering different routes and modes of travel between
two given places. Therefore choice of the most appropriate route needs complex
analysis of each and every route depending on a number of factors that may
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influence the efficiency of the route. For the last few years, the route choice
problem has been a major research area in the field of transport planning. Route
choice along with the choice of mode plays an important role in decision making
of the better transport plan. From the background, it is observed that there are
many techniques for solving the multimodal route choice problem. Many traffic
and transportation problems and their deciding parameters are based on subjec-
tivity [1]. The problems that deal with choice of route, mode of transportation,
traveler’s perception, and his preferences, all are based on subjective judgments.
Many models were developed based on deterministic and stochastic methods using
binary logic. But they cannot deal with the uncertainty, vagueness and ambiguity
of the traveler’s decision. Since the fuzzy set theory recognizes the vague
boundary that exists in some sets, different fuzzy set theory techniques need to be
used in order to properly model traffic and transportation problems characterized
by ambiguity, subjectivity and uncertainty.

Fuzzy logic is a convenient way to map an input space to an output space. In
terms of transport and routing application, the input space will be the information
about all the routes between a pair of origin and destination, the output space will
be the best possible route.

2 Description of the Multimodal Route Selection Fuzzy
Rule Based System

In the proposed system, I have considered two approaches for finding the best
route and mode. I have assumed that there will be a direct route between source
and destination. Also, if there is no direct mode of transport between source and
destination then indirect route will be considered by selecting the most appropriate
intermediates. Distance is taken as an important factor in all Fuzzy Rule Based
Systems. As travel time and cost of travelling are dependent on the distance, so
they are not considered separately. I have assumed that all the modes are available
at the time of travelling.

2.1 Direct Routing Fuzzy Rule Based System

Considering the three common modes of transport, I have selected some major
factors, input variables that affect the effectiveness of the route. The preference of
mode is determined by the respective values of the input values (Fig. 1).

Basic Assumptions for the Direct Approach

• I have not considered cost factor in our analysis of the best route. The whole
stress is on comfort and convenience.

• I have assumed that all modes of travel would be available at time of journey.
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• I have not taken any inconvenience due to odd timings of travel or odd timings
of break in journey.

• Inconvenience of airport check in and check out and reaching the airport is taken
to be same for all airports.

(1) Road Fuzzy Rule Based System:

Input Variables:

1. Distance—small, medium, large
2. Road condition—bad, medium, good
3. Traffic condition—bad, medium, good

Output Variable: Road Preference—weak, medium, strong

(2) Railway Fuzzy Rule Based System:

Input Variables:

1. Distance—small, medium, large
2. Comfort Factor—less comfortable, average comfortable, luxury

Output Variable: Railway Preference—weak, medium, strong

(3) Airway Fuzzy Rule Based System:

Input Variables:

1. Distance—small, medium, large
2. Comfort Factor—less fare, economy class, business class

Output: Airway Preference—weak, medium, strong
The output of roadway, railway and airway fuzzy rule based system is com-

pared and then the best path preference is determined.

Fig. 1 Direct routing approach of route selection
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2.2 Indirect Routing Fuzzy Rule Based System

When direct mode of transport does not exist between two places, then two or
more than two modes need to be considered. In this process, one more important
factor affects the route selection, waiting period. Depending on several factors of
direct routing approach and waiting period, the best route and mode is decided.
Four fuzzy rule based systems are considered (Fig. 2).

Basic Assumptions for the Indirect Approach

• I have not considered cost factor in our analysis of the best route. The whole
stress is on comfort and convenience.

• If there is no direct train or flight between origin and destination, then I have
considered case where a switch over from one mode to other is required.

• I have assumed that all modes of travel would be available at time of journey.
• I have not taken any inconvenience due to odd timings of travel or odd timings

of break in journey.
• Inconvenience of airport check in and check out and reaching the airport is taken

to be same for all airports.

(1) Roadway Railway Fuzzy Rule Based System—This system considers route
involving roadway and railway in no particular order. The inputs will be distance,
comfort factor along with waiting period. Comfort factor depends on the road
condition and traffic condition. The waiting period will include the time for
catching two or more different mode of transport. The values for inputs are as
follows:

1. Distance—small, medium, large
2. Comfort Factor—less comfortable, average comfortable, luxury
3. Waiting period—less than 2 h, between 2 and 4 h, more than 4 h

Fig. 2 Indirect approach for route selection
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Output: Roadway Railway Preference—weak, medium, strong

(2) Railway Airway Fuzzy Rule Based System—This system considers route
involving railway and airway in no particular order. The inputs will be distance,
comfort factor along with waiting period. The values for inputs are as follows:

1. Distance—small, medium, large
2. Comfort Factor—less comfortable, average comfortable, luxury
3. Waiting period—less than 2 h, between 2 and 4 h, more than 4 h

Output: Railway Airway Preference—weak, medium, strong

(3) Roadway Airway Fuzzy Rule Based System—This system considers route
involving roadway and airway in no particular order. The inputs will be distance,
comfort factor along with waiting period. This waiting period will include the time
for catching two or more different mode of transport. The values for inputs are as
follows:

1. Distance—small, medium, large
2. Comfort Factor—less comfortable, average comfortable, luxury
3. Waiting period—less than 2 h, between 2 and 4 h, more than 4 h

Output: Roadway Airway Preference—weak, medium, strong

(4) Roadway Railway Airway Fuzzy Rule Based System—This system considers
route involving roadway, railway and airway in no particular order. The inputs will
be distance, comfort factor and waiting period. This waiting period will include the
time for catching two or more different mode of transport. The values for inputs
are as follows:

1. Distance—small, medium, large
2. Comfort Factor—less comfortable, average comfortable, luxury
3. Waiting period—less than 2 h, between 2 and 4 h, more than 4 h

Output: Roadway Railway Airway Preference—weak, medium, strong

I have implemented all these Fuzzy Rule Based System on MATLAB. Between
the given source and destination, the mode of transport and the route is chosen by
selecting either the direct or indirect approach. After determining the approach, the
path preference is determined by processing all the Fuzzy Rule Based System.

3 MATLAB Implementation of Proposed System

For the implementation of the route selection Fuzzy Rule Based System, the
following steps need to be done:

1. Defining the number of modes of transport.
2. Defining certain variables for each mode of transport.
3. Defining the source and destination.
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4. Defining the existing routes between source and destination including direct
routes. If no direct route exists, then all the indirect routes should be defined.

5. Defining the rule base that contains all the rules built by considering all the
factors of particular mode.

6. Drawing the inferences from the rule viewer by considering different
conditions.

I have implemented the Fuzzy Rule Based System on MATLAB which will
work with a user interface that will supply input of origin, destination, and other
necessary details like time of travel in different modes of travel for reaching
destination, waiting period (if no direct route is available), and level of comfort
that may be experienced during the journey. Also, a database including all the
existing modes and routes works in the background. The proposed Fuzzy Rule
Based System identifies all the routes in different modes and computes the path
preference.

3.1 Direct Routing Fuzzy Rule Based System

3.1.1 Roadway Fuzzy Inference System

Roadway Fuzzy inference system is implemented as Road_Fuzzy Rule Based
System using FIS editor. The input variables also called as FIS variables (Fuzzy
Inference System variables) are the distance, road_condition and traffic_condition.
The output is determined by using Mamdani method. This output will specify the
path preference. The input variables are specified by using Membership Function
editor in which the membership functions are chosen and the range of input is
specified between [0,10]. Each input variable is defined by some parameters and
each parameter has some value associated with it. The input variables are plotted
using gaussmf function. The values for the input parameters for the corresponding
FIS variables are as follows (Fig. 3):

Road condition—Bad—[1.5 0], Medium—[1.5 5], Good—[1.5 10]
Distance—Small—[1.5 0], Medium—[1.5 5], Large—[1.5 10]
Traffic condition—Bad—[1.5 0], Medium—[1.5 5], Good—[1.5 10] (Figs. 4, 5).
The output variable pref is plotted as trimf function taking collection of three

points. The values of pref are taken as follows:
Weak—[0.0216 1.69 3.35]
Medium—[3.333 6.667]
Strong—[6.69 8.36 10].
After defining all the values for input and output variables, Rules are derived

using the variables and their values by using Rule Editor. These rules form the
fuzzy rule base. Different conditions are considered by taking the parameter values
and accordingly, the pref output is defined. The ‘and’ operator is taken between the
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Fig. 3 Road fuzzy rule based system, FIS editor

Fig. 4 Membership function editor of road fuzzy rule based system describing ‘road_condition’
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input parameters as this will serve as maximum occurring condition which effect
the resulting output (Fig. 6).

After the rules are done, the rule viewer will determine the path preference
according to different values of the input variables and the defined rules. By changing
the values in the rule viewer, the results are found at the same time. The values of
input and output variables lie between 0 and 10. Here when distance is small i.e. 2.35,
road condition is 6.81, which means more than medium and traffic condition is 7.77
i.e. more than medium, then road preference will be near to strong i.e. 6.6.

Railway and Airway Fuzzy Rule Based System are implemented in the same
manner considering distance and comfort factor as input variable and path pref-
erence as output. The membership functions are designed for them in the same
way as above but the rules are different.

3.2 Indirect Routing Fuzzy Rule-Based System

In Indirect Fuzzy Rule Based System, the rules are formed by combining the
modes of transport. Distance, comfort factor and waiting period are taken as input
variables, on the basis of which the path preference is determined. Membership

Fig. 5 Membership function editor of road fuzzy rule based system describing ‘pref’
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functions are formed for each input variable using the Membership Function
Editor and rules are formed in rule editor.

According to the rule base, rule viewer will determine the percentage of path
preference. The percentage of path preference is compared to all other Fuzzy Rule
Based System outputs and highest percentage of path preference is treated as the
strongest path preference, which will be given as output of the system.

4 Conclusion

Fuzzy logic could be used successfully to model situations in which people have to
make choice amongst multiples of decisions depending on underlying conditions.
In present work I have developed a Route selection fuzzy rule based system which
considers all the perspectives related to the selection of optimal route and mode of
transport. The approach that is used is based on the availability of the routes
between origin and the destination. The system identifies all the variables affecting
the preference of route and mode. Rules are made according to the preference of
the decision maker. Fuzzy inference system built from the determined rules
compute the path preferences in all the modes of transport considering all the
existing routes.

Fig. 6 Rule viewer of road fuzzy rule based system
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The implemented Fuzzy Rule Based System can be used in various transport
applications like Trip generation, Route choice, etc. With increasing traffic in
tourist and business activities the fuzzy logic applications are bound to be used for
solving practical problems of mode and route selection.
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An Integrated Production Model in Fuzzy
Environment Under Inflation

S. R. Singh and Swati Sharma

Abstract In this research article, an integrated system with variable production is
developed in fuzzy environment. The demand rate is regarded as an increasing
function of time. In developing the proposed model, it is assumed that the man-
ufacturer takes the raw materials in multiple batches from the supplier, process
them to produce finished products and deliver to the buyer in multiple shipments.
The effect of inflation and time value of money is also taken into consideration. All
the cost parameters are considered as triangular fuzzy numbers and signed distance
method is used for defuzzification. The model is illustrated with numerical
example and sensitivity analysis with respect to the system parameters is also
executed.

Keywords Integrated � Production � Signed distance � Imprecise costs � Inflation

1 Introduction

Many traditional inventory models are implemented in static surroundings, where
different inventory parameters are presumed to be known precisely, for the sake of
easiness. Due to, the elevated competitiveness present in the markets it is com-
plicated to define different inventory cost parameters precisely. To overcome this
obscurity, academician and practitioners used fuzzy set theory. Initially, Zadeh [1],
introduced the fuzzy set theory, after that Park [2] extended the traditional eco-
nomic order quantity (EOQ) model by considering the fuzziness of ordering cost
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and holding cost. After that, a lot of research work has been done on the de-
fuzzification techniques. Later on, Chang [3] put forwarded an EOQ model by
using fuzzy set theory. Some modern work in this direction is done by Singh et al.
[4], Yadav et al. [5].

In many business practices it has been recognized that a coordinated supply
chain, can improve service quality through capable information sharing and be
able to minimize the allied costs of the supply chain system. Goyal [6] introduced
the concept of integrated optimization for buyer and vendor. After that, Banerjee
[7] developed a model with lot-for-lot policy and finite production rate. Later on,
Banerjee and Kim [8] proposed an integrated just in time model with constant and
deterministic production rate, demand rate and delivery time. Recently, Kumar
et al. [9] and Omar et al. [10] discussed some motivating supply chain models with
different hypotheses.

Moreover, inflation and time value of money affect the purchasing power of
money; so these should not be overlooked. Several inventory models have been
examined under the effect of inflation. Buzacott [11] developed an economic order
quantity (EOQ) model by considering inflation for all associated costs. After that,
Bierman and Thomas [12] proposed an EOQ model with inflation also incorpo-
rating discount rate. Later on, Yang et al. [13] discussed inventory models with
fluctuating demand and inflation. Recently, Singh et al. [14], Singh and Swati [15],
Singh et al. [16] established some remarkable inventory models considering the
effect of inflation.

Most of the previous supply chain inventory models are developed in crisp
environment with deterministic production rate and not including the effect of
inflation. However, due to the high inflationary surroundings and fluctuating
market conditions these realistic circumstances should not be ignored. In this
study, an integrated model is conferred in fuzzy environment by considering
variable demand, demand dependent production rate and incorporating the effect
of inflation and time value of money. This paper extends the work of Omar et al.
[10] by considering linearly increasing demand rate, variable production and
inflation in fuzzy environment. A numerical example is provided to demonstrate
the model and sensitivity analysis is also performed. Finally, the paper is con-
cluded and further researches are suggested.

2 Assumptions and Notations

In this model, we have considered a manufacturer who purchases raw material
from a supplier and produces the finished goods with a variable production rate
and delivers these items to a buyer either at equal replenishment interval or at
equal consignment bulk.
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The following assumptions are made to develop the mathematical model:

1. The production rate is P = kf(t) where k[ 1 for all t.
2. During the production up-time, the finished goods becomes immediately exists

to meet up the demand.
3. The consumption rate of finished goods at any time t during (0, T) is f(t) and

assumed to be linearly increasing with time.
4. Shortages are not allowed.
5. A single product inventory system is considered over a finite planning horizon.
6. Only single raw material is considered.

The following notations are used in developing the model:
Cp is the manufacturing set-up cost
Hp is the inventory carrying cost per unit per unit time for finished item/product

at the manufacturer side
C1 is the ordering cost for raw material
H1 is the inventory carrying cost per unit per unit time for raw material
Cb is the shipment cost
Hb is the inventory carrying cost per unit per unit time at the buyer’s side
k is the discount rate
i is the inflation rate
r (= k - i) is the discount rate minus the inflation rate
m is the number of raw material batches from supplier to the manufacturer
n is the number of shipment from manufacturer to the buyer.

3 Mathematical Formulation and Solution

3.1 Buyer’s Inventory System

The buyer’s inventory system is depicted in Fig. 1. During the time period [0, T]
there are ‘n’ cycles at the buyer’s end and two policies: (1) when time for each
shipment is same and (2) when lot size for each shipment is same. X is the amount
of inventory which is needed by the buyer at the beginning of a production cycle to
meet the customer demand that also provides the manufacturer adequate time to
build up inventory for future deliveries. In every lot, due to the customer’s demand
buyer’s inventory reduces up to zero. The stock level during any period [ti, ti+1],
where i = 0, 1, 2, …, n - 1 is given by the differential equation:

I0ðtÞ ¼ �fðtÞ; ti � t � tiþ1 ð1Þ
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With boundary condition I(ti) = q. Where q is given by

q ¼
Ztiþ1

ti

fðtÞdt ð2Þ

Integrating Eq. (1) from ti to t and using Eq. (2), we get

IðtÞ ¼ q�
Z t

ti

f(u)du ¼
Ztiþ1

t

f(u)du ð3Þ

The present worth of the shipment cost (OCb) for the buyer for n-shipments is

OCb ¼
Xn�1

i¼0

Cbe�rti ð4Þ

The present worth of the holding cost (HCb) for n-shipments for the buyer is

HCb ¼ Hb

Xn�1

i¼0

Ztiþ1

ti

I(t)e�rtdt ¼ Hb

r

Xn�1

i¼0

Ztiþ1

ti

f(t) e�rti � e�rtð Þdt

When demand rate f(t) is (a ? bt) then present worth of the holding cost
becomes

HCb ¼
Hb

r

Xn�1

i¼0

e�rti atiþ1 þ
bt2

iþ1

2
� ati �

bt2
i

2

� �
þ e�rtiþ1

r2
aþ btiþ1ð Þr þ bf g

ffi

� e�rti

r2
fðaþ btiÞr þ bg

�

ð5Þ

When we consider second policy, where for n-shipments we have

q ¼ 1
n

ZT

0

f(t)dt ð6Þ

Fig. 1 Buyer’s inventory system for equal lots shipments size q
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It follows that for any shipment cycle

q ¼
Ztiþ1

ti

f(t)dt ð7Þ

When demand rate is (a ? bt), then from Eqs. (6), (7), we have

ti¼ � aþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2nþ 2abiTþ ib2T2
� �	

n
qffi �


b ð8Þ

Now, we compute present worth of the holding cost (HCbt) for policy 1. In this
case, ti ¼ iT=n, so from Eq. (5), we get

HCbt ¼
Hb

r
aT
n
þ bT2

2n2
� arþ bð Þ

r2
þ e�rT=n

r2
aþ bT

n

� �
rþ b

� �� �ffi

þ bT2

n2

�
þ e�rT=n � 1
 � bT

nr

�
e�rT=n

1� e�rT=nð Þ

�
1� e�rTð Þ

1� e�rT=nð Þ

ð9Þ

Similarly, from Eq. (5) the present worth of the holding cost (HCbq) for policy 2
is

HCbq ¼
Hb

r

Xn�1

i¼0

e�rti atiþ1 þ
bt2iþ1

2
� ati �

bt2
i

2

� �ffi

þ e�rtiþ1

r2
a + btiþ1ð Þr þ bf g � e�rti

r2
aþ btið Þrþ bf g

� ð10Þ

where, ti is given by Eq. (8).
So, present worth of the total average cost at the buyer’s end (TCBt) for policy 1 is

TCBt ¼ Cb 1� e�rT
� �	

1� e�rT=n
� �� �

þ HCbt

� �
=T ð11Þ

Now, the present worth of the total average cost for the second policy is given by

TCBq ¼
Xn�1

i¼0

Cbe�rti þ HCbq

" #,
T ð12Þ

3.2 Manufacturer’s Inventory System

Manufacturer’s Inventory System for finished Goods.
Figure 2 shows the manufacturing inventory level during the time period [0, T].

Initially, at t = 0 production starts and during the production period [0, tp]
inventory level increases due to the combined effect of the production and demand.
At time tp production stops and after that the inventory level decreases during the
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period [tp, T] due to the demand of the products. The inventory level at any time
for finished goods for the manufacturer is given by the following differential
equations:

I01ðt) ¼ P� f(t) = k� 1ð Þf(t), 0 � t � tp ð13Þ

I02ðt) ¼ �f(t); tp � t � T ð14Þ

With boundary conditions I1(0) = 0 and I2(T) = 0. After solving Eqs. (13),
(14) we get

I1ðt) ¼ k� 1ð Þ
Z t

0

f(u)du; 0 � t � tp ð15Þ

I2ðtÞ ¼
ZT

t

f(u)du; tp � t � T ð16Þ

Now, the total production quantity is equal to the total demand fulfilled during
the period [0, T], so we have

Ztp

0

kf(t)dt ¼
ZT

0

f(t)dt ð17Þ

After solving Eq. (17) when f(t) = a ? bt, we get

tp ¼ �a +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2kþ bT 2aþ bTð Þð Þ=k

ph i.
b ð18Þ

The quantity X is given by

X ¼
ZT

tx

f(t)dt ð19Þ

Fig. 2 Manufacturer’s inventory system (for finished goods) for equal lots shipments size q
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Now, for the first policy, we have

ZT

tx

kf(t)dt ¼
ZT=n

0

f(t)dt ð20Þ

When f(t) = a ? bt then, from Eq. (20), we get

tx ¼ �aþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a2n2kþ 2abnT nk� 1ð Þ þ b2T2 n2k� 1ð Þ
� �	

n2k
q

�



b

ffi
ð21Þ

For the second policy, we have

ZT

tx

kf(t)dt ¼ 1
n

ZT

0

f(t)dt ð22Þ

When f(t) = a ? bt then, from Eq. (22), we obtain

tx ¼ �aþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a2nkþ b2T2 þ 2abT
� �

nk� 1ð Þ
� �	

nk
qffi �


b ð23Þ

The present worth of the set-up cost (SCm) for the manufacturer is

SCm ¼ Cp ð24Þ

Therefore, the present worth of the holding cost (HCm) for the manufacturer is

HCm ¼ Hp

ZT

0

Xe�rtdt þ
Ztp

0

I1ðt)e�rtdt þ
ZT

tp

I2ðt)e�rtdt

2
64

3
75 ð25Þ

When f(t) = a ? bt, then from Eq. (25) present worth of the holding cost
(HCmt) for policy 1 is

HCmt ¼ Hp

ð1� e�rTÞ
r

aðT� txÞ þ
b
2
ðT2 � t2

xÞ
� �ffi

þ ðk� 1Þ
r

a
r
þ b

r2
� e�rtp

ðaþ btpÞ
r

þ b
r2
þ atp þ

bt2
p

2

 !)(

þ 1
r

e�rt
p aTþ bT2

2
� atp �

bt2
p

2

 !
þ e�rT ðaþ bTÞ

r
þ 1

r2

� �
� e�rtp

aþ btp

� �
r

þ b
r2

� �( )#

ð26Þ

where, tp and tx for the first policy are given by the Eqs. (18) and (21) respectively.
Similarly, the present worth of the holding cost (HCmq) for second policy is
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HCmq = Hp

1� e�rTð Þ
r

a T� txð Þ +
b
2

T2 � t2
x

� �� �
+

k� 1ð Þ
r

a
r

+
b
r2

�ffi

� e�rtp
a + btp
� �

r
+

b
r2

+ atp +
bt2

p

2

 !)
+

1
r

e�rtp aT +
bT2

2
� atp �

bt2
p

2

 !(

þ e�rT a + bTð Þ
r

þ 1
r2

� �
� e�rtp

a + btp

� �
r

þ b
r2

!)# 

ð27Þ

where, tp and tx are given by the Eqs. (18) and (23) respectively.

Manufacturer’s Inventory System for Raw Materials

Manufacturer’s inventory system for raw material is depicted in Fig. 3. There
are ‘m’ shipments during the period [0, T] of equal lot size with equal time interval
Y. The shipment lot size diminishes owing to the production. Now, the inventory
level at any time for the raw material is given by the differential equation:

I
0 ðt) ¼ �kf(t); 0 � t � Y ð28Þ

Ið0Þ ¼ nq
m
¼ 1

m

ZT

0

f(t)dt ð29Þ

After, solving Eq. (28), with the help of Eq. (29), we get

I(t) ¼ nq=mð Þ �
Z t

0

kf(u)du; 0 � t � Y ð30Þ

Since I(Y) = 0, so we have

Y ¼ �aþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a2mkþ bT 2aþ bTð Þf g=mk
ph i.

b ð31Þ

The present worth of the holding cost for the raw material (HCRm) is

HCRm ¼ H1

Xm�1

i¼0

e�riY

ZY

0

I(t)e�rtdt

2
4

3
5 ¼ H1

Xm�1

i¼0

e�riY ð1� e�rYÞ
mr

ZT

0

f(t)dt þ k
r

ZY

0

ðe�rY � e�rtÞf(t)dt

2
4

3
5

ð32Þ

Fig. 3 Manufacturer’s inventory system for raw materials for equal lots shipments size q

296 S. R. Singh and S. Sharma



HCRm ¼ H1
ð1� e�rYÞ

mr
aTþ bT2

2

� �
þ k

r
aTþ bT2

2

� �
e�rY

�ffi

þ ðaþ bYÞ
r

þ b
r2

� �
e�rY � a

r
� b

r2

��
1� e�rmYð Þ
1� e�rYð Þ ð33Þ

The present worth of the ordering cost for raw material (OCRm) is

OCRm ¼
Xm�1

i¼0

C1e�riY ¼ C1 1� e�rmY
� �� �	

1� e�rY
� �

ð34Þ

The present worth of the total cost per unit time for the raw material (TCRm) is

TCRm ¼ OCRm þ HCRm½ �=T ð35Þ

Now, the present worth of the total cost per unit time (TCMt) for the manu-
facturer when the first policy is considered, is

TCMt ¼ SCm þ HCmtð Þ=T½ � þ TCRm ð36Þ

Similarly, the present worth of the total cost per unit time (TCMq) for the
manufacturer when the second policy is considered, is

TCMq ¼ SCm þ HCmq

� �	
T

� �
+ TCRm ð37Þ

The present worth of the total average cost (TCt) for the system, for policy 1 is

TCt ¼ TCMt þ TCBt ¼ Cp þ HpF1þ C1 þ H1F2ð ÞG1þ Cb þ HbF3ð ÞG2
� �	

T ð38Þ

F1 ¼
1� e�rTð Þ

r
a T� txð Þ þ b

2
T2 � t2x
� �� �

þ k� 1ð Þ
r

a
r
þ b

r2
� e�rtp

aþ btp
� �

r
þ b

r2
þ atp þ

bt2
p

2

 !)("

þ 1
r

e�rtp aTþ bT2

2
� atp �

bt2p
2

 !
þ e�rT aþ bTð Þ

r
þ 1

r2

� �
� e�rtp

aþ btp
� �

r
þ b

r2

� �( )#

F2 ¼
ð1� e�rYÞ

mr
aTþ bT2

2

� �
þ k

r
aTþ bT2

2

� �
e�rY þ ðaþ bY)

r
þ b

r2

� �
e�rY � a

r
� b

r2

� �ffi �

F3 ¼
Hb

r
aT
n
þ bT2

2n2
� arþ bð Þ

r2
þ e�rT=n

r2
aþ bT

n

� �
rþ b

� �� �
þ bT2

n2

�ffi
þ e�rT=n � 1
� � bT

nr

�
e�rT=n

1� e�rT=nð Þ

�

G1 ¼ 1� e�rmY
� �	

1� e�rY
� �

; G2 ¼ 1� e�rT
� �	

1� e�rT=n
� �

Again, the present worth of the total cost per unit time (TCq) for the system
when the second policy is deliberated, is

TCq = TCMq þ TCBq ¼ Cp þ HpK1 þ C1 þ H1F2ð ÞG1 þ CbK2 þ HbK3ð Þ
� �	

T ð39Þ

K1 ¼
1� e�rTð Þ

r
a T� txð Þ þ b

2
T2 � t2

x

� �� �
þ k� 1ð Þ

r
a
r
þ b

r2
� e�rtp

aþ btp

� �
r

þ b
r2
þ atp þ

bt2
p

2

 !)("

þ 1
r

e�rtp aTþ bT2

2
� atp �

bt2
p

2

 !
þ e�rT aþ bTð Þ

r
þ 1

r2

� �
� e�rtp

aþ btp

� �
r

þ b
r2

� �( )#
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K2 ¼
Xn�1

i¼0

e�rti ; K3 ¼
1
r

Xn�1

i¼0

e�rti atiþ1 þ
bt2

iþ1

2
� ati �

bt2
i

2

� �
� aþ btið Þr + bf g

r2

� �ffi

þ e�rtiþ1 aþ btiþ1ð Þr + bf g
r2

�
:

3.3 Fuzzy Mathematical Model

In this study, we consider Cp, Hp, C1, H1, Cb and Hb are imprecise and expressed
by triangular fuzzy numbers i.e., ~Cp; ~Hp; ~C1; ~H1; ~Cb and ~Hb.

~Cp ¼ Cp � D1;Cp;Cp þ D2
� �

; ~Hp ¼ Hp � D3;Hp;Hp þ D4
� �

; ~C1 ¼ C1 � D5;C1;C1 þ D6ð Þ
~H1 ¼ H1 � D7;H1;H1 þ D8ð Þ; ~Cb ¼ Cb � D9;Cb;Cb þ D10ð Þ; ~Hb ¼ Hb � D11;Hb;Hb þ D12ð Þ

where 0 \D1 \ Cp and D1D2 [ 0, 0 \ D3 \ Hp and D3D4 [ 0, 0 \ D5 \ C1 and
D5D6 [ 0, 0 \ D7 \ H1 and D7D8 [ 0, 0 \D9 \ Cb and D9D10 [ 0,
0 \D11 \ Hb and D11D12 [ 0.

Here, we considered the signed distance method for defuzzification as used by
Chang [3]. So, the signed distance for Cp is given by

dð~Cp; ~0Þ ¼ Cp � D1
� �

þ 2Cp þ Cp þ D2
� �� �	

4 ¼ Cp þ D2 � D1ð Þ=4
� �

where d ~Cp; ~0
� �

[ 0 and d ~Cp; ~0
� �

2 Cp � D1; Cp þ D2

� �
.

Similarly, signed distance for other parameters can be defined.
Now, average total cost for policy 1 is T ~Ct ¼ TC1

t ; TC2
t ; TC3

t

� �
, where

TC1
t ¼ Cp � D1

� �
þ Hp � D3
� �

F1 þ C1 � D5ð Þ þ H1 � D7ð ÞF2ð ÞG1 þ Cb � D9ð Þð
�

þ Hb � D11ð ÞF3ÞG2�
	

T

TC2
t ¼ Cp þ HpF1 þ C1 þ H1F2ð ÞG1 þ Cb þ HbF3ð ÞG2

� �	
T

TC3
t ¼ Cp þ D2

� �
þ Hp þ D4
� �

F1 þ C1 þ D6ð Þ þ H1 þ D8ð ÞF2ð ÞG1 þ Cb þ D10ð Þð
�

þ Hb þ D12ð ÞF3ÞG2�
	

T
Then, defuzzified total cost per unit time for policy 1 is given by

T ~C f
t ¼ TC1

t þ 2TC2
t þ TC3

t

� �	
4 ð40Þ

Again, average total cost for policy 2 is T ~Cq ¼ TC1
q ; TC2

q ; TC3
q

 �
, where

TC1
q ¼ Cp � D1

� �
þ Hp � D3
� �

K1 þ C1 � D5ð Þ þ H1 � D7ð ÞF2ð ÞG1 þ Cb � D9ð ÞK2ð
�

þ Hb � D11ð ÞK3Þ�
	

T
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TC2
q ¼ Cp þ HpK1 þ C1 þ H1F2ð ÞG1 þ CbK2 þ HbK3ð Þ

� �	
T

TC3
q ¼ Cp þ D2

� �
þ Hp þ D4
� �

K1 þ C1 þ D6ð Þ þ H1 þ D8ð ÞF2ð ÞG1 þ Cb þ D10ð ÞK2ð
�

þ Hb þ D12ð ÞK3Þ�
	

T
Then, defuzzified total cost per unit time for policy 2 is given by

T ~Cf
q ¼ TC1

q þ 2TC2
q þ TC3

q

 �.
4 ð41Þ

4 Numerical Example and Sensitivity Analysis

Let us consider a numerical example with data as in Omar et al. [10] and including
some others: a = 7000, b = 700, Cp = 200, D1 = 20, D2 = 40, C1 = 80, D5 = 8,
D6 = 16, Cb = 30, D9 = 3, D10 = 6, Hp = 5, D3 = 0.5, D4 = 1, H1 = 3,
D7 = 0.3, D8 = 0.6, Hb = 8, D11 = 0.8, D12 = 1.6, k = 1.5, r = 0.09 and f
(t) = a ? bt. The best solution for policy 1 is m = 2, n = 10, T = 0.194105,
TCt = 6,961.59 and for policy 2 is m = 2, n = 8, T = 0.194625, TCq = 6,298.80,
it is revealed through Table 1. The total production quantity for policy 1 is 1,371.92
and for policy 2 is 1,375.63. The software MATHEMATICA 8.0 is used for
computations. The behavior of the average cost for both policies regarding n is
shown in Fig. 4 and sensitivity analysis is given through Tables 2, 3, 4, 5.

Table 1 Minimum total costs, TCt and TCq for different arrangement of m and n

m n

6 7 8 9 10 11 12

1 7,157.37 7,108.51 7,100.05 7,118.64 7,156.00 7,206.75 7,267.23
(6,432.89) (6,446.40) (6,487.65) (6,546.97) (6,618.43) (6,698.24) (6,783.84)

2 7,218.29 7,092.55 7,017.56 6,977.26 6,961.59 6,963.95 6,979.83
(6,369.99) (6,316.22) (6,298.80) (6,305.82) (6,329.89) (6,366.18) (6,411.43)

3 7,530.94 7,355.93 7,239.48 7,163.38 7,116.19 7,090.37 7,080.72
(6,595.95) (6,501.07) (6,448.76) (6,425.40) (6,422.50) (6,434.50) (6,457.60)
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Fig. 4 Behavior of the cost
functions when m = 2
against n for both policies
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Some interesting inferences drawn from the sensitivity tables are given as
follows:

1. Tables 2, 3 reveal that as the cost parameters Cp and Cb increase the average
costs of the system increase. While, the system favors to the larger number of
m and n when Cp increases and to the smaller number of n when Cb increases.

2. Table 4 shows that the total relevant cost of the system decreases with an increase
in inflation parameter r and the system favors to the smaller number of n.

3. Table 5 discloses that as the production parameter k increases, the total average
cost of the system increases and optimal solution suggests decreasing m and n.

5 Conclusion

In this article, an inventory model for managing a supply chain system is devel-
oped by considering variable production and demand rate. The model is discussed
in fuzzy environment and the effect of inflation is also taken into deliberation.

Table 2 Effect of parameter Cp on TCt and TCq

Cp m n(TCt) n(TCq) TCt TCq

100 1 6 5 6,352.73 5,682.05
200 2 10 8 6,961.59 6,298.80
300 2 12 9 7,438.53 6,778.28

Table 3 Effect of parameter Cb on TCt and TCq

Cb m n(TCt) n(TCq) TCt TCq

15 2 14 11 6,051.53 5,577.86
30 2 10 8 6,961.59 6,298.80
45 2 9 7 7,667.24 6,858.01

Table 4 Effect of parameter r on TCt and TCq

r m n(TCt) n(TCq) TCt TCq

0.06 2 11 8 7,264.91 6,311.40
0.09 2 10 8 6,961.59 6,298.80
0.12 2 10 8 6,792.03 6,286.21

Table 5 Effect of parameter k on TCt and TCq

k m n(TCt) n(TCq) TCt TCq

1.5 2 10 8 6,961.59 6,298.80
2 1 7 6 7,157.82 6,462.51
2.5 1 7 5 7,187.48 6,465.00
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The presented paper is different from the existing one as the previous models
ignored the effect of inflation moreover; fixed cost parameters were considered
which is not realistic due to the vagueness present in the market. This article is
more sensible and helpful for decision-makers as the effect of inflation is con-
sidered which is convenient due to the high inflationary surroundings and by
taking fuzziness in costs, decision-makers can absorb all the instability in the cost
due to the market variation. The further research can be done by considering
shortages, lead time and stochastic environment.
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R&D and Performance Analysis of Indian
Pharmaceutical Firms: An Application
of DEA

Varun Mahajan, D. K. Nauriyal and S. P. Singh

Abstract The purpose of the study is to examine the efficiency of R&D and
non-R&D firms in Indian pharmaceutical firms from 2000 to 2010 comprising both
pre and post product patent periods by applying data envelopment analysis tech-
nique. The analysis based on a panel sample data set of 141 firms, drawn from
PROWESS database of CMIE, measures efficiency by using one output and four
inputs. Net sales revenue is taken as output and raw material cost, salaries and
wages, advertisement and marketing cost and capital cost as inputs. The study
found that efficiency of R&D firms was higher than that of non-R&D intensive
firms for all the years. Nevertheless, both types of firms were found to have a good
scope for improvement in their resource use efficiency without affecting their level
of output.

Keywords Pharmaceutical industry � R&D � Efficiency � DEA

1 Introduction

The Indian Pharmaceutical industry (IPI) is considered to be one of the most
dynamic and a vibrant industry of the developing world as it is one of the largest
producers and exporters of the generic drugs in the world. In terms of quality,
technology and range of medicines, it is positioned very high in the developing
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countries and is ranked third in terms of manufacturing pharmaceutical products
by volume. Its annual turnover was estimated to be about Rs. 1,049.44 billion
during the year 2010–2011. It is emerging as one of the major contributors to
Indian exports with export earnings rising from a negligible amount in early 1990s
to Rs. 475.51 billion in 2010–2011. The industry exports about 40 % of the pro-
duction and the growth rate of Indian pharmaceutical exports far exceeded that of
Indian exports as a whole. Over the past decade, it has witnessed 19.22 % com-
pound annual growth rate in exports [1, 2].

It may be interesting to note that Indian pharmaceutical firms (mostly public
sector firms) had a less than 20 % share of the market in 1970s which by 2010 rose
over 75 %. Up to 1970, there was dominance of MNCs in the Indian pharma-
ceutical industry and bulk drugs and API (Active Pharmaceutical Ingredient) was
imported. But the scenario had drastically altered after the enactment of Indian
Process Patent Act of 1970 which led to phenomenal growth of indigenous firms.
Since 1972 to 2004 with the process patent regime in place, Indian pharmaceutical
producers were able to manufacture bulk drugs and formulations through ‘reverse
engineering’ the patented medicines without any obligation to pay royalty. The
period between 1995 and 2005 was the transition period as TRIPS agreement
required India, as other developing countries, to compulsorily shift to product
patent by January 1, 2005 in place of the previous process patent system estab-
lished by the 1970 Patent Act. On March 22, 2005, India’s Parliament approved
the Patent (Amendment) Act 2005, bringing in a system of product patents to be
implemented with retrospective effects since January 1, 2005. The new regime
protects only products arriving on the market after January 1, 1995. Since then,
there is significant rise in R&D intensity, consolidations, mergers and acquisitions
among Indian companies though the R&D intensity is still far lower than the
multinationals [3, 4].

In view of the changed international business and regulatory environment, the
focus of the Indian pharmaceutical firms is also shifting from process improvi-
sation to R&D and new drug discovery as is evident from the fact that these firms
are setting up their own R&D setups, allocating higher budgets for R&D and also
collaborating with research laboratories, besides updating product quality and drug
delivery systems in order to meet regulatory requirements, such as US FDA, of
export markets [5]. The increasing R&D expenditure requirements and price
competition have now pushing these firms to look beyond producing medicines
and explore other avenues to survive and grow in an otherwise increasingly
competitive market.

1.1 R&D Expenditure

The empirical research studies have brought to the fore, that R&D expenditure and
patenting activity have dramatically increased especially after signing of the
TRIPs agreement [3, 4]. TRIPS agreement not only has pushed up R&D
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expenditures of the Indian pharmaceutical industry but has also altered R&D
structure of the industry. Now focus of the firms has shifted towards greater R&D
expenditure and the discovery of new chemical entities. Conventionally, most of
the Indian pharmaceutical firms were focused on reverse engineering skills rather
than new drug discovery and development. Consequently, the R&D intensity was
very low as compared to 15–20 % of the sales revenue allocated towards this end
by Western innovator companies [5, 6].

New drug discovery and development has never been on the agenda of the
Indian pharmaceutical firms, as reflected in their output and from the fact that there
was almost marginal investment in R&D with some firms such as Ranbaxy, DRL,
Lupin, Cipla, IPCA etc. investing, on an average, around 2 % of their sales rev-
enue on R&D as compared to 15–20 % in regard of the western firms. This large
difference in the R&D intensity can be attributed to the different priorities and
economic environments in which Indian and foreign firms had to operate. For
instance, while Indian firms had been operating in a protected environment where
replication of a drug/formulation was possible albeit through a different route,
foreign firms had to operate in a far more competitive environment where
inventions and innovations were at the premium. With the introduction of Product
Patent regime, the top Indian companies realized that for unceasing operation of
their business, they had to increase their R& D expenditure in order to survive in
the new business environment. Since 1995, there was rapid rise in the R&D
spending and it had increased to $495.3 million by 2005–2006, although there is a
very heavy concentration of R&D amongst top 20 firms. The R&D intensity has
increased to around 5 % in 2011 from negligible percent in 1990 [2]. It is also
evident from Fig. 1 that the R&D expenditure of Indian pharmaceutical firms has
increased faster than the multinational subsidiaries operating in India. The lower
growth of R&D expenditure in regard of the latter can be attributed to the fact
these companies had already established a strong base for R&D, therefore, any
dramatic rise in their R&D expenditure could not be expected. Further R&D
activities of MNCs’ subsidiaries are part of their global network which would
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distribute the costs among various subsidiaries, which is not a case with Indian
pharmaceutical firms. It may be further pointed out that with patent expiration of
many blockbuster drugs, many companies are looking at India as a favorite des-
tination for low cost alternatives especially due to the location of a large number of
U.S. FDA (Food and Drug Administration) approved plants in India.

2 Review of Literature

Researchers have applied various parametric and non-parametric approaches to
measures efficiency in the Indian Pharmaceutical Industry as well. For instance,
Chaudhari and Das [6] applied the parametric frontier approach to estimate effi-
ciency in IPI over the period 1990–2001. Their study shows that the mean effi-
ciency scores of the industry have improved over the sub-period 1999–2001
against the sub period 1990–1998. Neogi and Ghosh [7] estimated the inter-tem-
poral movement of the technical efficiency of the manufacturing firms. The study
indicates that there has been a fall in the efficiency of the firms due to global-
ization. Saranga and Phani [8] analysed a sample of 44 Indian pharmaceutical
companies and showed that the DEA models were sensitive to the selected inputs
and outputs. Mazumdar and Rajiv [9] also used non-parametric approach of DEA
to examine the competitiveness of Indian pharmaceutical industry by computing
their technical efficiency for the period 1991–2005. Their analysis reveals a
declining trend in output efficiency of firms. Pannu et al. [10] used DEA models to
analyse the relative efficiency and productivity change in IPI between 1998 and
2007 which covers the post-TRIPS (1995) and post-Indian Patent Act Amendment
(2005) periods. Internationally there are only few empirical studies relating to
efficiency in this industry. Gonzalez and Gascon [11] analysed Spanish pharma-
ceutical industry using DEA BCC model and significant contribution of technical
efficiency to productivity growth. Hashimoto and Haneda [12] also used DEA to
analyse R&D efficiency at both firm and industry level of Japanese pharmaceutical
companies. They empirically show that R&D efficiency of Japanese pharmaceu-
tical industry has almost monotonically gotten worse throughout the study decade.
Nauriyal and Sahoo [4] analysed the impact assessment of implementation of new
IPR regime on Indian drug and pharmaceutical industry. Panel co-integration
result showed that both the R&D and advertisement and marketing expenditures
were strong determining forces of the sales revenue of the firms. The elasticity of
sales revenue with respect to R&D expenditure was positive and significant.

The scenario for the pharmaceutical sector has changed significantly after
Product Patent Act, 2005. In this context; it would be interesting to study effi-
ciencies according to R&D and non-R&D firms especially after signing of TRIPS.
Since the level of competition is going to be further increase due to the emergence
of other cheaper producers and biotechnology equivalent, it would be interesting to
study the efficiency and other parameters of this industry.
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3 DEA Models

In case of DEA, a frontier with the input–output bundle of the best-performing
firms in the sample is estimated; any shortfall of output that a firm produces or
excess inputs used with respect to frontier is termed as inefficiency. Besides
identifying the inefficient DMUs, a DEA assessment also helps to determine
appropriate measures for improving the performance of the inefficient DMUs [13].
First formulated by Charnes, Cooper, and Rhodes (CCR) [14] in 1978, based on
the constant returns to scale (CRS), and further updated by Banker, Charnes, and
Cooper (BCC) [15] in 1984, based on the variable returns to scale (VRS), this
technique has been extensively used to measure the relative efficiency in many
sub-sectors.

Max Ek ¼
Ps

j¼1
ujkyjkPm

i¼1
vikxik

s:t:

Ps

j¼1
ujkyjrPm

i¼1
vikxir
� 1; r ¼ 1; 2; . . .; n

9>>=
>>;

ujk; vik� 0; 8 i ¼ 1; 2; . . .;m j ¼ 1; 2; . . .; s

ð1Þ

where yjk is the amount of the jth output produced by the kth DMU; xik is the
amount of the ith input used by the kth DMU; ujk and vik are the weights given to
the output and input; n is the no. of DMUs; s is the no. of outputs; m is the no. of
inputs and 2 is a very small constant value.

It involves finding the values for ujk and vik, such that efficiency of the kth DMU
is maximized, subject to the constraint that all efficiency measure must be less than
or equal to one. This fractional problem which is difficult to solve is converted to a
linear programming known as multiplier form. The equation form (2) is known as
multiplier form. For every inefficient DMU, there are corresponding efficient units
that act as benchmarks. The benchmarks can be obtained from the dual problem.
Therefore, using the duality in linear programming, one can derive an equivalent
envelopment form which is given in equation (3). The envelopment form involves
fewer constraints than the multiplier form (M ? N \ I ? I). In addition, envel-
opment model calculates the values of slack in variables and also minimizes them.
Hence, it is generally the preferred form to solve.

Banker et al. [15] extended the CRS model into variable returns to scale (VRS)
model. The VRS technical efficiency for firm k is estimated by imposing a con-
vexity constraint i.e.,

Pm
i¼1 vikxik ¼ 1. After that using the duality in linear pro-

gramming, one can derive an equivalent envelopment form. Model (3) is known as
CCR envelopment model with input orientation. The CRS linear programming
problem can be easily modified to account for VRS by adding the convexity
constraint. The basic difference between BCC and CCR model is that BCC model
assumes variable returns to scale (VRS), while CCR model is based on constant
returns to scale (CRS). The input-oriented CCR (Multiplier model) is given as
follows:
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Max Ek ¼
Ps

j¼1 ujkyjk

s:t:
Pm

i¼1 vikxik ¼ 1Ps
j¼1 ujkyjr �

Pm
i¼1 vikxir � 0; r ¼ 1; 2; . . .; n
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>>;

ð2Þ

Input oriented CCR (envelopment) model [1]

Min Zk ¼ /k � e
Ps

j¼1 sþjk þ
Pm

i¼1 s�ik

� �

s:t:
Pn

r¼1 krkyjr � sþjk ¼ yjk; j ¼ 1; . . .s;Pn
r¼1 krkxir þ s�ik ¼ /kxik; i ¼ 1; . . .m;
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>>>;

s�jk ; sþik � 0; 8j; i;
/k is unrestricted in sign

ð3Þ

where /k is an efficiency ratio, sþjk is slack in jth output of the kth DMU; s�ikis slack
in the ith input of the kth DMU. The objective function is to minimize the effi-
ciency score, /k, and to maximize input and output slacks of DMU. The model is
interpreted as the maximum reduction in inputs of k DMU that can be done, given
that k DMU has the same reference technology. The constraints (2) and (3) form
the convex reference technology. s�ik ; sþjk � 0 shows that input and output slack to
be non-negative. It is solved n times for solving the efficiency of all the DMUs.

DEA identifies the efficient decision making unit (DMU) among all DMUs.
A DMU is considered Pareto efficient if it is not possible to reduce any input (in
case of input-orientation) or increase any output (in case of output-orientation)
without reducing output or increasing other input. Efficiency score ranges between
zero and unity. The efficient DMUs have the efficiency of unity while inefficient
DMUs have less than unity. The kth DMU is Pareto efficient if h�k ¼ 1 and all
slacks are zero, i.e., Sþ�jk and S��ik ¼ 0 for every j and i.

4 Data Sources and Variable Construct

4.1 Data Sources

The main data source of the study is Prowess compiled by Centre for Monitoring
Indian Economy (CMIE). It compiles financial information of the companies out
of their annual balance sheets. Our sample consists of data relating to financial
statements of 141 firms of Indian pharmaceutical industry for which data for all
eleven years (2000–2010) were available in the Prowess database. The main
reason for choosing this sample is the fact that we have continuous availability of
data for a common sample. We have considered the year 2000 as starting year
because sufficient data for firms are available in Prowess after 1999. The firms
considered in the study together account for about 80 % of the total sales revenue
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and 85 % of the input usage for the sector for almost all the years. Thus the sample
of firms considered can adequately represent the industry.

4.2 Variable Constructs

The DEA models can generally take two forms viz., output-oriented and input-
oriented. In an output-orientation model (output maximization) efforts are made to
maximize the output with given inputs. On the other hand, in an input orientation
model (input minimization) desired output is produced with minimum utilization
of inputs. This model is preferred when output is given and inputs are flexible. The
choice of the model depends on the available flexibility either with the inputs or
outputs [16, 17]. All input variable considered in this study have required flexi-
bility as compared to the output. Nevertheless, the output variable in our study is
net sales revenue that may not have flexibility due to its dependence on external
factors such as demand, exports etc., which are not in the control of management.

For computing efficiency, total net sales are taken as output variable, and raw
material, salaries and wages, advertising and marketing and capital cost as input
variables. All inputs and output are measured in millions of rupees. Descriptive
statistics of the input–output variables are shown in Table 1.

4.2.1 Output Variable

Net sales revenue: In case of Indian pharmaceutical industry, a fair number of
studies [8, 10] have made use of sales revenue to examine the progress of IPI.
Since the data on output in physical terms are not reported in the balance sheets,
this variable, as an output variable, becomes a rational choice.

4.2.2 Input Variables

Raw material cost: It includes cost of all raw materials, spares and packaging.

Salary and wages: It includes total annual expenses incurred by a firm on all
employees, including management. Payment of bonus, contribution to employee’s
provident fund and staff welfare expenses are also included under this variable.

Table 1 Descriptive statistics of inputs and output (2000–2001 to 2010–2011)

Statistics NS RM S&W A&M CC

Mean 1,969.31 578.16 148.90 121.20 101.41
Std. dev. 3,996.29 1,062.11 307.82 324.68 215.85
Range 36,683.46 8,363.92 3,546.37 3,861.28 2,268.21
Minimum 0.13 0.05 0.16 0.05 0.08
Maximum 36,683.59 8,363.96 3,546.53 3,861.28 2,268.20

Note Figures in millions of rupees-deflated to 2,000 price
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Cost of advertising and marketing: It includes the cost of advertising, marketing,
distribution, travel and communication.

Capital cost: It includes rent, interest, depreciation, repairs and maintenance of
plant and machinery. It is used as proxy variable for capital.

Since the PROWESS database provides data on current prices, therefore they
had to be converted to constant prices (a 2000–2001 prices). The appropriate
deflators were used to deflate the data at constant prices. The present study esti-
mates efficiency (overall efficiency, Pure Technical efficiency and scale efficiency)
of Indian pharmaceutical industry during 2000–2010, by applying two DEA
models, namely, CCR (Charnes, Cooper, and Rhodes, 1978), and BCC (Banker,
Charnes and Cooper, 1984).

5 Empirical Results and Discussions

It may be pointed out here that the efficiencies calculated are relative efficiencies
and that the efficient firms (whose efficiency = 1) were used as the benchmark.
Therefore these efficiencies represent relative-to-best efficiencies. Since CCR
model works on the basis of CRS in which scale size of the DMU is not con-
sidered, it is relevant to assess pure technical efficiency. Therefore, in order to find
out whether inefficiency in any firm is due to inefficient production operation or
due to unfavorable conditions displayed by the size of firm, BCC model is also
applied. Pure technical efficiency (PTE) refers to the proportion of technical
efficiency which is attributed to the efficient conversion of inputs into output, given
the scale size. Scale efficiency (SE) measures the impact of scale–size on the
efficiency of a firm. It is measured as a ratio of CCR efficiency to BCC efficiency.
If the value of SE score is one, then the firm is apparently operating at optimal
scale. If the value is less than one, then the firm appears to be either small or big
relative to its optimum scale-size. As shown in Fig. 2, the mean OTE of the IPI
industry during 2000–2001 to 2010–2011 was 0.735, suggesting thereby that
26.5 % of the inputs can be reduced without changing the output at CRS tech-
nology. The CAGR of -0.636 % suggests a declining trend in mean OTE for the
industry during the study period which is a matter of concern. It can be observed
from Fig. 2 that mean SE with a score of 0.904 of the industry is the highest

OTE PTE SE

Series1 0.735 0.817 0.904
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Mean Efficiency for the Study PeriodFig. 2 Mean efficiency of
sample companies for the
study period. Source
Computed by author from
CMIE, prowess data base
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compared to PTE and OTE. The mean PTE score was around 0.78, indicating
thereby that firms were 22 % pure technical inefficient which partly could be
attributed to the infrastructural bottlenecks i.e., mainly frequent power cuts leading
to delays and productivity losses.

5.1 Technical Efficiency According to R&D

The mean OTE, PTE and SE scores according to R&D expenditure are shown in
Table 2. The sample of 141 firms was categorised as R&D and non-R&D firms.
There are 68 firms having R&D expenditure and 73 firms as non-R&D.

It can be seen from Table 2 that the efficiency (OTE and PTE) of R&D firms is
higher than the non-R&D firms for all the years. The results suggest that the gap
between both groups has declined from 2000 to 2007 which implies that difference
in efficiency has declined, and thereafter the gap increased. It indicates that R&D
intensive firms are performing better in recent years. The mean OTE scores for the
study period of both groups are 0.757 and 0.715 indicating that 24.3 and 28.5 % of
inputs can be reduced without altering the output. The difference between the
mean efficiency scores of both R&D and non-R&D firms is statistically significant
which rejects the null hypothesis, as the calculated t-value is greater than the
tabulated t-value of a two-tailed t test. For R&D firms, highest mean OTE and PTE
scores was recorded in the year 2000. While in 2003 non-R&D intensive firms
recorded the maximum efficiency score. In OTE score year 2004 was the worst
year while in PTE score 2008 was the year when both the groups recorded the
minimum value. Consequently inefficient firms can monitor their relative effi-
ciency in the Indian pharmaceutical industry and take required action to improve
the efficiency in this competitive regime by reducing input cost of raw material,

Table 2 Mean OTE, PTE and SE scores according to R&D-intensity

Year R&D intensive firms Non-R&D intensive firms

Mean OTE Mean PTE Mean SE Mean OTE Mean PTE Mean SE

2000 0.828 0.894 0.923 0.744 0.799 0.933
2001 0.795 0.861 0.925 0.707 0.795 0.896
2002 0.767 0.830 0.928 0.711 0.798 0.892
2003 0.761 0.831 0.918 0.749 0.820 0.913
2004 0.681 0.814 0.842 0.672 0.785 0.861
2005 0.758 0.815 0.934 0.710 0.798 0.898
2006 0.741 0.813 0.916 0.721 0.800 0.904
2007 0.744 0.825 0.905 0.744 0.810 0.923
2008 0.735 0.812 0.908 0.694 0.765 0.914
2009 0.755 0.841 0.900 0.714 0.802 0.896
2010 0.766 0.850 0.906 0.702 0.819 0.861

Source Computed by authors from CMIE, Prowess data base
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salary and wages, advertising and marketing cost and capital cost. Growth results
from technological process that depends on competition among research oriented
firms that generate innovations. Hence, the growth rate responds to profit incen-
tives in the R&D sector. MNCs have comparatively higher R&D expenditure and
use modern technology for production which makes them more efficient. They also
allocate more resources for marketing activities which strengthen the firm’s brand
and product image which results in higher revenue and in turns enhances
efficiency.

6 Conclusion

The Indian pharmaceutical industry is going through a stage of transition espe-
cially after the implementation of Product Patent Act in 2005. This paper analysed
a sample of 141 Indian pharmaceutical firms over 10-years period starting from
2000. The study has endeavored to capture the impact of R&D on efficiency scores
of firms. Firms are categorized as R&D intensive and non-R&D intensive firms
and then their efficiency scores (both OTE and PTE) are compared. It was found
that after 1995, there was significant rise in R&D intensity, consolidations,
mergers and acquisitions among Indian companies though the R&D intensity was
still far lower than the multinationals. Thus TRIPS agreement appeared to have
increased R&D expenditures of the Indian pharmaceutical industry. It was found
that the efficiency (OTE and PTE) of R&D intensive firms was higher than non-
R&D intensive firms for all the years. The results also demonstrated that the gap
between both groups has declined from 2000 to 2007 which indicates that dif-
ference in efficiency has declined. The gap, however, started increasing thereafter
indicating that R&D firms were performing better in recent years. The mean OTE
scores for the study period for both the groups stood at 0.757 and 0.715 indicating
that 24.3 and 28.5 % of inputs could be reduced without any change in output.
There are also many small firms which have experienced efficiency gains mainly
by importing foreign technology and also by efficiently using inputs, through
reduction in advertising and marketing expenditures and raw material cost. The
findings hold important managerial and policy implications. In order to survive in
the post Patent regime, firm’s strategy should be on increasing R&D intensity and
efficiency by reducing input cost.
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An Imperfect Production Model
with Preservation Technology
and Inflation Under the Fuzzy
Environment

S. R. Singh and Shalini Jain

Abstract In this paper, we developed a two-warehouse imperfect production
model under the fuzzy environment. Demand rate is time dependent. Production
rate is demand dependent and greater than the demand rate. Inflation is also taken
into this consideration. Shortages are allowed and partially backlogged. The model
is developed in both crisp and fuzzy sense. All the costs are taken as fuzzy
triangular numbers. Numerical examples for both the models and sensitivity
analysis are illustrated this model.

Keywords Imperfect � Inflation � Shortages � Preservation technology � Fuzzy

1 Introduction

Soft Computing is a system solutions based on soft computing techniques. It
provides rapid distribution of important results in soft computing technologies, a
combination of research in evolutionary algorithms and genetic programming,
neural science and neural net systems, fuzzy set theory and fuzzy systems. Soft
Computing encourages the integration of soft computing techniques and tools into
both everyday and advanced applications.

In practice, product quality is not always perfect but is dependent of the product
design and the stability of the production process. When the production process is
in an in-control state, the product can meet customer’s quality specifications;
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otherwise, products are required to rework or scrap. Lee and Rosenblatt [1]
considered the imperfect production process in a traditional EPQ model and
derived the optimal number of inspection and production cycle time. The most of
the paper considered the production of perfect items. Some of the researchers like
Sana et al. [2], Chung et al. [3], Sana [4], Singh et al. [5, 6] extended different
types of inventory model by considering the imperfect production.

In most of the models, the inflation and time value of money were disregarded.
Because, it was considered by the researchers that the inflation and time value of
money did not affect on the inventory but this plays an important role in the inventory
model. Due to high inflation, the economic situation of the country may change
rigorously and so, it is impossible to ignore the effect of inflation. In this direction,
Buzzacott [7] and Misra [8] simultaneously developed EOQ model with constant
demand and single inflation rate for all the related cost of the inventory models.
Bierman and Thomas [9] extended the inventory model under inflation with some
discount rates. Misra [10] presented the production model with different inflation
rates for various associated costs. In this direction, some researches were done by
Chandra and Bahner [11], Hariga [12], Sarker et al. [13, 14], Sarker and Moon [15].

The primary assumption in most of the inventory problems is that there is an
owned warehouse with unlimited capacity. However, in reality, this assumption
does not hold as a warehouse normally has limited storage capacity. On the other
hand, when the goods of procuring goods is higher than the inventory related cost
or the attractive price discount for bulk purchase is available or demand of items is
very high, the inventory management procures a large quantity of items at a time.
This large quantity of items cannot be stored in this existing warehouse called own
warehouse (OW) with limited storage capacity. Then for storing the excess items,
one or more warehouse called rented warehouse (RW) is rented either away or
near to OW. Generally, the inventory cost of RW is greater than OW. During the
decades, the two-warehouse inventory models under different assumptions have
been extended by Singh et al. [16, 17], Singh and Singh [18], Dem and Singh [19].

In this paper, we study a two-warehouse imperfect production model with
preservation technology investment under the fuzzy environment. Inflation is also
considered. Shortages are allowed and partially backlogged. At the end, a
numerical example for both the models is illustrating the proposed model, and
concluding remarks are provided.

2 Assumptions and Notations

2.1 Assumptions

1. A two-warehouse production model is developed.
2. Perfect and imperfect items are taken into this consideration.
3. Shortages are allowed and partially backlogged.
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4. Demand rate is time dependent.
5. Production rate is demand dependent and greater than the demand rate.
6. The model is taken in both fuzzy and crisp sense.
7. Holding cost for RW is greater than that of OW.
8. Preservation technology for decaying items is taken into consideration.

2.2 Notations

d Demand rate i.e. d = aebt, where a, b, are positive constants and a [ b
P Production rate depend on the demand rate i.e. P = kd, k [ 1
g Original deterioration rate
n Preservation technology (PT) cost for reducing deterioration rate in order

to preserve the products, n C 0
m(n) Reduced deterioration rate, a function of n defined by m(n) = g(1 - e-ln),

l C 0, where l is the simulation coefficient representing the percentage
increase in m(n)

B Backlogging rate, where B = e-dt, d[ 0
Cp Production cost per unit per unit time
h1 Holding cost for own warehouse (OW) per unit per unit time
h2 Holding cost for rented warehouse (RW) per unit per unit time
C0 Inspection cost for OWper unit per unit time
CR Inspection cost for RW per unit per unit time
d1 Damaged item cost per unit per unit time
s Shortage cost per unit per unit time
c Lost sale cost per unit per unit time
W Own warehouse capacity
r Inflation rate
M Rework cost per unit per unit time.

3 Model Formulation

In this model, during the time interval [0, t1], production starts and stock is kept in
OW and inventory increases due to the combined effect of demand, production and
deterioration. At t = 0, perfect and imperfect units are stored in OW until its
capacity W is full. Remaining perfect and imperfect items are stored in rented
warehouse at t = t1, and production stops at t = t1. Now, during the time interval
[t2, t3] and [t3, t4], inventory decreases due to effect of demand and deterioration.
While at time [t1, t3] items are depletes due to deterioration occurs. During the
time interval [t4, T], shortages occurs.

Q01ðtÞ þ ½mðnÞ � g� Q1ðtÞ ¼ P� d; 0� t� t1 ð1Þ
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Q02ðtÞ þ ½mðnÞ � g� Q2ðtÞ ¼ P� d; t1� t� t2 ð2Þ

Q03ðtÞ þ ½mðnÞg� Q3ðtÞ ¼ �d; t2� t� t3 ð3Þ

Q04ðtÞ þ ½mðnÞ � g� Q4ðtÞ ¼ 0; t1� t� t3 ð4Þ

Q05ðtÞ þ ½mðnÞ � g� Q5ðtÞ ¼ �d; t3� t� t4 ð5Þ

Q06ðtÞ ¼ �Bd; t4� t� T ð6Þ

with boundary conditions:

Q1ð0Þ ¼ 0;Q2ðt1Þ ¼ 0;Q3ðt3Þ ¼ 0;Q4ðt1Þ ¼ W ;Q5ðt4Þ ¼ 0;Q6ðt4Þ ¼ 0

Solutions of these equations are:

Q1ðtÞ ¼
ðk � 1Þa

½mðnÞ � gþ b� ebt � e�½mðnÞ�g�t
n o

ð7Þ

Q2ðtÞ ¼
ðk � 1Þa

½mðnÞ � gþ b� ebt � e½mðnÞ�g�ðt1�tÞebt1
n o

ð8Þ

Q3ðtÞ ¼
a

½mðnÞ � gþ b� e½mðnÞ�g�ðt3�tÞebt3 � ebt
n o

ð9Þ

Q4ðtÞ ¼ W e½mðnÞ�k�ðt1�tÞ
n o

ð10Þ

Q5ðtÞ ¼
a

½mðnÞ � k þ b� e½mðnÞ�g�ðt4�tÞebt4 � ebt
n o

ð11Þ

Q6ðtÞ ¼
a

ðb� dÞ eðb�dÞt4 � eðb�dÞt
n o

ð12Þ

The present worth of Production cost is given by

PC ¼
Zt2

0

Pe�rtdt ð13Þ

The present worth of holding cost in OW is

HC1 ¼
Zt1

0

Q1ðtÞe�rtdt þ
Zt3

t1

Q4ðtÞe�rtdt þ
Zt4

t3

Q5ðtÞe�rtdt

2
4

3
5 ð14Þ

The present worth of holding cost for RW is
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HC2 ¼
Zt2

t1

Q2ðtÞe�rtdt þ
Zt3

t2

Q3ðtÞe�rtdt

2
4

3
5 ð15Þ

The present worth of damaged cost is

DC ¼
Zt2

0

Pe�rtdt �
Zt4

t2

de�rtdt

2
4

3
5 ð16Þ

The present worth of inspection cost for OW is

I0 ¼
Zt1

0

Pe�rtdt ð17Þ

The present worth of inspection cost for RW is

IR ¼
Zt2

t1

Pe�rtdt ð18Þ

The present worth of shortage cost is

SC ¼
ZT

t4

�Q6ðtÞe�rtdt ð19Þ

The present worth of lost sale cost is

LC ¼
ZT

t4

f1� Bgde�rtdt

2
4

3
5 ð20Þ

The present worth of rework cost is

RC ¼
Zt1

0

Pe�rtdtþ
Zt2

t1

Pe�rtdt

2
4

3
5 ð21Þ

The present worth of total cost is

TC ¼ C1:PC þ h1:HC1 þ h2:HC2 þ d1:DC þ C0:I0 þ CR:IR½ þ s:SC þ c:LC þM:RC þ n�
ð22Þ
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3.1 Fuzzy Model

In order to develop the model in a fuzzy environment, we consider the production
cost, holding cost for OW, holding cost for RW, damaged cost, Inspection cost for
OW and RW, shortage cost, lost sale cost, rework cost as the triangular fuzzy
numbers ~C1 ¼ ðC1 � D1;C1;C1 þ D2Þ; ~h1 ¼ ðh1 � D3; h1; h1 þ D4Þ; ~h2 ¼ ðh2�
D5; h2; h2 þ D6Þ, ~d1 ¼ ðd1 � D7; d1; d1 þ D8Þ; ~C0 ¼ ðC0 � D9;C0;C0 þ D10Þ; ~CR

¼ ðCR � D11;CR;CR þ D12Þ, ~s ¼ ðs� D13; s; sþ D14Þ;~c ¼ ðc� D15; c; cþ D16Þ
and ~M ¼ ðM � D17;M;M þ D18Þ such that 0 \ D1 \ C1, D2 [ 0, 0 \D3 \ h1,
D4 [ 0, 0 \D5 \ h2, D6 [ 0, 0 \ D7 \ d1, D8 [ 0, 0 \ D9 \ C0, D10 [ 0,
0 \D11 \ CR, D12 [ 0, 0 \D13 \ s, D14 [ 0, 0 \D15 \ c, D16 [ 0,
0 \D17 \ M, D18 [ 0 where D1, D2, D3, D4, D5, D6, D7, D8, D9, D10, D11, D12, D13,
D14, D15, D16, D17, D18 are determined by the decision maker based on the
uncertainty of the problem. Thus, production cost (C1), holding cost for OW (h1),
holding cost for RW (h2), damaged cost (d1), Inspection cost for OW (C0) and RW
(CR), shortage cost (s), lost sale cost (c), rework cost (M) are considered as the
fuzzy numbers ~C1; ~h1; ~h2; ~d1; ~C0; ~CR;~s;~c and ~M with membership functions.

TC ¼ ~C1:PC þ ~h1:HC1 þ ~h2:HC2 þ ~d1:DC þ ~C0:I0 þ ~CR:IR þ ~s:SC þ ~c:LC
�

þ ~M:RC þ n
�

ð23Þ

~C1 ¼ ðC1 � D1;C1;C1 þ D2Þ
~h1 ¼ ðh1 � D3; h1; h1 þ D4Þ
~h2 ¼ ðh2 � D5; h2; h2 þ D6Þ
~d1 ¼ ðd1 � D7; d1; d1 þ D8Þ
~C0 ¼ ðC0 � D9;C0;C0 þ D10Þ
~CR ¼ ðCR � D11;CR;CR þ D12Þ

~s ¼ ðs� D13; s; sþ D14Þ
~c ¼ ðc� D15; c; cþ D16Þ
~M ¼ ðM � D17;M;M þ D18Þ

ð24Þ

by Centroid Method, we get
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~C1 ¼ C1 þ
1
3
ðD2 � D1Þ

~h1 ¼ h1 þ
1
3
ðD4 � D3Þ

~h2 ¼ h2 þ
1
3
ðD6 � D5Þ

~d1 ¼ d1 þ
1
3
ðD8 � D7Þ

~C0 ¼ C0 þ
1
3
ðD10 � D9Þ

~CR ¼ CR þ
1
3
ðD12 � D11Þ

~s ¼ sþ 1
3
ðD14 � D13Þ

~c ¼ cþ 1
3
ðD16 � D15Þ

~M ¼ M þ 1
3
ðD18 � D17Þ

ð25Þ

y1 ¼
ðC1 þ D2Þ:PC þ ðh1 þ D4Þ:HC1 þ ðh2 þ D6Þ:HC2

þ ðd1 þ D8Þ:DC þ ðC0 þ D10Þ:I0 þ ðCR þ D12Þ:IR

þ ðsþ D14Þ:SC þ ðcþ D16Þ:LC þ ðM þ D18Þ:RC þ n

2
64

3
75 ð26Þ

y2 ¼ C1:PC þ h1:HC1 þ h2:HC2 þ d1:DC þ C0:I0½
þCR:IR þ s:SC þ c:LC þM:RC þ n�

ð27Þ

y3 ¼
ðC1 � D1Þ:PC þ ðh1 � D3Þ:HC1 þ ðh2 � D5Þ:HC2

þ ðd1 � D7Þ:DC þ ðC0 � D9Þ:I0 þ ðCR � D11Þ:IR

þ ðs� D13Þ:SC þ ðc� D15Þ:LC þ ðM � D17Þ:RC þ n

2
64

3
75 ð28Þ

By the method of Defuzzification,

TC ¼ y1 þ 2y2 þ y3

4
ð29Þ

Then we find out the total cost in fuzzy sense.

4 Numerical Example (Crisp Model)

By the previous data, we consider the following data in the appropriate units:
(Fig. 1, Table 1)
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Table 1 Sensitivity Analysis of the model

Parameter Change in parameter t�2 t�3 t�4 TC*

r 0.012 1.19088 4.46169 8.7054 14519.4
0.014 1.16774 4.39003 8.63624 14355.2
0.016 1.12149 4.31886 8.566 14195.6
0.018 1.14461 4.2482 8.49649 14040.7
0.02 1.09841 4.17806 8.42594 13890.6

CP 6.5 1.1726 4.52162 8.79358 14810.6
7 1.13124 4.50948 8.81307 14929.5
7.5 1.08995 4.49739 8.83254 15045.1
8 1.04873 4.48536 8.85196 15157.4
8.5 1.00758 4.47338 8.87136 15266.4

a 82 1.21458 4.53581 8.77086 15030.2
84 1.21512 4.53771 8.76782 15372
86 1.21563 4.53952 8.76493 15713.8
88 1.21611 4.54125 8.76217 16055.7
90 1.21658 4.5429 8.75953 16397.5

b 3.1 1.19435 4.45746 8.69026 14801.8
3.2 1.17504 4.38396 8.60852 14923.3
3.3 1.15611 4.31317 8.52876 15052.3
3.4 1.13755 4.24492 8.45096 15188.6
3.5 1.11937 4.1791 8.37505 15331.7

C0 0.9 1.21402 4.53382 8.77404 14688.4
1 1.21402 4.53382 8.77404 14709.7
1.1 1.21402 4.53382 8.77404 14731.1
1.2 1.21402 4.53382 8.77404 14752.4
1.3 1.21402 4.53382 8.77404 14773.8

c 3.7 1.19554 4.46849 8.69963 14777
3.8 1.17745 4.40525 8.62691 14892.6
3.9 1.15975 4.34398 8.55584 15013.5
4 1.14243 4.28461 8.48636 15139.5
4.1 1.12547 4.22703 8.41843 15270.4

Fig. 1 Convexity
of the Total cost w.r.t. t�2
and t�3

322 S. R. Singh and S. Jain



r ¼ 0:01;CP ¼ 6; a ¼ 80; b ¼ 3;CR ¼ 1:4;Co ¼ 0:8; c ¼ 3:6; s ¼ 7; d ¼ 0:04;

d1 ¼ 4;W ¼ 40; g ¼ 0:02; l ¼ 0:01; k ¼ 2; h1 ¼ 5; n ¼ 400; t1 ¼ 1; T ¼ 10

The output results of the decision parameters are:

t�2 ¼ 1:21402; t�3 ¼ 4:53382; t�4 ¼ 8:77404; TC� ¼ 14688:4

(Fuzzy Model)

r ¼ 0:01;C1 ¼ ð3; 6; 9Þ; a ¼ 80; b ¼ 3;CR ¼ ð1:2; 1:4; 1:6Þ;Co ¼ ð0:6; 0:8; 1:0Þ;
c ¼ ð3:4; 3:6; 3:8Þ; s ¼ ð5; 7; 9Þ; d ¼ 0:04; d1 ¼ ð2; 4; 6Þ;W ¼ 40; g ¼ 0:02;

l ¼ 0:01; k ¼ 2; h1 ¼ ð2; 5; 8Þ; n ¼ 400; t1 ¼ 1; T ¼ 10

The output results of the decision parameters are:

t�2 ¼ ð0:636625; 1:21402; 1:43569Þ; t�3 ¼ ð2:43009; 4:53382; 5:65738Þ;
t�4 ¼ ð7:54222; 8:77404; 9:38272Þ; TC� ¼ ð9834:14; 14688:4; 19759:9Þ

4.1 Observations

1. As we increase the inflation rate (r), then t�2; t
�
3; t
�
4 and Total cost decreases.

2. On increasing the production cost (CP), t�2 and t�3 decreases while t�4 and total
cost increases.

3. On increasing the demand rate (a), t�2; t
�
3 and total cost increases while t�4

decreases.
4. On increasing the demand rate (b), t�2; t

�
3; t
�
4 decreases whereas total cost

increases.
5. On increasing the inspection cost for OW(C0), t�2; t

�
3; t
�
4 remains same while total

cost increases.
6. On increasing the lost sale cost parameter (c), t�2; t

�
3; t
�
4 decreases whereas total

cost increases.

5 Conclusion

We developed the imperfect model with inflation and shortages under fuzzy
environment. A solution procedure is presented to determine an optimal replen-
ishment cycle, production cost, inspection cost, damaged item cost and preser-
vation technology cost such that the total cost per unit time is minimized. A
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numerical example and sensitivity analysis are presented to illustrate the model.
This model can be extended in so many ways such as partial backlogging, learning,
permissible delay etc.
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Assessing the Soft Computing Approach
for Problem Solving in the Multi Criteria
Decision Making for Performance
Assessment in Indian Institutions Through
Case Study Approach

Pooja Tripathi, Jayanthi Ranjan and Tarun Pandeya

Abstract In the highly competitive global market the growth of Indian economy
substantially depends on its knowledge resources. A competency-based approach
towards human resources management (HRM) is one of the key success factors in
modern organizations. Today, academia faces much the same situation which
manufacturing and service companies ‘‘in the real world’’ have been encountering
for decades. It seems that institutions only with explicit quality assurance and the
ability to produce talents needed by the industry will be able to survive in the
academic market. The need for interaction with the competence data for the con-
tinuous monitoring and identification of individual competencies create the
opportunity for application of soft computing tool in general and that of Expert
Systems in particular. This paper covers the investigation of the outcome of the
realization of the need for the soft computing tool for the competence management
and performance assessment in the educational institutions to improve quality in the
teaching and learning process through the case study methodology on various
parameters.
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1 Introduction

In the highly competitive global market the growth of Indian economy substan-
tially depends on its knowledge resources. The demand for skilled personnel is
increasing, due to more and more multinational companies entering India for their
operations. The gap that exists between supply and demand of graduates has taken
as a profitable business opportunity, and participation by the private sector in
education sector has been very noticeable. The mushrooming of the institutions
resulted into imparting a poor quality of technical education which also effected in
reducing the competencies of the intellectual capital. There are various issues
concerning the setting up and running of technical institutions with the key aspect
of quality assurance. in reputed technical institutions. Today, academia faces much
the same situation which manufacturing and service companies ‘‘in the real
world’’ have been encountering for decades. It seems that institutions only with
explicit quality assurance and the ability to produce talents needed by the industry
will be able to survive in the academic market. The faculty members impart the
content of the curriculum to the students and also enhance their competencies to
become employable. The knowledge is created and disseminated through the
intellectual creativity and research efforts of the faculty members. A competency-
based approach towards human resources management (HRM) is one of the key
success factors in modern organizations. A manager should always bear in mind
that the definition of competency is fundamental in all HRM activities—starting
with recruitment, through training, assessment, and development.

This paper covers the investigation of the outcome of the realization of the need
for the soft computing tool for the competence management and performance
assessment in the educational institutions to improve quality in the teaching and
learning process. A developed web based expert system for Competence Man-
agement with special reference to faculty member’s competencies, their job
descriptions and the behaviors required in educational institutions was assessed on
different parameters to analyze its effectiveness for the purpose through a ques-
tionnaire methodology. The developed system helps in organizing the knowledge
generated by institutions for the substantial growth of quality in the teaching and
learning process in the country.

2 Literature Review

Competencies include the sum of success factors necessary for achieving impor-
tant results in a specific job in a particular organization (Garrett 2003). These
attributes or factors include: personal characteristics, traits, motives, values or
ways of thinking that impact an individual’s behaviour. Analysis and assessment
of competency begin with job competency mapping or individual competence
mapping and continue with competency modelling. Competence, competency
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mapping and modelling generally serve to structure a personal competence/y or to
construct a job competency.

A competency-based approach towards human resources management (HRM)
is one of the key success factors in modern organizations. A manager should
always bear in mind that the definition of competency is fundamental in all HRM
activities—starting with recruitment, through training, assessment, and develop-
ment. Competencies are more than just characteristic of a person; therefore,
competencies can be defined as knowledge, skills and attitudes, commitments or
values that are necessary for a specific position. The competence management data
in an organization require continuous analysis, interpretation and preparation of
databases at various levels of use and applications in different decision-making
systems. The need for interaction with the data for the continuous monitoring and
identification of individual competencies create the opportunity for application of
Artificial Intelligence in general and that of Expert Systems in particular. Internet/
Intranet technology can change the way that an Expert System is developed and
distributed. For the first time, knowledge on any subject can directly be delivered
to users through a web based Expert System. Few researchers provided some
examples of web-based expert systems in Industry, Medicine, Science and Gov-
ernment, and claimed that ‘‘there are now a large number of expert systems
available on the Internet.’’ They argued that there are several factors that make the
Internet, by contrast to standalone platforms, an ideal base for KBS (Knowledge
Based System) delivery. These factors include: The Internet is readily accessible,
web-browsers provide a common multimedia interface, several Internet-compati-
ble tools for KBS development are available, Internet-based applications are
inherently portable, and emerging protocols support cooperation among KBS.
‘‘Expert System on Competence Management’’ is an integrated system that
addresses most of the important aspects of competence management in organi-
zation. The main goal of the developed system is to provide users with recom-
mendations and advice concerning their competence management with the
organization goals and visions [1]. The developed web-based expert system for
competence management for the educational institution has been based on
deductive inference and its theory base is the order of first logic. The knowledge
base of this system contains production rules derived from a decision tree. The
focus of the project—of a conventional system—is the ‘‘data’’ while the focus
project of an expert system (ES) is the domain ‘‘knowledge’’ gathered through the
intranet application in the institution for analyzing the competence sets of the
individuals and trying to develop the association between various jobs and com-
petencies required for performing the task. The developed web based system
collects the required knowledge and provides the framework to develop business
strategy to manage the competence and performance assessment of the organi-
zation. The authors developed the expert system and collected the results of the
implemented expert system in real life situation. This paper is the outcome of the
investigation of the effect of the developed expert system and its utilization over
various parameters.
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3 Research Methodology

An attempt has been made to study the implementation of the tool in a real-life
situation. The authors tried to apply the developed tool in a Sample Business
School (SBS) in India. The authors have thoroughly studied the principles and
policies of SBS, India, and (a pseudo name given to mask the identity of the
original institute). This section deals with the Sample Business School operations
principally the mission and vision. It highlights the main issues and concern of the
SBS related to the dynamic market trend. It specially highlights the shortcomings
of the present system: for example the time spent in competence identification,
competence assessment, competence acquisition, competence usage through
human expert. Thus, the competence management process require vast amount of
information handling and if adequate level of knowledge is not applied then task of
placing the right people to right task cannot be accomplished. Using the various
parameters for the faculty competence assessment, it is seen that several
improvements could be made. These parameters help the academic institute to
locate, hire, develop and retain the faculty to run the institution. The competence
model developed helps an educational institution by increasing the acceptance of
its students in the enterprise world wide and the also enhances the research and
developments.

A pilot project in an 80-person application development was completed in
November 2010, and full implementation is proceeding. The project, called
Competence Development and Performance Assessment Expert System
(CDPAES) is focused not on entry level competencies, but rather on those needed
and acquired to stay on the leading edge of the workplace. The CDPAES initiative
is being managed for the ‘‘Learning and Developing’’ within SBS. The main goal
is to use the competency model to transfer and build knowledge, not merely to test
it but to provide employees with a better idea of what competencies are required of
them. Hence, they will be better consumers of educational offerings within and
outside the SBS. The project is also expected to lead to better matching of
employees to jobs and work teams. Eventually the project may be extended
throughout SBS and into other educational institution. There are five major
components to the CDPAES project:

• Development of a structure of competency types and levels;
• Defining the competencies required for particular jobs;
• Rating the performance of individual employees in particular jobs based on the

competencies;
• Implementing the knowledge competencies in an online system;
• Linkage of the competency model to learning offerings.
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4 Developing Competency and Performance Assessment
Structure for the Expert System

Before the project began SBS had already defined certain competencies, but they
were largely restricted to entry-level skills. For developing the competency
structure, the data on the warehousing operations was collected through the
author’s reflections combined with the inputs from informal discussions with
several educators, consultants, and managers, which had taken place at several
meetings, seminars and conferences over the last two years, and also combined
with a review of literature in the field of education. The authors tried to find out
how an educational institution perceives them in term of competitiveness to attract
and retain talented faculty. Competency Based Management process describes
importance of the working conditions provided, job security feature. The factors
like the competitive benefits and salaries for the performers. The various oppor-
tunities provided for the educational trainings and advancement growth. It also
describes the importance of the manager and employee relationship. One of the
other key parameters is how well the management is trying to provide a balance
between the work and life. The collected information helped to define an extensive
set of essential skills, goals, and objectives for successful faculty in various
domains mainly administration, research work, role in higher education, other
roles and responsibilities assigned such as evaluation of teaching through students
feedback, organizing capabilities, books published and reviewed, written com-
munication, professional academic skills. From the case experiences, standard
parameters were developed for the assessment of the faculties in the academic
institution. There are various role specific competencies required for a faculty
member who functions effectively as a faculty/administrator, faculty/educator,
faculty/leader, faculty/researcher, faculty/consultant, faculty/reviewer, faculty/
member, faculty/evaluator and faculty/organizer in terms of personality, ability,
knowledge and skills. A standard measuring tool was developed to assess the
particular competency in the candidate as per the job requirement. The brain
storming and the interviews of the senior management and the decision maker for
the faculty performance assessment resulted in a tool to indicate the importance of
a particular behaviour to assess the presence of particular competency in indi-
vidual to perform a particular task in the teaching and learning process.

A tool was developed to generate the importance of particular behavioural
presence for the competency assessment to perform a particular task. The com-
bination of the data gathered from the assessment and the importance of the
competency was used to generate the competency model for the various jobs in the
teaching and learning process. The Competency Model for each job in the edu-
cational institution was developed which clearly defines the definition of the
competency and clearly projects the behavioural traits in the individual for
showing the presence the competency and the various skill levels such as 1, 2, 3, 4,
5 as defined in Table 3 to indicate the competency levels as beginner, working,
good, very good and outstanding.
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5 Evaluation of the Employee on Job Competencies

The evaluation procedures are based on the beliefs that all faculty members will
exhibit satisfactory levels of behaviour and that the annual evaluation will be a
means of communication through which a faculty member and the department
chair develop a clear understanding of goals as well as both strengths and
weaknesses. In keeping with these beliefs, the evaluation process will include an
assessment of the individual faculty member’s performance in each of the various
dimensions (such as administrator, leader, educator, organizer, reviewer, member,
researcher, consultant) at one of six levels of performance: OUTSTANDING,
ABOVE SATISFACTORY, SATISFACTORY, CONDITIONAL, UNSATIS-
FACTORY AND NOT APPLICABLE. The department chair will assume the
leadership role in the evaluation of faculty. If a faculty member performs below the
satisfactory level in any of the dimensions applicable to his/her role, the faculty
member will be rated as conditional or unsatisfactory by the department head in
that dimension only. Each of the dimensions will be weighted and overall rating
will be determined by the department head. In each role, evaluative indicators are
given for three major dimensions of performance: outstanding, above satisfactory,
and satisfactory.

5.1 Proposed Online Competence Development
and Performance Assessment Expert System

The CDPAES project involved building an online system that contained the
competency structure, the job rating system and ratings database, and the com-
petency levels for employees. The authors had built a prototype of the system for
the pilot using Microsoft Access; though it had worked well, the system needed
greater performance and robustness, and was being ported to SQL Server. The
system would have a Web front end for easy access around the world through
SBS’s Intranet. The purpose of the proposed system is for assisting individual
faculty members and administrators in career development, program planning, and
evaluation process. Individuals can use these guides to identify their career paths
that require competencies they want to develop or already possess. Individuals can
plan professional development around competencies that prepare them for aca-
demic roles to which they aspire. Similarly, head of the departments can use these
checklists and tables when providing career guidance to junior faculty and sub-
sequently as an evaluation tool linked with professional development. Job
descriptions could also be prepared using the competencies listings. Institutional
faculty development programs could be organized around the competencies rec-
ognized as needed by groups of faculty members to more efficiently use faculty
development funds.
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6 Implementing the Competency Model

The pilot for the project CDPAES had gone well, and now implementation was
proceeding with all people and their jobs in the SBS. One issue to be determined
was how to migrate the competency model to integrate into the framework. Since
framework was also marketed externally, embedding the competency model
within it might also create a demand for the competency model in other educa-
tional institutions. The model would become a vehicle for institutionalizing
innovation in the ever changing knowledge society. The head of the institutions/
department determined that employees at SBS needed to master a new form of
knowledge then they could force development of the competency by insisting upon
its presence in all job competency requirements.

7 Survey

A mail survey was conducted on the issues related to gain the managerial per-
spectives on the issues relating to the impacts of the developed expert system. The
survey was aimed at individuals who were responsible for using the expert system
at different levels and for different tasks. The survey questionnaire was sent to the
60 people in the organization.

7.1 Respondents

Overall response rate was approximately 80 %. The response rate was good and it is
due to the three factors: (1) The personal meet was made with the person. (2) The
respondents interest in the new system introduced in the organization. (3) The
questionnaire was very simple and easy to read and the collecting process was very
convenient. The survey findings discussed here are based on the responses from
(N = 45) those people who rated that the developed system was ‘‘good’’ or ‘‘very
good’’ business investment. The respondents were generally those who were using
the system for more than six months and were well acquainted with the scope of the
developed system. The respondents were selected such that 30 % were manager
utilities in the developed system and remaining were using the employee utilities.

8 Results and Discussion

The managers in the survey assessed the importance of the specific implementation
factors on a discrete point scales from 1 (‘‘low’’ importance) to 5 (‘‘high’’
importance). A rating of ‘‘high’’ importance was interpreted to mean that the
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respondent considered the factor to be particularly vital to the developed system. A
rating of ‘‘low’’ importance was interpreted to mean that the respondent considered
the factor to be relatively less critical success factor. As illustrated in the Fig. 1,
the study generally confirmed the importance of the factors identified earlier. The
survey results are discussed below along with the implications for the managerial
practice.

The assessment of the user needs as shown in Fig. 1 above is rated highest
among the all factors, as 71 % of the respondents rated it to be of high importance.
This finding indicates that needs assessment is the task of high priority that
demands the support of the end user management. The other factors that also play
role in the implementation of the developed expert system is the top management
support i.e. the receptivity towards the adoption of the innovation in the organi-
zation; user commitment towards the usage of the system also plays important
role. The user training for the proper access to the system can also affect the type
of the date to be stored. It was surprising to get the low rating for the user rating as
the developed system was easy to use, making training less important issue.

8.1 Operational Impacts

The respondents were asked to rate the six aspects of their operations that had been
impacted by the developed system using a scale of 1(‘‘negative’’ impact) to
5(‘‘positive’’ impact), with a score of 3 corresponding to ‘‘no impact’’. Figure 2,
summarizes the findings, on a aggregate level the developed system was found to
have the favorable impact on all of the listed aspects of operations. According to the
respondents, the developed system has the positive impact with respect to: con-
sistency of work output, quality of work output, and relationship with customers,
each of these top three ranked impacts of developed system reflect the value added
aspects of operations. The productivity related impacts of developed system—time
and cost—were ranked lower.
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Fig. 1 Perceptions of the implementation factor
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Although the aggregate findings revealed that the developed system perceived
to have the positive impact with respect to all operational impact items. A review
of the individual survey responses shows that few respondents have shown the
negative impact due to the developed system. Aspects of operations for which
respondents reported the negative impacts included (a score of ‘‘1’’ or ‘‘2’’) which
includes the time needed to perform task, and the cost of performing the task. A
review of individual questionnaire suggests that for these cases, any negative
productivity related impacts were offsets by the strong value added gains of
improved quality and consistency.

8.2 Social Impact

The use of developed system on user job content and satisfaction was assessed by
the respondents. Although this assessment was subjective, we believe that the
respondents provided an accurate appraisal of user impacts as most of them had
gained a users perspective through their personal use.

The survey offers support for the notion that Expert System technology can
enhance the intellectual content of the Expert System users’ job. A large majority
(78 %) of the user believed that ‘‘Expert System (ES)’’ has allowed the user to
concentrate on the more intellectually challenging aspects of the job, ES frees the
user to perform the daily routine tasks. Nine percent of the sample group reported
no impact, while 13 % were ‘‘not sure’’ of the impact. None of the respondents felt
that the ES had reduced the intellectual challenge of the user’s job. One expla-
nation for the positive impact of ES technology on job content is that most of the
ES represented in this study is explicitly developed to support user as a tool needed
to access to expert knowledge (Fig. 3).

Fig. 2 Perceptions of expert
system operational impacts
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8.3 User Job Satisfaction

Seventy percent of the respondents perceived that the ES had resulted in a
‘‘positive’’ or ‘‘somewhat positive’’ impact on the job satisfaction of the users.
Twenty-five percent felt that there had been no impact on satisfaction, while 5 %
thought that their ES had made a negative impact (see Fig. 4). When coupled with
the results related to job content, these findings indicate that ES technology can
have favorable social impacts on users.

Fig. 3 Perception of expert
system impact on user job
content (with N = 45)

Fig. 4 Perception of expert
system impact on user job
satisfaction (with N = 45)
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9 Conclusion

This study builds on the perception and the experiences of the end users. Base on
the empirical findings, implications regarding the ES management practices were
suggested.

The survey of implementation issues did produce two unexpected results. First,
ES user training and management educational activities were not generally con-
sidered to be critical. This finding was surprising since these activities are typically
cited as an important component of the system implementation process. The
second unexpected finding was the relatively low rating for ES technical expertise.
As noted earlier, this result may indicate that established technical competence is
not always necessary for developing successful ES projects of the type generally
represented in the survey (i.e., medium-sized ES developed on a personal com-
puter or workstation platform). The study also provides insight into an area which
has not received much attention from empirical researchers: the impacts of ES.
The findings related to the social impacts of ES were especially interesting.
Although some authors have suggested that ES may have an unfavorable impact
on the social aspects of the work place, the results of this study indicate otherwise.
In a majority of the cases, the ES was perceived to have a beneficial impact on job
content and user job satisfaction. The investigation into operational impacts also
yielded some interesting results. While ES were considered to have a positive
effect on a variety of operational aspects, the value added benefits of ES (e.g.,
improvements in consistency and quality) were rated more highly than the pro-
ductivity-related impacts (e.g., time needed to perform task). In some cases, the
value-added benefits of ES appeared to compensate for perceived negative impacts
related to productivity. These results underscore the relative importance of ES
operational impacts which are intangible in nature. The descriptive study has
provided insight into the management of ES. However, there are limitations to a
study of this type Also, the survey methodology does not allow for an evaluation
of the dynamics of the implementation process. Additionally, the study generally
focussed on medium-sized ES used at the operational level of an organization. The
findings from this study may or may not generalize to different types of ES
projects. Although there is much to learn about the management of ES, we expect
that there will be more opportunities for researchers to explore this area as ES
technology continues to migrate into the work place.
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Implementing Breath to Improve
Response of Gas Sensors for Leak
Detection in Plume Tracker Robots

Ata Jahangir Moshayedi and Damayanti Gharpure

Abstract Odor leak localization is playing a critical role in industry, especially in
the case of combustible and toxic gas as well as security applications. This
research has tried to address the need of a sniffing system to improve the gas sensor
(TGS 2620) response. The novel algorithm named ‘‘Breath ADJ’’ based on bio-
logical sniffing and smelling is implemented in a sniffing system designed. And
tested at various distances from the source. The Breath ADJ algorithm is aimed at
realization of breath inhalation and exhalation to suck the odor on the sensor for
improving the response and clean off the odor during recovery period of sensor
response. The improvement in the system response has been evaluated by three
features of slope during the rise of sensor response, Odor reach time and a max-
imum value of sensor response. The results based on an optimum Breath ADJ
algorithm are promising. The algorithm is successful in sensing/detecting odor at a
distance of 90 cm from the odor source in an indoor arena and 60 cm in outdoor
door arena.

Keywords Gas sensor � Odor pulse leak � Breath ADJ � Leak localization �
Plume tracking robot

1 Introduction

The SnO2 gas sensors due to their response and availability are used in E_nose [1],
plume tracking [2], hazardous gas alarm detector [3], food industries [4], etc.
However, their slow recovery time, drift by changes in the humidity and
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temperature [5] in the environment and power consumption are the main demerits
of this type of gas sensor. This inherent problem becomes magnified in applica-
tions like plume tracking [6] and leak detecting [7] wherein, the Robots are del-
egated to do the mission. Successful efforts to reduce power consumption are
reported in previous work [8], but the sensor response and recovery are still a live
challenge for scientists. In addition; the rise and fall time of the sensor response
has a direct relation to the sensor base line which varies with changing humidity
and temperature [5, 9]. The rising and falling part from sensor response perform a
major role in odor detection and it’s performance. The sensor can sense the odor
faster with a proper response from the sensor side. Explicitly; improvement in this
area, will assist sensible reaction from the robot based on gas detectors. Slow
rising and falling response may lead to a tragedy in the case of factories and
industries as the detector cannot recognize a leak within time [10]. Previously; to
solve above problem two types of attempts are introduced. One based on Odor
evacuation with the help of fresh air [11] as the traditional and useful method is
still used in e_nose systems. The main drawback with this method is the weight of
assembly specially in the case of using on robots. Besides, as the environment will
have an odor and air mixture the same will be introduced as fresh air for sensors.
The second called Mark II [12] which removes the odor and air using a fan behind
the sensor. The air is sucked from the back side of the pipe and carries the air
containing odor. This action causes fluctuation in sensor response in addition to
cleaning the sensors.

Researchers have tried to implement various strategies, inspired by the crea-
ture’s behavior [2, 13–15], for plume tracking and odor source localization. Breath
as the key factor of life, is one of the remarkable parts of creature’s behavior.
Generally; in creatures, the mixture of two functions, sniffing and breathing, cause
the automatic smelling [16]. Breathing can be divided into a continuous cycle of
inhaling and exhaling. During breathing also we can smell and sometimes to have
more accuracy for smelling one takes a deep breath. The exhaling and inhaling are
aimed at removal CO2 and absorption of O2 in the blood. In the olfaction, major
portion belongs to odor sensory breath. Among creatures, canines are more famous
for their odor detection and fast classification. Recent research shows that this
ability is not only just due to their number of receptors but it is also linked to the
receptor place as well as a systematic way of breathing for smells by rotating the
odor in their nasal cavity. The experiments show dogs sniffing contains multiple
continuous breath in the range of 0.5–1.5 Hz [17]. A human has the breathing
frequency of around 5 Hz. This result has also been simulated with the help of
CFD at the 5 Hz frequency [18]. By all these facts; the same procedure can be
employed for gas sensors.

En route to improve the gas sensor response, we propose a procedure based on
the breath, to flush gas sensors and make the response faster. To best of the
author’s knowledge of the open literature there has been no such this implemen-
tation of breathing for gas sensors yet. The main scope of this paper is trying to
improve the ability of gas sensor with new algorithm named breath ADJ. The
performance has been studied, using a leak source with respect to distance and
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response time as well as the fans power consumption. The rest of this article is
structured as follows. First; a brief summary of gas sensor response and features,
next; the experiment setup, environment and proposed sniff hardware are descri-
bed, followed by the breath ADJ algorithm and various experiments carried out for
algorithm evaluation. The paper ends with results, discussion, conclusion and
future work.

2 Gas Sensor Response and Features

As mentioned before; the rise and fall part have the critical importance in sensor
response. The SnO2 sensor response can be divided into two major parts. Initial
‘‘turn on’’ sensor response, after switching sensor heater on, to reach a temperature
of 300, 400 �C by the inrush current. The sensor response part (initial turn on
response) due to its dynamic behavior, is generally neglected in all calculation and
doesn’t have significant information. That’s why it’s highly recommended to keep
the sensors turned on, for some time after switching [19]. Second part consists of:
Sensor odor response by change in the sensor resistor (Rs). This response happens
subsequently after reaching the proper temperature from sensors heater side and
absorption of the odor by the sensor. Usually; we know this response as the sensor
response.

As it is shown in Fig. 1, the sensor odor response for the leak pulse itself can be
divided into five main parts: Baseline_1, initial change of sensor response,
Transient time, Maximum value (Peak value), Falling time, Baseline_2 [20]. Some
researchers based on their requirements tried to use one or whole of this response
[21, 22]. Among this parts: baseline 1 and baseline 2 depends on temperature and
humidity. Maximum value depends on odor concentration as well [9]. The area
which is considered in research work is the sensor response after proper ‘‘heater
On time’’. Also; to investigate the sensor response, the maximum value, slope of
rising part and the transition point indicating the odor reaching the sensor are the
features selected for this work [20].

3 Experiment Setup

3.1 Experiment Environment

The experiments are conducted in two environments as shown in Fig. 2 First; it is
done on the table (106 cm 9 70 cm 9 73 cm in the corner of the room with
dimension of 329 cm 9 319 cm 9 118 cm, named ‘‘Outdoor arena’’. The room
consists of two windows on one side (at a height of 90 cm from the ground), with
one of the window, half opened and one door. The second arena is the closed
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chamber designed with the dimension of 114 cm 9 100 cm 9 55 cm [23] called
‘‘Indoor arena’’. The ceiling fan and the small fan in the chamber are used for
ventilation.

3.2 Proposed Sniff Hardware

The sniffing hardware consists of two fans. One in front and the other at the back
(5 V from ADDC company with the diameter of 4 cm and 5,000 RPM) placed at
the two sides of aluminum pipe (length = 14 cm, diameter = 6 cm, thick-
ness = 0.0762 cm) (see Fig. 3).

Fig. 1 Sensor initial response and real for the odor pulse, A baseline 1, B initial change in sensor
response, C transient time, D max value (peak value), E fallen time, F baseline 2

Fig. 2 Experiment arena
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In this assembly as it is shown in Fig. 3, the 2620 TGS gas sensor with the
compact signal conditioning board is mounted in the middle of aluminum pipe.
Besides; for better sensor performance, the sensor head is positioned just ahead of
the fans vanes.

3.3 The Leak Odor Delivery

The odor leak delivery is controlled by a microcontroller to switch the solenoid
valves (5 V, 50 SIG) from General valve Company to deliver the ethanol odor
automatically based on different timing algorithms (see Fig. 4a, b).

As Fig. 4 shows, the aquarium pump (with max speed 3 lit/s) and to control the
inlet air, the 3 lit/m Rota meter from the Eureka company has been used. A
microcontroller is used to take care of time management based on different
experiment algorithms described in the next part. The sensor data is logged by
Labview 2012, (PCI 6024 data acquisition card) at the sampling frequency of
500 Hz. During the experiments, the leak source with a nozzle size of 1.5 mm is
made based on a bubbling method [24, 25]. The leak is placed at the center of the
left wall of the chamber at a height of 11 cm from the ground at the same height of
sniffer hardware from the ground. All experiments are carried out with ethanol gas
leak of 50 PPM concentration, calculated based on [24]. The leak pulse period was
20 s with the speed of 600 CC/M measured by DF04 form PCI analytical digital
flow meter instrument [26].

Fig. 3 Sniff assembly (inside the gas sensor enclosure)
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3.4 Algorithm Exploration

The Fig. 1 shows the real sensor response inside the pipe for the pulse mode odor.
As mentioned before; the main target of this research is to use the fan effectively to
boost up the gas sensor response inside the pipe. The procedures used to test the
effectiveness of the breath implementation idea has been done in three steps: Step I;
investigation of sensor response with one of the fans (front side or back side) and
another sensor without fans inside the pipe. Step II. Studying the effect of variation
in on/off timing of the fans on sensor response. Step III optimizes on/off time for
breathing algorithm and comparison with the bare sensor response. The sensor
response in all experiments was analyzed based on the three features described in
the previous section. In all three steps, the data was logged in 700 files over a period
of 3 months and analyzed.

In the first step the sensor response based on the three features (initial change
points in response, maximum point response, and maximum to end response), as
described before. The experiment is conducted to monitor sensor response inside
pipe, under three conditions in both indoor and outdoor arena.

Fig. 4 a odor leak delivery setup block diagram, and b real setup
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• Bare Sensor response without fans
• Sensor response along with front fan in continuous ON mode
• Sensor response with back fan in continuous ON mode.

The comparison has been done based on the time taken by odor to reach the gas
sensor in three cases of using only sensor, front fan and back fan with a distance of
18 cm from the source and a 20 s odor pulse. After 3 min the fans were switched
‘‘On’’ and the doors and windows were opened for ventilation. The total duration
for each experiment was 6 min. The result of this step in room environment as well
as chamber improvement with respect to bare sensor response is shown in Fig. 5.

As the Fig. 5a shows, improvement in the sensor response in the rising slope
and odor reach time specifically for the sensor with back fan. But the maximum
value is nearly the same in all three cases. This phenomena may be caused by the
natural turbulent wind inside the room. So to avoid this effect and have the better
observation the sniffer hardware was shifted to the chamber and the same steps
with the same distance are repeated. In this phase the small AC fan inside the
chamber, acted as the ventilator to purge the chamber after 3 min of experiment.
The experimental result is presented in Fig. 5b. The results demonstrate the same
sensor response as outdoors, in case of rising slope and odor reach time as well as
maximum value. This may be caused by the inherent airflow in the chamber and
fan speed which bring in and remove the odor fast from sensors. The fast input and
flushing of odor leads to poor response due to the slow response time of sensors
which is minimum 10 s.

Considering the variation in temperature and humidity in the months of May to
July, to have a more controlled environment, the rest of the experiments were
conducted in the chamber. Further the results depicted in Figure indicate that, for
obtaining better sensor performance the use of fans odor delivery/purge time need
be optimized. Also the leak injection and fans odor delivering/take out times for
the sensor should be synchronized.

According of computational fluid Dynamic [27] the time needed to fill the pipe
is calculated from (1):

t fill ¼ Area � Length

Area � Velocity
¼ Length

Velocity
ð1Þ

Then based on the dimension and velocity of wind which is generated by
fans = 0. 7 m/s (measured by Lutron AM 4202 digital anemometer), the filling
time (t_fill) was calculated (2)

Fig. 5 Sensor response in room and chamber arena

Implementing Breath to Improve Response of Gas Sensors 343



t fill ¼ 0:14 m
0:7 m=s

¼ 0:2 s ð2Þ

This time (t) is needed to fill the pipe and bring the odor in front of the sensor
but since the sensor response is slow (10 s), the odor delivery time was estimated
as minimum 1 s. Experiments were carried out to study sensor response, varying
the t_fill time and t_purge times by switching the fans’ On/OFF with respect to the
odor pulse duration as shown in Fig. 6.

This was investigated under the three modes with the same distance of 18 cm
from 20 s odor leak pulse over a period of 6 min. The Fig. 6 shows the modes in
the form of timing diagrams with the 20 s odor pulse as a reference in the first
diagram.

The sensor response obtained was analyzed with these modes as the primary
stage of breath algorithm, to lead the experiments for proper On/Off timing of fans.
The result obtained are shown in Fig. 7a–c.

As the Fig. 7 shows; the sniffer sensor response compared with bare sensor
have improved performance in all three modes. The figure indicates the max value
for both fans in mode A and B are same and in mode C back fan has the better
response. Besides; the odor reaching a time in mode B and C are for both fans
nearby and in mode A back fan has better behavior. On the other hand; rising slope
for both fans in mode A are close to each other and in modes B and C the back fan
performed better. But one drawback of results obtained with back fan is that at
times the sensor shows a response like camel Hump (as shown in Fig. 5b).

Fig. 6 a Modes timing diagram. b Mode effect on sensor response. Modes A Turn ON front/back
fan on the last 5 s of odor ON time, Modes B Turn ON the front/back fan on the last 1 s of odor
ON time, Modes C Turn ON the front/back fan 1 s after finishing the odor injection
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3.5 Step III: Breath ADJ Optimum Algorithm

The different switching time between fans are experimented with. The odor
absorption in proper time and permit the sensor to have a response and remove the
odor in the correct time was the main aspect that was investigated in this phase via
considering this point. Finally; the optimum breath ADJ algorithms to achieve the
best sensor response is implemented as shown in Fig. 8. The odor leak (odor pulse)
is injected for a period of 20 s. At the last 8 s of odor leak pulse time, the front fan
is switched on to deliver odor near the sensor. After which both fans are switching
Off for 26 s, when the odor is allowed to stay in the pipe and then for 8 s the back
fan is switched On to evacuate and clean the pipe. Above cycle is repeated for the
next batch of odor leak.

4 Algorithm Evaluation

To evaluate the Breath ADJ algorithms, the sensor performance is compared with
the bare sensor mounted on a pipe. The Fig. 9 shows the response obtained with
the breath ADJ algorithm on the bare sensor as well as a sensor with fans at a
distance of 18 cm from the source. The figure depicts the fan On OFF sequence
with respect to odor leak timing along with sensor response zones.

The next stage of experiments was to study the system performance in terms of
distance from the odor source of sniffer sensor and the bare sensor. The effect of
distance from the odor leak source, in the range 18–90 cm in steps of 18 cm are
investigated. The result of different distance and three features of gas sensor
response are shown in Fig. 10.

The Fig. 10, shows the breath ADJ algorithm has the good performance on
sensor responses. The best response was obtained at 18 cm, which is the nearest
place with the odor and the minimum value was observed at 90 cm.

Fig. 7 Modes result base on sensor response features
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Fig. 8 Breath ADJ algorithm

Fig. 9 Sniffer and bare sensor performance for 18 cm
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5 Conclusion and Future Works

This research focuses on improving the sensor response in case of Leak Odor
source localizing for the plume tracking robot applications. This work is attempted
to improve the gas sensor TGS 2620 response by the optimum timing for odor
absorbing and removing. The breath ADJ algorithm as a novel process with the
help of sniffing assembly is proposed. The result of the comparison between three
features (rising slope, odor reach time and maximum value) as the most important
sensor response are showing the success in improving the sensor response in the
case of odor source leak. Figure 10 shows improvement in sensors’ responses with
the new algorithm. The algorithm has been tested at various distances and
experiments indicate successful detection over a range of 60 cm from the source in
an outdoor arena and 90 cm in the indoor arena (see Fig. 11) which is more than
reported [12]. The ADJ algorithm can be implemented in plume tracker robots [8]
to follow and localize the odors faster which is the next step and future work.

References

1. Arshak, K., Moore, E., Lyons, G.M., Harris, J., Clifford, S.: A review of gas sensors
employed in electronic nose applications. Sens. Rev. 24(2), 181–198 (2004)

2. Farrell, J.A, Pang, S., Li, W., Arrieta, R.: Chemical plume tracing experimental results with a
REMUS AUV. In: Proceedings of the OCEANS 2003, vol 2, pp. 962–968 (2003)

3. Krajci, J.: Gas detection system and method. Google Patents, 06 Feb 2001
4. Schaller, E., Bosset, J.O., Escher, F.: ‘Electronic noses’ and their application to food. LWT-

Food Sci. Technol. 31(4), 305–316 (1998)
5. Abidin, M.Z., Asmat, A., Hamidon, M.N.: Identification of initial drift in semiconductor gas

sensors caused by temperature variation. In: IEEE 9th International Colloquium on Signal
Processing and its Applications (CSPA), pp. 285–288 (2013)

6. Ishida, H., Nakamoto, T., Moriizumi, T., Kikas, T., Janata, J.: Plume-tracking robots: a new
application of chemical sensors. Biol. Bull. 200(2), 222–226 (2001)
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Use of Simulation and Intelligence Based
Optimization Approach in Bioprocess
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Abstract Enzyme streptokinase is produced by streptococcus sp. in native form
and useful to treat acute myocardial infarction, being an essential drug it is nec-
essary to enhance its production utilizing its recombinant strain for thrombolytic
therapy. Various fundamental models incorporating indispensable parameters are
found to apparently describe the entire existence of employed cells in the biore-
actor environment. The unstructured system features can be defined by dynamical
system using a composite model. The endeavour would be to establish the fun-
damental constraints that affect the plasmid instability criterion and hold a relevant
role in dynamics of batch and continuous culture system. On performing statistical
analysis, screening of production media components and culture condition opti-
mization has been achieved; the data obtained noticeably illustrates the role of few
significant parameters governing the culture system. A useful technique has been
further implemented using neural network simulation which on the other hand
serves as soft computing tool for optimizing factors controlling the process
dynamics.
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1 Introduction

The Streptokinase is regarded to be a well known thrombolytic drug, biochemi-
cally a fibrinolytic activator that promotes the formation of enzyme plasmin from
plasminogen. The ampicillin resistance gene skc have been taken into E. coli in
order to serve in selecting overproducer clones. Research workers have over-
expressed the gene for enzyme streptokinase in E. coli [1], the constructs are
transformed into strain BL21 and allowed to grow in LB medium contained
ampicillin in required concentration [2], until OD 0.6 is attained, at 600 nm. Then
induction of the E. coli cultures is carried out using 0.8 mM IPTG. The strepto-
kinase samples obtained are analyzed for their expression profiles. Presently the
effort is to maximize the sustenance of plasmid vector in cells while culturing in
production media, the longer time retention of plasmid with high copy number can
provide a high magnitude of production with the help of expression. Streptokinase
assay to test its activity of culture supernatant fluids was done by comparison with
dilutions of standard purified streptokinase solution, using casein/plasminogen
plate technique [3].

Various training procedures proposed for the hybrid modelling approach is
generally based on gradient optimization method, so performing repeatedly the
exploration analysis with different start vectors of the ANN weights should be
taken and the network led to minimal ‘‘test error’’ is to be adopted [4]. A feed
forward neural network type with multi-layer perceptron is generally used [5]. The
Feed-forward ANNs are made to include modified dynamic characteristics with
incorporated estimator model representation. Neural Network based tool can be
utilized to serve as a means for modeling non-linear control process [6]. Statistical
technique for screening and design experiments should be carried out to determine
which of the several experimental variables and their interactions present more
significant effects [7]. ANOVA was constructed for the second order response
surface model; the significance of each coefficient was determined by Student’s
t test and p-value, to identify the corresponding significant coefficient. A numerical
method can be used to solve the regression [8]. Thus statistical technique is also
compared to neural network approach in optimization process.

2 Relevance of Unstructured Computational Models

The unstructured model used to depict interaction of factors in bioprocess oper-
ation which in turn decide the magnitude which is considered to be of prime
importance. Streptokinase production is directly associated to stability and sus-
tenance of plasmid in the recombinant cells [9]. In bioprocess operation, overall
probability of plasmid loss can be given by,

ppl ¼ f pB; pL;mC; lL; tð Þ
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We may represent a part of the dynamic model, as

dppl=dt ¼ ð1�e�fmðpL=pBþpLÞÞlL

dmC=dt ¼ YMCðpBlB þ pLlLÞ�DRmC

pB, pL Concentration of two cell populations (g/l), pB—plasmid bearing, pL—
plasmid lacking cells, mC—Metabolite concentration (g/l), YMC Yield in terms of
metabolite, DL is the dilution rate, fm Collective probability factor, lB and lL are
specific gr. rates (1/h) of plasmid free cells t Time (h). Above parameters are in
turn depends on several other variables being the function of other parameters.
Plasmid loss probability (ppl) which is a function directly found to govern the
number of plasmid bearing and lacking cells in the preceding and subsequent
generations.

2.1 The Dynamical System Simulation

The model simulation for continuous culture operation has been done employing
Matlab R2010a. At initial time t = 0, for different parameters [10] initial values
have been used. The process simulation is done using various standard data values
of previous model meant for streptokinase [12] including various other validated
model constraints with minor magnitude presumed for different set of parameters
on the basis of their role in regulating the dynamics. Figures 1 and 2 shows the
relative population dynamics of cells in the bioreactor system.

2.2 Typical Decline of Percentage of Plasmid Bearing (l+)
Cells

It is well evident that the low dilution promotes the generation of higher magnitude
of l+ cells concentration. The event of varying probability of plasmid loss has its
sole impact over the entire dynamics of the model by governing the associated
substantial factors. Although a threshold amount of metabolite is considered to
make the consequence in relative dynamics of two cell types. The dynamics
pertaining to plasmid average copy number in batch culture system shows that
copy number has somewhat decreasing trend after 4–6 h and it becomes negligible
in magnitude after 12 h of culture time.
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3 Neural Network Based Bioprocess Supervision

Recently artificial intelligence working paradigm has been implemented to bio-
process field in order to achieve a high degree of accuracy in process optimization
and prediction. We may obtain the desired output for specific data inputs merely

0 5 10 15 20 25 30 35 40 45 50
0 

5 

10

15

Population Dynamics of Plasmid free and

Time, h

C
o
n
c
e
n
tr

a
ti
o
n
, 

g
/l

x1 (Pl Bearing)

x2 (Pl Non-Bearing)

p (Product Conc)

Plasmid bearing cells
Fig. 1 Simulation plot
shows diversion of plasmid
bearing and lacking cells
types at D = 0.15 during
growth dynamics, also
matched with experimental
findings of certain duration
[11] in respect to
streptokinase/plasmin activity
after induction in mg/l

0 20 40 60 80 100 120
0

10

20

30

40

50

60

70

80

90

100

TIME (HRS)

%
 P

LA
S

M
ID

 C
O

N
T

A
IN

IN
G

 C
E

LL
S

AC B

Fig. 2 Decline in percentage
of recombinant cells
population at different
dilution rates DA = 0.57,
DB = 0.40 and DC = 0.23,
obtained after simulation, the
observation is compared with
data trend obtained from
experimental results [12, 13]

352 P. Kumar and S. Ghosh



by adjusting the strengths of artificially simulated neuron in connecting layer.
ANNs are often used for engineering purposes to process information and control
automated systems. From Neural Network Architecture, output is given by,

uo ¼ f ðxp;xpÞ

Simply,

uo ¼
X

xpxp

where, xp—are inputs, uo is output vector and xp—are the weights.
Activation function, af ¼ 1= 1þ e�upð Þ:
By adjusting the weights of an artificial neuron we can obtain the desired output

for specific inputs. Intelligent descriptions of microbial processes in bioreactors
have some decisive advantages over mechanistic model under realistic conditions
and has wide range of flexibility.

A general plan and working of Neural Network is framed out in Figs. 3 and 4.
Neural network has defined mechanism of adjusting the weights through learning
or training. In our case the data is first normalized using upper and lower bound of

Fig. 3 A general plan neural
network with feed forward
type architecture, showing
input, hidden and output layer

Fig. 4 An overall working
framework of feed forward
neural network used for non-
linear data processing and
analysis
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the numerical value range and then the normalized data is used to serve as input for
the neural network model.

Error Minimization Approach
A multilayer perceptron is designed to process the weighted input. In our case

sigmoidal function is used as an activation function in hidden layer using which the
output is obtained. The given inputs are different magnitude of culture conditions
while the output is taken in terms of streptokinase production with time duration. To
ensure optimal memory for the network ten hidden layers are taken after optimizing
the number of layers to ensure optimal memory for the neurons. On obtaining the
experimental data close to the simulated results, suggests the superior capability of
neural network modelling for dynamic behaviour of the system [14]. The functional
theme of ANN is clearly configured in framework, shown in Fig. 4.

• Error Function e depends on the assumed weight values
• Gradient Descent: To minimize error by shifting weights along the decreasing

slope of error
• The idea is just to iterate through the training set and adjusting the weights to

minimize the gradient of the error.

The process of gradient descent is made to minimize the error via iteration of
training set and regulate the weights by adjusting it along descending slope of the
computed error,

€ ¼
X
Xp�E

ðhp � /pÞ
2

The gradient of €:

o €

ox
¼ o €

ox1
; . . .;

o €

oxp
; . . .;

o €

oxnþ1

��

The final output obtained after passing through the hidden layers is expressed
as;

Oq ¼ f
X

r
wrqur þ w0q

ffi �

¼ f
X

r
wrq f

X
p

wprxp þ w0r

ffi �ffi �
þ w0q

ffi �

Inbuilt tool box in Matlab is employed to simulate the neural network and to
make out the output; the statistical significance of the output is evaluated. The
error minimization criterion in prediction is well achieved to approach a high
degree of accuracy. Back-propagation helps to compute the learning rate g and
adjusting the weight;

DiwpqðdÞ ¼ �g
oEi

owpq
þ lDiwpqðd� 1Þ
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4 Statistical Screening and Optimization Method

4.1 Statistical Screening of Media Components

The cloned strain of E. coli BL21 has been taken as a host organism with plasmid
vector pRSET-B. Since the induction of recombinant protein expression is
achieved by addition of the non-metabolisable lac-inducer IPTG, it is to be added
when OD is found to reach just above a level of 0.6. Design Expert software DX8
is used to prepare the framework for media constituent enrichment. Screening of
Production Media constituents for extracellular streptokinase was done using
Plackett Burman Method (PB). In this method level and range of factors has been
suitably selected, Table 1. Using the initially selected range a layout is prepared to
take the response for respective run, given by Table 2.

The seven factors taken are Glucose to FeSO4 as F1–F7. As Fi–Fn being
encoded to show factors from A to G

Effect Fið Þ ¼
X

x þð Þi�x �ð Þi
� �

= n=2ð Þ

where, n ) is the number of run (experiments).
Values obtained for Effect as E(F1)–E(F7) are depicted in Table 3.
Degree of Freedom = Number of dummy variables found are two in number

(here, E(F5) and (X7))

Veff ¼
X

E2
d=nd ¼ 1:3� 10�3 and S:E: ¼

ffiffiffiffiffiffiffiffi
Veff

p
¼ 0:0360

Since, t(Ni) = E(Ni)/S.E.; therefore, t(N1)–t(N7) has been obtained, p value for
the respective factors is shown in Table 3. The level of confidence is greater than
95 % in case p-value is lesser than 0.05, according to the central limit theorem.
From the standard table of normal distribution statistic where p corresponds to t,
the respective p values are obtained. Now the attempt was to optimize the media
constituents using Central Composite design methodology but no significant
enhancement in terms of product magnitude were achieved so culture condition
would be the forth most goal.

Table 1 Levels and range of
various factors used in
Plackett-Burman

Factors Medium constituents Levels used (in g/l)

(-1) (þ1)

A Glucose 3.0 7.0
B Yeast Extract 3.0 7.0
C NH4Cl 0.7 1.30
D Phosphate 5.0 11.0
E NaCl 0.3 0.7
F MgSO4 0.3 0.7
G FeSO4 0.07 0.13
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4.2 Optimization of Culture Conditions for Streptokinase
Production

The optimization of culture condition is performed using Central Composite
design (CCD) methodology. Firstly range of different set of factors are taken,
shown in Table 4, then statistically predicted (using Design expert 8.0) and ANN
predicted values are simultaneously compared for streptokinase production mag-
nitude in respect to various factors taken, as shown in layout Table 5.

In Table 5, the predicted values for each factor has been evaluated by applying
neural network method also, and worthy results are obtained. The Table 6 shows
ANOVA based interaction analysis among statistical model factors and the sig-
nificance of the model.

Table 2 Plackett Burman experiment design for production media

Run A:
Glucose

B:
Yeast

C:NH4Cl D:Phosphate E:NaCl F:MgSO4.7H2O G:FeSO4 SK
production

g/l g/l g/l g/l g/l g/l g/l lg/ml

1 3 3 1.3 11 0.3 0.3 0.13 1.624
2 3 3 0.7 11 0.7 0.7 0.07 1.596
3 3 7 0.7 5 0.7 0.3 0.13 1.554
4 7 7 1.3 11 0.7 0.7 0.13 1.918
5 7 3 0.7 5 0.3 0.7 0.13 1.386
6 7 3 1.3 5 0.7 0.3 0.07 1.344
7 7 7 0.7 11 0.3 0.3 0.07 1.484
8 3 7 1.3 5 0.3 0.7 0.07 1.862

SK stands for streptokinase

Table 3 Respective p-values for medium components

Factors Medium components Effect T p-value

A Glucose -0.1260 -3.50 0.0228
B Yeast Extract 0.2170 6.0278 0.0264
C NH4Cl 0.1820 5.0556 0.0806
D Phosphate 0.1190 3.3056 0.0370
E NaCl 0.0140 0.3889 0.7348
F MgSO4 0.1890 5.2500 0.0344
G FeSO4 0.0490 1.3611 0.3066
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5 Results and Discussion

5.1 Statistical Bioprocess Modelling

It is clear from the literature that the parameters pertaining to culture conditions
are not yet optimized for the strain. Consequently the screening of various pro-
duction media constituents and optimization of culture condition parameters are to
be assumed for maximum streptokinase/plasmin activity. After screening out vital
media components for E. coli on the basis of statistical significance, CCD is used
to find out the most significant interaction of culture conditions in respect to
maximum streptokinase activity.

5.2 Culture Conditions Optimization

The important task of culture condition optimization has to be done for maximum
productivity using Design Expert 8.0 software. The Neural Network based simu-
lation of the process has been done in Matlab, the predicted values obtained from
neural network has been taken into account together with the statistically predicted
output. Neural Network tool box commands with self devised algorithm were used
to configure neural network application. In optimization process statistically the
contour plots are obtained for all the six interactions among which the two sig-
nificant plots are shown, Figs. 5 and 6, for interaction among the pair of variables
to achieve best plasmin activity.

5.2.1 Model Quadratic Equation Obtained

(Abbreviations used here, P ) pH, A ) Agitation, T ) Temperature,
I ) Inoculum Conc (%))

Table 4 The range of various factors taken for CCD

Factors Levels

-a -1 0 +1 +a

A: pH 6.00 6.50 7.00 7.50 8.00
B: Agitation 100 150 200 250 300
C: Temperature 31.0 34.0 37.0 40.0 43.0
D: Inoculum conc. (%) 1.25 2.00 2.75 3.50 4.25
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Table 6 Analysis of variance (ANOVA) results

Source Sum of squares df Mean square F value p-value
prob [ F

Test statistic

Model 3.24 14 0.23 2.63 0.0368 Significant
A-pH 0.45 1 0.45 5.15 0.0385
B-Agitation 0.85 1 0.85 9.65 0.0072
C-Temp 0.35 1 0.35 4.00 0.0640
AB 0.022 1 0.022 0.25 0.6233
AC 6.202E-003 1 6.202E-003 0.070 0.7942
AD 0.045 1 0.045 0.51 0.4863
BC 0.042 1 0.042 0.48 0.5006
BD 0.94 1 0.94 10.64 0.0052
CD 0.22 1 0.22 2.56 0.1307
A2 7.724E-003 1 7.724E-003 0.088 0.7711
B2 0.14 1 0.14 1.53 0.2345
C2 0.033 1 0.033 0.38 0.5476
D2 0.13 1 0.13 1.42 0.2516
Residual 1.32 15 0.088 – –
Lack of fit 0.93 10 0.093 1.17 0.4569 Not

significant
Pure error 0.39 5 0.079 – –
Cor total 4.56 29 – – –

SK Activity
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6

Fig. 5 A Contour plot
showing the interaction and
effect of agitation and pH on
streptokinase production. In
plot, actual constraints viz.
temperature 37 �C, inoculum
concentration 2.75 % which
is shifted
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SK Production yð Þ ¼ 6:16592� 0:81958Pþ ð8:06583E-003AÞ þ 0:12486T �2:30589I

� ð1:48750E-003PAÞ� 0:013125PT þ 0:14117PI þ ð3:41250E-004ATÞ
� ð6:45167E-003AIÞ þ 0:052694TI þ 0:067125P2 þ ð2:80625E-005A2Þ
� 3:87153E-003T2
� �

þ 0:12006I2

oy

oP
¼ �0:81958þ ð2� 0:067125PÞ � ð1:48750� 10�3AÞ � 0:013125T þ 0:14117I

oy

oA
¼ 8:06583� ð1:48750� 10�3PÞ þ ð2� 2:80625� 10�5AÞ þ ð3:41250T � 10�4Þ � 6:45167� 10�3I

oy

oT
¼ 0:12486� 0:013125Pþ ð3:41250� 10�4AÞ � 2� ð�3:87153� 10�3ÞT þ 0:052694I

oy

oI
¼ �2:30589þ 0:14117P� ð6:45167� 10�3AÞ þ 0:052694T þ ð2� 0:12006IÞ

Now the four simultaneous equations solved for, oy
oP ¼ 0; oy

oA ¼ 0; oy
oT ¼ 0; oy

oI ¼ 0:
Since, Y = inv (A) * B, so using the values of matrix coefficients variables can

be obtained as, P = 8.1351, A = 283.0167, T = 37.5653 and I = 3.5930. The
ANN model is first trained, then testing and validation is done using the part of the
same dataset. For our purpose nn toolbox is used, available is Matlab. The corre-
lation r2 in the later case was found to be close to 1.0. The performance efficiency of
neural network in respect to error minimization during data training is shown in
Fig. 7. Plots shows the Actual versus Predicted obtained from statistical and ANN
Based methods. Figure 8, clearly presents the actual and predicted points of the
neural network data set, correlation coefficient r2 for the plot, Fig. 8, is computed to
be 0.9291 while it has been estimated as 0.7102 for the statistical model.

SK Production
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2.32104

2.37708

Fig. 6 Contour plot showing
the effect of inoculum conc.
and pH at temperature
37.86 �C and agitation of
201.43 rpm on streptokinase
production
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6 Conclusions

In the dynamical system it is observed that sustenance of plasmid bearing cells
occur for a larger time span as moving to a low dilution rate in performing the
continuous culture. There is somewhat abrupt increase in the retention of
recombinant cells fraction. The average copy number of plasmid is reported to
found around 4–6 h of batch culture process. Four production media components

Fig. 8 Plot showing output
versus target obtained from
neural network model

Fig. 7 Showing ANN based
minimization of error during
data training
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were screened out by Plackett Burman Methodology, these factors viz., glucose
(A), yeast extract (B), phosphate (D) and MgSO4 (F) had shown there relevance in
recombinant enzyme production having significant role in growth, it would be due
to the reason that glucose and yeast extract are prime carbon and nitrogen sources
for proper cell growth phosphate and MgSO4 used to support ATP formation,
protein synthesis at intracellular level. The next aim had been to optimize the
culture-condition governing parameters which had been done subsequently. The
validation of the model outcome from CCD was done afterward. Optimization of
culture conditions was achieved to a good extent, about 40 % in Central composite
Design Technique. Statistically model was found significant and lack of fit was not
significant.

So, CCD analysis was performed to estimate the interaction among the relevant
factors and evaluate the response that was evident from ANOVA analysis. ANN is
simultaneously employed to predict the output and it has shown more accuracy in
prediction in comparison to our statistical technique. The prior one having
r2 = 0.9291, although 0.7102 obtained statistically. Due to presence of noise very
adequate correlation can be sometimes harder to achieve. The culture-condition
governing parameters optimization has been subsequently done and success is
achieved to a good extent. Efficient modeling may ensure an enhanced production
of streptokinase on large scale.
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Landuse Change Prediction
and Its Impact on Surface Run-off
Using Fuzzy C-Mean, Markov Chain
and Curve Number Methods

Arun Mondal, Deepak Khare, Sananda Kundu, P. K. Mishra
and P. K. Meena

Abstract The landuse change has considerable impact on the surface run-off of a
catchment. With the changing landuse there is reduction in the initial abstraction
which results in increasing run-off. This also has effect on future because of
constant change in landuse due to urbanization. The Soil Conservation Service
Curve Number (SCS-CN) model was used in the study for calculating run-off in a
sub-catchment of Narmada River basin for the years 1990, 2000 and 2011 which
was further validated with the observed data from the gauges. Stream flow of
future for 2020 and 2030 was estimated by this method to observe the impact of
landuse change on run-off. The landuse classification was done by Fuzzy C-Mean
algorithm. The future landuse prediction for 2020 and 2030 was performed with
the Markov Chain Model with 2011 validation. Future run-off was generated on
the basis of changing landuse which shows increasing rate of run-off.
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1 Introduction

Assessment of the impact of landuse change on the runoff dynamics of a basin is a
motivating field for hydrologists. Different methods have been applied to find out
the deficiency of knowledge in this field, but not much is known yet and there is a
lack of any general and credible model for predicting the effect of landuse changes
[1]. Many results are found, with some even opposing to the results of the others.
According to [2], there is no significant rise in the yield of water due to burning of
Eucalyptus. While [3] deduced that there is rising water yield because of decrease
in forest cover and according to [4] there is change in yield depending on the
vegetation cover. Urbanization also leads to increasing run-off and small floods
[5]. Various authors who have worked on the impact of landuse change on run-off
are [6–9]. Most of the physical models require large amount of data, but [10] said
that there are few models which require few data and are not entirely physical
models. The prediction of the effect of landuse change also largely depends on the
uncertainty of the parameters used in the models [11, 12]. But the uncertainty of
such models is more as they have more computation, and are not practical for large
catchments.

The Soil Conservation Service Curve Number (SCS-CN) model developed by
United State Department of Agriculture (USDA) [13–15] relates the run-off with
rainfall parameter and soil cover through Curve Number (CN). This is a very
widely used model and gives good result [16–19]. [20] deduced that landuse is an
essential parameter for the SCS-CN model and it has been observed that landuse
change have significant impact on the run-off and rainfall relation [21] resulted in
changed run-off and soil cover [22]. There was a change in the forest catchment
due to landuse change [23]. To know the hydrological response in a river basin, it
is necessary to evaluate the effect of landuse change and prediction of future
landuse change. It is extremely important to know this impact on future run-off.

Change in landuse is particularly important with the growing population which
further affects the river basin and run-off. Change detection studies were done by
number of researchers [24, 25] who have used satellite images for showing landuse
changes. Markov chain model helps in prediction by developing matrix where
observed transition probabilities from one state to another is used for future pro-
jection [26] and it can be utilized in large spatial scales including different types of
landuse [27, 28]. Recent studies with Markov chain model for landuse prediction
were performed by [29–31].

In the present study, impact of landuse change in a sub-catchment area of
Narmada River basin was done for the years 1990, 2000 and 2011 to estimate the
change in run-off condition. With the rising population pressure and demand, there
was change in the landuse which is further influencing the total run-off from the
catchment and thus affecting the water supply. Again, future landuse prediction
was done to estimate the future run-off for the year 2020 and 2030. SCS-CN
method was used for the run-off calculation and satellite images were taken for
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landuse classification with Fuzzy C-Mean together with the Markov model to give
future landuse projection and its impact on run-off.

The study area is a part of Narmada River basin in Madhya Pradesh extending
from 21�2307.700N to 22�550800N and 75�210700E to 77�2101700E covering about
20,561 km2. It includes the districts of Burhanpur, Khandwa, Sehore, Barwani,
Harda, Dewas, Indore, West Nimar and East Nimar. The outlet of the area is
Mandaleswar gauge. The region has a subtropical climate which is a hot dry
summer (April–June) through monsoon rains (July–September) to a cool and dry
winter. The rainfall average is approximately 1,370 mm and it decreases from east
to west (Fig. 1).

2 Data and Methods

The hydrological data for the gauging stations were used together with the daily
station rainfall data for the study area from IMD. The satellite data for 1990, 2000
and 2011 were used for landuse classification from the Landsat TM and LISS-III
data.

Fig. 1 Study area
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2.1 SCS-CN Method for Run-off Estimation

Run-off calculation was done with the SCS-CN [32] method at the gauge of
Handia and Mandaleswar using surface run-off from Handia to Mandaleswar, total
catchment area and base flow. The area was then classified into 5 landuse classes
and prediction was done to observe the impact on future run-off. The overall CN
(Curve Number) was taken for different landuse classes which helped in deter-
mining the run-off for the years 1990, 2000 and 2011.

2.2 Changed Run-off due to Landuse Change

The landuse data and rainfall data were used to calculate the run-off for each year.
The calculated data was then validated with the observed data at the gauge points.
To get the impact of landuse on run-off, rainfall of 1990 was taken as constant
rainfall for 1990, 2000 and 2011, and the change in run-off was observed with
respect to the corresponding landuse of these three years. For example, rainfall of
1990 and landuse of 1990 were considered to calculate run-off of 1990, rainfall of
1990 and landuse of 2000 to calculate the run-off of 2000 and so on. The future
prediction of 2020 and 2030 run-off was done with the rainfall of 1990 and
predicted landuse of these two years with the Markov model.

2.3 Landuse Classification with Fuzzy C-Mean

Landsat TM data sets were taken from USGS (website http://glovis.usgs.gov). Data
were projected in UTM projection zone 44 and WGS 84 datum. The 1990 image
was considered as the base data and 2000 and 2011 images were co-registered by
first order polynomial model with the Root Mean Square Error (RMSE) of 0.5 pixel.
The images were then geometrically corrected and radiometric normalization was
done. All the images were classified using Fuzzy classification into 5 landuse
classes. The accuracy assessment was done with all the images after classification.

[33] have described different types of existing clustering techniques. Supervised
Fuzzy C-Mean is a classification technique where pixels are categorized after
specifying the training sample areas. The fuzzy concept of classification represents
a natural model where each pixel may have partial membership corresponding to
different landuses. It assigns membership values for each sample of each class that
varies from 0 to 1. In the present study following Fuzzy C-mean (FCM) algorithm
was used for clustering technique:

JmðU; vÞ ¼
XC

i¼1

XN

k¼1

um
ik yk � vik k2

A ð1Þ
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where
Y is {Y1, Y2… YN} � Rn = the data,
c is number of clusters in Y; 2� c� n,
m is weighting exponent; 1�m\1.
U is fuzzy c-partition of Y; U 2 Mfc
v is (v1, v2… vc) = vectors of centers,
vi is (vi1, vi2,…, vin) = center of cluster i,
kkA is induced A-norm on R00, and
A is positive-definite (n 9 n) weight matrix.
The membership value in each class of a sample depends on its distance to the

corresponding cluster centre. The weight factor m decreases the impact of small
membership values. Greater the value of m, smaller will be the influence of
samples with small membership values [34].

After classification, accuracy assessment was done with the Kappa statistics
[35] on the images of 1990, 2000 and 2011. Markov model was then used to
predict future changes in landuse of 2020 and 2030 with validation of 2011
landuse on the basis of 1990 and 2000 landuse.

2.4 Markov Chain Model

Markov model was used here to project future landuse changes and estimation of
future run-off from the changed landuse. The Markov model is given as [29]

P Xt ¼ aj

��X0 ¼ a0; X1 ¼ a1; . . .;Xt�1 ¼ ai

� ffi

¼ P Xt ¼ aj

��Xt�1 ¼ ai

� ffi ð2Þ

Moreover, it is proper to regard the change process as one which is uniquely
distinctive with time (t = 0, 1, 2…).

P Xt ¼ aj Xt�1 ¼ aij
� ffi

gives the probability where the process develops tran-
sition from state ai to state aj within one time period. When the ‘ steps are required
for implementing the transition, then the P Xt ¼ aj Xt�1 ¼ aij

� ffi
is called the ‘ step

transition probability Pð‘Þij .

In case Pð‘Þij is independent of time and dependent on states ai, aj and ‘, the
Markov chain is then called homogeneous;

P Xt ¼ aj

��Xt�1 ¼ ai

� ffi
¼ Pij ð3Þ

where Pij value is calculated from the observed data by arranging the number of
times the observed data go from state i to j, nij, and total occurrences of the state
ai, ni is summed up.

Pij ¼ nij=ni ð4Þ
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As the Markov chain continues with time, the probability of retaining in state j
gets independent of the initial state of the chain after many steps. When this
condition occurs, the chain is considered to have reached a steady state. Then Pj,

which is the limit probability, is used to determine the value of Pð‘Þij ,

lim
n

PðnÞij ¼ Pj ð5Þ

Where

Pj ¼PiP
ðnÞ
ij j ¼ 1; 2; . . .;m (state)

Pi ¼ 1 Pj [ 0

3 Results and Analysis

3.1 Landuse Classification and Prediction with Markov
Model

Kappa statistic was calculated for accuracy assessment given in Table 1.
Overall kappa statistics and overall accuracy for 2011 were 0.78 and 84.17 %

respectively (Table 2). For the assessment of landuse change in different decades,
Landsat TM and LISS-III images were taken for the years 1990, 2000 and 2011.
Changes in area that have occurred in different years are provided in Table 3.
Large increase in the area of water and built-up is observable from 1990 to 2011.
Water area has increased from 1.01 to 4.56 % in 2011 while built-up increased
from 3.61 to 10.53 % in 2011. Agricultural land area also increased from 34.87 to
40.26 % in 2011 (Table 3).

The landuse maps of 1990, 2000, 2011, 2020 and 2030 are given in Fig. 2. In
2011, water bodies increases to a great extent due to construction of Indira Sagar
Dam after 2000.

The predicted results of 2020 and 2030 (Table 4) indicate rise in the water body
and built-up area in next 19 years after 2011 while vegetation, agricultural land
and fallow land decreases. Increase in settlement has resulted in the decrease of
vegetation and fallow at the cost of built-up. Water area is increasing giving the
effect of dam construction as predicted by the model.

3.2 Change in Run-off Values for Changed Landuse

The run-off calculation was done with the rainfall data by SCS-CN method for
1990, 2000 and 2011. The results of 1990 and 2000 were validated with the
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observed river flow. But the river flow became controlled after 2004 due to con-
struction of dams, so 2011 result was not validated with the observed flow. The
rainfall of three rain gauge stations was taken from the study area and computation
of surface run-off was done. Base flow was used for evaluation of river run-off on
daily basis. Comparison between calculated and observed run-off for the year 1990
and 2000 is shown in Fig. 3. The correlation was done with the results which show
good relation between the observed and calculated flow.

3.3 Change in Run-off Values for Changed Landuse

The results of the impact of landuse change on run-off show that annual total run-
off of the year 1990 was 183.14 mm while total run-off of 2000 was 190.13 mm.
Thus the increase is 6.99 mm. From 2000 to 2011 again, the run-off increased up
to 215.80 mm with a rise of 25.67 mm. In future prediction of 2020, the annual
run-off is estimated as 226.12 mm which again increases in 2030 up to
235.52 mm. Thus the total increase of run-off due to change in landuse from 1990
to 2030 is 52.38 mm if the rainfall for all these years remains same. Thus the result

Table 1 Kappa statistics

Class name Kappa statistics (1990) Kappa statistics (2000) Kappa statistics (2011)

Water body 0.79 0.82 0.82
Built-up 0.87 0.80 0.83
Vegetation 0.63 0.78 0.76
Agricultural land 0.81 0.81 0.76
Fallow land 0.76 0.75 0.80

Table 2 Overall kappa statistics and overall accuracy

Category 1990 2000 2011

Over all kappa statistics 0.75 0.79 0.78
Over all accuracy (%) 81.67 84.17 84.17

Table 3 Distribution of area of different landuse

Classes 1990 (km2) 1990 (%) 2000 (km2) 2000 (%) 2011 (km2) 2011 (%)

Water body 207.13 1.01 263.38 1.28 937.35 4.56
Built-up 743.25 3.61 1,307.2 6.36 2,164.64 10.53
Vegetation 6,234.55 30.33 5,879.8 28.6 4,695.65 22.84
Agricultural land 7,167.72 34.87 7,361.18 35.81 8,275.70 40.26
Fallow Land 6,205.35 30.18 5,746.44 27.95 4,484.66 21.81
Total 20,558 100 20,558 100 20,558 100
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Fig. 2 Landuse map of 1990, 2000 and 2011

Table 4 Future prediction of landuse from Markov Chain for 2020 and 2030

Classes 2011 (km2) 2011 (%) 2020 (km2) 2020 (%) 2030 (km2) 2030 (%)

Water body 937.35 4.56 967.8 4.71 1,009.68 4.91
Built-up 2,164.64 10.53 2,709.8 13.18 3,268.16 15.90
Vegetation 4,695.65 22.84 4,027.05 19.59 3,505.82 17.05
Agricultural land 8,275.70 40.26 9,113.09 44.33 9,445.07 45.94
Fallow Land 4,484.66 21.81 3,740.26 18.19 3,329.27 16.19
Total 20,558 100 20,558 100 20,558 100
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provides an estimation of future landuse and future run-off of this sub-catchment
which will be useful in further studies (Fig. 4).

3.4 Future Run-off of 2020 and 2030 with Predicted Landuse

The landuse of 2011 was predicted by the landuse of 1990 and 2000 and also
classified with the Fuzzy C-Mean algorithm to validate both the results. The
landuse of 2020 and 2030 were predicted with the model and the results were
further used to generate future run-off with the SCS-CN method. To get the change
in run-off with respect to the landuse change, rainfall of 1990 was taken as a
constant for all the years and run-off of 1990, 2000 and 2011 were calculated with
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the corresponding landuse of these years. Similarly, for 2020 and 2030, the rainfall
of 1990 was taken with the predicted landuse. Thus the impact of landuse change
on run-off was estimated and analysed from 1990 to 2011 for 21 years and then for
next 19 years, keeping rainfall as constant (Fig. 4).

4 Conclusion

There is a constant process of increasing population resulting in rising demand and
drastic changes in landuse. All these are affecting the natural resources with
changing environment. Landuse change is affecting the surface run-off. This study
is a combined use of hydrological methods, modeling and remote sensing together
to achieve the goal. The landuse classification of 1990, 2000 and 2011 was done
with the Fuzzy C-Mean algorithm which is a soft classification technique and
accuracy assessment was performed with the results. The future prediction of 2020
and 2030 landuse was carried out with the Markov model and the validation was
done with the 2011 landuse. There was drastic change in the landuse with
increasing use of agricultural land and increasing settlement. Forest covers
declines from 1990 to 2030 and this change in landuse is observable on the run-off
of the study area, even in future. The SCS-CN method was applied for assessing
the run-off of the region and the computed result was validated with the observed
run-off of 1990, 2000 and 2011. There is a marked increase in run-off from 1990
(67.59 mm) to 2011 (84.85 mm) to 2030 (95.80 mm). These results show that with
the increasing settlement and agriculture, and decreasing vegetation, there is an
increasing run-off and falling rate of infiltration in near future. On the basis of
these results, assessment of future landuse and change in run-off is possible for
planning and management of water resource of the area.
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A LabVIEW Based Data Acquisition
System for Electrical Impedance
Tomography (EIT)

Tushar Kanti Bera and J. Nagaraju

Abstract A LabVIEW based data acquisition system (LV-DAS) is developed for
Electrical Impedance Tomography (EIT) for automatic current injection and
boundary data collection. The developed LV-DAS consists of a NIUSB-6251
DAQ card, NISCB-68 connector module and an automatic electrode switching
module (A-ESM). A LabVIEW based graphical user interface (LV-GUI) is
develop to control the current injection and data acquisition by LV-DAS through
A-ESM. Boundary data are collected for a number of practical phantoms and the
boundary data profiles are studied to assess the LV-DAS. Results show that the
high resolution NIDAQ card of the DAS improves its data acquisition performance
with accurate measurement and high signal to noise ratio (SNR).

Keywords Electrical impedance tomography (EIT) � Data acquisition system �
LabVIEW � Graphical user interface � Practical phantom � Boundary data profile

1 Introduction

Electrical impedance tomography [1–7] is a computed tomographic technique
[8–10] which reconstructs the conductivity distribution of a domain under test
(DUT) from a set of boundary voltage data developed by injecting a constant
current signal through an array of surface electrodes [1, 11] attached to the domain
boundary. EIT is a non linear inverse problem [12–14] which reconstructs the
spatial distribution of the conductivity of the DUT from the voltage current data
using the image reconstruction algorithm [12–14] which a computer program and
developed with forward solver [12–14] and inverse solver [12–14]. An EIT system
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injects a constant current signal to the DUT such as a practical phantom [15–28] or
human subject through electrodes or EIT sensors [1, 11, 25] using an EIT
instrumentation [26–33] consisting of a current injecting device such as constant
current source [34–39] and a voltage measuring device which may be a volt meter
or other electronic voltage data measuring circuit (Fig. 1). For better current
injection and voltage measurement procedures, a modern EIT instrumentation
needs a high precision current injection and high quality high speed DAS for
automatic current injection and voltage measurement.

National Instruments Inc. Hardware and LabVIEW software [40–43] can be
suitably used for high speed high precision PC based data acquisition in several
practical applications [44–55]. A LabVIEW based boundary data acquisition
system (LV-DAS) is developed for Electrical Impedance Tomography (EIT). The
LV-DAS is developed with NIUSB-6251 DAQ card, NISCB-68 Connector
Module and a PC based electrode switching module (A-ESM). A LabVIEW based
graphical user interface (LV-GUI) is develop to control the current injection by
constant current injector (CCI) and data acquisition by LV-DAS. Practical phan-
toms are developed and the boundary data are collected from practical phantoms
with different current injection patterns [56–58] and the impedance images are
reconstructed in EIDORS [59, 60].

Fig. 1 Schematic of the electrical impedance spectroscopy (EIS) studies on biological materials
with four-probe technique using an impedance analyzer [current signal is injected through the
outer (shown in red) electrodes and the voltage is measured across the inner (shown in blue)
electrodes]
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2 Materials and Methods

2.1 LabVIEW Based Data Acquisition System (LV-DAS)

The LabVIEW based data acquisition system (LV-DAS) is developed with a NI
USB-6251 DAQ card [61, 62], NISCB-68 Connector Module [63] and a PC based
electrode switching module (A-ESM) interface with the PC through LV-GUI
(Fig. 2a). LV-DAS) is developed for acquiring the voltage data at the phantom
boundary using the CCI and A-ESM. The automatic data acquisition is controlled
and executed by a LabVIEW based graphical user interface (LV-GUI) which
controls the current injection by CCI and data acquisition by LV-DAS through the
A-ESM. The LV-DAS is interfaced with PC through the USB (Universal Serial
Bus) port of the NI USB-6251 DAQ card. The LV-DAS is also interfaced with
phantom or subject with surface electrode array through the A-ESM.

The LV-DAS is developed to perform two works in EIT: digital data generation
for operating the analog multiplexers of the A-ESM and analog voltage signal
measurement. The developed LV-DAS sequentially generates a 16-bit digital data
required for the operating the analog multiplexers of the A-ESM to switch the
current and voltage electrodes attached on phantom or subject under test. For a
particular current pattern the LV-DAS collects the voltage data from the electrodes
connected to the voltage measuring channels (called voltage electrodes) of LV-
DAS. The current injection through the CCI, Electrode switching by A-ESM and
voltage measurements by LV-DAS all are controlled by LV-GUI through the
LabVIEW based data acquisition program (LV-DAP). A-ESM is interfaced with
the DAQ card through NI SCB68 [63] as shown in (Fig. 2b) and the LV-DAS
generates the 16-bit data to feed it to A-ESM to operate under the control of
LV-GUI.

Fig. 2 a Schematic of the interface of the USB6251 and the A-ESM through NISCB68
connector module. b Wire connection in NISCB68 connector module for the surface electrodes of
the phantoms and the USB6251 through A-ESM
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2.2 NI SCB 68 Connector Module

NI SCB68 (Fig. 2b) is a shielded I/O connector block built with 68 screw terminals
for easy electronic connection to a NI 68-pin or 100-pin DAQ device for the signal
transfer [63]. The SCB-68 is built with a general breadboard area for custom
circuitry and sockets for interchanging electrical components. The open compo-
nent pads of the SCB-68 is permits to add signal conditioning to the analog input
(AI), analog output (AO), and PFI0 signals of a 68-pin or 100-pin DAQ.

2.3 Automatic Electrode Switching Module (A-ESM)

Surface electrodes are required to be switched in a particular fashion EIT system
for current injection and voltage measurements. In modern EIT systems, gener-
ally, high speed analog multiplexers or electronic relays are used to switch the
surface electrodes to obtain the current injection with different current patterns.
Digital data bits are required to feed the multiplexers in an electrode switching
circuit. In the present study, a four multiplexer based A-ESM (Fig. 3) is developed
to switch the sixteen electrode of a 16-electrode EIT system. Using the developed
A-ESM, the current electrodes (EI) are switched by the current multiplexer
(MUX-I1 and MUX-I2) and the voltage electrodes (EV) are switched by the other
multiplexer called the voltage multiplexer (MUX-V1 and MUX-V2) as shown in
Fig. 3. The A-ESM is developed with four CD4067BE ICs [64] to switch the
sixteen surface electrodes (E1, E2, E3, E4, E5, E6, E7, E8, E9, E10, E11, E12, E13,
E14, E15 and E16) using four probe method with different current injection method
as shown in the Fig. 3. The developed A-ESM is controlled by the 16-bit parallel
digital data (D15D14D13D12D11D10D9D8D7D6D5D4D3D2D1D0) which are divided
in two sets: one for operating the current electrode switching MUXs (MUX-I1 and
MUX-I2) and other for operating voltage electrode switching MUXs (MUX-V1

and MUX-V2).

2.4 LabVIEW Based Graphical User Interface (LV-GUI)

A LabVIEW based graphical user interface (LV-GUI) is developed which controls
the current injection by CCI and data acquisition by LV-DAS through the A-ESM.
LV-GUI controls the digital data generation, and hence controls the electrode
switching for current injection and voltage measurement. Modifying the LabVIEW
program, data acquisition with the different current injection patterns are per-
formed for practical phantoms.
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2.5 Digital Data Testing Module (DDTM)

The parallel digital bits generated by LV-DAS and tested with digital data testing
module (DDTM) [65]. The DDTM is developed with sixteen low power LEDs and
sixteen high precision resistors (each resistor (1 kX) is connected in series with
corresponding LED). After testing of the generation and sequencing of the digital
bits they are fed to the electrode switching module (A-ESM) connected to the
surface electrodes and the four multiplexers operations are tested simultaneously.
To test the MUX switching, the sixteen input pins are connected to the inputs of
the DDTM and the single output pin is connected to a battery or a power supply
keeping the negative terminal connected to the analog ground.

Fig. 3 Schematic of the electrode switching of a sixteen electrode EIT system with an automatic
electrode switching module (A-ESM) in opposite current pattern [current (I) is injected through
the current electrode switching MUX (MUX-I1 and MUX-I2) and voltage (V) is measured across
the voltage electrode switching MUX (MUX-V1 and MUX-V2)]
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2.6 Practical Phantom Development

Sixteen electrode NaCl-nylon phantoms are developed (Fig. 4) with a shallow
glass tank (150 mm diameter) filled with NaCl solution. Sixteen rectangular
stainless steel strips (height 34 mm, width 10 mm) are cut from a type 304
stainless steel sheet and the rectangular SS strips are fixed on the inner wall of the
glass tank using insulated steel paper clips. Steel strips are connected with highly
conductive copper wires using steel crocodile clips (Fig. 4a) and the wires are
connected to the A-ESM. The Tank is filled with 0.9 % (w/v) NaCl solution and a
stainless steel cylinder (25 mm diameter) is put at the phantom center (Fig. 4a) to
act as a common mode electrode (CME) [15, 23, 26–28, 58] for reducing the
common mode error [67, 68] of the electronic circuits. Nylon cylinders (40 mm
diameter) are placed at different electrode positions (Fig. 4b) and a number of
phantom configurations are obtained. NaCl solution height is maintained as 10 mm
so that the active electrode area becomes 10 9 10 mm. Figure 4a, b shows the
phantom without inhomogeneity and phantom with inhomogeneity respectively.

2.7 Current Injection and Boundary Data Collection

In the present study, 1 mA, 50 kHz constant sinusoidal current is injected through
current electrodes and the boundary potentials are collected from the other elec-
trodes called voltage electrodes using opposite and neighbouring current injection

Fig. 4 Practical phantom and boundary data collection process. a A NaCl-phantom without
inhomogeneity. b NaCl-insulator phantom with a nylon cylinder as inhomogeneity near electrode
no. 9 and a CME at the phantom center. c Schematic of the current injection and boundary data
collection in first current projection with opposite current pattern
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protocol [15, 57–59]. Figure 5 shows the current injection and boundary data
collection in the first current projection of opposite current injection method for a
sixteen electrode EIT system. For each current projections (P1, P2, P3, P4, P5, P6,
P7, P8, P9, P10, P11, P12, P13, P14, P15 and P16), the boundary data are collected from
all the electrodes to obtain the greatest sensitivity to the resistivity changes in the
domain [66]. In the present study with the sixteen electrode EIT system, each of
the sixteen current projections (Fig. 4c) yields sixteen boundary potential date (V1,
V2, V3, V4, V5, V6, V7, V8, V9, V10, V11, V12, V13, V14, V15 and V16) and hence
the complete scan yields 256 boundary potential data (Fig. 4c). Boundary poten-
tials are studied for different phantom configuration and the LV-DAS performance
is assessed. Inhomogeneities are placed at different electrode positions and the
potential profiles obtained for different inhomogeneity configuration are studied to
assess the developed LV-DAS.

Fig. 5 Boundary data profile of a NaCl phantom acquired by LV-DAS with 1 mA, 50 kHz
current in opposite current pattern. a Without inhomogeneity. b Nylon cylinder (40 mm
diameter) near E3. c Nylon cylinder (40 mm diameter) near E5
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3 Results and Discussion

DDTM studies show that the LV-GUI and LV-DAS works perfectly and generates
the digital data in correct sequence. Results show that all the MUXs are operated
accurately efficiently switch all the surface electrodes of the phantom. Result show
that the LV-DAS successfully and efficiently acquires the boundary data from
practical phantoms. Figure 5 show the boundary data profiles obtained from a
NaCl phantom using the LV-DAS with 1 mA (rms), 50 kHz sinusoidal constant
current injection with opposite current pattern. Figure 5a shows the boundary data
profile of a NaCl phantom without inhomogeneity acquired by LV-DAS with
1 mA, 50 kHz current in opposite current pattern. Figure 5a shows that the
potential profiles obtained for all the projections for a homogeneous medium are
symmetric which indicates the proper and efficient operation of LV-DAS.
Figure 5b, c shows the boundary data profiles acquired by LV-DAS with 1 mA,
50 kHz current in opposite current pattern for the NaCl phantoms with a nylon
cylinders (diameter 40 mm) near electrode no. 3 and 5 respectively. Boundary data
obtained for both the phantom show that, for the phantoms with inhomogeneity
placed near Nth electrode, the maximum potential (Vei) points [15, 58] in their
corresponding boundary data profiles occurs in [((N-1) 9 16) ? N]th data point
in the boundary potential data matrix which exactly correlate with the results
reported by Bera and Nagaraju [15, 58]. As described by Bera and Nagaraju [15,
58], the maximum potential (Vei) point in the boundary potential data matrix is the
potential of the electrode near the inhomogeneity when the positive terminal of the
current source is connected to the same electrode.

The boundary data profiles obtained from a NaCl phantom using the LV-DAS
with 1 mA (rms), 50 kHz sinusoidal constant current injection with neighbouring
current pattern is shown in Fig. 6. Figure 6a shows the boundary data profile of a
NaCl phantom without inhomogeneity acquired by LV-DAS with opposite current
pattern by injecting a 1 mA, 50 kHz constant current.

The potential profiles as shown in Fig. 6a demonstrate that, for all the pro-
jections the boundary data profiles for a homogeneous medium are symmetric
which indicates the proper and efficient operation of LV-DAS. Figure 6b, c shows
the boundary data profiles obtained for a 1 mA, 50 kHz current injection by LV-
DAS with neighbouring current pattern applied to the NaCl phantoms with a nylon
cylinders (diameter 40 mm) near electrode no. 3 and 5 respectively. In the
neighbouring current pattern also it is observed that, for the phantoms with
inhomogeneity placed near Nth electrode, the maximum potential (Vei) points [15,
58] in their corresponding boundary data profiles occurs in [((N -

1) 9 16) ? N]th data point in the boundary potential data matrix as reported by
Bera and Nagaraju [15, 58]. Experimental results show that the EIT impedance
image reconstruction can be successfully conducted with LV-DAS.
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4 Conclusion

A LabVIEW based data acquisition system (LV-DAS) is developed for Electrical
Impedance Tomography (EIT) and tested with practical phantoms. The LV-DAS is
developed with a NIUSB-6251 DAQ card, NISCB-68 Connector Module and an
automatic electrode switching module (A-ESM). A LabVIEW based graphical
user interface (LV-GUI) is develop to control the current injection by the CCI and
data acquisition by LV-DAS through A-ESM. Digital bits generation, MUX
operation and the electrode switching are studied with DDTM circuit. Boundary
data are collected with different phantom configurations and different current
injection protocols and the data profiles are studied to assess the LV-DAS oper-
ation and performance. DDTM results show that LV-DAS efficiently and accu-
rately generates the digital bits required for efficient electrode switching. MUXs
are operated successfully by the digital bits and the electrodes are switched

Fig. 6 Boundary data profile of a NaCl phantom acquired by LV-DAS with 1 mA, 50 kHz
current in neighbouring current pattern. a Without inhomogeneity. b Nylon cylinder (40 mm
diameter) near E3. c Nylon cylinder (40 mm diameter) near E5
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accurately for all the current patterns. Boundary data obtained by LV-DAS for
NaCl phantoms show that the LV-DAS efficiently collect the boundary data with
all the phantom configurations and all the current patterns. The potential profiles
obtained for all the projections for a homogeneous medium are found symmetric
for both the current patterns which indicates the proper and efficient operation of
LV-DAS. Boundary data profile studies also show that, for the phantoms with
inhomogeneity placed near Nth electrode, the maximum potential (Vei) points in
their corresponding boundary data profiles occurs in [((N - 1) 9 16) ? N]th data
point in the boundary potential data matrix which exactly correlate with the results
reported in previous studies.
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Crop Identification by Fuzzy C-Mean
in Ravi Season Using Multi-Spectral
Temporal Images

Sananda Kundu, Deepak Khare, Arun Mondal and P. K. Mishra

Abstract Information regarding spatial distribution of different crops in a region
of multi-cropping system is required for management and planning. In the present
study, multi dated LISS-III and AWiFS data were used for crop identification. The
cultivable land area extracted from the landuse classification of LISS-III image
was used to generate spectral-temporal profile of crops according to their growth
stages with Normalised Difference Vegetation Index (NDVI) method. The
reflectance from the crops on 9 different dates identified separate spectral behavior.
This combined NDVI image was then classified by Fuzzy C-Mean (FCM) method
again to get 5 crop types for around 12,000 km2 area on Narmada river basin of
Madhya Pradesh. The accuracy assessment of the classification showed overall
accuracy of 88 % and overall Kappa of 0.83. The crop identification was done for
one entire Ravi season from 23 October 2011 to 10 March 2012.
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1 Introduction

In Indian climatic condition, various types of crops are grown in a place.
Monoculture of crops is done only in few places and so most of the time spectral
signatures of different crops overlap each other in a same date. Thus it is important
to identify these crops and from a single date image it is quite difficult to do crop
mapping [1, 2]. To identify the crops, high resolution data of different time series
were used to create NDVI and classify the landuse into different vegetation classes
[3]. The use of spectral-temporal profile from satellite images to identify crops
was initiated in 1980s [4] when a crop profile was presented by using vegetation
indicator which measures the reflectance [5]. Many studies were done with the
Normalized Difference Vegetation Index (NDVI) by generating profiles from
temporal images [6, 7]. NDVI is considered as the most commonly used index for
application in agricultural field or for crop identification [8]. Wardlow et al. [1]
used MODIS EVI and NDVI (Normalised Difference Vegetation Index) for
12 months data series from the agricultural fields. It is possible to separate the
crops during the growth stages at some point from one another. Crop identification
from the temporal data series for 8 dates was performed by Doriaswamy et al. [9]
with NDVI from MODIS and similar work with MODIS data was done by Ying
et al. [10] with 4 images to demarcate wheat crop from others. Based on the crop
calendar and growing season of the crops, AWiFS data was used for classification
of crops [11].

One of the necessary things is to know the optimum number of dates or
images to be used in the crop classification purpose or to have maximum sep-
arability. The highest separability with various combinations of dates was found
by Murthy et al. [12] to study overlap of spectral signatures among various crops.
Similar other works were conducted by Niel et al. [13] and Zurita-Milla et al.
[14]. Proper identification of crops is again related to the landuse classifications
and problems of mixed pixels. Different techniques used to solve this problem
are Fuzzy classifications, Neural Networks, etc. The fuzzy classification is a
model where an individual pixel can have partial membership which corresponds
to several landuse classes [15]. Wang [16] explained that fuzzy method of
classification, due to its multiple membership helps in achieving better accuracy.
This method was used by various researchers to improve the identification of
crop classes which improves the accuracy of the classification and helps to
predict further production [17, 18]. For mapping of vegetation, Vegetation Index
was used by combination of two or more spectral bands [19]. Xie et al. [20] also
reviewed that NDVI is an important technique for mapping vegetation cover.
Kappa coefficient is a discrete multivariate technique used for accuracy assess-
ment [21].
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2 Study Area

The study area is a part of Narmada River basin in Madhya Pradesh. The area
extends from 21�4702400 to 23�2504900N latitude and from 77�3500400 to 78�440E
longitude with total area of 12,678 km2. It covers five districts of Raisen, Ho-
shangabad, Sehore, Betur and Chhindwara. The region experiences subtropical
type of climate with hot dry summer and a cool dry winter. The average rainfall is
about 1,370 mm which decreases from east to west (Fig. 1). The present research
involves the landuse classification with the Fuzzy C-Mean algorithm and identi-
fication of croplands using 9 temporal satellite images of AWiFS and LISS-III data
from October, 2011 to March, 2012.

3 Data and Methodology

AWiFS and LISS-III data sets were taken for the study. All the images were
projected with UTM zone 43 projection and WGS 84 datum. The images were
registered by first order polynomial model and with the Root Mean Square Error
(RMSE) of 0.5 pixel. Then the radiometric normalization was done. The corrected
LISS-III images were classified with good accuracy and the agricultural land was
extracted from the classified images. The NDVI method was applied on the 9

Fig. 1 Study area
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images of AWiFS data on agricultural land to get the spectral difference of various
crops at different growing stages. These images were then stacked to obtain a
single image which was classified with Fuzzy C-Mean (FCM) and accuracy
assessment with Kappa statistic was done (Fig. 2). The data used are given in
Table 1.

3.1 NDVI Method

The temporal AWiFS data of 9 dates give the difference in spectral signature. The
NDVI images were generated from the LISS-III and AWiFS images which give
unique spectral response of each crop and demarcate them from the non-vegetation
classes. These NDVI images were stacked chronologically according to the dates

Fig. 2 Methodology

Table 1 Data list

AWiFS

Sl No. Date Band Wavelength (lm) Resolution (m)

1 23-Oct-11 2 0.52–0.59 (green) 60
2 11-Nov-11 3 0.62–0.68 (red) 60
3 21-Nov-11 4 0.77–0.86 (near-IR) 60
4 10-Dec-11 5 1.55–1.70 (SWIR) 60
5 24-Dec-11
6 12-Jan-12
7 5-Feb-12
8 20-Feb-12
9 10-Mar-12
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to get the growth profile of the crops. These profiles were then used for FCM
classification with the training data set from the images and samples collected
from the field.

In NDVI, absorption of chlorophyll or green pigments in the red spectrum and
very high reflectivity in the near infra-red spectrum helps in identifying and dif-
ferentiating vegetation types. It also indicates the health of the vegetation and
hence is important in identifying crops. It is calculated as:

NDVI ¼ qnir � qred

qnir þ qred
ð1Þ

where, qnir is the near infra-red band and qred is the red band of the sensor.

3.2 Fuzzy C-Mean Classification

In this study, Fuzzy C-Mean (FCM) algorithm was applied for the classification. It
is based on the minimization of the objective function through iteration:

JmðU; vÞ ¼
XC

i¼1

XN

k¼1

um
ik yk � vik k2

A ð2Þ

where,

Y is Y1; Y2 . . .YNf g � Rn ¼ the data,
c is number of clusters in Y; 2 B c B n,
m is weighting exponent; 1 B m \?,
U is fuzzy c-partition of Y; U 2 Mfc,
v is (v1, v2 … vc) = vectors of centers,
vi is (vi1, vi2, …, vin) = center of cluster i,
kkA is induced A-norm on R00, and
A is positive-definite (n 9 n) weight matrix.

The following three constraints are satisfied by the membership values:

0� uik� 1; where i 2 1; . . .Cf g; k 2 1; . . .Nf g ð3Þ

XC

i¼1

uik ¼ 1; k 2 1; . . .;Nf g ð4Þ

XN

k¼1

uik [ 0; i 2 1; . . .;Cf g ð5Þ

The objective function is represented as the sum of the square of the Euclidean
distances between each input sample and its corresponding cluster centre, and the
distances are weighted by the fuzzy memberships. This is an iterative algorithm
and uses the following equations:
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v̂i ¼
XN

k¼1

um
ikyk

" #
=
XN

k¼1

um
ik ð6Þ

ûik ¼ 1=
XC

j¼1

yk � vik k= yk � vj

�� ��� ffi2=ðm�1Þ ð7Þ

All input samples are considered and the contributions of the samples are
weighted by the membership values for calculating cluster centre. The member-
ship value in each class of a sample depends on its distance to the corresponding
cluster centre. The weight factor m decreases the impact of small membership
values. Greater the value of m, smaller will be the influence of samples with small
membership values [22].

4 Results and Analysis

4.1 Landuse Classification and Accuracy Assessment

The LISS-III image was classified into 9 landuse classes, viz., settlement, grass-
land, forest, open/degraded forest, double crop land, ravi crop (wheat), water body,
kharif crop (paddy) and river bank. The area covered by different classes is given
in Table 2. The classified landuse is given in Fig. 3.

4.2 Crop Identification

The landuse classified from LISS-III image was used to extract cultivable area or
agricultural land to develop NDVI profile. The NDVI values from 9 images were
stacked to form one image. Difference in the spectral-temporal curves is observed
in Fig. 4 where spectral reflectance in NDVI of each crop is different from the other.

Table 2 Area covered by
different classes

Sl No. Crop type Area (km2) Area (%)

1 Settlement 281.00 2.20
2 Grassland 2,942.60 23.06
3 Forest 918.94 7.20
4 Open/Degraded forest 1,485.06 11.64
5 Double crop land 2,608.29 20.44
6 Ravi crop (wheat) 1,689.17 13.23
7 Water body 520.72 4.08
8 Kharif crop (paddy) 2,272.75 17.81
9 River bank 44.85 0.35

Total 12,763.37 100
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Fig. 3 Landuse classification of 2011
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Fig. 4 Spectral curves of different landuse classes
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Table 3 Area occupied by different crops

Sl No. Crop type Area (km2) Area (%)

1 Wheat 1,930.00 44.91
2 Vegetables 577.88 13.45
3 Seeds 1,212.49 28.21
4 Paddy 277.22 6.45
5 Sugarcane 299.86 6.98

Total 4,297.45 100

Fig. 5 Crop identification by Fuzzy C-Mean
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The stacked NDVI image was then classified by Fuzzy C-Mean into different
croplands namely wheat, sugarcane, seeds, vegetables, paddy and non-cultivable
areas. Among all the crops, wheat is found to have highest proportion of area with
around 45 % of the total area followed by seeds (28.21 %), vegetables, sugarcane
and paddy. This difference is reflected in the NDVI values of growth stage from
the temporal images. Table 3 signifies the area occupied by different crop types.

Various crops identified by FCM are given in Fig. 5. The crops were identified
with the help of crop profiles of NDVI. Total of 125 samples were collected from
the field for 5 crops classified in the image. The Producer’s and User’s accuracy
achieved for 5 different crops were 80 % and above (Table 4). The overall
accuracy was 88 % and the overall Kappa was 0.83.

5 Conclusions

The availability of temporal images is necessary for obtaining crop profile. The
identification of crops and its spatial distribution is required to understand the
agriculture of a region and for further planning and management. The given study
involves identification of crop profiles through NDVI from 9 temporal AWiFS
data for the entire Ravi season from 2011 October to 2012 March. The agricultural
land was extracted from the classified landuse of LISS-III image and NDVI pro-
files were drawn only for this portion of landuse. The profiles indicated different
spectral signatures at the growing stages for different crops which helped in
identifying the mixed crops of the area which are grown side by side. Further, the
Fuzzy C-Mean classification was done with the stacked NDVI image to provide
definite crop types of the area and their distribution in Ravi season with accuracy
assessment. Thus this method provides spatially distributed crop data within a
region.

Acknowledgments The authors are thankful to the National Remote Sensing Centre (NRSC) for
providing the AWiFS and LISS-III satellite images for the study area and to the UGC for financial
assistance.

Table 4 Accuracy assessment of the crops

Rabi crops

Class
name

Reference
totals

Classified
totals

Number of correct
points

Producers
accuracy (%)

Users accuracy
(%)

Wheat 51 52 46 90.20 88.46
Paddy 10 10 8 80.00 80.00
Vegetables 18 18 16 88.89 88.89
Sugarcane 11 11 9 81.82 81.82
Seeds 35 34 31 88.57 91.18
Total 125 125 110 … …
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Small World Particle Swarm Optimizer
for Data Clustering

Megha Vora and T. T. Mirnalinee

Abstract Particle swarm is a stochastic optimization paradigm inspired by the
concepts of social psychology and artificial intelligence. Population topology plays
significant role in the performance of PSO. It determines the way in which par-
ticles communicate and share information with each other. Topology can be
depicted as a network model. Regular networks are highly clustered but the
characteristic path length grows linearly with the increase in number of vertices.
On the contrary, random networks are not highly clustered but they have small
characteristic path length. Small world networks have a distinctive combination of
regular and random networks i.e. highly clustered and small characteristic path
length. This paper presents a novel algorithm for data clustering by incorporating
the concept of small world in particle swarm optimization. Efficiency of the
proposed methodology is tested by applying it on five standard benchmark data
set. Results obtained are compared with another PSO variant. Comparative study
demonstrates the effectiveness of the proposed approach.

1 Introduction

Data clustering is a process of partitioning a set of data or objects into meaningful
groups. Objective of data clustering is to discover natural grouping of a set of
patterns, points, or objects. The grouping should be such that data items within one
cluster are similar to each other, while those within different clusters should be
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dissimilar. Clustering is useful in several exploratory pattern-analysis, grouping,
decision-making, and machine-learning situations, including data mining, docu-
ment retrieval, image segmentation, object recognition, spatial data analysis, web
mining and pattern classification [1].

In the past few decades numerous clustering methods have been proposed
inspired by the biological world. These methods could be based either on evolu-
tionary computation (eg. genetic algorithm), or on intelligent behaviour of social
organism (e.g. ant colony, particle swarm). Particle swarm optimization algorithm
was originally proposed by Kennedy and Eberhart [2]. It is inspired by the para-
digm of birds flocking behaviour. It has received huge attention and popularity due
to its algorithmic simplicity and effectiveness for solving global optimization
problems. This derivative-free method is particularly suited to continuous variable
problems and has received increasing attention in the optimization community.
PSO consists of a swarm of particles and each particle flies through the multi-
dimensional search space with a velocity. Velocity is constantly updated by the
particle’s previous best performance and by the previous best performance of the
particle’s neighbors. Even though PSO is a good and fast search algorithm, it
suffers from premature convergence, especially in complex multi-peak-search
problems.

The population topology has a significant effect on the performance of PSO.
Topology determines the way particles communicate and share information within
the swarm. Topology can be depicted as a network model. Regular networks are
highly clustered but the characteristic path length grows linearly with the increase
in number of vertices. On the contrary, random networks are not highly clustered
but they have small characteristic path length. Small world networks have a dis-
tinctive combination of regular and random networks i.e. highly clustered and
small characteristic path length. Mendes [3] studied the impact of various network
topology on particle swarm performance. It was reported that path length led to a
more balanced exploration-exploitation trade-off: If it is too small, then infor-
mation spreads too fast, this means a higher probability of premature convergence.
If it is large, then information takes a long time to travel through the graph and
thus the population is more resilient and not so eager to exploit earlier on. Even a
partial degree clustering (i.e. percentage of vertex’s neighbours that are neighbours
to one another) helps to disseminate information in the network. Thus we need to
have a combination of highly clustered and small characteristic path length net-
work. Small world network fits to this need of ours.

Small world concept was originally proposed by Milgram [4]. It was stated that
social network exhibits small-world phenomenon in which any two individuals in
the network are likely to be connected through a short sequence of intermediate
acquaintances. To demonstrate the universality of this phenomenon in network
arising in nature and technology, Milgram et al. in 1960s [4, 5] performed a series
of striking experiments and reported their results. This was later modeled by Watts
and Strogatz [6]. However, the model was insufficient to explain the striking
algorithmic component of Milgram’s original findings that how the individuals
using local information are collectively effective at actually constructing a short
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path between two points in a social network. Kleinberg [7] further generalized
Watts and Strogatz model and showed that there is a decentralized algorithm
capable of finding short paths with high probability. In [8] Small World Particle
Swarm Optimization (SWPSO) algorithm was proposed by applying the concept
of small world network model given by Jon Kleinberg in PSO. In this paper the
concept of SWPSO is applied for data clustering viewing clustering as an opti-
mization problem. Detail description of the algorithm is given in subsequent
sections.

2 Small World PSO Based Data Clustering

As mentioned in the introduction, small world network has a distinctive combi-
nation of highly clustered and small characteristic path length network. This led to
a balanced tradeoff between exploration and exploitation. Here, small world net-
work topology on Von Neumann is network model is considered. This is achieved
by adding few random particles (in this case two) and retaining four immediate
Von Neumann neighbors of a current particle (see Figs. 1 and 2). These random
particles are treated as additional neighbors of current particle. The intuitive
advantage of these additional random neighbors is the way small world is formed
within the current swarm. Each particle in the swarm represents the candidate
solution to the considered problem. Particles travel in the solution space and
attempts to move toward a better solution by changing its direction and speed
based on its own past experience Pbest and the experience of the particles in its
small world neighbour SW Nbest.

Fig. 1 A swarm of particles
6 9 6
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2.1 Cluster Formation

In the context of clustering N data points into C clusters, each kth particle rep-
resents the Xk = {xki, i = 1, 2, …, C} cluster centroid vector. xki refers to the ith
cluster centroid vector of the kth particle. The initial population Xk for each kth
particle is randomly assigned such that zi

min \ xki \ zi
max, where zi

min and zi
max are

the minimum and maximum value of the ith feature. Similarly for each particle
initial velocity Vk is assigned randomly such that zi

min/2 \ vki \ zi
max/2.

Once initialization is done, for each data vector zp euclidean distance d(zp,xki) is
calculated to all cluster centroids. Clusters are then formed by allocating the data
vector zp to the cluster centroid from which it has minimum distance. Now, fitness
of each particle is computed using b index [9]. It computes the ratio of total
variation and within class variation. It is defined as

b ¼
PC

i¼1

Pni
p¼1 ðzip � zÞ2PC

i¼1

Pni
p¼1 ðzip � ziÞ2

; ð1Þ

where �z is the mean of all the data points and �zi is the mean of the data points that
belong to the cluster Ci; zip is the pth data point of ith cluster and ni is the number
of data points in cluster Ci.

Since the numerator is a constant for a given data set, the value of b is
dependent only on the denominator. The denominator decreases with the homo-
geneity in the formed clusters. Therefore, for a given data set, higher the value of
b, better is the clustering. The proposed small world based PSO algorithm
(SWPSO) for formation of cluster is given below.

1. Initialize the position ~Xk and velocity ~Vk of each kth particle in the swarm
where k varies from (1, 2,…, NP); NP is the size of swarm

Fig. 2 Small world with two
random particles
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2. Initialize fitness counter fes = 0. Define maximum number of fitness evalu-
ation T_FEs

3. Compute the fitness Fk for each kth particle in the swarm using Eq. 1
4. Perform steps 5 to 13 until maximum number of fitness evaluation is not

exceeded
5. For each of the kth particle perform steps 6 to 10
6. Compare Pbestk of the kth particle with its current fitness value Fk. If the

current fitness value is better, then assign the current fitness value to pbestk
and assign the current position to ~XPbestk

7. Compute the small world best fitness SW Nbestk by selecting particle with best
fitness (here minimum) in the small world neighbourhood of the kth particle

8. Update the previous small world best fitness with the current value of SW
Nbestk if it is minimum. Also, update previous position of the best small world
particle with the current one ~XSW Nbestk

9. Update velocity of the particle using Eq. 2

~V 0k ¼ xVk þ C1R1 ~XPbestk �~Xk

� �
þ C2R2 ~XSW Nbestk �~Xk

� �
ð2Þ

where, x is inertia weight, C1 and C2 are acceleration constant; R1 and R2 are
random numbers uniformly generated from the interval [0,1]
10. If ~X0ke½zmin

i ; zmax
i � If ~X0k\zmin

i then ~X0k ¼ zmin
i =2 else if ~X0k [ zmax

i then
~X0k ¼ zmax

i =2;
11. Update the position of the particle using Eq. 3

~X0k ¼ ~Xk þ ~V 0k ð3Þ

12. Compute the fitness of the updated particle
13. Increment the fitness counter fes = fex ? NP.

3 Experimental Results

Performance of the proposed algorithm has been evaluated using five real
benchmark data sets taken from the Machine Learning repository [10].

3.1 Description of Data Sets

A Summary about the dataset is given in Table 1. Wisconsin Breast Cancer
(WBC) data contains 699 instances distributed in two categories described by nine
features of which 16 instances with the missing values are ignored. Thyroid data
set has 215 instances of patients with five features describing whether patient has
euthyroidism, hypothyroidism and hyperthyroidism (three classes). The
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Contraceptive Method Choice (CMC) dataset is a subset of the 1987 National
Indonesia Contraceptive Prevalence Survey. The objects are married women who
either were not pregnant or did not know if they were at the time of interview. The
problem involves predicting the choice of the current contraceptive method of a
woman based on her demographic and socio-economic characteristics. This dataset
contains 1,473 objects with nine attributes and three clusters. Wine data has 178
instances of three types of wine with thirteen features. Vowel data set consists of
871 patterns. There are six overlapping vowel classes and three input features.

3.2 Results

Results obtained by the proposed methodology are compared with the with
PSOAG [11]. In PSOAG particle swarm optimization with age group topology is
proposed. In order to keep population diversity during searching, particles are
divided into different age groups by their age. Age measures the search ability of
each particle in the local area. Particles in each age group can only select the ones
in a younger group or their own group. PSOAG has been shown to be effective
when compared with other swarm intelligence based techniques canonical PSO
[12], ACO [13], ABC [14], DE [15].

To fairly compare the results obtained by SWPSO with already published
results of PSOAG, simulations were done considering a swarm/population of size
of 100 (10 9 10). Population was initialized in the search space using symmetric
initialization strategy (i.e. population assumed to be uniformly distributed over the
search space). Each run of the algorithm is terminated when the number of
function evaluations (T_FEs) exceeds 1e+04. Acceleration coefficient parameter
C1 an C2 is set to 1.494. Inertia weight parameter x is set to 0.72.

Table 2 shows the mean and standard deviation (within parentheses) of clus-
tering accuracy for 20 runs for the two algorithms. Results in bold face indicate the
best ones. It is found from the results that the proposed SWPSO based clustering
algorithm gives significantly better results in terms of clustering accuracy in two
test cases (Thyroid and Vowel) and is comparable in other three (WBC, CMC and
Wine). It is to be noted that in all the test cases SWPSO algorithm gives signifi-
cantly lower values of standard deviation compared to PSOAG. The lower value of

Table 1 Description of data
sets [10]

Data set #Classes #Features Size

WBC 2 9 683
Thyroid 3 5 215
CMC 3 9 1473
Wine 3 13 178
Vowel 6 3 871
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standard deviation implies that the proposed SWPSO based clustering algorithm is
more stable.

4 Conclusions

In this paper we have proposed a new algorithm for clustering data based on small
world particle swarm optimization. To evaluate the performance of the proposed
algorithm we have tested it on five benchmark data sets. Comparative study of the
proposed algorithm with the PSOAG algorithm justifies its potentiality in terms of
both clustering accuracy and stability (standard deviation). In future, we plan to
compare the performance of SWPSO for data clustering with some more existing
algorithms and by using different validity criteria as fitness measure.
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Fast Marching Method to Study
Traveltime Responses of Three
Dimensional Numerical Models
of Subsurface

C. Kumbhakar, A. Joshi and Pushpa Kumari

Abstract Fast Marching Method is an efficient numerical technique for estimation
and tracking monotonically advancing interfaces such as wavefronts. The method
works by addressing the theory of viscosity solutions for Hamilton–Jacobi equa-
tions, entropy conditions for propagating interfaces and narrow band technique for
recovering shapes from images. The entropy conditions constrain the method to
give first arrival wavefronts and make the algorithms based on this method stable
in heterogeneous media. The use of narrow band approach makes the method
extremely fast in computation. This method has a wide range of applications
including computation of wavefronts in seismology, photolithographic develop-
ments in microchip manufacturing, problems of search and optimal path planning
and many other areas such as graphics and medical imaging. This paper presents
Fast Marching Method in context of solving Eikonal equation in three dimensions
and its utilization to obtain traveltime responses of a variety of numerical models
of subsurface. Study of patterns of such traveltime responses gives a compre-
hensive idea about anomalous geological structure present in the Earth’s
subsurface.

Keywords Fast marching method � Seismic tomography � Entropy � Viscosity �
Binary tree

1 Introduction

Prediction of seismic ray paths between two points in a medium with lateral
velocity variation is required in many application of seismology including body
wave tomography, earthquake relocation and migration of reflection data.
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Accurate prediction of seismic ray paths between two points in heterogeneous
media is one of the challenging problems in seismology. The difficulty of com-
puting such ray paths arises from the non-linear relationship between velocity and
ray path geometry.

Over the past few decades, the growing demand of accurate and fast compu-
tation of seismic ray paths has spawned a number of ray based and grid based
techniques. The conventional method for predicting source receiver ray path has
been ray tracing [1–3]. In this method trajectory of ray paths between two points
are directly computed. This approach is highly accurate and efficient in homo-
geneous or mildly heterogeneous. However in a heterogeneous medium the ray
tracing method often fail to converge to a true ray path and does not give guarantee
as to whether ray path is for first arrival seismic energy or for multiples.

A number of methods based on grid base numerical techniques developed
addressing the same problems in the early 1990s. Some of these are three
dimensional finite difference method [4], two dimensional explicit finite difference
method [5] and three dimensional explicit finite difference method [6]. Popovici
[6] showed the problem of instability in his method. Schneider [7] reduces the
problem of instability and devised a three dimensional robust finite difference
technique. However the use of finite difference methods solves the problem of
locating ray paths for first arrival seismic energy often in heterogeneous media but
again there is no guarantee that the solutions give the first arrivals in a medium
with steep velocity gradients [8]. Aside from the problem of computing first
arrivals, the problem of stability of algorithms based on conventional numerical
schemes in highly heterogeneous media becomes a question [9].

At its core, the problem of locating the first arrival seismic ray path is equiv-
alent to tracking an interface propagating with a velocity normal to itself. Fast
marching method originally developed in the field of computational mathematics
is highly efficient and accurate technique that deals with the problem of evolution
of interfaces in heterogeneous media. Developments of the method can be traced
back to the starting work of Sethian [10] on numerical methods for propagating
fronts which lead to the development of level set methods [11], and finally to Fast
Marching Method [12, 13]. This method is based on construction of entropy-
satisfying weak solutions (or viscous limit solution) of Hamilton–Jacobi equation
by using numerical schemes borrowed from the techniques of hyperbolic con-
servation law. Coupling work on entropy and viscosity conditions are used in the
method to obtain the weak solutions which allow the algorithms based on this
method to remain stable in heterogeneous media by dealing accurately and
robustly with all kinds of topological changes in the propagating interfaces.
Entropy conditions constrain the method to give first arrival solution and the use of
narrow band approach, as given in [9], makes the algorithms extremely fast in
computation.

Fast Marching Method has been used extensively in seismic imaging of crust
and lithosphere in the recent past [14–17]. Aside from the use in seismic imaging
the method has been used in a variety of applications including photolithographic
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development [18], Problems of search and optimal path planning [19–21] and
graphics and medical imaging [22–24].

The knowledge of approximate model close to the actual model of subsurface
of a region is essential in seismic tomography to obtain actual figure of subsurface
of that region. Choosing such model of subsurface of a region, particularly in a
new region where no work related to subsurface structure has been done is a
common problem in seismic tomography. To solve this problem accurately, it is
essential to have accurate knowledge of traveltime responses of different models of
subsurface. This paper presents the basics of Fast Marching Method and its uti-
lization to obtain the traveltime responses of various numerical models simulating
different geological models and their studies.

If it is possible to obtain contours of traveltime from the data recorded in a
network of seismographs installed in a region of earth then the contours of dif-
ferent numerical model can be utilised to check for matching with that of observed
responses. The matching of the observed response with possible responses of
different numerical models may serves as a good idea to choose the approximate
model of subsurface.

2 Fast Marching Method

Hamilton–Jacobi equation or Eikonal equation for the propagation of seismic
P-waves in an isotropic medium can be written as [25]:

Tj j ¼ S ð1Þ

where, S(x, y, z) is slowness function and T (x, y, z) is a time function called the
Eikonal. When T is constant it describes the surface of constant phase (wave-
fronts). The simplest form of upwind difference scheme for Eq. (1) which takes
care of entropy and viscosity is given as [9]:

max D�xT ;�DþxT ; 0ð Þ2

þmax D�yT;�DþYT ; 0ð Þ2

þmax D�zT ;�DþzT ; 0ð Þ2

2
64

3
75

1=2

i;j;k

¼ Si;j;k ð2Þ

where, i, j and k denotes the grid points in any orthogonal Cartesian co-ordinate
system (x, y, z) and D denotes standard finite difference operators, as for illus-
tration in the x-direction they are:

D�xTi;j;k ¼
Ti;j;k � Ti�1;j;k

Dx
DþxTi;j;k ¼

Tiþ1;j;k � Ti;j;k

Dx
;

where, Dx is the grid spacing in x direction. Equation (2) is upwind scheme [9] in
terms that it allows to choose the grid points which respect the direction of flow of
information. Intuitively upwind means that if a wavefront progresses from left to
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right, one should use a difference scheme that reaches upwind to the left to collect
information to construct solutions downwind to the right.

2.1 General Solution of Upwind Difference Scheme

The general solution of Eq. (2) in Cartesian co-ordinates with regular grids can be
obtained by considering all the eight quadrants with respect to the grid point where
the value is to be computed. The first order general solution to that grid point for
traveltime in any quadrant can be written as:

T ¼ b þ
ffiffiffi
c
p

a
ð3Þ

where,

a ¼ Cx

Dx2
þ Cy

Dy2
þ Cz

Dz2

b ¼ CxTx

Dx2
þ CyTy

Dy2
þ CzTz

Dz2

c ¼ S2a� CxCy

Dx2Dy2
Tx � Ty

� ffi2þ CyCz

Dy2Dz2
Ty � Tz

� ffi2þ CzCx

Dz2Dx2
Tz � Txð Þ2

In the above equation Cx, Cy, Cz and Tx, Ty, Tz are the coefficients of the grid
points and traveltimes to the grid points respectively, in x, y, and z directions
separated by Dx, Dy and Dz with respect to the grid point where value is to be
computed. The value of coefficient of any grid is one; if and only if the computed
wavefront has already passed through that grid point, and in any other cases it is
zero. Since there will be one traveltime value for the unknown grid point computed
from one quadrant and there can be a maximum of eight quadrants so there will be
a maximum of eight possible solutions for traveltime. Out of all possible solutions
the smallest one would be the correct solution for the unknown grid point.

2.2 Implementation of Narrow Band Technique

The upwind difference equation has the property of direction of flow of infor-
mation or the property of entropy that it always computes the traveltime from
smaller value to larger value and never from larger to smaller. To explain this a
two dimensional schematic diagram of grid points is shown in Fig. 1, where at
certain time of computation the position of a wavefront is shown by dark grey and
black grid points in which dark grid point is having minimum traveltime value
compared to the traveltime values of all the grid points in the wavefront. All the
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grid points in the wavefronts are tagged as Close points, all the grid points (light
grey grid points) through which wavefront has passed are tagged as Alive points
and all the grid points (white grid points) where traveltime has not been computed
are tagged as Far points. The narrow band evolved in downwind fashion by
finding the Close point with minimum traveltime (which is true first-arrival
traveltime), tagging it as Alive, updating any adjacent Close points and computing
for the first time any adjacent Far points using Eq. (3). If Far point is computed it
is tagged as Close. Using this technique the shape of narrow band approximates
the shape of first arrival wavefront. Choosing the Close point with minimum
traveltime means that causality is satisfied. Use of binary mini heap sorting to
locate the global minimum within narrow band decreases the computation time
significantly and makes this method very fast. If there are N total grid points in the
grids and NB is the maximum number of points in the narrow band, then using the
mini heap sorting the scheme solves the problem in N log(NB) operations [8].

2.3 Role of Entropy in Fast Marching Method

Seismic waves during propagation through heterogeneous media often self-intersect
and form swallowtails as shown in Fig. 2, where first arrival wavefronts contain
kinks or singular points which are normally spanned by later arriving wavefronts.
In such situation the gradient term in the Eikonal equation becomes multi-valued
which can lead to the instability of numerical schemes that do not respect the
singular points in traveltime fields. To deal accurately and robustly with such
situation, it is important to apply a condition in numerical scheme of wave
propagation that discards traveltimes from both sides of discontinuities as well
later arrival wavefronts in computing future wavefronts. The upwind numerical
scheme with entropy conditions serves both the purposes by constructing weak
solutions to proceed past the singular points.

Fig. 1 Narrow band or wavefront evolution technique. Light gray grid points are Alive points,
black and dark grey grid points are Close points in which dark grey grid point is having minimum
traveltime and white points are Far points. The upwind side contains all the Alive grid points and
downwind side contains all the Far grid points
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The entropy conditions for propagating wavefront may be stated as: once a
wavefront passes through a region it will never come into the same region again.
Application of such entropy condition decreases the total variation of fronts. A
comprehensive analysis of application of such entropy condition can be found in
[9]. Since fast marching method uses entropy satisfying upwind difference scheme,
hence the method gives first arrival stable solution in heterogeneous media.

3 Numerical Case Studies

The Fast marching method has been used in a variety of numerical models, sim-
ulating different artificial geological models, to compute the traveltime responses.
The traveltime contours for these models are plotted correspondingly to study their
patterns. It is to be noted that traveltime contours were computed keeping source
within the symmetric positions of the models for better study however the same
kind of study can be done for the source position anywhere within the model. It is
also to be noted that although the traveltime computations were done in three
dimensions but for the sake of discussion only two dimensional sections have been
plotted.

3.1 Study of Head Waves

The aim of this numerical experiment is to show that beyond the crossover dis-
tance the first arrivals are critically refracted head waves and hence to justify that
the solutions give the first arrival waves. For this the model parameters are given in
Table 1. With these parameters the Fast Marching Method was imposed and the
results were obtained. A portion of vertical section of the wavefronts through the
source is shown in Fig. 3.

From the considered model parameters, the critical offset is 54.82 km which is
marked by yellow line. It can be observed that beyond the critical offset head
waves starts generating. The crossover distance from the model parameters is
211.5 km. From the figure it is clear that it is the first offset where the head waves
come first. It can also be observed that beyond this distance all are head waves

(a) (b)Fig. 2 The wavefronts with
dotted line is initial wavefront
with discontinuities.
Swallowtail formation is
shown by solid line (a); first
arrival wavefront is shown by
solid line (b)
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which are coming to the surface. This is possible only when the algorithm based on
Fast Marching Method gives first arrival solution. This statement is further sup-
ported by the fact that all the head waves are parallel and their angle with vertical
axis is critical angle which in turn means that, among all the head waves, the
critically refracted head waves are coming to the surface. As we know that crit-
ically refracted head waves are the first wave among any other head waves so it
again justifies that the solution gives first arrivals.

3.2 Study of Anticline and Syncline Folds

In this case the traveltime contours for anticline and syncline folds as shown in
Fig. 4 are obtained and discussed. The parameters for the model considered are
given in Table 2.

The traveltime contours for the numerical model defined in Table 2 for source
positions at (50, 50, 1) km and (100, 50, 1) km are obtained using Fast Marching
Method for the same model with and without applying dip in the Y-direction
which is the direction of strike. The contours are shown in Fig. 5a–d.

Table 1 Model parameters
to study head waves

Parameters Values

Model dimension (500, 20, 350) km
Number of grid points (251, 11, 176)
Grid spacing (2, 2, 2) km
Source position (20, 10, 350) km
Medium velocity 4 km/s in upper layer

7 km/s in lower layer
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Fig. 3 A portion of vertical slice of the wavefronts through the source; illustrating that beyond
the crossover distance it is the critically refracted head waves that are the first arrivals. The red
lines in the figure are the ray paths for critically refracted head waves. The white line indicates the
boundary separating two media and the yellow lines are normals at the boundary at different
position shown in the figure. The longest yellow line marks the critical offset along X-axis. The
time interval between two successive wavefronts is 3 s
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Figure 5a and b are obtained without applying dip in the Y-direction in the
model. Figure 5a is obtained when the source is at (50, 50, 1) km; either when
source lies below the anticline structure. Figure 5b is obtained when the source is
at (100, 50, 1) km; either when source lies below the syncline structure. From the
observation of these two it is clear that contours are elliptical in shape with major
axis along strike direction in case of anticline structure and along dip direction in
case of syncline structure. Further it can be observed that the spacing between
adjacent contours increases in the dip direction in case of anticline structure and
decreases in the same direction in case of syncline structure. Thus it is observed
that the shape of traveltime contours is different for anticline and syncline folds.

Figure 5c and d are obtained when a dip of amount 6.7� is applied in the
Y-direction of the model. Figure 5c is for anticline structure and Fig. 5d is for
syncline structure. It is observed from both the figures that due to application of
dip in the direction of positive Y-axis the spacing between adjacent contours
decreases in the same direction for anticline and syncline structures. Thus it is
observed that due to change of understructure the traveltime contours change
symmetrically for anticline and syncline folds. The anomalous behavior of con-
tours on the upper portion of Fig. 5c, d is due to appearance of head waves.

3.3 Study of Faults

In this section, we present a numerical study of two types of faults, a normal fault
and a Graben-Horst type of faults. The model parameters for model dimensions,
number of grid points and grid spacing for both types of faults are same as given in
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Fig. 4 Anticline and syncline model; in one case the Y-direction is considered without dip and
in another case the Y-direction is considered with a dip of 6.7�. Direction of strike is along Y-axis
in the model

Table 2 Model parameters
to study anticline and
syncline folds

Parameters Values

Model dimension (150, 100, 25) km
Number of grid points (151, 101, 26)
Grid spacing (1, 1, 1) km
Source position (50, 50, 1) km and (100, 50, 1) km
Medium velocity As shown in Fig. 3
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Table 2. The vertical section of velocity structure for both normal fault and Graben
and Horst types of faults are shown in Fig. 6a and c respectively. Traveltime
responses for both types of fault are obtained using Fast Marching Method keeping
the source at (100, 50, 1) km in case of normal fault and at (75, 50, 1) km in case
of Graben-Horst type of fault, as shown in Fig. 6b and d respectively. Contours of
traveltimes in Fig. 6b for both normal fault and in Fig. 6d for Graben-Horst type of
fault clearly simulate the position of faults considered in the models; hence these
kinds of approaches can be utilized to identify the position of real fault of actual
earth.

4 Conclusions

The first marching method is an efficient tool to obtain accurate traveltime
responses of heterogeneous media. The efficiency lies in the fact that it gives
guarantee for first arrival solutions because it addresses the entropy conditions for
propagating wavefronts; it is stable because it approximates the discontinuity of
traveltime field with weak solution; and it is computationally fast because it uti-
lizes the narrow band technique with heap sorting.
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Fig. 5 The computed traveltime contours; a when source is at (50, 50, 1) km and b when source
is at (100, 50, 1) km obtained using the model in Fig. 3 without applying dip in the Y-direction.
The computed traveltime contours; c when source is at (50, 50, 1) km and d when source is at
(100, 50, 1) km obtained using the model in Fig. 4 after applying dip of 6.7� in the Y-direction
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The identification of nature of geological structures of a region is essential in
tomographic problems in seismology. This study gives the comprehensive idea
about traveltime contours associated with different geological models. The trav-
eltime contours of different geological models can be compared with the travel-
time contours derived from traveltime record from a seismic network in a region of
earth to understand the approximate nature of geological structure of that region.
The head waves which are extremely useful for locating of thin layer are handled
by this method which is one of the biggest advantages of this method.
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A Heuristic for Permutation Flowshop
Scheduling to Minimize Makespan

Deepak Gupta, Kewal Krishan Nailwal and Sameer Sharma

Abstract As the problem related to minimizing makespan as objective is NP-hard
for more than two machines in flowshop scheduling, therefore need for heuristics
have been felt to yield optimal or near optimal solutions in polynomial time. In the
present paper, we propose an alternative heuristic algorithm which is compared
with the benchmark Palmer’s, CDS and NEH algorithm for the processing of
n-jobs through m-machines. The proposed heuristic gives solution for solving
n-job and m-machine flowshop scheduling problem with minimizing makespan as
criteria. Comparisons have been made for tested instances.

Keywords Flowshop � Scheduling � Makespan � Processing

1 Introduction

Scheduling is a decision-making process that is used on a regular basis in many
manufacturing and services industries. It deals with the allocation of resources to
tasks over given time periods and its goal is to optimize one or more objectives [25].
In the flowshop scheduling problem, n-jobs have to be processed through
m-machines and is typically a combinatorial optimization problem with same
technological route for each job. In the flow shop problem there are n-factorial

D. Gupta (&)
M. M. University, Mullana, Ambala, Haryana, India
e-mail: guptadeepak2003@yahoo.co.in

K. K. Nailwal
A. P. J. College of Fine Arts, Jalandhar, Punjab, India
e-mail: kk_nailwal@yahoo.co.in

S. Sharma
D. A. V. College, Jalandhar, Punjab, India
e-mail: samsharma31@yahoo.com

M. Pant et al. (eds.), Proceedings of the Third International Conference on Soft
Computing for Problem Solving, Advances in Intelligent Systems and Computing 259,
DOI: 10.1007/978-81-322-1768-8_38, � Springer India 2014

423



different job sequences possible for each machine, and therefore n!ð Þm possible
different schedules. It is very difficult to find the effectiveness measure of all the
sequences which are ðn!Þm (a large number) and select one most suitable sequence
which optimizes the required performance measure [1]. The performance measure
makespan is defined as the total completion time when the set of all jobs finish
processing on all the machines. If a schedule is such that the order in which the jobs go
through the first machine is maintained throughout the system is called a permutation
schedule and this problem minimizing makespan is denoted by Fm/prmu/Cmax.

In the present paper, we present an efficient heuristic for solving n-job, m-
machine flowshop scheduling problem with the criteria of minimizing makespan.
Our heuristic also improves upon the benchmark heuristic (Palmer, CDS, NEH) in
view of the number of alternatives for jobs processing on machines keeping
makespan minimum. The remaining paper is organized as follows: in Sect. 2 we
provide the review of literature, Sect. 3 gives the assumptions and notations,
Sect. 4 explains the proposed heuristic algorithm, Sect. 5 illustrates the numerical,
Sect. 6 gives the comparison of the proposed heuristic algorithm with Palmer’s,
CDS and NEH algorithm and finally, Sect. 7 presents the conclusion.

2 Literature Review

The objective of classical flowshop problems in scheduling is mainly the minimi-
zation of makespan. The notation for n-job, m-machine flowshop problem with
objective as minimizing makespan is firstly given by Conway et al. [6]. The term
permutation flowshop was coined by Pinedo [25]. Thus, the permutation flowshop
scheduling problem with makespan as criteria is denoted by Fm/prmu/Cmax. With
the algorithm of Johnson [15] F2/prmu/Cmax can be solved in polynomial time. But,
it was proved later that Fm/prmu/Cmax is strongly NP-hard for m[2; see e.g. Garey
et al. [9]. Also, Johnson algorithm for three machine problem is based on some
assumptions made on the processing time of various jobs on machines. Therefore,
there became a search by many researcher so as to find the optimal solution for
general problem of n-job, m-machine. Palmer [23] proposed a algorithm for n-job,
m-machine by calculating job priority function named as slope index to give pri-
orities to the jobs to move from one machine to another and then arranging them in
the descending order of their slope index. The literature reveals that Palmer’s
heuristic approach is based on Page [22] analogy between scheduling and sorting
problems. Bonney and Gundry [3] used two slope indices for each job. A simple
heuristic was proposed by Campbell et al. [4], which is based on the Johnson
algorithm and is popularly known as CDS heuristic. The RA heuristic of
Dannenbring [7] gave two neighborhood schemes for improved solutions using
Johnson algorithm and attempts to combine the advantages of both Palmer and CDS
heuristic. Also, King and Spachis [18] evaluated the performance of some earlier
heuristic in literature. An improved functional heuristic was developed by Gupta
[12, 13]. The algorithm based on the priority to be given to jobs with large total
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processing time was proposed by Nawaz et al. [20] (also known as NEH). Talliard
[29] gave 260 problems which are considered the benchmark problems in basic
scheduling and NEH heuristic performs well for these problems. Also, Park et al.
[24] concluded that NEH outperforms significant heuristics in literature. An
excellent review and classification of heuristics for permutation flowshop sched-
uling with makespan objective can be seen in the paper of Framinan et al. [8]. This
paper establishes a general framework in which the existing heuristics can be fitted.
Some other reviews include [11, 28]. Chakraborty and Laha [5] gave a modified
NEH heuristic algorithm for n-job, m-machine scheduling problem and has the
same complexity as that of NEH. Kalczynski and Kamburowski [16] defends that
NEH is the best heuristic comparing its results with the metaheuristics. Kalczynski
and Kamburowski [17] proposed an improved NEH heuristic based on the concept
of Johnson’s algorithm. In literature moving from simple heuristics to exact solu-
tion include Ignall and Scharge [14] which developed branch and bound technique
for minimizing makespan in 3-machine scheduling problem and was independently
given by Lomnicki [19]. Also, Bestwick and Hastings [2] gave new bound pro-
cedures with the introduction of the concept of dummy operations. The other
include tabu search [10, 21], genetic algorithm [27], and ant colony algorithms [26].

3 Assumptions and Notations

The proposed algorithm is based on the assumptions: (1) All the jobs and machines
are available at the beginning of the processing. (2) Pre-emption of jobs is not
allowed. (3) Machines never breakdown and are available throughout the sched-
uling process. (4) All processing times of the machines are deterministic, finite and
independent of sequence of the jobs to be processed. (5) Each job is processed
through each of the machine once and only once. A job is not available to the next
machine until and unless processing on the current machine is completed. (6)
Setup times are sequence independent and are included in the processing times or
otherwise can be ignored. (7) An infinite in-process storage buffer is assumed. If a
given job needs an unavailable machine then it joins a queue of unlimited size
waiting for that machine.

Given n-jobs Ji(1 B i B n), these are to be processed on m-machines
Mj(1 B j B m) in the same technological order, which minimizes the makespan
Cmax. The processing time of the job Ji on the machine Mj is denoted by ai,j.

4 Algorithm

The proposed heuristic algorithm is a constructive method which improves per-
formance at each stage, thus building the n-job sequence giving minimum
makespan. The proposed heuristic algorithm is explained as:
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1. For each job Ji, calculate the total processing time Ti as given by the expression

Ti ¼
Pm
j¼1

ai;j

2. Arrange the jobs in a list according to decreasing values of Ti.
3. If number of jobs is even, go to step 4. and if odd go to step 5.
4. If the number of jobs i.e. n = even (2p say), then divide the list into two partial

sequences having equal number of p-jobs each i.e. {J1, J2,…Jp/2} and
{Jp/2+1, Jp/2+2, …J2p}. Calculate the value of Cmax for all the p partial
sequences of jobs in both the groups. Take the sequence of jobs having mini-
mum value of Cmax from both the partial sequences. Now, we have at least two
sequences (in case of tie) otherwise one sequence with minimum value of Cmax

from each of the partial sequences. In case of tie we have to consider both the
sequence of jobs. Make all the permutations of jobs with above two partial
sequences with the restriction that the relative positions of the jobs in any
partial sequence is not altered in any later sequence for a particular group. Take
the sequence having minimum value of Cmax. This sequence of jobs will have
the total minimum makespan.

5. If the number of jobs i.e. n = odd (2p ? 1), then divide the list into two partial
sequences containing p-jobs each as {J1, J2,…Jp} and {Jp+2, Jp+3,…, J2p+1},
leaving the middle job i.e. Jp+1. Calculate the value of Cmax for all the p partial
sequences of jobs in both the groups. Take the sequence of jobs having mini-
mum value of Cmax from both the partial sequences. Now, we have at least two
sequences (in case of tie) otherwise one sequence with minimum value of Cmax

from each of the partial sequences. In case of tie we have to consider both the
sequence of jobs. Make all the permutations of jobs with above two partial
sequences with the restriction that the relative position of the jobs in any partial
sequence is not altered in any later sequence for a particular group. Take the
sequence(s) having minimum Cmax value. Now, insert the job Jp+1 in all pos-
sible ways in this sequence. Take the sequence(s) having minimum Cmax value.
This sequence(s) of jobs will have the total minimum makespan.

6. Store the results obtained in step 4 or step 5 according as n is even or odd.

5 Numerical Illustration

To evaluate the proposed algorithm two numerical illustrations are given for n
(even and odd).

When n is even: Consider the following 4-job and 5-machine problem. For four
jobs, the Ti values are shown in Table 1.

The sequence of jobs in list according to decreasing values of Ti is (J2,J3,J1,J4).
Divide the list into two groups giving two partial sequences having equal number
of jobs namely (J2,J3) and (J1,J4). Calculate the value of Cmax for each of the
partial schedule. Note Cmax = 38 for the partial schedule (J3,J2) in the first group.
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Similarly, Cmax = 32 for the partial schedule (J1,J4). Now, make all the possible
arrangements with partial schedules (J3, J2) and (J1, J4) keeping the job J3 always
before the job J2, job J1 before the job J4 i.e. the relative position of jobs remains
unaltered for a particular group in the arrangement. The possible arrangements
with this restriction will give the six sequences (in case of partial schedule con-
taining two jobs each) namely (J3,J2,J1,J4), (J3,J1,J2,J4), (J3,J1,J4,J2), (J1,J4,J3,J2),
(J1,J3,J4,J2), (J1,J3,J2,J4). The sequence (J1,J3,J4,J2) and (J1,J3,J2,J4) gives the
minimum value of Cmax = 51. Hence, the proposed algorithm yields two alternate
schedules with minimum makespan.

When n is odd: Consider the following 5-job and 3-machine problem. For four
jobs, the Ti values are shown in Table 2.

The sequence of jobs in list according to decreasing values of Ti is
(J2,J5,J3,J4,J1) [one may take (J2,J5,J4,J3,J1) sequence also as Ti is same for the job
J3 and J4]. Divide the work content list into two groups giving two partial
sequences namely (J2,J5) and (J4,J1) leaving the middle job J3. Calculate the value
of Cmax for each of the partial schedule. Note minimum Cmax = 32 for the partial
schedule (J2,J5). Similarly, minimum Cmax = 22 for the partial schedule (J4,J1).
Now, make all the possible arrangements with partial schedules (J2,J5) and (J4,J1)
keeping the job J2 always before the job J5, job J4 before the job J1 i.e. the relative
position of jobs remains unaltered for a particular group in the arrangement. The
possible arrangements with this restriction will give the six sequences namely
(J2,J5,J4,J1), (J2,J4,J5,J1), (J2,J4,J1,J5), (J4,J1,J2,J5), (J4,J2,J1,J5), (J4,J2,J5,J1). The
sequences (J2,J5,J4,J1), (J2,J4,J5,J1) and (J4,J2,J5,J1) gives the minimum value of
Cmax = 42. Now insert the job J3 at all the possible locations in the partial
sequences (J2,J5,J4,J1), (J2,J4,J5,J1) and (J4,J2,J5,J1). The job J3 is permanently
placed at the location where it yields minimum value of Cmax. The sequences
obtained with minimum value of Cmax = 48 namely (J3,J2,J5,J4,J1),

Table 1 Calculation for Ti

values
Job Ji Machine Mj Ti

M1 M2 M3 M4 M5

J1 7 5 2 3 9 26
J2 6 6 4 5 10 31
J3 5 4 5 6 8 28
J4 8 3 3 2 6 22

Table 2 Calculation for Ti

values
Job Ji Machine Mj Ti

M1 M2 M3

J1 8 5 2 15
J2 10 6 9 25
J3 6 2 8 16
J4 7 3 6 16
J5 10 4 7 21
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(J2,J3,J5,J4,J1), (J2,J5,J3,J4,J1), (J2,J3,J4,J5,J1), (J2,J5,J4,J3,J1), (J2,J4,J3,J5,J1),
(J2,J4,J5,J3,J1), (J3,J2,J4,J5,J1), (J3,J4,J2,J5,J1), (J4,J3,J2,J5,J1). Hence, the proposed
algorithm yields ten alternate schedules with minimum makespan.

6 Comparisons with Benchmark Heuristics

The proposed heuristic is compared with well established heuristics known so far.
These heuristic algorithms are: Palmer’s, CDS and NEH heuristic. The results
obtained with the proposed heuristic and with established heuristics are shown in
Table 3.

6.1 Palmer’s Heuristic

Historically, the first of heuristic approaches ranking the jobs according to their
processing times is due to Palmer [23]. He specified a job priority function named
‘slope index’. This heuristic consists of two steps as follows:

Step 1: Compute slope Ai for job Ji as Ai ¼ �
Pm
j¼1

m� 2j� 1ð Þf gai;j

Step 2: Ordering the jobs in the sequence based on descending order of Ai values
gives the minimum makespan.

6.2 CDS Heuristic

Campbell, Dudek and Smith (CDS) heuristic algorithm uses Johnson rule for
minimizing makespan in a deterministic flowshop problem. The CDS heuristic
algorithm simply converts a given n-job, m-machine problem (m [ 2) into k
number of 2-machine, n-job sub-problems, where k = m - 1. Each sub-problem

Table 3 Comparative results

S.
No.

No. of jobs
(i)

No. of machines
(j)

Makespan/No. of alternatives

Palmer’s
heuristic

CDS
heuristic

NEH
heuristic

Proposed
heuristic

1 5 3 48/02 48/01 48/02 48/10
2 4 3 26/02 26/01 26/03 26/03
3 4 4 33/01 31/01 31/01 31/01
4 4 5 53/01 51/01 51/02 51/02
5 7 7 71/01 65/01 65/01 65/02
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is solved using Johnson rule for Cmax. The sequence of the sub-problem which
yields minimum value of Cmax after applying Johnson rule is selected for sched-
uling jobs on the machines.

6.3 NEH Heuristic

Nawaz, Enscor and Ham (NEH) algorithm constructs the sequence of jobs in
iterative manner. The total processing times Ti is calculated using the expression

Ti ¼
Pm
j¼1

ai;j. The jobs are then arranged in decreasing order of the values of Ti.

Calculate Cmax for each of the different arrangement of these two jobs. The
arrangement of jobs having small value of Cmax is selected for subsequent itera-
tion. Then, next job from the list is chosen. This job is alternatively placed at all
possible locations in the partial sequence. This job is permanently placed at the
position where it yields lowest value of Cmax for the partial schedule. Similarly,
next job from the list is chosen, and placed one by one at all possible positions of
the partial sequence to find Cmax value of the partial sequence. This job is placed
permanently at the position where partial sequence has minimum Cmax value. This
process is continued till all jobs from the list are covered, thus giving the final
sequence of jobs with minimum makespan.

Tested Problems:
(1)

Ji\Mj M1 M2 M3

J1 8 5 2
J2 10 6 9
J3 6 2 8
J4 7 3 6
J5 10 4 7

(2)

Ji\Mj M1 M2 M3

J1 6 5 4
J2 8 1 4
J3 3 5 4
J4 4 4 2
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(3)

Ji\Mj M1 M2 M3 M4

J1 4 3 7 2
J2 3 7 8 5
J3 1 2 4 3
J4 3 4 3 7

(4)

Ji\Mj M1 M2 M3 M4 M5

J1 7 5 2 3 9
J2 6 6 4 5 10
J3 5 4 5 6 8
J4 8 3 3 2 6

(5)

Ji\Mj M1 M2 M3 M4 M5 M6 M7

J1 3 5 7 1 6 9 4
J2 2 5 8 1 6 7 9
J3 4 8 1 6 7 9 1
J4 5 7 6 1 8 4 3
J5 1 2 8 4 6 7 4
J6 3 5 4 6 8 1 2
J7 5 2 8 4 6 3 2

7 Conclusion

It is clear from Table 3 showing comparative results of the proposed heuristic with
the benchmark heuristics that the makespan calculated from the proposed heuristic
algorithm is either less or equals to the makespan calculated by other heuristic
algorithms. Also, the proposed heuristic wins in the number of alternative
sequences which optimizes the makespan. Hence, the proposed heuristic algorithm
is an efficient alternative to Palmer’s, CDS and NEH heuristic algorithms.
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A Survey on Web Information Retrieval
Inside Fuzzy Framework

Shruti Kohli and Ankit Gupta

Abstract With the emergence of web as one of the primary mode of information
sharing and searching, it is a challenge posed to the researchers and developers to
design the information retrieval system which can effectively and efficiently
returns the query result as per user’s requirement. This survey paper tends to find
out some challenges posed by information retrieval and how the concept of fuzzy
helps to solve those challenges.

Keywords Fuzzy logic � Web intelligence � Information retrieval

1 Introduction

Since its inception in early 1960s, Internet has come down a long way. What
started as a defense research project now has become a necessity of life. After the
introduction of world wide web (popularly known as WWW) by its creator Tim
Berner Lee in 1990s, it has dominated the Internet. The WWW has revolutionized
the way we gather, process and use information. It has reforms the way how we
handle daily aspects of our life like business, education, commerce etc. [1]. Now a
days, the indexed web contains approximately 12.6 billion web pages with close to
3.5 billion internet users [2, 3]. In 2009, more than 1.6 trillion searches were made
by the user globally. According to a report by Mckinsey and company, overall
search value while using internet is estimated at around $780 billion [4].
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In the year 2000, a new term Web Intelligence was coined by Zhong et al. [1]
who described Web Intelligence as a ‘‘new direction for scientific research and
development to explore the fundamental roles as well as practical impacts of
Artificial Intelligence and advanced information technology on the next generation
of web empowered products systems and services and activities’’. Some key
domains of Web intelligence are web prediction, Web mining, Web prefetching,
Semantic web, Information retrieval etc. (Fig. 1). These five domains of web
intelligence, although responsible for different areas of functioning, work together
for a better overall experience for the end user.

Some survey papers, [5–9], have already been presented in the past for web
mining and web prediction domain but they had very little reference of Infor-
mation Retrieval domain of Web intelligence. Kobayashi and Takeda [8] has
written excellently on Information retrieval on the web but their work was mainly
focused on growth of internet and different technologies used for Information
Retrieval besides this, the paper was published when the web was in its primitive
stage. This survey paper has been written while keeping in mind the Information
Retrieval domain of Web Intelligence.

The rest of the paper is organized as follows: Sect. 2 of this paper describes the
basic fundamentals, challenges of Information retrieval, Sect. 3 describes different
soft computing methodologies used for information retrieval, Sect. 4 describes
different fuzzy logic techniques used for effective and smooth retrieval of infor-
mation and Sect. 5 concludes this paper.

2 Information Retrieval (IR)

Information Retrieval is a way to access information available on the internet,
intranet, databases and data repositories. An Information Retrieval system takes a
user’s query as input and returns a set of documents sorted by their relevance to the

Web
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Web
Prefetching

Information
Retrieval

Semantic
Web

Web
Mining

Web 
Intelligence

Technique aimed at 
reducing user perceived 

latency

Discovering patterns 
to foresee
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Allow a 
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framework 
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Extraction of 
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from the web 

Way of 
accessing 

web information 

Fig. 1 Web intelligence
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query. IR system are usually based on the segmentation of documents and queries
into index terms and their relevance is computed according to the index terms they
have in common as well as according to other information such as the charac-
teristics of the documents(e.g. number of words, hyperlinks between papers or
bibliographic reference) or some probabilistic information [10].

2.1 Information Retrieval: An Introduction

An Information Retrieval model typically consists of four small module [7, 8]:

1. Indexing: Described as ‘‘Generation of Document representation’’. An Index
term is a collection of terms with pointers to places where information about the
document can be found. Four approaches to indexing documents on the web are
(i) Human or manual indexing, (ii) Automatic Indexing, (iii) Intelligent or agent
based indexing, (iv) Metadata, RDF and Annotation based indexing

2. Querying: Expression of user preferences through natural language or terms
connected by logical operators

3. Evaluation: Performance of matching between user query and document
representation,

4. User Profile construction: Storage of terms representing user preferences,
specially to enhance the system retrieval in future accesses by the user.

Formally, an Information Retrieval system based on the conventional fuzzy set
model can be defined as quadruple \T, Q, D, F[ [11] where,

1-T represents set of index terms which are used to represent queries and
documents,
2-Q is a set of queries that can be recognized by the system. Each query q 2 Q is a
legitimate Boolean expression composed of index terms and the logical operators
AND, OR and NOT.
3-D is a set of document, D = {d1,d2,….,dn}. Each document di 2 D is represented
by ((t1, ei1),(t2, ei2)……(tm, eim)) where eiji denotes the weight of term tj in doc-
ument di and may take any value between 0 and 1, 1 B i B n, and 1 B j B m.
These degree of strength eij of term tj in document di are determined either sub-
jectively, by the author of the document, or objectively, by some algorithmic
procedure [12].
4-F is a retrieval function

F : D X Q! 0; 1½ �;

which assigns to each pair (d,q) a number in the closed interval [0, 1]. This number
is a measure of similarity between the document d and the query q and is called the
document value for document d with respect to query q.
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A fundamental aim of any information retrieval system is to search the relevant
information from a pool of knowledge while trying to reject any non relevant
information as possible. There are two basic measures of efficiency of any
Information retrieval as follows:

Recall ¼ retrieved relevant object

total number of relevant objects
ð1Þ

Pr ecision ¼ retrieved relevant object

total number of retrieved objects
ð2Þ

There are two types of Information Retrieval systems proposed in the literature,
(i) Classical and (ii) Web Based. Following section will give a short difference
between the two.

2.2 Difference Between Classical and Web Based IR

Classical methodology of IR basically deals with the offline data of various entities
like companies, organizations etc. The advantages here are that the most of the
users of this data are familiar with the systems as most of the users are more or less
a part of the concerned entities. So most of the IR systems are based on this
approach of previous knowledge of expected query types and indexing types and
so it is relatively easy to develop models keeping above things in mind.

Problem with web based IR system is that they mostly deals with online data
retrieval and the major users of this system are those who are neither much
familiar of the data nor the system. Challenge lie here to depict the expected query
type from the inexperienced, unfamiliar users and then map it to a particular
document index.

Much research has been done to develop a classical IR system based on Fuzzy
Logic but the Research to develop Web based IR system using fuzzy is still in
early stage. This paper will try to deal with some major research work related to
Web based IR system using Fuzzy.

2.3 Challenges of Web Based Information Retrieval System

Unlike Classical Information Retrieval System, a web based Information System
faces a wide variety of challenges. These challenges can be broadly categorized
into three basic domains as follows:

(1) Data Domain: The data domain signifies the location and format character-
istics of the data. Data is distributed, heterogeneous, semi-structured and time
varying.
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(2) Information Domain: This domain specifies the nature of the data and the
corresponding information. Data is imprecise, incorrect, inconsistent and
uncertain.

(3) User Domain: This domain characterize the problems arises because of the
involvement of the users with the system. Most of the users are unfamiliar
with the system, their information needs changes frequently and most of their
search queries are based on personalized goal.

Lucarella [13], pointed out that imprecise and uncertain information comes
from three major aspects in an IR system environment including the representation
of users, queries, the representation of documents and the relevance relationship
between user’s queries and documents.

Keeping above things in mind, the IR systems are developed around the concept
of relevance [14].

3 Information Retrieval and Soft Computing

There are various Artificial Intelligence methodologies which work together to
achieve the consolidated goal of Web Intelligence. A domain of AI is Soft com-
puting having different areas like Fuzzy Logic, Artificial Neural Networks, Rough
Sets, Genetic Algorithm. These techniques are considered more flexible and less
computational demanding than the other Artificial Intelligence techniques.
According to [15], guiding principle of Soft Computing is ‘‘to exploit the tolerance
for imprecision, uncertainty, partial truth, and approximation to achieve tracta-
bility, robustness, low solution cost and better rapport with reality’’.

Fuzzy sets provide a natural framework for the process in dealing with
uncertainty. Artificial Neural Networks are widely used for modeling complex
function, and provide learning and generalization capabilities. Genetic algorithms
are efficient search and optimization tools. Rough sets help in granular and
knowledge discovery [6].

Apart from the above soft computing tools, Natural language processing and
Swarm Intelligence are relatively new areas where research is going for smooth
information retrieval. NLP is an area of AI to gather the knowledge related to
human behavior and understanding and then map these understandings to develop
new tools and techniques to make computer systems to act accordingly. Swarm
intelligence is the study of collective behavior of individuals working in a group in
a decentralized but self organized environment.

The main objective of this paper is to provide an outline of Information
Retrieval and how various Fuzzy techniques can be utilized to solve the different
problems associated with the efficient retrieval of information.
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4 Fuzzy Methodologies for Information Retrieval

Fuzzy logic has been in extensively use in the domain of Information retrieval
from the early days of Networking. It has become more relevant in today’s sce-
nario because of its inherent ability to solve the complex problems faced by
exponentially increasing size of web and web information. While the last decade
witnessed the progress in the field of Information Retrieval in form of various
retrieval mechanism introduced for a better and effective query-document mapping
targeted for static and offline data repository like company databases, institutional
databases etc., It has turned its core focus towards online/offline, dynamic and fast
growing contents. The challenges we have discussed in Sect. 2.3 clearly demon-
strates that the today’s information retrieval system needs to evolve and follow
different strategies to cope up with these newly and primitive challenges. The
concept of globalization has forced the corporate as well as academic world to go
global and so is their data and thus prompting them to convert their offline static
data into online dynamic one.

Keeping these things in mind, this paper intends to find out different method-
ologies of Information Retrieval paradigm currently in practice. This paper has
mainly taken into account the advances introduced in the literature in this field in
the last 20 years. Based on the data available we can divide last 20 years into 3
parts (i) Time ranging from 1991 to 2000, (ii) time ranging from 2001 to 2005, (iii)
Time ranging from 2006 to 2012. These methodologies have been discussed in
subsequent sections.

4.1 Fuzzy Concept Network

The term ‘‘Concept’’ refers to as a process of identification of the important
domain terms of the document. It might be considered as an extension of indexing
process. One of the earliest work describing the ‘‘concept’’ was proposed in [16]
where the author tried to extract pertinent noun groups from the documents.

This ‘‘concept’’ was further extended and proposed as Fuzzy Concept Network
in [17] for information retrieval from a knowledge base. A Fuzzy Concept Net-
work consists of nodes and directed links (Fig. 2). These nodes represent concepts
frames while the directed links represents relationships between concepts
semantically. The nodes can represent a concept or document. Real value l is
associated with the directed links, where l 2 [0,1]. This real value l reflects the
strength of the semantic association between the nodes.

With the help of this model and multi valued fuzzy logic (Modus Ponens and
Modus Tollens), authors presented FIRST: Fuzzy Information Retrieval System.

A fuzzy relations between concept network was proposed in [18], as links
between the concepts. Basically four types of relationships were proposed namely,
Fuzzy Positive Association, Fuzzy Negative Association, Fuzzy Generalization
and Fuzzy Specialization. Each member of a relation has an numeric value
between 1 and 0 associated with it that express the strength of the relationships.
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This model not only takes the directly linked concepts but traverses one or more
link to find related concepts. Besides above four relationships, another relationship
name ‘‘context relationship’’ was proposed between a concept representing a
dialogue context and the dependent relationship between two concepts.

Extended Fuzzy Concept Network was proposed in [19], consisting of nodes and
directed links. Each directed link connects two concepts or connects from a
concept ci to a document dj, based on the following condition:

ci�!
ðl;AÞ

X ð3Þ

where, A 2 P;N;G; Sf g and X 2 cj; dj

� �
and l 2 ½0; 1�:

A total of 8 Combinations of directed links are possible.
Every directed link in an extended fuzzy concept network is labeled with a pair

of values (l,FR), where l denotes the degree of relevance and FR denotes the
fuzzy relationships between the concepts and concept/document.

A more comprehensive and flexible approach was presented in [20] as Multi-
relationship Fuzzy Concept Network where instead of using single fuzzy associ-
ation between concepts and concepts/documents, a multi-relationship fuzzy
association was presented. For this approach, Eq. 3 is modified as –(l,A) is
replaced with the quadruple (\lP,P[, \lN,N[, \lG,G[, \lS,S[), where lP, lN,
lG, lS describes the fuzzy association between these concepts thus giving a very
high level of membership among index terms and the query keyword. A pictorial
representation of the evolution of fuzzy concept network is given in Fig. 3.

4.2 Formal Concept Analysis (FCA)

Formal concept analysis has been introduced by Wille [21] in 1982 for analyzing
and structuring a domain of interest. Formal concept analysis is a formal technique
for data analysis and knowledge representation. It defines formal contexts to
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represent relationships between objects and attributes in a domain. From here,
FCA can then generate formal concepts and interpret the corresponding concept
lattice making information retrieval much easier. Subsequent part gives some
basics of the formal concept.

Formal Context: A formal context is a triple (O,A,R), where O and A are two
sets of elements called object and attributes, respectively, and R is a binary
relation between O and A.

Formal Concept: Given a context (O,A,R), Let E,I be two sets such that E ( O
and I ( A. Then consider the dual set E0 and I0, i.e. the sets defined by the
attributes applying to all the objects belonging to E and the objects having all the
attributes belonging to I, respectively, i.e.:

E0 ¼ a 2 AjoRa 8o 2 Ef g

I0 ¼ o 2 OjoRa 8a 2 If g

A formal concept of the context (O,A,R) is a pair (E,I) such that E ( O and
I ( A and the following conditions hold:

E0 ¼ I; I0 ¼ E:

The set E and I represents the concept extensional and intensional components,
respectively and are referred to as extent and the intent of the concept, respectively.

The extension covers all objects belonging to concept, while the intension
comprises all attributes valid for all those objects [22]. The term ‘object’ and
‘attributes’ also referred as ‘documents’ and ‘terms’. This mapping makes it easy
to use concepts of FCA in information retrieval.

During the year 2001–2006, Formal concept analysis was extensively used to
improve retrieval of information. Formal concept analysis was used to develop
domain Ontologies with the help of similarity graph. Formica [23] successfully
explained the concept of mapping the concept lattice to similarity graph. The
author successfully established that the similar attributes are more important than
the common objects helping greater ontology integration (Fig. 4).

4.3 Fuzzy Formal Concept Analysis (FFCA)

Fuzzy formal concepts analysis is a generalization of Formal Concept Analysis for
modeling uncertainty information [24]. FFCA can support ontology construction
when some information is more relevant than other data or semantic web search

Concept 
Fuzzy

Concept  
Network

Fuzzy
Relations in 
Concept  
Network

Extended 
Fuzzy  

Concept 
Network

Multi-
relation
 Fuzzy  
Concept 
Network

Fig. 3 Evolution of fuzzy concept network
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when the user is not sure about what he/she is looking for. FFCA provides a
mathematical framework which can support the construction of formal ontologies
in the presence of uncertain data for the development of the semantic web. FFCA
was proposed by Tho et al. [25], where they combine fuzzy logic and FCA to
propose FFCA where uncertainty information is directly represented by a real
number of membership value in the range of [0,1]. After the induction of FFCA,
the research domain was diverted towards FFCA.

In one the most recent work with respect to FFCA, Maio et al. [26], used the
FFCA for a better ontology based retrieval mechanism supporting data organi-
zation and visualization and proposed a better navigation model.

The major problem with this approach is the size of the concept lattice. As the
attributes and the objects grows, the size of the lattice also grows almost exponen-
tially, specially while dealing with the enormous web data. Although some work is
going on like by Singh et al. [27] but this is area of research is still in its infant state.

4.4 Operators

While the Formal Concept Analysis and Fuzzy Formal Concept Analysis approach
uses the concept of lattice for better mapping of keyword with index terms, an
operator uses the mathematical concept of mapping values from one vector space

Fig. 4 FCA versus FFCA
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to another. Unarguably, MAX and MIN operators were the two earliest fuzzy
operators proposed by Zadeh [28]. While the MIN operator, which maps a group
of given arguments to its minimum value, used for ‘‘ANDING’’ of terms, MAX
operator, which maps a group of given arguments to their maximum value, was
used for ‘‘ORING’’ of the terms. With the passage of time, these operators were
considered inappropriate as the level of complexity were increasing. After these
operators many other fuzzy operators were introduced for effective information
retrieval.

x; . . .yð Þ ! MIN x; . . .yð Þ

Kim et al. [11], investigated the various behavioral aspects of T-operators and
concluded that Zadeh’s basic fuzzy operators MAX and MIN are inappropriate for
a model of Information retrieval system.

Fuzzy operators can be classified into two broad categories namely (i) T-
operators and (ii) Averaging operators. While t-norms and t-conorm dominated the
era ranging from 1973 to 1988, averaging operators dominated the research in
fuzzy Information Retrieval afterwards after its introduction by Yager [29] in
1988. Introduction of averaging operator helped in inclusion of more effective
multi criteria decision making in the domain of Information retrieval. Table 1 list
the summary of some of the operators useful in Fuzzy Information Retrieval.

Smolikova et al. [30] compared the various aggregation operators for selecting
applicants for a Ph.D programs and concluded that the various averaging operators
have their own domain of discourse and they work best when they are used in the
environment for which they are developed.

A detailed theory of T-operators is given in [31] and theory of weighted
averaging operators is given in [21, 32].

4.5 Rough Set

Rough set theory [33] is an extension of set theory for data analysis in the presence
of inexact, uncertain or vague information. The combination of rough set theory
and FCA provides an interesting framework for semantic web development, for the
definition of hybrid similarity measures for ontology mapping, alignment and
integration etc. [34]. Although this area of research is sometimes used in con-
junction with FCA, it independently have very little relevance towards Information
Retrieval approach, so we will not discuss this topic in detail.

(x,...y) (x,...y)MIN (x,...,y) (x,...,y)MAXFig. 5 Earliest fuzzy
operators
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5 Conclusion

Information retrieval is one of the most important domain of web intelligence.
Most of the million dollar E-Commerce organization and social media sites
heavily depend on the effective and efficient information retrieval for their revenue
generation. In other words this domain is responsible for trillions of dollars in
world economics. Fuzzy is playing an important role in making this task simpler.
The inherent power of Fuzzy logic with a high level of flexibility makes it possible
to design and develop today’s sophisticated Information Retrieval system which
can effectively match with users ever growing demands. This paper is an endeavor
to explore and discuss the contribution of Fuzzy logic for solving information
retrieval problems that are getting complex with increase in the number of
WebPages and searches online. Not only Search Engine’s like Google or yahoo but
a common search functionality of a e-commerce portal like www.amazon.com,
www.slideworld.com or social networking websites like face book keeps on
improving their systems as per user perspective to increase its future usage with
aim—‘‘Improved and Intelligent Information Retrieval’’.
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Squaring Back off Based Media Access
Control for Vehicular Ad-hoc Networks

Kamal Kant Sharma, Mukul Aggarwal and Neha Yadav

Abstract Inter-vehicle communications have great potential to induce great
interest in research and industry. Vehicular ad hoc networks (VANETs) may
significantly improve passenger safety and comfort. The deployment of VANETs
is a challenging task in weakly interconnected and in highly overloaded networks
both. A good back off technique can reduce a large number of collisions in the
MAC layer I VANET. This will reduce the collision probability and hence
increases the utilization of network resources. A uniform random distribution has
been employed to choose the back off value in the Binary Exponential Back off
(BEB) technique used in the IEEE 802.11 MAC protocol. This random choosing
VANETs leads to unnecessary idle times and reduced throughput. This paper
proposes a new back off technique called ‘‘Squaring Back off (SB)’’ in which the
differences between the consecutive contention window sizes are reduced to a
negligible value. Here, the value of the back off timer is based on the size of the
contention window. The size of the contention window is varied in accordance
with the result of the previous transmission. A successful transmission reduces the
size of the contention window whereas a failure leads to the increase in the
contention window size. Simulation results indicate that the proposed technique
provides better throughputs and less idle times than the logarithmic and Fibonacci
based techniques when used in a mobile ad-hoc environment. Squaring back off
based media access control can prove very useful for vehicular ad-hoc networks.
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1 Introduction

Wireless technology first came into existence in 1901, when G Marconi suc-
cessfully transmitted radio signals across the Atlantic Ocean [1]. Since their
emergence, wireless networks have become increasingly popular in the computer
research enabling the enhancements in mobility, portability and affordability for
most of the systems seen in use today. VANETs are inherited by MANETs.
A Mobile Adhoc Network (MANET) is a collection of mobile nodes dynamically
forming a temporary network without the use of any existing network infra-
structure [2]. MANETs utilize multi-hop radio relaying to find the connectivity
between the different mobile nodes. MANETs have received significant attention
in recent years due to their easiness to set up and usage in many domains. Such
networks can be very useful in situations where there is limited time and resources.
MANETs find their usage in military applications where setting up a fixed
infrastructure for communication among a group of soldiers in enemy territories
may not be possible.

A Vehicular Ad-Hoc Network or VANET is a technology that uses moving
cars as nodes in a network to create a mobile network. VANET turns every
participating car into a wireless router or node, allowing cars approximately
100–300 m of each other to connect and, in turn, create a network with a wide
range [1]. The shared media used by wireless networks helps a node to transmit a
packet. Access to this media is controlled by the Media Access Control (MAC)
protocol. MAC protocol of IEEE 802.11 uses Distributed Coordination Function
(DCF) for contention based distributed access to the channel [3].

The Back off mechanism is a basic part of a MAC protocol. Since only one
transmitting node uses the channel at any given time, the MAC protocol must
suspend other nodes while the media is busy. In order to decide the length of node
suspension, a back off timer is installed in the MAC protocol. The choice of back
off mechanism should consider generating back off timers which allow adequate
time for current transmissions to finish and avoid unintended idle time that leads to
redundant delay in the network.

IEEE 802.11 is the most popular WLAN standard that defines the specification
for the physical and MAC layers. In the IEEE 802.11 standard MAC protocol, the
truncated binary exponential back off (BEB) technique is used [4]. Here, the initial
contention window (CW) size is set to a random value between (0, CW min). Each
time a collision occurs, the CW doubles its size up to a maximum of CW max.
Thus at high load, the CW size is high and therefore the resolution power of the
system is high. At low loads, small CW ensures low access delay. The term
‘truncated’ has been specified since after a certain number of increases, the
exponentiation stops off suddenly at that level. BEB has the disadvantage of the
channel capture effect and the instability.

An efficient back off algorithm should meet at least three requirements. A back
off algorithm should maximize the total throughput of the network, minimize the
delay of transmission, and finally, maintain a fair usage of the network among the
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transmitting nodes. The Back off algorithms has been classified into two main
categories; static and dynamic back off algorithms.

In static back off algorithms, the back off period will be of the form: Back off
Timer = I, an integer. The value of I can be carefully chosen depending on many
factors; such as the number of nodes in the network, having a fixed value can work
under a certain scenario for a specific network topology. In the case of MANETs,
the major challenges would be mobility and dynamic topology, i.e. positions of
nodes within the network area.

In dynamic back off algorithms, back off periods are changed depending on
many factors. The most common factor used is the result of last attempt of
transmission by the node requesting channel access. In general, dynamic back off
algorithms deploy a customized version of the general formula. The input of the
formula is the current size of CW and the result of this formula is the new size of
CW (CW new).

CW new is limited between a maximum value and a minimum value referred to
as CW max and CW min, respectively. CW new is used to randomly choose the
value of back off timer according to formula:

CW new = Min(f(CW), CW max), after successful transmission

Max(g(CW), CW min), after a collision

Back off Timer = b, where b is a random integer and CW min \ b \ CW max.

Two important aspects of the back off algorithm that need to be taken care are
as follows. Firstly, the increment behavior needs to be examined. The method used
by the back off mechanism to increase CW size directly affects the balance
between reducing the number of attempts to access the channel and reducing
channel idle time. Successful collision avoidance will only be possible if adequate
time is allowed between any two consecutive attempts to access the channel.

On the other hand, a back off algorithm should avoid unnecessarily long back
off periods. Imposing a long back off period on a node is directly related to
network idle time since the traffic flowing over the network is often unpredictable.
Secondly, the decrement behavior after successful transmissions is also a major
factor that needs to be explored. The back off algorithm has to decide the reaction
of a successful transmission since this decision affects the chances of nodes
winning the next contention over the network. Balance should be maintained
between extremely long and extremely short new values of CW. Moreover,
resetting the counters to an initial value after a successful transmission has been
proved undesirable; a node that has successfully transmitted a message has a small
window size afterwards. Therefore, this node generates smaller back off values
leading to a higher possibility of winning the next contention over the channel.

The standard BEB technique implemented in IEEE 802.11 network protocols fail
to achieve the best network throughput and have caused long delays over the network
[5]. Fibonacci Increment Back off (FIB) and Logarithmic approaches achieves
Higher Throughput than BEB but suffer from unintended idles times [6, 7].
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In this paper, we present a new back off technique, referred to as the SB
technique that can overcome the limitations of the existing back off techniques.
The SB technique provides better throughput and less idle times as per the sim-
ulation results. The rest of the paper is organized as follows. Section 2 presents the
new SB algorithm. Section 3 presents the simulation model. Section 4 then
analyses the performance results. Lastly, Sect. 5 presents the conclusion.

2 The Proposed Technique

Back off algorithms have been used for the collision avoidance and to increase the
utilization of network resources [8]. Changing the size of the CW has a greater
impact on the performance of the algorithm employed. During a failure to trans-
mit, increasing the CW rapidly increases large CW to even further larger sizes.
Reaching such large window sizes decreases the expected wait time for a given
node to access to the shared medium. Moreover, a large window size tends to
contribute to increasing channel idle times, leading to a major waste in the shared
channel bandwidth. Therefore, we have proposed a new technique to avoid the
above mentioned limitations.

In our proposed algorithm, we have used Square series as the new size of CW,
leading to reducing the increment factor when more transmission failures take
place and hence introducing smaller increment on large window sizes. The
squaring can be done as follows:

SQ nð Þ ¼ n� n; n ¼ 2; 3; 4 ð1Þ

The squaring series can be obtained by calculating the ratio between every two
successive terms in the above formula as follows:

SQ nð Þ ¼ SQ nð Þ=SQ n� 1ð Þ; n ¼ 2; 3; 4 ð2Þ

The incremental behavior of the proposed approach with the other two
approaches has been discussed here. The three different increment formulas are
Squaring, logarithmic and Fibonacci. Figure 1 shows the behavior of the three
increment formulas. The size of CW, measured in time slots, is plotted against
number of iterations. The iteration number is the number of consecutive trans-
mission failures. As the number of iterations (Contention failures) increase, the
squaring increment is the largest of all the other increments. The contention
window is increased by larger sizes leading to higher throughput in squaring back
off technique.

Algorithm: Squaring back off Nomenclature: {BO = back off time,
CW = contention window, DIFS = DCF inter frame space, DCF = distributed
coordination function}
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Step 0: Set BO to initial value
Step 1: While Bo = 0 do

For each time slot
If (channel is idle) then

BO = BO - 1;
If (channel is idle for more than DIFS) then

Send;
If (Send failure) then

CW = Next Square series number;
BO (i ? 1) = square (i); (1 \ i \ CW - 1) Else
CW = Initial Value;
BO = 0; GO to step 1;

Step 2: Stop.

Figure 2 illustrates the properties of the newly proposed squaring series and the
existing Fibonacci series. After a certain number of terms, the Fibonacci series
ratio converges to a limit of 1.618 whereas the square series is formed by the ratio
which almost reaches a value of approximately one which leads to reduced idle
times.

Contention window in case of first failure can reach up to 4 for the square series
leading to increased throughput whereas it is only 2 for the Fibonacci series that is
only half of the value of that of square series. In square series, after a certain
number of terms the ratio tends to decrease to approximately 1 whereas in Fibo-
nacci series, the ratio tends to converge into a limit of (1 ? H5)/2 & 1.6. This
leads to unnecessary idle times in Fibonacci back off technique that has been
avoided in the squaring back off technique.

Fig. 1 Contention window factor versus iterations squaring back off algorithm
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3 Simulation

The proposed algorithm has been evaluated using the C++ language with the help
of a practical traffic model. The standard MAC protocol has been changed to
implement the modified back off algorithm for vehicular ad hoc network. The
routing protocol used is Ad-hoc On-Demand Distance Vector (AODV) protocol by
taking different values of probability of broadcasting the messages. Every node in
the network has the same probability of broadcasting the messages.

By making the variations of the parameters in the net-work such as the total
number of nodes and the speed, results have been verified thoroughly. Simulations
have been carried out for the networks having a total number of nodes varying
between 20 and 100 mobile nodes and the speed values ranging from 2 to 18 m/s.
Other simulation parameters include the area of 1,000 * 1,000 m, nodes trans-
mission range of 200 m, simulation time of 800 s and the traffic generated is the
constant bit rate (CBR) traffic. All the simulation parameters are given in Table 1.

Fig. 2 Ratio of successive terms versus iterations

Table 1 Simulation
parameters

Parameter Value

Nodes 20, 40, …, 100
Area 1,000 * 1,000 m
Speed 2, 4, …, 20 m/s
Packet size 512 bytes
Simulation time 800 s
Transmission range 200 m
Pause time 0 s
Probability of broadcast 0.50
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4 Results

As shown in the Figs. 3, 4 and 5, the newly proposed squaring algorithm has
improved the total throughput of the network. Also the channel idle times have
been reduced to make the best use of the bandwidth provided. When the number of
nodes is increased, the contention is higher to gain access to the channel. Due to
the reduced increment in the window size, a larger size of data was successfully
received by the nodes.

Both the square series and the Fibonacci series improve the throughput with the
increase in speed, whereas the logarithmic series has reduced throughput (see
Fig. 3). As the speed is increased, even though there are some problems occurring,
the data packets reach the destination at a faster rate allowing the next transmission

Fig. 3 Throughput versus speed (for 20 nodes)

Fig. 4 Delay versus number of nodes (speed of 10 m/s)
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to occur. As the number of transmissions is increased, the number of collisions
occurring is also more. Once the collision occurs, the contention window size
increases frequently. Thus, the square series has better throughput than the
Fibonacci series.

The square series has the least delay when compared to the other approaches.
When the number of nodes is increasing, the average time taken for the data
packets to reach from the source to the destination keeps on increasing (see Fig. 4).
The square series consumes the least time of all approaches.

According to the Fig. 5, the number of data packets lost is comparably less in
the squaring series and thus the number of packets received is more as the speed
increases.

5 Conclusion

The Binary Exponential Back off (BEB) algorithm used by the IEEE 802.11 MAC
protocol uses uniform random distribution to choose the back off value. In this
paper, we have proposed a new back off approach called ‘‘Squaring Back off’’
algorithm to reduce the increment factor for large contention window sizes.
Results from simulations have demonstrated that the proposed algorithm has
increased the total throughput and reduced the average idle times, thereby making
the best use of the bandwidth and other network resources.

Fig. 5 Number of data packets versus speed (for 100 nodes)
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A Study on Expressiveness of a Class
of Array Token Petri Nets

T. Kamaraj, D. Lalitha and D. G. Thomas

Abstract Adjunct Array Token Petri Net structure (AATPNS) to generate
rectangular pictures has been defined in Lalitha et al (Indian J. Math. Math. Sci.
8(1):11–19, 2012) 7]. AATPNS with inhibitor arcs generated context free and
context sensitive Kolam Array languages and Tabled 0L/1L languages. In this
paper we study the expressiveness of this model by comparing with some other
interesting array generating grammar devices like Pure 2D context free grammars
with regular control, Regional tile rewriting Grammars, Prusa Grammars and also
comparing with local languages.

Keywords Array token Petri nets � Adjunction � Pure 2D grammars � Regional
tile grammars � Prusa grammars � Local languages

1 Introduction

Since seventies, the study of two dimensional languages generated by Grammars
or recognized by Automata have been found in the theory of formal languages with
the insight of computations in picture processing and pattern recognition [5, 12,
13]. In the quest of syntactic techniques for generation of digital picture patterns, a
number of 2D Grammars have been proposed. Siromoney Matrix grammars [17],
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Kolam Array Grammars (KAG) [15, 16], Tabled 0L/1L grammars (T0LG/TILG)
[14] are some of the classical formalisms. Pure 2D context free grammars with
regular control (RP2DCFG) [18], Prusa grammars (PG) [11], Regional Tile
Rewriting grammars [10] are some of the recent and more expressive grammars.
Tiling systems [3, 5] is a recognizing device for a ground level class of array
languages REC, which involves the projection of the languages belonging to the
class of local languages (LOC). Mutual relationship between these new formalisms
and also with LOC is analysed in [2].

Recently another picture generating mechanism, Array token Petri Net structure
ATPNS [8], has been evolved from string generating Petri nets [1, 6]. Petri Net [9]
is one of the formal models used for analyzing systems that are concurrent, dis-
tributed and parallel. Tokens are the elements used to simulate the dynamism of
the Petri Net systems. The language generated by the Petri net is set of all feasible
transition sequence in that net. In ATPNS model, the authors have used arrays as
tokens in some of the places as initial configuration called marking and catenation
rules as labels of transitions. The language generated is the set of all arrays created
at final places of the net. This model along with a control feature called inhibitor
arcs generate the same family of languages as generated by KAG, T0LG and
P2DCFG with regular control. To increase the generative capacity of this model,
adjunction rules are introduced and Adjunct Array Token Petri net systems
(AATPNS) [7] is defined. This new model generates Table 1L languages and
strictly included ATPNS family of Languages.

Since AATPNS has been only compared with classical formalisms, we try to
study the comparison of this model with recent generating devices and also with
LOC for the expressiveness with respect to its generating capacity.

This paper is organized in the following manner. In Sect. 2, basic definitions of
various array grammars, Petri Nets and notions of Petri nets pertaining to arrays
have been recalled. In Sect. 3, we recall the definition of adjunct array token Petri
nets, in more generalized form and provide some illustrative examples. In Sect. 4,
we compare this model with various classes of picture languages generated by
recent grammars and also with class LOC, for the understanding of generative
capacity of this model.

2 Preliminaries

The following definitions and notations are mainly from [5, 8, 10, 18].

2.1 Array Grammars

Definition 1 Let J** denotes the set of all arrays (pictures) over the elements of a
finite set J and J++ denotes set of all non empty arrays over J. For l, m C 0, J(l, m)
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represents the set of arrays of size (l, m). An array (picture) language is a subset of
J**. If p 2 J**, then p(i, j) denotes a pixel in the place of ith row and jth column of
p. pj jcol denotes the number of columns of p and pj jrow denotes the number of rows
of p. A B denotes a column catenation of the array A with array B which is
defined when A and B have same number of rows. A B denotes row catenation
of A with B provided the number of columns of A and B are same. If x 2 J** then
(x)n (resp. (x)m) denotes horizontal (resp. vertical) juxtaposition of m copies of x.

Pure 2D context free grammars (P2DCFG) which make use of only terminal
symbols have been recently studied [18]. Pure 2D context-free grammars, unlike
Siromoney matrix grammars [17], admit rewriting any row/column of pictures with
no priority of columns and rows. Row/column sub-arrays of pictures are rewritten
in parallel by equal length strings and by using only terminal symbols, as in a pure
string grammar.

Definition 2 A pure 2D context-free grammar (P2DCFG) is a 4-tuple
G ¼ ðR;Pc;Pr;M0Þ, where R is a set of symbols, Pc ¼ ftci=1� i�mg,
Pr ¼ ftrj=1� j� ng.

Each tci (1 B i B m), called a column table, is a set of context free rules of the
form a ? a, a 2 R, a 2 R* such that any two rules of the form a ? a, b ? b in
tci, have |a| = |b| where |a| denotes the length of a.

Each trj (1 B j B n), called a row table, is a set of context free rules of the form
c ? cT, c 2 R, c 2 R* such that any two rules of the form c ? cT, d ? dT in trj,
have |c| = |d|.

M0 ( R** - {k} is a finite set of axiom arrays.
Derivations are defined as follows. For any two arrays M1, M2, M1 ) M2

denotes that M2 is obtained from M1 by either rewriting a column of M1 by rules of

a column table tci in Pc or a row of M1 by rules of a row table trj in Pr� )
�

is the
reflexive transitive closure of ).

The picture language L(G) generated by G is the set of rectangular picture

arrays {M=M0)
�

M 2 R��, for some M0 2M0}.
The family of picture array languages generated by pure 2D context-free

grammars is denoted by P2DCFL.

Definition 3 A pure 2D context-free grammar with a regular control (RP2DCFG)
is Gc = (G, Lab(G), C), where G is a pure 2D context-free grammar, Lab(G) is a
set of labels of the tables of G and C ( Lab(G)* is a regular string language. The

words of Lab(G)* are called control words of G. Derivations M1)
w

M2 in Gc are
done as in G, except that if w 2 Lab(G)* and w ¼ l1l2. . .lm,then the tables of rules
with labels l1; l2. . .lm are successively applied starting from M1 to yield M2. The
picture array language generated by Gc consists of all picture arrays obtained
from the axiom array of Gc with derivations controlled as described above.
(R)P2DCFL denotes the family of all picture array languages generated by pure
2D context-free grammars with a regular control.

The family P2DCFL is strictly included in family RP2DCFL [18].
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Tiling Systems, a recognizing device for the class REC, uses Local languages
as projections. A local language is defined by a set of 2 9 2 arrays (tiles).

Definition 4 Let J be a finite alphabet, h be a finite set of tiles over J [ {#} The

local language defined by L ¼ fp 2 Jþþj½½p^�� � Hg where ½½p^�� denotes the set of
all tiles contained in p surrounded by a special symbol # 62 J. The family of all
local languages is denoted by LOC.

Prusa Grammar device admits parallel application of rules so that non terminal
symbols can be substituted with rectangular subpictures simultaneously. This
model has more generative power than context free KAG [11].

Definition 5 Prusa Grammar (PG) is a tuple (J, N, R, S), where J is the finite set
of terminal symbols, disjoint from the set N of non terminal symbols; S 2 N is the
start symbol; and R ( N 9 (N [ J)++ is the set of rules.

Let G = (J, N, R, S) be a PG. We define a picture language L(G, A) over J for
every A 2 N. The definition is given by the following recursive descriptions:

1. if A ? w is in R, and w 2 R++, then w 2 L(G, A);
2. let A ? w be a production in R, w = (N [ R)(m ,n), for some m, n C 1, and pi, j,

with 1 B i B m, 1 B j B n, be pictures such that:

(a) if w(i, j) 2 R, then pi, j = w(i, j);
(b) if w(i, j) 2 N, then pi,j 2 L(G, w(i, j));
(c) if Pk ¼ pk;1 pk;2 … pk;n, for any 1� i�m, 1� j� n, jpi;jjcol ¼
jpiþ1;jjcol and P ¼ P1ffiP2ffi. . .ffiPm; then P 2 L(G, A).

The set L(G, A) contains exactly the pictures that can be obtained by applying a
finite sequence of rules (1) and (2). The language L(G) generated by grammar G is
denoted as L(G, S).

Tile Grammars (TG) [4] perform an isometric derivation process for which
homogeneous subpictures are replaced with isometric pictures of the local lan-
guage defined by the right part of the rules.

Definition 6 A tile grammar (TG) is a tuple (J, N, S, R), where J is the terminal
alphabet, N is a set of non terminal symbols, S 2 N is the starting symbol, R is a
set of rules. Let A 2 N. There are two kinds of rules:

1. fixed size: A ? t, where t 2 R;
2. variable size: A ? x, x is a set of tiles over N [ {#}.

At each step of the derivation, an A-homogeneous sub picture is replaced with
an isometric picture of the local language defined by the right part a of a rule
A ? a, where a admits a strong homogeneous partition. The process terminates
when all non terminals have been eliminated from the current picture.

Regional Tile Grammars (RTG) [10] are the Tile Grammars with specified set
of tiling.
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Definition 7 A homogeneous partition is regional (HR) iff distinct (not necessarily
adjacent) subdomains have distinct labels. A picture p is regional if it admits a HR
partition. A language is regional if all its pictures are so. A regional tile grammar
(RTG) is a tile grammar (see Definition 6), in which every variable size rule
A ? x is such that LOC(x) is a regional language.

2.2 Petri Nets

Definition 8 Petri Net is one of the mathematical modeling tools for the
description of distributed systems involving concurrency and synchronization. It is
a weighted directed bipartite graph consisting of two kinds of nodes called places
(represented by circles) and transitions (represented by bars). Places represents
conditions and transition represents events. The places from which a directed arc
runs to a transition are called input places of the transition and the places to
which directed arcs run from a transition are called output places. Places in Petri
nets may contain a discrete number of marks called tokens. Any distribution of
tokens over the places will represent a configuration of the net called a marking. In
the abstract sense, a transition of a Petri net may fire if it is enabled; when there
are sufficient tokens in all of its input places.

Definition 9 A Petri net structure is a four tuple C ¼ Q; T ; I;Oh i where Q ¼
fq1; q2; . . .; qng is a finite set of places, n C 0, T = {t1, t2, … , tm} is a finite set of
transitions m� 0, Q \ T ¼ /, I:T ? Q? is the input function from transitions to
bags of places and O:T ? Q? is the output function from transitions to bags of
places.

Definition 10 An inhibitor arc from a place ql to a transition tk has a small circle
in the place of an arrow in regular arcs. This means the transition tk is enabled
only if ql has no tokens in it. In other words a transition is enabled only if all its
regular arc input places have required number of tokens and all its inhibitor arc (if
exists) input places have zero tokens.

2.3 Array Token Petri Nets

In the array generating Petri Net structure, arrays over an alphabet J are used as
tokens in some input places.

Definition 11 Row (resp. column) catenation rules in the form of AffiB (resp. A
B) can be associated with a transition t as a label, where A is a m 9 n array in

the input place and B is an array language whose number of columns (resp. rows)
depends on the number of columns (resp. rows) of A. Three types of transitions can
be enabled and fired
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(1) When all the input places of transition t (without label) having the same array
as tokens

– Each input place should have at least the required number of tokens
(arrays)

– Firing t removes arrays from all its input places and moves the array to all
its output places

q2

q1
q3

q2

q1
q3

A

A

A

t

t

(2) When all the input places of transition t have the different arrays as tokens

– The label of t designates one of its input places which has sufficient number
of same arrays as tokens

– Firing t removes arrays from all its input places and moves the array from
the designated input place to all its output places.

q2

q1
q3

A1

A2

q2

q1
q3A1

t(q )
      1

t(q )
      1

(3) When all the input places of transition t (with row or column catenation rule
as label) have the same array as tokens

– Each input place should have at least the required number of tokens
(arrays)

– Firing t removes arrays from all its input places and creates the catenated
array as per the catenation rule, in all its output places

q2

q1
q3

q2

q1
q3A1

t(A   B)

t(A   B)

A

A
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In all the three types, firing of a transition t is enabled only if all the input
places corresponding to inhibitor arcs (if exist) does not have any tokens in it.

Definition 12 An Array Token Petri net structure (ATPNS) is a five tuple N ¼
J;C;M0; q;Fh i where J is a given alphabet, C ¼ Q; T ; I; Oh i is a Petri net

structure with tokens as arrays over J, M0 : Q! J��, is the initial marking of the
net, q:T ? L, a mapping from the set of transitions to set of labels of transitions
and F 	 Q, is a finite set of final places.

Definition 13 If P is an ATPNS then the language generated by P is defined as
LðPÞ ¼ fX 2 J��=X is in the place q for some q in F}. Starting with arrays
(tokens) over a given alphabet as initial marking, all possible sequences of
transitions are fired. Set of all arrays created in final places of F is called the
language generated by Petri Net structure.

3 Adjunct Array Token Petri Net Structure

In this section, we recall the notions of adjunct array token Petri net structure [7] in
generalized form and give some examples.

Definition 14 Adjunction is a generalization of catenation. In the row catenation
AffiB, the array B is joined to A after the last row. But row adjunction can join the
array B into array A after any row of A. Similarly column adjunction can join the
array B into array A after any column of A. Let A be an m 9 n array in J** called
host array; B , J** be an array language whose members, called adjunct arrays
have fixed number of rows. A row adjunct rule (RAR) joins an adjunct array B into
a host array A in two ways : By post rule denoted by (A, B, arj), array B is
juxtaposed into Array A after jth row and by pre rule denoted by (A, B, brj), array
B is juxtaposed into Array A before jth row. The number of columns of B is same as
the number of columns of A. In the similar notion column adjunct rule (CAR) can
also be defined in two ways : post rule (A, B, acj) and pre rule (A, B, bcj) joining B
into A, after jth column of A and before jth column of A respectively. It is obvious
that a row catenation rule AffiB in ATPNS is a post RAR rule (A, B, arm) and
column catenation rule A B is a post CAR rule (A, B, acn). Transitions of a
Petri net structure can also be labeled with row or column adjunct rules.

Definition 15 An Adjunct Array Token Petri Net Structure (AATPNS) is a five
tuple N ¼ J;C;M0; q;Fh i where J is a given alphabet, C ¼ Q; T; I;Oh i is a Petri
net structure with tokens as arrays over J, M0:Q ? J**, is the initial marking of
the net, q:T ? L, a mapping from the set of transitions to set of labels where
catenation rules of the labels are either RAR or CAR and F , Q, is a finite set of
final places.

In AATPNS, the types of transitions which can be enabled and fired are similar
to that of Definition 11 except the type (3) where labels of transitions may be RAR
or CAR rules instead of row or column catenation rules.
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When all the input places of a transition t (with RAR or CAR rule as label) have
the same array as tokens.

Each input place should have at least the required number of tokens (arrays)

– Firing t removes arrays from all its input places and creates the array through
adjunction as per the RAR or CAR rule, in all its output places In all the three
types, firing of a transition t is enabled only if all the input places corresponding
to inhibitor arcs (if exists) does not have any tokens in it.

Definition 16 If P is an AATPNS then the language generated by P is defined as
L(P) = {X 2 J**/X is in the place q for some q in F}. Starting with arrays (tokens)
over a given alphabet as initial marking, all possible sequences of transitions are
fired. Set of all arrays created in final places F is called the language generated by
AATPNS Petri Net structure.

Example 1 Consider the Adjunct Array token Petri net structure P2 ¼
J;C;M0; q;Fh i where J = {0, 1}, C = (Q, T, I, O), Q = {q1, q2}, T = {t1, t2},

I(t1) = {q1}, I(t2) = {q2}, O(t1) = {q2}, O(t2) = {q1}, M0 is the initial marking:
the array S is in q1 and there is no array in q2, q(t1) = (A, B1, acn) and
q(t2) = (A, B2, arm) and F = {q1}.

Where S ¼ 1 0
0 1

, and B1 = (0)m and B2 = (0)n-11. Initially t1 is the only

enabled transition. Firing of t1 adjoins a column of 0’s after the last column of
array S and puts the derived array in q2, making t2 enabled. Firing t2 adjoins a row
of 0’s ending with 1 after the last row of the array in q2 and puts the derived array
in q1. When the transitions t1, t2 fire the array that reaches the output place q1 is
shown as

1 0
0 1

)
t1 1 0 0

0 1 0
)
t2

1 0 0
0 1 0
0 0 1

. Firing the sequence (t1t2)2 generates the

output array as

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

. The language generated by Petri net is set of square

pictures over {0, 1} with 1’s in the main diagonal and other elements are 0’s
(Fig. 1).

Example 2 Consider the Adjunct Array token Petri net structure P1 ¼
J;C;M0; q;Fh i where J = {a}, C = (Q, T, I, O), Q = {q1, q2}, T = {t1, t2},

I(t1) = {q1}, I(t2) = {q2}, O(t1) = {q2}, O(t2) = {q1}, M0 is the initial marking:
the array S is in q1 and there is no array in q2, q(t1) = (A, B1, acn) and
q(t2) = (A, B2, arm) and F = {q1}.

Where S = a, B1 = (a)m, B2 = (a)n. On firing the sequence (t1t2)n n C 0 set of
all square pictures over a is generated (Fig. 2).

Example 3 Consider the Adjunct Array token Petri net structure P3 ¼
J;C;M0; q;Fh i where J = {a}, the Petri net structure is C = (Q, T, I, O) with
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Q = {p1, p2, p3, p4, p5, p6, p7}, T = {t1, t2, t3, t4, t5, t6}, I(t1) = {p1, p2},
I(t2) = {p3}, I(t3) = {p4}, I(t4) = {p1, p5}, I(t5) = {p5, p6}, I(t6) = {p1, p2},
O(t1) = {p3}, O(t2) = {p4}, O(t3) = {p2, p5}, O(t4) = {p6}, O(t5) = {p1},
O(t6) = {p7, p2}.

q:T ? L is defined as follows: q(t1) = p2, q(t2) = (A, B1, acn),
q(t3) = (A, B2, arm), q(t4) = k, q(t5) = k, q(t6) = k, q(t7) = k, F = {p7}. The

Petri net graph is given in Fig. 3. The arrays used are S ¼ a a
a a

, B1 = (aa)m,

B2 ¼
a
a

� �n

.

To start with only t1 is enabled. Firing of sequence of transitions t1t2t3 results in
a square of a’s of size 4 9 4 in p2 and p5. At this stage both t6 and t4 are enabled.
Firing the sequence t1t2t3t6 puts a square of size 4 9 4 in p7. Firing t4 pushes the
array to p6, emptying p5. In this position t5 is enabled. Firing t5 puts two copies of
same array in p1. Since at this stage there are two tokens in p1, the sequence t1t2t3
has to fire two times to empty p1. The firing of sequence t4t5(t1t2t3)2t6 puts a square
of a’s of size 8 9 8 in p7. The inhibitor input p1 make sure that a square of size
6 9 6 does not reach p7. This AATPNS generates the language of squares of a’s of
size 2n, n C 1.

Example 4 The AATPNS P4 ¼ J;C;M0; q;Fh i with J = {a, b}, F = {p} given
in Fig. 4, where

S 2 a b b a b b b b b a a b a a a a
b b b b0 b b b b0 a a a a0 a a a a

ffi �
;

B1 = (aa)m, B2 = (a)n, B3 = (bb)m, B4 = (b)n generates the language of pictures
composed by symmetrical L shaped strings of same character over the alphabet
J = {a, b}.

1t (A,B , ac  )n1

2 2t (A,B , ar  )m

q
1

q
2

S

Fig. 1 Adjunct array token
Petri net generating unit
matrix pictures

1t (A,B , ac  )n1

2 2t (A,B , ar  )m

q
1

q
2

S

Fig. 2 AATPNS to generate
square pictures of a’s
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A typical picture in this language is

a b a a a a b a
b b a a a a b b
a a a a a a a a
a a a a a a a a

4 Comparative Results

In the following results LðXÞ denotes the family of all languages generated by X.

Theorem 1 LðRP2DCFGÞ 	 LðAATPNSÞ

Proof In [8] the authors have proved that LðRP2DCFGÞ � LðATPNSÞ. By the
result LðATPNSÞ 	 LðAATPNSÞ [7], we have LðRP2DCFGÞ � LðAATPNSÞ. For

p
1

p
3

p
4

p
2

p
7

p
6

t
6

t
5

t
4

p
5

2 1t (A,B , ac  )n

3 2t (A,B , ar   )m

t (p )
21

S

2

S

S

Fig. 3 AATPNS to generate square picture of a’s of size 2n

p
1

p
2

p
3

p
5

p
4

1t (A,B , ac    )n/21

2 2t (A,B , ar  )m
4 4t (A,B , ar  )m

3t (A,B , ac   )n/23

t
5

t
6

t
7

S

p

Fig. 4 AATPNS to generate symmetric L shaped strings
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strict inclusion the language generated by AATPNS in Example 3 cannot be
generated by any RP2DCFG [2].

Theorem 2 LðAATPNSÞ and LðRTGÞ are incomparable but not disjoint.

Proof The language of squares over a, in Example 2, can be generated by an RTG
G ¼ J;N; S;Rh i, where N ¼ fS;A;B;A0;B0;Cg, J = {a} and R consists of vari-
able size rules:

S!

# # # # #

# S S A #

# S S A #

# B B C #

# # # # #

2
6666664

3
7777775

2
6666664

3
7777775
; A!

# # #

# A #

# A0 #

# # #

2
6664

3
7775

2
6664

3
7775;

B!
# # # #

# B B0 #

# # # #

2
64

3
75

2
64

3
75

Fixed size rules as S;A;A0;B;B0 ! a
Therefore LðAATPNSÞ and LðRTGÞ are non disjoint.

The language L+b of pictures consists of a horizontal and a vertical string of b’s
(not in the border) in the background of a’s can be generated by RTG [10]. A
typical member of L+b is given in Fig. 5. This language cannot be generated by any
AATPNS, as the number of transitions in the net cannot depend on the size of the
array. In an m 9 n array of a’s a column of b’s can be adjuncted in n - 1 ways
and a row of b’s can be adjuncted in m - 1 ways. To insert both a column of b’s
and a row of b’s the net requires (m - 1)(n - 1) transitions with corresponding
adjunction rules. Hence it is not feasible to generate these arrays using AATPNS.

The language in Example 4 cannot be generated by any RTG grammar G [2].

Theorem 3 LðAATPNSÞ and LðPGÞ are incomparable but not disjoint.

Proof The language of squares over a, in Example 2 can also be generated by a
Prusa Grammar [11]. Again the language L+b in the proof of Theorem 2 can also be
generated by a PG [11]. Since LðPGÞ 	 LðRTGÞ [10], the language in Example 4
cannot be generated by Prusa grammar also.

Fig. 5 A picture in the
language L þbf g
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Theorem 4 LðAATPNSÞ and LOC are incomparable but not disjoint.

Proof The language of squares over a, in Example 2 is not a local language [5]. In
[2] the authors have proved that the language Ldiag of pictures containing arbitrary
number of diagonals of 1 (no single 1 are admitted at corners) that are separated by
at least one diagonal of 0’s is in LOC. But Ldiag cannot be generated by any

AATPNS. The only 2 9 2 array in the language is
0 0
0 0

� �
. But there are four

3 9 3 arrays with the property belonging to the language. To generate four 3 9 3
arrays from the start array we need 8 transitions with different array languages
involved in the labels of the transitions. Hence it is impossible to construct a net
with finite number of transitions. Finally the language of square pictures over
{0, 1} with 1’s in the main diagonal and other elements are 0’s in LOC [5] and it
can also be generated by an AATPNS given in Example 1.

5 Conclusion

In this work, we consider Adjunct array token Petri net structure, recently intro-
duced by Lalitha et al. [7]. We compare this model with recent context free array
grammars and the class LOC. The future works concern the study of hierarchy of
AATPNS with the other existing generating devices. The relationship of AATPNS
with context free and context sensitive controlled pure two dimensional grammars
is to be investigated.
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Estimation in Radial Distribution Systems

Anoop Arya, Yogendra Kumar and Manisha Dubey

Abstract This paper addresses the fault section estimation as a real multi-
objective optimization problem. Non-dominated sorting particle swarm optimi-
zation (NSPSO) based on the concept of NSGA-II, has been proposed to alleviate
the problems associated with conventional multi objective evolutionary algo-
rithms. An analytical fault analysis and iterative procedure to get the multiple
estimates of fault location and NSPSO based optimization algorithm to further nail
down the exact fault location has been presented. The techniques fully consider
loads, laterals and customer trouble calls in radial distribution systems, take into
account for all types of fault. Due to the presence of various conflicting objective
functions, the fault location task is a multi-objective, optimization problem. In the
proposed technique, the multi-objective nature of the fault section estimation
problem is retained using non-dominated sorting approach. As a result, the pro-
posed methodology is generalized enough to be applicable to any radial distri-
bution systems. The applicability of the proposed methodology has been
demonstrated through detail simulation studies on standard test systems. Results
are used to reduce the possible number of potential fault location which helps and
equips the operators to locate the fault accurately.
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1 Introduction

Fault location in distribution systems, however, because of their specific topo-
logical and operational characteristics, still presents challenges. Still today, Fault
location in distribution systems is often performed through visual inspection, field
methods and brute force methods [1]. These techniques are not feasible on
underground systems and require a long time in large distribution networks. The
goal of power system fault analysis is to provide enough information to utility staff
to be able to understand the reasons for the interruption better, and provide as
quick as possible an action to restore the power delivery. A fault in a power system
can trigger cascaded events, leading to major outage if the fault is not isolated
quickly and accurately. The requirement to improve service quality, service con-
tinuity indexes and to reduce loss of revenue, forces the utilities to rapidly locate
faults in their distribution network. Moreover, the exact location of the fault has to
be determined, so that the maintenance team can repair the faulted components
and restore the system.

Due to the heterogeneity of these feeders, unbalances due to the untransposed
lines, presence of laterals, dynamic characteristics of the loads, an efficient method
is required to solve fault section estimation problem.

Traditionally, fault diagnosis is performed off line by experienced engineers.
Faulted section of the feeder is located generally using information of customer
trouble calls. For estimation of fault section, the maintenance crews rely mainly on
phone calls by customers and trial and error methods [2, 3]. But in this process, it
takes several hours to identify the exact location of fault. However, software tools
for fault location have emerged in recent years. To improve the accuracy and speed
of fault location the information is stored in a database and intelligent systems in a
control centre and can be accessed for diagnosis of a fault event. Data recorded by
recorders at substation, customer phone calls location and status of reclosers are
used [3].

Researchers have done considerable work in the area of fault diagnosis par-
ticular to radial distribution systems. These methods use various algorithmic
approaches, where the fault location is iteratively calculated by updating the fault
current.

Analytic Calculation-Based Methods (ACBM) identifies fault location through
analytical calculation using information of current and voltage values available
from Supervisory Control and Data Acquisition (SCADA) and Fault Recorders [1].
In this class, one of the earliest fault-location algorithms belongs to Srinivasan
et al. [4], in which the authors used the concept of simplified distributed param-
eters for fault location. The presence of load taps beyond the fault is treated by
consolidating those load models with that of the remote end load. Taking the loads
and their variable impedance behaviour into account was the main contribution
which caused noticeable error reduction of the fault-location algorithm.

Other example of the most comprehensive works in the distribution fault
location area belongs to Aggarwal et al. [5]. The presented algorithm utilizes

472 A. Arya et al.



superimposed components to identify the fault location. According to the algo-
rithm, the admittance seen to the left and right side of the assumed fault point are
calculated. Then, using the calculated admittance; the superimposed fault current
is estimated. Das et al. [6, 7], further developed the algorithm of Srinivasan et al.
[4]. His method makes use of pre-fault data to estimate the load’s value when the
fault occurs and then uses the simplified distributed parameter model for the
construction of the fault-location algorithm. Their presented results show good
accuracy within the computer simulation environment.

Reasoning-Based Methods (RBM) reasons the fault section by using logical
rules or connotative illation, including some techniques, such as Expert System
(ES) [8], Artificial Neural Networks (ANN) [9], Fuzzy Logic (FL) [10] etc.

Fuzzy Logic aims to settle the incomplete and uncertain information problem
with different degrees of success. These methods are satisfactory and efficient, and
some have been used in practical systems. However, there are also some obvious
shortcomings, which are weak in solving the problems of fault diagnosis in large-
scale power systems. The greatest inconvenience of Fuzzy Logic approach lies in
the choice of the membership functions, usually defined based on empirical data.
This way, it is necessary to develop efficient algorithms for estimating membership
functions in a coherent manner. There is no doubt that fault location using ANN
techniques is very fast and gives result without taking any time. But it is seen that
the accuracy is very poor in comparison to other techniques. So in ANN based
fault location techniques, more research is required to improve the accuracy.

The third technique is Optimization-Based Methods (OBM) which formulates
the FSE problem as a 0-1 integer optimization problem. It can then be solved by
using a global optimization method such as Genetic Algorithm (GA) [11], Tabu
Search (TS) [12] and PSO [13] etc.

More research work is required to make Genetic Algorithm more efficient and
to improve the accuracy. To improve the performance of genetic algorithm
technique, the elite-preserving operator, which favours the elites of a population by
giving them the opportunity to be directly carried over to the next generation,
should be used. It has been proved that GAs converges to the global optimal
solution in the presence of elitism. Zhengyou et al. [13] proposed Binary Particle
Swarm Optimization (BPSO) which takes the failure of protective relays or Circuit
Breakers into account. Numerical results reveal that BPSO is superior to GA for
the convergence speed and accurate estimation results.

In most of the methods, loads and laterals have not been considered during fault
section estimation. None of the methods take into account the location of customer
calls as one of the objectives, which is very practical and prevailing component of
fault section estimation techniques. Moreover, effect of variation in the fault
resistance has not been presented by most of the authors.

To alleviate the problems mentioned in the existing literature, a Non-dominated
sorting particle swarm optimization (NSPSO) developed by Li [14] based on
NSGA-II developed by Deb et al. [15] is presented for solving the fault section
estimation problem in this paper. In this technique, the multi-objective nature of
the fault section estimation problem is retained without the need of any tuneable
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weights or parameters. As a result, the proposed methodology is generalized
enough to be applicable to any power distribution network. The applicability of the
proposed methodology has been demonstrated through detail simulation studies on
different test systems.

2 Overview of the Proposed Fault Location Method

A typical distribution system, which may include three-phase, two-phase, as well
as one-phase laterals and loads, is depicted in Fig. 1. A fault section estimation
method has been developed in which fault analysis is done by utilizing voltage and
current measurements obtained at the local substation based on direct short-circuit
analysis. The multiple estimate of the location of fault, faulted phase and type of
fault is obtained by existing method described in [6]. The selected system consists
of an equivalent source, the line between nodes M and N and two laterals as shown
in Fig. 1. Loads are tapped at several nodes and conductors of different types are
used on this circuit. Throughout the description, the term ‘‘node’’ will be adopted
to represent a single-phase connection point, while a ‘‘bus’’ may contain one, two,
or three nodes depending on the number of phases it contains. For example, a
three-phase bus will have three nodes.

The block diagram shown in Fig. 2 gives an overview of the proposed tech-
nique. A detailed description of the technique is described in the next section.

The technique consists of seven major steps as described in [6, 7].

2.1 Pre-fault and Post-fault Data Acquisition

When a fault is detected, the fundamental frequency components of the pre-fault
voltage and current phasors at node M are saved. The fundamental frequency
components of voltage and current phasors at node M during the fault are

L
F1 J K

M R x-1 x F x+1(= y) N-1(=W) N

LATERALP

LATERAL

Load

Local 
Source

Local
Substation

Fig. 1 Single line diagram of a distribution system experiencing a fault [7]
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estimated and the fault type is determined after a pre-set time has elapsed. These
actions are taken on-line and are depicted in the Fig. 3. The pre-fault and fault
data, along with line and load parameters, are used in an off-line mode to estimate
the location of the fault. Necessary line and load parameters are obtained from a
database.

V & I phasors & fault type

Multiple Estimate of 
Locations of  fault

Line and loads data

Estimating faulted section 
and type of fault

Modified radial system

Modelling of loads

First 
estimate?

No

Yes

Sequence V & I at nodes N & F

Distance between nodes x & F

Optimization using NSPSO to 
narrow down possible fault 

locations 

Cutomer 
call input

Converged?

Report most potential    
fault locations

No

Yes

Fig. 2 Block diagram for
estimating the location of the
fault
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2.2 Estimation of the Faulted Section

The sequence voltages and currents at node M, before and during the fault, are
calculated from the estimated phasors. A preliminary estimate of the location of
the fault is made, say between nodes x and x ? 1 (=y) as shown in Fig. 1. Line
parameters, the type of fault and the phasors of the sequence voltages and currents
are used to obtain this estimate. Impedance, measured at the terminal, could point
to multiple locations in the system, if it has laterals. Steps given in Sects. 2.3–2.6
are applied using each of the apparent locations.

2.3 Modification in Radial Distribution System

All laterals between node M and the apparent location of the fault are ignored and
the loads on a lateral are considered to be present at the node to which the lateral is
connected. For example, load at nodes K and L are lumped with the load at node
x - 1.

2.4 Modelling of Loads

All loads up to node x are considered independently and the loads beyond the fault,
node F, are assumed to be consolidated with the load at the remote node, N. Non-
linear models of loads are used to take into account their dependency on voltage.
The constants of load models are computed from the pre-fault load voltages and
currents.

L
O
A
D

Ixf  Ifx 
F

Ifn  y W
In xR

Vx Vf 

If 
Vn

N

p.u.distance ‘s’ 1- s

Fig. 3 Voltages and currents at nodes F and N during fault
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2.5 Estimating Sequence Voltages and Currents at the Fault
and at Remote Node

Using the voltage-dependent load model, determined in Sect. 2.4, sequence volt-
ages and currents, at node x during the fault, are computed taking into account the
load currents. The sequence voltages at the remote end are taken calculated as a
function of the distance of the fault from node x. The sequence voltages and
currents at the fault node, F, are also obtained as functions of distance of the fault
from node x and the impedance of the consolidated load at the remote node.

2.6 Estimating the Distance of Fault from Node x

The relationships between the sequence voltages and currents at the fault are used
to estimate the distance of the fault from node x. The first estimate of the distance
is obtained using the pre-fault sequence admittance of the consolidated load at
node N. Subsequently, the value of the admittance is updated using the net values
of the sequence voltages at node N and voltage dependent load model determined
in Sect. 2.4. The procedure is repeated until a converged solution is obtained.

3 Voltages and Currents at the Fault and Remote End

The sequence currents at node F for the network shown in Fig. 3, and the sequence
voltages at nodes F and N during the fault are estimated using the sequence
voltages and currents at node x. The sequence voltages and currents at node
R during the fault are calculated by using the voltages and currents at M and the
load models. The sequence components of load currents are estimated. The cur-
rents at node R flowing towards the fault, are then calculated. The sequence
voltages and currents at node x during the fault are calculated using procedure
given in [7] for each sequence component and for all sections up to node x. The
sequence voltages and currents at node F during the fault are estimated by
assuming that all loads beyond node x are consolidated into a single load at N, as
shown in Fig. 3.

The voltages and currents at nodes F and x are related by

Vf

Ifx

� �
¼ 1 �sBxy

sCxy �1

� �
Vx

Ixf

� �
ð1Þ

where, ‘s’ is the per unit distance to node F from node x, Bxy and Cxy are the
constants of section between the nodes x and x ? 1(=y).
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3.1 Converting Multiple Estimates to Single Estimate

The proposed fault estimation technique could provide multiple estimates if the
distribution system has laterals. The number of estimates, for a fault, depends on
the system configuration and the location of the fault. It is, therefore, necessary to
convert the multiple estimates to a single estimate.

To further nail down the most potential fault location, Non-dominated sorting
particle swarm optimization (NSPSO) developed by Li [14], have been applied in
the following section. The proposed algorithm estimates the location of shunt
faults on radial distribution systems including customer calls as one of the
objectives.

4 Problem Formulation of Fault Section Estimation

Fault location problem is formulated as multi objective function problem. These
objective functions [16] will use the data collected, such as current and voltage
measurements and customer phone calls to create a list of most potential fault
locations and verify them with the available multiple estimates from the iterative
approach as described in Sects. 2 and 3.

4.1 Objective Functions

(a) Minimization of difference of measured and calculated fault current

min f1 ¼
XN

n¼1

XNF

l¼1

ðIM � ICÞ ð2Þ

The first objective function compares the calculated fault currents with the
measured fault current value. Note that the pre-fault load current must be added to
fault currents calculated by the fault analysis routine. Locations where the cal-
culated fault current is within a specified range of the measured current are listed
as potential fault locations. It is assumed that the difference between the calculated
and measured values were within 1–2 %.

(b) Minimization of distance between customer fault location and predicted fault
location

min f2 ¼
XN

n¼1

XNC

m¼1

XNF

l¼1

LCC�F ð3Þ
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The second objective function minimizes the distance between the location of
customer phone call and existing fault to further reduce the list of potential fault
locations.

(c) Minimization of pre fault voltage and voltage during fault

min f3 ¼
XN

n¼1

XNF

l¼1

ðVr � Vf Þ ð4Þ

where,
f1, f2, f3 the defined fitness function,
N number of buses
NF number of faults
NC number of customer calls
IM measured fault current
IC calculated fault current as obtained from Eq. (1)
LCC-F distance between customer call location and predicted fault locations as

obtained from customer call input file
Vr pre fault voltage as obtained from buffer memory
Vf voltage during fault as obtained from Eq. (1)

The minima of single objective function converted from these multiple
objectives using non-dominated sorting concept [15], correspond to the most likely
fault locations. The optimization algorithm and fitness function evaluation are
described in detail in the following section. By decreasing the search area for the
maintenance crew the time required to find the exact location of the fault can be
highly reduced.

Also if estimation is started with only the critical components rather than all the
components in the circuit, much smaller number of potential fault locations can be
obtained. The critical components are defined as the ones that are the most likely
to fail, based on the historical observations by the distribution utility.

5 Particle Swarm Optimization

Kennedy and Eberhart [17] proposed an approach called particle swarm optimi-
zation (PSO) in 1995. In PSO, individuals, referred to as particles, are ‘‘flown’’
through hyper dimensional search space. Changes to the position of particles
within the search space are based on the social-psychological tendency of indi-
viduals to emulate the success of other individuals. The changes to a particle
within the swarm are therefore influenced by the experience, or knowledge, of its
neighbours. The concept of PSO is simple and is easy to implement. In PSO, in
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each iteration, each agent is updated with reference to two ‘‘best’’ values: pbest is
the best solution (in terms of fitness) the individual particle has achieved so far,
while gbest is the best obtained globally so far by any particle in the population.
Each agent seeks to modify its position using the current positions, current
velocities, the distance between the current position and pbest, and the distance
between the current position and gbest. Almost all modifications vary in some way
the velocity update equation as given in Eq. (5):

vkþ1
i ¼ wiv

k
i þ c1rand1 � pbesti � xk

i

ffi �
þ c2rand2 � gbest � xk

i

ffi �
ð5Þ

xkþ1
i ¼ xk

i þ vkþ1
i ð6Þ

In Eq. (5), c1 and c2 are positive constants, defined as acceleration coefficients,
c1 and c2, are often equal to 2, though other settings are used in different papers,
typically c1 = c2 and in the range [1.5–2.5];wi is the inertia weight factor and it is
used to control the balance between exploration and exploitation of velocity; rand1

and rand2 are two random functions in the range of [0-1]; xi represents the ith
particle and pbesti is the best previous position of xi; gbesti is the best particle
among the entire population; vi is the rate of the position change (velocity) for
particle xi. Velocity changes in the Eq. (5) comprise three parts, i.e. the momentum
part, the cognitive part, and the social part. For number of particles, the typical
range is 20–40 [18]. This combination provides a velocity getting closer to pbest
and gbest. Every particle’s current position is then evolved according to the Eq.
(6), which produces a better position in the solution space.

5.1 Non-dominated Sorting Particle Swarm Optimization
(NSPSO)

NSPSO algorithm developed by Li [14] is based on the same non-dominated
sorting concept used in NSGA-II [15]. Instead of comparing solely on a particle’s
pbest with its potential offspring; the entire population of N particles’ pbest and
N of these particles’ offspring are first combined to form a temporary population of
2N particles. After this, the non-dominated sorting concept is applied, where the
entire population is sorted into various non-domination fronts. The first front being
completely a non-dominant set in the current population and the second front
being dominated by the individuals in the first front only and the front goes so on.
Each individual in each front is assigned fitness values or based on front in which
they belong to. Individuals in the first front are given a fitness value of 1 and
individuals in second are assigned a fitness value of 2 and so on. In addition to the
fitness value, two parameters called crowding distance and niche count [14] is
calculated for each individual to ensure the best distribution of the non-dominated
solutions. The crowding distance is a measure of how close an individual is to its
neighbours and Niche count provides an estimate of the extent of crowding near a

480 A. Arya et al.



solution. The gbesti for the ith particle xi is selected randomly from the top part of
the first front (the particle which has the highest crowding distance). N particles are
selected based on fitness and the crowding distance to play the role of pbest.

6 Implementation of NSPSO in FSE Problem

In this paper, the input to the algorithms is given as binary string. For example, line
section 4(LS4) between the buses 4 and 8 as shown in Fig. 4 is coded as [0 0 1 0 0].
Similarly other sections are coded. The bits in the string will increase according to
the increase in number of buses for different test systems. The voltage, current and
impedances are calculated with respected to these nodes and line sections. Initial
population is generated randomly. This is the simplest method, in which no
knowledge about the network is required.

NSPSO have already been discussed in detail in [14] hence it is not repeated
here.
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Fig. 4 Radial distribution system under test [16]
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6.1 Non Dominated Sorting Particle Swarm Optimization
(NSPSO) Algorithm for FSE

Algorithmic Steps for implementation of NSPSO based Fault Section Estimation:

Step 1: The information available to the algorithm are, (i) system data, (ii) pre fault
configuration (iii) post fault configuration. (iv) customer calls input file.

Step 2: Generate initial swarm Rk, initial velocity Vk, maximum velocity Vmax and
initial position xk randomly and code the Line section as binary string, for
ex. LS5 is coded as [0 0 1 0 1].

Step 3: Evaluate fitness values using objective functions from Eqs. (2), (3), and (4)
and initialize pbest and gbest values.

Step 4: Calculate new velocity Vk+1 and update particle’s position using Eqs. (5)
and (6).

Step 5: Calculate new fitness value in the next iteration and if the new fitness value
is better than the current one, update pbest otherwise go to step 4. Deter-
mine gbest.

Step 6: Rk = xk [ pbestk (combine the current solution and all personal best),
Step 7: Fi = non dom sort (Rk) i.e. implement the non-dominated sorting on Rk

Step 8: pbestk+1 = U and i = 1; until |pbestk+1| ? |Fi| B N (until the pbest set is
filled);

a) i = i ? 1;
b) calculate the niche count and crowding distance for each particle in

Fi;
c) pbestk+1 = pbestk+1 [ Fi;

Step 9: Sort Fi in descending order.
Step 10: Select randomly gbest for each particle from a specified top part (e.g. top

5 %) of the first front i.e. F1.
Step 11: |pbestk+1| = |pbestk+1| [ Fi (N - |pbestk+1|) (choose the first N - |pbest|

elements of Fi).
Step 12: Verify the customer calls from customer call input file in pbestk+1. Check

the radiality of the solutions in pbestk+1 and modify them, if necessary.
Step 13: Update particle’s position, xk+1 using Eqs. (5) and (6) and using the new

pbest and gbest.
Step 14: Choose the gbest after calculating the performance metric values as

described in [14] for best solution.
Step 15: Test for convergence, using if (iter \ itermax), stop otherwise go to Step 5.
Step 16: If algorithm converges write the fault location report.

The following inertia weight is used in the implementation of NSPSO

wi ¼ wmax �
wmax � wmin

itermax

� iter ð7Þ
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where, wmin is the initial weight, wmax the final weight, itermax is the maximum
iteration number, iter is the current iteration number.

The values of wmax and wmin are 0.9 and 0.4 respectively. Other parameters of
NSPSO algorithm are:

No. of iterations = 100, Acceleration Coefficients, c1 = 2.0, c2 = 2.0, Number
of particles (or swarm size) Npar = 20

7 Results and Discussion

The proposed approach is applied on a radial distribution system under test as
shown in Fig. 4 and described in Table 1. The approach described in Sect. 2 has
been used for fault analysis and to find the multiple estimates of fault location. To
further narrow down the most potential fault sections, NSPSO based optimization
techniques have been used as described in Sects. 5.1, 6, and 6.1 respectively. The
performance of NSPSO has been compared with NSGA-II [15] and another
existing technique using Binary particle swarm optimization developed by
Zhengyou et al. [13]. Zhengyou et al. used weighted sum approach for converting
multi objective PSO into single objective PSO.

Different types of faults like LG, LLG, LL faults have been simulated at all
nodes of the distribution network as shown in Fig. 4. Different fault resistance
values were used in these simulations. The results indicate that the distances of the
faults, estimated by the proposed technique i.e. NSPSO are substantially more
accurate than the distances estimated by the NSGA-II and BPSO based algorithms.
As shown in Fig. 4, every line section (part of line between two nodes or buses)
has been assigned a number and distance of the buses is measured in kms from
substation. This is done to locate the accurate distance of fault location from
substation.

For system shown in Fig. 4, it is assumed that the fault has occurred between
buses 4 and 8 and this location is LS4. The distance of line section LS4, where the
fault has occurred, is 6.6–9.4 kms from substation.

Additionally, 1 and 2 % measurement error has been assumed for voltage and
current measurements. As seen from the results shown in Table 2, even with these
errors the algorithm is able to capture the exact potential fault location. From
Table 2, it is clearly seen in the results that component LS4 is faulty and the exact
location of the fault is at a distance of 7.28 kms for LG and LLG faults and
7.56 kms from substation for LL faults. To develop the algorithm for optimization

Table 1 Details of test
system

Description No. of
buses

Systems
nominal
voltages (kV)

Total system
load

kW KVAR

Radial distribution
system under test

13 11.00 2,652 2,652
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technique NSPSO, MATLAB 7.11 [21] has been used and for simulating the
different type of faults, PSCAD simulation software [22] has been used.

It is to be noted that, the algorithms NSPSO produces the most potential faulted
section but the distance in p.u. from previous node or bus has been verified from
the results obtained from iterative procedure i.e. Table 3. The distance in kms from
substation to p.u distance has been calculated by adding all the lines from

Table 2 Impact of measurement errors on fault location estimates

Fault
type

Fault
resistance
(ohm)

Fault
location
(p.u.)

Fault location estimate error (%)

With 1 %
voltage error

With 2 %
voltage error

With 1 %
current and
voltage error

With 2 %
current and
voltage error

LG 30 0.3 0.27 0.53 0.74 1.16
LL 1 0.6 0.51 1.04 0.97 2.02
LLG [1, 1, 50] 0.7 0.57 1.18 1.39 2.76
LLL [5, 5, 5] 0.9 0.59 1.23 1.78 3.52
LLLG [1, 1, 1, 10] 0.9 0.62 1.19 1.83 3.58

Table 3 Fault location multiple estimates resulted without NSPSO

Faulted
section (line
section)

Fault type Fault
location
(p.u.)

Fault distance
from substation
(kms)

Fault
resistance
(X)

FL
estimate
error (%)

Estimated
fault
resistance (X)

8–9 (LS5) LG 0.5 9.05 50 0.01 50.00
LL 0.5 9.05 1 0.00 1.00
LLG 0.6 9.18 [1, 1, 50] 0.01 [1.00, 1.00,

49.99]
LLLG 0.7 9.31 [1, 1, 1,

50]
0.03 [0.99,

0.99,0.99
50.01]

3–4 (LS3) LG 0.3 4.34 30 0.01 30.01
LL 0.5 4.70 5 0.01 4.99
LLG 0.6 4.88 [0.5, 0.5,

50]
0.02 [0.50, 0.50,

49.99]
LLL 0.8 4.24 [1, 3.5, 5] 0.02 [1.00, 3.49,

5.00]
9–10 (LS8) LG 0.6 11.32 50 0.00 50.00
4–8 (LS4) LG 0.6 7.28 10 0.00 10.00

LL 0.7 7.56 1 0.01 0.99
LLG 0.6 7.28 [1, 1, 50] 0.02 [1.00, 1.00,

49.99]
9–12 (LS6) LG 0.5 10.6 20 0.01 19.99

LL 0.6 10.78 5 0.02 4.99
LLL 0.6 10.78 [5, 5, 5] 0.03 [5.01, 5.01,

5.01]
12–13 (LS7) LG 0.7 12.48 50 0.01 50.00
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substation to location of fault using correct traversing path of the system. From
Table 4, it is clear that all the three algorithms have given same result for faulted
line section i.e. LS4; it means that most potential and accurate location of fault for
this test system is LS4, whereas, the run time is lowest in NSPSO as compared to

Table 4 Potential fault location using NSPSO

Technique Number of
line sections

Potential
faulted
section

Distance of fault location
from substation (kms)

Run time of
algorithm (sec)

NSPSO [Proposed] 15 4–8 (LS4) LG 7.28 9.31
LL 7.56
LLG 7.28

Elitist NSGA [16] 15 4–8 (LS4) LG 7.35 16.82
LL 7.77
LLG 7.35

Binary PSO [14] 15 4–8 (LS4) LG 8.71 22.34
LL 8.93
LLG 8.64
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Fig. 5 a Comparison of Pareto fronts obtained from NSPSO, ENSGA and BPSO (Obj-1 v/s Obj-2).
b Comparison of Pareto fronts obtained from NSPSO, ENSGA and BPSO (Obj-3 v/s Obj-2)
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NSGA-II and BPSO using weighted sum approach. There is noteworthy reduction
in runtime of NSPSO from ENSGA and BPSO based techniques. It is almost
44.6 % lesser than ENSGA and 58.3 % lesser than BPSO. This shows a major
contribution for quick and effective restoration of electric supply.

Figure 5a and b depict the comparison of Pareto-optimal sets obtained from
NSPSO, ENSGA and BPSO respectively. It can be seen that the obtained solutions
are well distributed on trade-off surface. It can also be seen that the NSPSO is
more efficient than ENSGA looking into the optimality and diversification of
solutions in the trade-off surface. The comparison of these results shows that the
proposed method is well explored the search space.

8 Conclusion

This paper presents analytical fault analysis and iterative procedure to get the
multiple estimates of fault location and NSPSO based optimization algorithm to
further nail down the exact fault location. The proposed technique fully consider
loads, laterals and customer trouble calls in radial distribution systems, take into
account for all types of faults, and allow for different fault resistances values.

Simulation studies have demonstrated that proposed technique produces accu-
rate and speedier results and are quite robust to voltage and current measurement
errors. Speedy and precise fault location plays an important role in accelerating
system restoration, reducing outage time and significantly improving system
reliability. Compared with the genetic algorithm, NSPSO for fault-section esti-
mation has got advantages that it uses smaller population size, more rapid con-
vergence and diversity in Pareto optimal solution, which is the main goal of any
multi objective optimization problem. The proposed algorithm is compared with
two of the most complete methods published to date to confirm the superiority of
the work in terms of accuracy.
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Approximate Solution of Integral
Equation Using Bernstein Polynomial
Multiwavelets

S. Suman, Koushlendra K. Singh and R. K. Pandey

Abstract The aim of present article is to find the approximate solution of integral
equation using Bernstein multiwavelets approximation. Bernstein polynomial
multiwavelets are constructed using orthonormal Bernstein polynomials. These
Bernstein polynomial multiwavelets approximate the solution of integral equation.
Using orthogonality property of Bernstein polynomial muliwavelets operational
matrix of integration is obtained which reduces the integral equation in the system
of algebraic equation and can be solved easily. The examples of different profiles
are illustrated.

Keywords Abel integral equation � Volterra integral equation � Bernstein
polynomials multiwavelets

1 Introduction

Abel’s integral equation [1] uses in many branches of science. Usually, physical
quantities accessible to measurement are quite often related to physically impor-
tant but experimentally inaccessible ones by Abel’s integral equation. Some of the
examples are: microscopy [2], seismology [3], radio astronomy [4], satellite
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photometry of airglows [5], electron emission [6], atomic scattering [7], radar
ranging [8], optical fiber evaluation [9, 10]. But it is most extensively used in flame
and plasma diagnostics [11–13] and X-ray radiography [14]. In flame and plasma
diagnostics the Abel’s integral equation relates the emission coefficient distribu-
tion function of optically thin cylindrically symmetric extended radiation source to
the line-of-sight radiance measured in the laboratory. Obtaining the physically
relevant quantity from the measured one therefore, requires, the inversion of the
Abel’s integral.

f xð Þ ¼
Z x

0

uðtÞffiffiffiffiffiffiffiffiffiffi
x� t
p dt; 0 � x � 1 ð1Þ

where (x), is the data function and uðtÞ is the unknown function. The exact
solution is given by

u xð Þ ¼ 1
p

Z x

0

1ffiffiffiffiffiffiffiffiffiffi
x� t
p df ðtÞ

dt
dt; 0 � x � 1 ð2Þ

Assuming without loss of generality, f(0) = 0 Abel integral equation is also
known as Singular Volterra equation of first kind.

As the process of estimating the solution function ; tð Þ, if the data function
f(x) is given approximately and only at a discrete set of data points, is ill-posed
since small perturbations in the data f(x) might cause large errors in the computed
solution (x). In fact, two explicit analytic inversion formula were given by Abel
[1], but their direct application amplifies the experimental noise inherent in the
radiance data significantly.

Singular Volterra integral equation of second kind is given as

uðtÞ ¼ f xð Þ þ
Z x

0

uðtÞffiffiffiffiffiffiffiffiffiffi
x� t
p dt; 0 � x � 1 ð3Þ

where uðtÞ is the unknown function to be determined, k(x, t), the kernel, is a
continuous and square integrable function, f(x) being the known function satisfying
f(a) = 0.

2 Wavelet and Bernstein Polynomial Multi-wavelets
and Function Approximation

The Wavelet Transform has emerged as a powerful mathematical tool in many
areas of science and engineering, more so in the field of signal processing
Wavelets transform [17] is a method to analysis a signal in time and frequency
domain, it is effective for the analysis of time-varying non stationary. Wavelets are
a class of functions constructed from dilation and translation of a single function

490 S. Suman et al.



called the mother wavelet. When the dilation and translation parameters a and
b vary continuously, the following family of continuous wavelets are obtained

wabðtÞ ¼ aj j�1=2w
t � b

a

� ffi
a; b 2 R; a 6¼ 0;

when the parameters a and b are restricted to discrete values as a ¼ 2�k; b ¼ n2�k

then, we have the following family of discrete wavelets wknðtÞ ¼ 2k=2w 2kt � n
� �

,
k; n 2 Z, where the function w, the mother wavelet, satisfies

R
R

wðtÞdt ¼ 0.

2.1 Definition

The increasing sequence Vkf gk2Z of closed subspaces of L2(R) with scaling
function u 2 V0 is called MRA if (i)

S
k

Vk is dense in L2(R) and
T
k

Vk ¼ 0f g, (ii)

f ðtÞ 2 Vk iff f 2�kt
� �

2 V0, (iii) u t � nð Þf gn2Z is a Riesz basis for V0.

Note that (iii) implies that the sequence 2k=2u 2kt � n
� �� �

n2Z
is an orthonormal

basis for Vk. Let w(t) be the mother wavelet, then wðtÞ ¼
P
n2Z

anu 2t � nð Þ and

2k=2w 2kt � n
� �� �

k;n2Z forms an orthonormal basis for L2(R) under suitable con-

ditions. Hence, we can say that wavelet theory is based on above refinement
equation which defines the scaling function u. The scaling function leads to
multiresolution approximations (MRAs), wavelets, and fast decomposition and
reconstruction algorithms. Multiwavelets are generalization of wavelets, which has
been around since the early 1990s. Multiwavelets are useful in the field of signal
processing as well as image processing. In this replace the scaling function u by a
function vector uðxÞ ¼ u1ðxÞ;u2ðxÞ;u3ðxÞ; . . .urðxÞ;ð ÞT called multi-scaling
function, and refinement equation by

u xð Þ ¼
ffiffiffiffi
m
p X

k

Hkuðmx� kÞ

The recursion coefficient Hk are now r 9 r matrices.
Different variations of wavelet bases (orthogonal, biorthogonal, multiwavelets)

have been presented and the design of the corresponding wavelet and scaling
functions has been addressed [15]. Multiwavelets are generated by more than one
scaling function. Multiwavelets lead to MRAs and fast algorithms just like scalar
wavelets but they have some advantages in comparison to single wavelets: they
can have short support coupled with high smoothness and high approximation
order, and they can be both symmetric and orthogonal. The properties such as short
support, orthogonality, symmetry and vanishing moments are known to be
important in signal processing and numerical methods. A single wavelet cannot
possess all these properties at the same time. On the other hand, a multiwavelet
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system can have all of them simultaneously. This suggests that multiwavelets
could perform better in various applications.

The general form of B-polynomials of mth-degree [16] are defined in the
interval [0, 1) as

Bi;m xð Þ ¼ m
i

� ffi
xið1� xÞm�i; where i ¼ 0; . . .;m ð4Þ

Recursive definition can also be used to generate the B-polynomials over [0, 1]
so that the ith mth degree B-polynomial can be written as

Bi;m xð Þ ¼ 1� xð ÞBi;m�1 xð Þ þ xBi�1;m�1 xð Þ ð5Þ

B-polynomial multi-wavelets wmn tð Þ ¼ w k; n;m; tð Þ have four arguments:
translation argument n ¼ 0; 1; 2 . . . 2k � 1, dilation argument k can assume any
positive integer m is the order for B-polynomial and t is the normalized time. They
are defined on the interval [0, 1) as

wn;m tð Þ ¼ 2
k
2WBm 2kt � n

� �
; for n

2k � t \ nþ 1
2k

0; otherwise;

	
; ð6Þ

where m ¼ 0; 1 . . . M; n ¼ 0; 1; 2 . . . 2k � 1. In the above equation coefficient 2
k
2 is

for orthonormality, the dilation parameter is a ¼ 2�k and the translation parameter
is b ¼ n2�k. Here WBm is the orthonormal form of B-polynomials of order m.

Using Gram- Schmidt orthonormalization process on Bi;nðxÞ, we obtain a class
of orthonormal polynomials from Bernstein polynomials. We call them ortho-
normal Bernstein polynomials of order n and denote them by b0;n; b1;n; . . .; bn;n. We
construct the Bernstein multiwavelet with help of these orthonormal Bernstein
polynomials.

For M = 3 the four orthonormal polynomials are given by,

b0;3 xð Þ ¼
ffiffiffi
7
p

1� xð Þ3
h i

;

b1;3 xð Þ ¼ 2
ffiffiffi
5
p
½3x 1� xð Þ2� 1

2
1� xð Þ3�;

b2;3 xð Þ ¼ 10
ffiffiffi
3
p

3
½3x2ð1� xÞ � 3xð1� xÞ2 þ 3

10
1� xð Þ3�;

b3;3 xð Þ ¼ 4½x3 � 9
2

x2ð1� xÞ þ 3xð1� xÞ2 � 1
4

1� xð Þ3�:

2.2 Function Approximation

A function f(x) defined over [0, 1) may be expended as

f xð Þ ¼
X1

n¼0

X1
m¼0

Cnmwnm xð Þ; ð7Þ
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Where Cnm ¼ f xð Þ;wnm xð Þð Þ; in which (.,.) denotes the inner product.
If the infinite series in Eq. (7) is truncated, then that equation can be written as

f xð Þ �
X2k�1

n¼0

XM

m¼0
Cnmwnm xð Þ ¼ CTw xð Þ ð8Þ

Where C and wðxÞ are ð2k � 1ÞðM þ 1Þ ffi 1 matrices given by

C ¼ ½c00; c01; . . .; c0M;c10; . . .; c1M ; . . .; cð2k�1ÞM �T ; ð9Þ

w xð Þ ¼ w00 xð Þ;w01 xð Þ; . . .;w0M xð Þ;w10 xð Þ; . . .;w1M xð Þ; . . .;w 2k�1ð Þ0 xð Þ; . . .;w 2k�1ð ÞM xð Þ
h iT

ð10Þ

3 Method of Solution

3.1 Solution of Singular Integral Equation

Using Eq. (8), we approximate uðxÞ and f(x) as

u xð Þ ¼ ATw xð Þ ð11Þ

f xð Þ ¼ FTw xð Þ ð12Þ

where the matrix F is known.
Then from Eqs. (1), (10) and (11) for the Abel integral equation we have

FTw xð Þ ¼ Zx

0

ATw xð Þffiffiffiffiffiffiffiffiffiffi
x� t
p dt, ð13Þ

For the for Volterra integral equation of second kind,
Using Eqs. (3), (10) and (11), we have,

ATw xð Þ ¼ FTw xð Þ þ
Z x

0

ATw xð Þffiffiffiffiffiffiffiffiffiffi
x� t
p dt; ð14Þ

For simplification of the integral we use the following well known formula,

Z x

0

tn

ffiffiffiffiffiffiffiffiffiffi
x� t
p dt ¼

ffiffiffi
x
p

xnþ1
2Cðnþ 1Þ

Cðnþ 3
2Þ

;

Using this formula in the Eqs. (13), (14) we have
Z x

0

ATw xð Þffiffiffiffiffiffiffiffiffiffi
x� t
p dt ¼ Pw xð Þ; ð15Þ
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From Eqs. (13), (15) we get,
In case of Volterra integral equation of first kind of Abel Kernel,

AT ¼ FT P�1; ð16Þ

In case of Volterra integral equation of second kind of Abel Kernel,

AT ¼ FTðI � PÞ�1; ð17Þ

Now, using (16) one can easily find the approximate solution of Eq. (1). The
solution can be given as

; xð Þ ¼ ATw xð Þ;

Now, using Eq. (17), one can find solution of equation of (3).
The solution can be given as

; xð Þ ¼ ATw xð Þ; ð18Þ

4 Numerical Examples

Test Example 1: For M = 3 consider an Abel’s integral equation (Volterra inte-
gral equation of first kind)

Z x

0

f tð Þffiffiffiffiffiffiffiffiffiffi
x� t
p dt ¼ 2

ffiffiffi
x
p

105� 56x2 þ 48x3ð Þ
105

; 0 � x � 1:

Where the exact solution is f xð Þ ¼ x3 � x2 þ 1; 0 � x � 1:
Test Example 2: For M = 3 consider the following singular volterra integral

equation f xð Þ ¼ x2 þ 16x5=2

15 �
R x

0
f tð Þffiffiffiffiffiffiffi
x�t
p dt; 0 � x � 1: having the exact solution

f xð Þ ¼ x2; 0 � x � 1.

5 Results and Conclusions

The present article gives to develop an efficient and accurate method for solving
singular Volterra integral equation Using Bernstein Polynomial Multiwavelets.
The required solution and given function is approximated using Bernstein poly-
nomials multiwavelet and then operational matrix of integration is obtained. This
operational matrix leads to a system of linear equation in order to find the
approximation coefficient of required solution. Two illustrative examples having
different profiles are solved and their results are listed in the Table 1. For different
values of t errors for both examples are calculated and values of errors are of the
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order of 10-11 to 10-5 for second example. In case of example 1 errors varies from
10-8 to 10-3. Results justify that Bernstein polynomials multiwavelet is a better
option to solve integral equation.
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Table 1 Error of Exm 1 and
Exm 2

t Error of Ex 1 Error of Ex 2

0 -1.045 9 10-5 1.007 9 10-8

0.1 2.321 9 10-6 1.118 9 10-11

0.2 2.587 9 10-6 -1.147 9 10-8

0.3 -1.774 9 10-6 -2.448 9 10-5

0.4 -2.891 9 10-6 -3.909 9 10-5

0.5 -2.25 9 10-3 -5.282 9 10-5

0.6 7.011 9 10-4 6.386 9 10-5

0.7 6.171 9 10-4 5.169 9 10-5

0.8 -4.893 9 10-4 -1.068 9 10-5

0.9 -6.051 9 10-4 -4.461 9 10-5

1 2.282 9 10-3 2.854 9 10-5
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A Novel Search Technique for Global
Optimization

Kedar Nath Das and Tapan Kumar Singh

Abstract Solving non-linear optimization with more accuracy has become a
challenge for the researchers. Evolutionary global search techniques today are
treated as the alternate paradigm over the traditional methods for their simplicity
and robust nature. However, if an evolutionary problem is computationally bur-
dened both the human efforts and time will be wasted. In this paper a much simpler
and more robust optimization algorithm called Drosophila Food-Search Optimi-
zation (DFO) Algorithm is proposed. This new technique is based on the food
search behavior of the fruit fly called ‘Drosophila’. In order to evaluate the effi-
ciency and efficacy of the DFO-algorithm, a set of 20 unconstrained benchmark
problems have been used. The numerical results confirms the supremacy of DFO
over the algorithms namely Hybrid Ant Colony-Genetic Algorithm (GAAPI),
Level-Set evolution and Latin squares Algorithm (LEA), which are reported as the
most efficient algorithms in the recent literature.

Keywords Redundant search (RS) � G-Protein-coupled-receptor (GPCR) �
Ligand and modified quadratic approximation (mQA)

1 Introduction

In recent years, many complex structured are arisen in the field of sciences and
engineering. Till date, for solving complex non-linear optimization problems,
many a number of evolutionary methods have been designed. Few popular
algorithms are Diversity Guided Evolutionary Programming (DGEP) [1],
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Self-Adaptive DE (jDE) [2], Modified ABC (ABC/best) [3], Structural Optimi-
zation (SO) [4], Self Adaptive Hybridized GA (S-LXPM) [5], Swallow Swarm
Optimization (SSO) [6], Evolutionary Programming, etc. However, most of them
suffer either with computational burden or with fine tuning of many parameters.

Therefore, in order to increase further the efficiency, reliability and stability, a
new evolutionary optimization algorithm called ‘Drosophila Food-Search Opti-
mization (DFO)’ Algorithm introduced in this paper. DFO basically mimics the
optimal food-searching behavior of fruit fly called Drosophila melanogaster. Its
mechanism and behavioral description is presented later in the next section.

The rest part of this paper is organized as follows. The Sect. 2, introduces the
food-searching behavior of Drosophila melanogaster. The components used in
the proposed techniques are discussed in Sect. 3. Section 4, introduces the DFO
Algorithm. In Sect. 5, numerical results and their analysis are presented. Finally,
the conclusion is drawn in Sect. 6.

2 Drosophila melanogaster

Drosophila melanogaster is a nature inspired fly approximately 3 mm long and used
as a model organism in sense organ and feeling, especially in vision and smelling [7, 8]
(shown in Fig. 1). They can collect all the smell in air even though the food sources
are out of 40 km. Drosophila depends on some hair-like structures, called sensilla,
which are located in multiple parts of their body along with proboscis, wing margins,
legs and ovipositor [8]. Each of these receptors consisting with Gustatory Receptor
Neurons (GRNs) that help Drosophila to select foods with nutrient and differentiate
between compound content with high sugar as well as with high salt.

Drosophila ingests food through its proboscis, which comprises with both
internal and external sensilla. The external sensilla detect preferable food sources
and the internal sensilla check the foods before it is allowed into the digestive
system. The internal sensilla plays a vital role either as sensors for harmful sub-
stances that, if activated elicit a ‘regurgitate’ responses or alternatively, to verify
digestible substances and promote sucking reflexes. It also consisting with highly
well characterized olfactory receptors called Drosophila Olfactory receptors
(DOR) [9]. The DOR gene encode a family of seven transmembrane G-Protein
coupled receptors, whose function recognizes specific odorant molecules. The
DORs are expressed in dendrites of olfactory receptor neurons (ORNs) housed in
sensilla located on the antennae and the maxillary palps. The space between the
dendrite and the inner surface of the bristle filled with lymph, a secretation from
support cells that are associated with each taste sensillium.

2.1 Ligand

A ligand is a signal triggering molecule in response to protein binding. It forms a
complex molecular substance when attached with bio-molecule. It alerts a
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conformational chemical changes, when binds with a receptor and the confor-
mational state of a receptor protein determines its functional state. The strength of
binding of ligand with receptor is called affinity. In general, high-affinity ligand
binding means greater intermolecular force between the ligand and its receptor.
High affinity ligand binding also implies that a relatively low concentration of a
ligand is sufficient to occupy a ligand binding site and for low affinity binding, a
relatively high concentration of ligand is required before the binding site is
maximally occupied and the maximum physiological response to the ligand is
achieved.

2.2 G-Protein-Coupled-Receptor

G-Protein-Coupled-Receptor (GPCR) is a large protein family of receptors, which
recognizes a vital role of odorant molecules [10] from outside the cell and activate
inside signal transduction pathway and gives the cellular responses [11]. It is also
called seven-transmembrane domain receptors because it passes through the cell
membrane seven times. It also consists with two principle signal transduction
pathways namely cAMP (Cyclic Adenosine Mono Phosphate) signal pathway and
the Phosphatidylinsitol signal pathway. When ligand binds with a GPCR, a con-
formational changes occur i.e. it mechanically activates the G-Protein (a family of
proteins involved in transmitting chemical signals originating from outside a cell
into the inside of a cell), which detaches from the receptors. The receptors can now
either activate another G-Protein or switch back to its inactive position.

3 Components Used in the Proposed Technique

3.1 The Proposed Redundant Search

In recent years, many new exploration and exploitations techniques namely NSDE
[12, 13], LSRCMA [14], RCMA [15] have been introduced by researchers.
However, for further enhancement of search capacity and to maintain the diversity
in the population, a new search technique called Redundant Search (RS) is pro-
posed in this section. The working step of Redundant Search is as follows:

Fig. 1 Images of Drosophila
melanogaster

A Novel Search Technique for Global Optimization 499



Step 1: Generate a population matrix Xi, j of size P with dimension D.
Step 2: Generate unequal random numbers r1, r2 e [1, D] and r3, r4 e [1, P].
Step 3: Split each individual population to two different individuals by the concept

of neighboring searching. Thus the two new populations Yi,j and Zi,j are
being generated from the current solution. For each i = 1, 2,………., P,
the following mechanism follows:

Yi;k ¼ Xi;k þ Xr3;k � Xr4;k

�� �� ð1Þ

Zi;k ¼ Xi;k � Xr3;k � Xr4;k

�� ��; for k ¼ r1 and r2: ð2Þ

for j 6¼ r1 and j 6¼ r2; Yi;j ¼ Xi;j and Zi;j ¼ Xi;j

Step 4: The new individuals for the new population are given by

X0i;j ¼ Min f Xi;j

� ffi
;
f Yi;j

� ffi
;
f Zi;j

� ffin o
ð3Þ

for i ¼ 1; 2; . . .. . . ; P and j ¼ 1; 2; . . .. . .. . .;D:

3.2 Modified Quadratic Approximation

Quadratic Approximation (QA) [16] is a method to generate one ‘child’ from three
parents from the population. The working principle of QA is as follows.

1. Select the individual R1 with the best fitness value and more two random
individuals R2 and R3 such that at least two of them are distinct.

2. Find the point of minima (child) of the quadratic surface passing through R1, R2

and R3 defined as:

Child ¼ 0:5

 
ðR2

2 � R2
3Þf ðR1Þ þ R2

3 � R2
1

� ffi
f R2ð Þ þ R2

1 � R2
2

� ffi
f R3ð Þ

ðR2 � R3Þf ðR1Þ þ R3 � R1ð Þf R2ð Þ þ R1 � R2ð Þf R3ð Þ

!
ð4Þ

where f(R1), f(R2) and f(R3) are the fitness function values at R1, R2 and R3,
respectively.

In this section, a modified Quadratic Approximation (mQA) is proposed. In
mQA, R1, R2 and R3 picks randomly with a condition that all are distinct. Rest
mechanism of mQA remains the same as that of QA.

4 Drosophila Food-Search Optimization Algorithm

A new optimization algorithm called Drosophila Food-Search Optimization
(DFO) algorithm is proposed in this section. BFO algorithm is mainly based on the
food-search behavior of the fruit fly ‘Drosophila’.
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The Drosophila melanogaster is superior with its rich history in genetic
especially for sensory system including taste and olfaction. The olfactory receptors
of Drosophila can sense all kinds of food sources whose scents blowing in the air.
Initially, after getting the sources, the gustatory receptors (GRs) available in
external sensilla of proboscis check the preferences of the food sources. Then they
pass the signal to external sensilla to report whether it is allowed in digestive
system or not. The internal sensilla consist of GPCR, which sense the molecules
outside the cell and activate the signal pathway. Each molecule of a food sources
act as a ligand and affinity of protein binding of GPCR with ligand depends on the
concentration of the ligand. So, if the concentration is high, GPCR will activate
and provide signal to SOG region of the brain via nervous system. When the signal
input is more, then SOG region provides positive signal to the proboscis to take
food and due to high prefer ability of food sources, the signal input is more. Then
they start flying towards the food. The pseudo code of DFO is as follows:

begin
Gen = 1

Generate initial population
Evaluate fitness of each individual in the population
While (termination criterion is not satisfied) do
Gen = Gen ? 1
Apply Tournament selection (size 2)
Apply Redundant Search
Apply Modified Quadratic Approximation operator

end do
end begin

The flow mechanism of S-LXPM is presented in Fig. 2.

5 Experimental Analysis

5.1 Test Problems

In order to evaluate the performance of Drosophila Food-Search Optimization
(DFO) algorithm, a set of 20 scalable benchmark problems are taken from the
recent literature [16]. The problem set is listed in Table 1. The problems under
consideration have the following characteristics.

1. Non-linear and Scalable
2. Bearing various difficulty levels
3. Mixture of unimodal and multimodal functions
4. Separable and non-separable function.
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The basic idea to choose such a set is to testify the solving ability of the
proposed technique on different varieties of problems.

For all 20 test functions, the result obtained by DFO is compared with Hybrid
Ant Colony-Genetic Algorithm (GAAPI) and Latin squares Algorithm (LEA)
reported in [16]. For function F8, vij, uij are random integers in [100, -100] and xj

is a random number in [p, -p].

5.2 Computational Setup

The proposed algorithm is implemented in C++ on a Pentium Dual Core,
2.00 GHz machine with 1 GB RAM under Windows 7 platform. A total of 50 runs
are conducted for each test functions. To start a run, different seeds are used in
order to generate the random numbers for the initial population. To stop a run, the
criterion is either no improvement found in the objective function value for a total
of consecutive 20 generations or a maximum of 500 generation is attained. For a
fair comparison, the problem size and the population size are fixed same as
reported in [16].

Yes

No
No

Yes

Start

Gen=1, Max gen, Initialization of food

Identify high ligand food

Replace old 
with new 

ligand 

Nbd. food search

Improvement 
in ligand

Gen=
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Fig. 2 Schematic
representation of DFO
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5.3 Computational Results and Analysis

Each test function in Table 1 undergoes 50 independent runs. The average com-
putational time for each problem by DFO is compared with LEA and GAAPI in
Table 2. Similarly, the mean and standard deviation of the objective function
values along with the mean of number of function evaluations is reported in
Table 3 for all 20 benchmark problems.

From Table 2 it is observed that DFO takes very less computational time as
compared to LEA and GAAPI for all 20 test functions. Therefore, DFO is more
efficient.

From Table 3, it is found that for functions F1–F2, F4–F9, F11, F14, F16–F18
and F20, DFO gives better objective function values than GAAPI and LEA. For
F10 and F12, GAAPI performs better than DFO and LEA with less average
functions evaluation. But for functions F3, F13, F15 and F19 LEA performs better
than DFO and GAAPI. Similarly, the standard deviation for DFO is less for most
of the cases. Overall, out of 20 test problems, DFO provides much better mean
function values in 14 problems and exerts less standard deviation for 16 problems.
Hence DFO can be treated as an efficient algorithm over LEA and GAAPI, even in
solving higher dimensional problems.

The last column of Table 3 concludes that DFO needs more number of function
evaluations as compared to the rest two. However, for the functions with low
dimensions like F16, F17, F18, F19 and F20; DFO can able to solve using a less
number of function evaluations.

Table 2 Comparison of time
(sec) using DFO with others
in [16]

Problem no LEA GAAPI DFO

1 656.30 30.59 1.23
2 557.20 27.07 2.93
3 326.10 18.26 3.21
4 365.60 37.28 1.48
5 368.50 22.48 4.17
6 359.10 42.27 4.11
7 660.80 24.27 12.50
8 493.40 401.75 201.25
9 612.30 37.93 10.54
10 443.80 35.59 5.74
11 240.20 35.64 2.60
12 242.40 17.00 1.29
13 240.80 37.56 1.943
14 241.30 39.58 13.37
15 242.20 30.70 1.91
16 30.80 23.83 0.046
17 30.60 27.87 0.039
18 33.50 27.20 0.035
19 101.30 27.97 0.134
20 66.20 29.06 0.096
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Table 3 Comparison of mean and standard deviation along with average function evaluation
using DFO with others in [16]

Problem
no.

Algorithm Mean Standard-
deviation

Average number of
fun evaluations

Optimum
value

1 LEA -12569.45 4.83E-04 287,365 -12,569.5
GAAPI -12,569.5 5.77E-07 26,510
DFO -12,569.5 6.92E209 65,610

2 LEA 2.10E - 08 3.3E-18 223,803 0
GAAPI 1.02E-06 4.58E-09 24,714
DFO 2.95E219 1.27E218 140,812

3 LEA 3.2E216 3.0E217 105,926 0
GAAPI 0.00163 9.1E-07 19,592
DFO 1.26E-15 2.86E-16 149,800

4 LEA 6.10E-06 2.5E-17 130,498 0
GAAPI 2.2E-05 2.05E-8 29,647
DFO 3.94E219 6.50E219 65,912

5 LEA 2.42E-06 2.27E-06 132,642 0
GAAPI 3.65E-10 1.82E-11 60,297
DFO 2.58E219 1.15E218 149,800

6 LEA 1.73E-04 1.21E-04 130,213 0
GAAPI 2.23E-07 2.06E-03 26,895
DFO 5.32E220 2.88E220 149,800

7 LEA -93.01 0.02314 289,863 -99.2784
GAAPI -39.7847 0.100521 21,235
DFO -94.01 1.32E203 149,800

8 LEA 1.63E - 06 6.52E-07 189,427 0
GAAPI 1.40E-07 2.33E-02 28,778
DFO 3.95E208 5.49E207 149,800

9 LEA -78.310 6.13E-03 243,895 -78.3324
GAAPI -78.3323 1.38E-05 28,701
DFO -78.3323 1.30E205 149,800

10 LEA 0.5609 0.1078 168,910 0
GAAPI 4.18E205 5.03E203 29,171
DFO 20.9571 15.717 149,800

11 LEA 4.73E-16 6.22E-17 110,674 0
GAAPI 6.67E-09 1.89E-04 29,199
DFO 1.45E229 2.04E229 149,800

12 LEA 5.14E-03 4.43E-04 111,093 0
GAAPI 1.28E205 7.21E207 4,149
DFO 6.84E-03 2.06E-03 92,876

13 LEA 4.25E219 4.24E219 110,031 0
GAAPI 0.001297 2.01E-02 30,714
DFO 2.31E-17 1.54E-17 149,800

14 LEA 6.78E-18 5.43E-18 110,604 0
GAAPI 0.000537 3.1932 31,792
DFO 1.53E226 2.22E226 149,800

(continued)
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6 Conclusion

This paper presents a new and novel algorithm for solving Global Optimization
problem called Drosophila Food-Search Optimization algorithm that mimics the
optimal food search mechanism offruit fly namely ‘Drosophila’. The performance of
this algorithm is evaluated over a test bed of 20 benchmark problems with a varying
difficulty levels. The experimental result shows that DFO outperforms GAAPI and
LEA. Thus, DFO algorithm is very much flexible and efficient for solving functions
with lower to higher dimensional problems. At the same time, it has a ability to
overcome premature convergence to a greater extend by maintaining the diversity in
the population. Further research may be carried out for solving complex real-life
problems by using DFO. The upcoming paper cares to handle the constraint opti-
mization problems again by using the food search behavior of Drosophila.
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Cryptanalysis of Geffe Generator
Using Genetic Algorithm

Maiya Din, Ashok K. Bhateja and Ram Ratan

Abstract The use of basic crypto-primitives or building blocks has a vital role in
the design of secure crypto algorithms. Such crypto primitives must be analyzed
prior to be incorporated in crypto algorithm. In cryptanalysis of any crypto
algorithm, a cryptanalyst generally deals with intercepted crypts without much
auxiliary information available to recover plaintext or key information. As brute
force attack utilizes all possible trials exhaustively, it has high computing time
complexity due to huge search space and hence is practically infeasible to mount
on secure crypto algorithms. The Geffe generator is a non-linear binary key
sequence generator. It consists of three linear feedback shift registers and a non-
linear combiner. In this paper, we attempt Geffe generator to find initial states of
all three shift registers used. The initial states are the secret key bits that maintain
the security of Geffe generator. To find secret key bits, one has to search huge key
space exhaustively. We consider divide-and-conquer attack and genetic algorithm
to reduce exhaustive searches significantly. Simulation results show that correct
initial states of all shift registers can be obtained efficiently.

Keywords Geffe generator � Stream cipher � Linear feedback shift register �
Genetic algorithm � Divide-and-conquer attack
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1 Introduction

Cryptology is the Art and Science of secure communications which has two major
branches—cryptography and cryptanalysis. The first branch of cryptology is
known as cryptography which deals with the design of cryptographic schemes/
methods/systems for securing vital information. The security of information is
achieved mainly through the confidentiality apart from authenticity and integrity.
There are two branches of cryptography—symmetric key cryptography and
asymmetric key cryptography. In symmetric key cryptography, the sender and
receiver use same key for encryption as well as decryption. In asymmetric key
cryptography, a pair of two keys is used, one for encryption and another for
decryption. The key used for encryption is kept public and the key used for
decryption is kept private. The symmetric key cryptography is known as secret key
cryptography and asymmetric key cryptography is known as public key cryptog-
raphy. The second branch of cryptology is known as cryptanalysis which deals
with the analysis of crypto algorithms/systems to extract secret information by
exploiting cryptographic weaknesses. There are active or passive cryptanalytic
attacks that are applicable under certain situations. In passive attacks, an adversary
or a cryptanalyst tries to extract information about key or message from given
crypts by exploiting weaknesses in crypto algorithm. Such attack may be known
plaintext attack, chosen plaintext attack, chosen ciphertext attack or known
ciphertext attack.

Cryptanalysis also deals to evaluate cryptographic strength of crypto algorithms
or crypto primitives prior to their usage in security applications. The strength of
any cryptosystem depends on the characteristics of its individual components. The
weaknesses of individual components can help a cryptanalyst to crack the cryp-
tosystem. The crypto primitives and algorithms may be designed based on the
concepts of block and/or stream ciphers. Nowadays, shift registers are being
considered as a backbone of modern cryptography to design secure cryptosystems
A Linear Feedback shift register (LFSR) is known as a basic component of stream
cipher. One may refer [1–4] for detail on such stream ciphers. This paper is
concerned with the cryptanalysis of Geffe generator for identifying initial states of
LFSRs.

Geffe generator [5] is a non-linear random binary key sequence generator which
consists of three (LFSRs) and a nonlinear combiner. Here, we apply passive attack
to identify initial states where only ciphertext is available. Various attacks have
been reported in the literature on Geffe Generator such as correlation attack,
algebraic attack and guessing attack [4, 6–10]. Most of the attacks mounted are
exhaustive in nature and search all possible keys to find initial states of LFSRs. A
divide-and-conquer attack [11, 12] is very useful to reduce exhaustive search if we
divide the problem appropriately.

Genetic Algorithm (GA) is a heuristic approach which is based on the mech-
anisms of evolution and natural genetics. Evolutionary strategies draw inspiration
from the natural search and selection processes leading to the survival of the fittest
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individuals [13–16]. These methods have a high probability of locating the global
solution optimally in the search space. In this paper, we propose a scheme which
utilizes divide-and-conquer attack and GA for obtaining initial states of LFSRs of
Geffe generator. Proposed scheme is adaptive and utilizes randomized key search
in identifying correct initial states efficiently. The proposed scheme provides
desired results in less time as discussed in simulation results. The method based on
divide and conqure attack as well as genetic algorithm seems very usefull.

The paper is organized as follows: we describe Geffe generator in Sect. 2 and
discuss Genetic Algorithm briefly in Sect. 3. We describe the proposed scheme for
obtaining initial states of LFSRs of Geffe generator in Sect. 4. The initial states of
LFSRs obtained as simulation results for Geffe generator are presented in Sect. 5.
The paper is concluded in Sect. 6 followed by the references.

2 Geffe Generator

Geffe generator [4] is a clock controlled non-linear random binary key sequence
generator utilizing three LFSRs of different length and one 2 9 1 multiplexer/
combiner. The LFSR consists of a shift register with r cells and a linear feedback
function (f). A linear combination of the contents of the sum of the cells is added
modulo 2 to create a new bit according to a feedback polynomial f. The LFSR
generate {s} with period 2r - 1 when f is a primitive polynomial of degree r [4].
The structure of Geffe generator is shown in Fig. 1. The LFSR-3 is used as a clock
controlled shift register. The Pseudorandom Number (PN) sequence bits Si is
generated by selecting the output of LFSR-1, Xi or LFSR-2, Yi according to output
of LFSR-3, Zi. The generated PN sequence bit is selected as LFSR-1 output bit if
LFSR-3 output bit is 0 otherwise LFSR-2 output bit is selected, i.e., Si = Xi when
Zi = 0 else Si = Yi.

Geffe generator is also defined as a nonlinear generator consisting of non-linear
combing function f (x1, x2, x3) = x1 � x1x3 � x2x3 where x1, x2, x3 are the output
bits of LFSRs. The combining function f generates Zi. The period and linear
complexity are given as (2N1 - 1) 9 (2N2 - 1) 9 (2N3 - 1) and N1 ? (N1 ? N2) 9

N3 respectively where, N1, N2 and N3 are the length of LFSR-1, LFSR-2 and
LFSR-3. The Si is added under modulo 2 with binary plaintext bit-by-bit to
generate ciphertext.

Fig. 1 Geffe generator
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3 Genetic Algorithms

Genetic Algorithm is a metaphoric abstraction of natural biological evolution with
the basic concepts like natural selection, mating and mutation. These processes
works similar to human genetics and are used to make the transition from current
population to the next generation. The basic cycle of GA is shown below in Fig. 2.

Genetic Algorithms have the following basic components:

1. An initial population of random guesses of the solutions of a problem forms a
set of chromosomes. A chromosome is typically encoded as a binary string with
an allele value of 0 and 1 at each bit position.

2. A fitness function that assesses how effective each chromosome is at solving the
problem.

3. A ‘survival of the fittest’ filter which is biased towards the selection of the
better chromosomes; Fitter solutions survive while the weaker ones perish. A
fitter string receives a higher number of offsprings. The chromosome with
fitness rating higher than the average is attacked more than one offspring, while
a chromosome with fitness value less than average is allocated less than one
offspring. This is implemented through Roulette Wheel selection scheme.

4. A ‘crossover’ operator, which takes some pairs of chromosomes surviving the
filter, and randomly; combines elements of each to produce ‘offspring’ with
features of both ‘parent’ guesses.

5. A ‘mutation’ operator which randomly scrambles parts of some offspring,
making them different from their parent chromosomes.

Steps (1)–(5) are used to generate new chromosomes which may be ‘filter’, i.e.
better solutions, than those in the first, and the process is repeated over many
generations. The end of process is usually dictated either by CPU time constraints,
or by the emergence of an ‘evolutionary niche’ into which the chromosomes have
settled. In either case, the fittest member of the final generation can be an optimal
or near-optimal solution to the problem in hand.

Fig. 2 Basic cycle of GA
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4 Scheme of Finding Initial States

In this scheme, GA is considered and divide-and-conquer approach is applied for
finding initial states. The generating polynomial (GP) of each LFSR in Geffe
generator is known in our problem. Each chromosome is represented by binary bits
consisting of corresponding initial bits of particular LFSR. The length of chro-
mosome is Ni where Ni is the length of ith LFSR. The key space is 2Ni for each
LFSR. The fitness function to search key space is based on the linguistic char-
acteristics of English text as monogram, bigram, trigram frequency features. The
fitness function (FF) is given as FF =

P
(fj 9 wj), j = 1–45. We consider the

most frequent features, 15 monograms, 15 bigrams and 15 trigrams, in deciphered
text of length L. The value of FF for plain English text lies between 2.5 and 3.5 L.

We consider initial population of chromosomes randomly which are repre-
sented in binary form. We apply crossover, mutation and select chromosomes
using Roulette Wheel Selection technique [11]. We take crossover at middle point
of each pair of chromosomes and mutate bits of each chromosome randomly
according to crossover and mutation probability [11]. We compute fitness value of
each chromosome using above fitness function and obtain new population of
chromosomes. We apply this scheme iteratively to obtain correct initial states. The
time complexity in Brute force approach is (2N1 - 1) 9 (2N2 - 1) 9 (2N3 - 1)
and it reduces to (2N1 - 1) ? (2N2 - 1) ? (2N3 - 1) when we consider divide-
and-conquer attack. In our proposed scheme, we apply both divide-and-conquer
attack and GA based adaptive search to reduce time complexity significantly and
obtain initial states correctly.

5 Simulation Results

The scheme is implemented and run on 3.2 GHz machine. In our study, we have
taken crypts of English text length L = 400 characters which are obtained by
Geffe generator with different sets of LFSRs with varying length. We run the
program for above crypts with crossover probability (Pc = 0.95, 0.85, 0.75) and
mutation probability (Pm = 0.055, 0.045, 0.035). The simulation results are shown
in Tables 1, 2 and 3 that show computational time taken for different values of Pc

and Pm.
Tables 1, 2 and 3 show that the computational time decreases as the value of Pc

and Pm decreases. This program provides correct results for Pc = 0.75 and
Pm = 0.035 in minimum time. It is also observed that total computational time
increases as length of LFSRs increases. The simulation results show that the
proposed scheme is efficient and provides initial states of LFSRs correctly.
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6 Conclusion

The Geffe generator has been crypt analyzed successfully for finding initial states
of LFSRs. In the proposed scheme, a GAs based search approach and a divide-and-
conquer attack have been used for identifying initial states of LFSRs used in Geffe
generator. The simulation results shown indicates that the proposed scheme obtain
initial states correctly in optimal time. The proposed scheme of finding initial
states of Geffe generator can be applied to solve other non-linear random binary
key sequence generators.
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Genetic Algorithm Approach for Non-self
OS Process Identification

Amit Kumar and Shishir Kumar

Abstract Computers have proved to be an inevitable part of our modern life.
Every work of our modern life involve directly or indirectly the use of computers.
A lot of our personal as well as confidential work related information is stored in
computer systems. Therefore, it is an important task to secure this information and
protect it. In this paper, the aim is to establish the sense in computer system that
could differentiate between the self process (i.e. processes that are not harmful to
our computer system) and the non-self process (i.e. processes that are harmful and
dangerous to our computer system). A process coming in the system is identified
whether the process is part of the stable system i.e. self process or is it a harmful
process which can destabilize a system i.e. non-self process. This is done with the
help of the detectors generated by the genetic algorithm. This technique would be
used to classify the processes at process level into SELF (non-harmful) and NON-
SELF (harmful or dangerous). This would help the system to sense the processes
before the harmful processes do any harm to the system.

Keywords Artificial immune system � Genetic algorithm � Self � Non-self �
Computer security � Detector

1 Introduction

Self awareness is one of the fundamental properties of life. Unusual program
behavior often leads to data corruption, program crashes and security violations,
despite these problems current computer systems have no general purpose
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mechanism for detecting and responding to such anomalies [1]. Natural immune
systems protect animals from dangerous pathogens, including bacteria, viruses,
parasites and toxins. Their role in the body is analogous to that of the computer
security systems in computing. Although there are many differences between
living organisms and computers, the similarities are compelling and could point
the way to improved computer security. The proposed solution to this is a com-
puter that is able to recognize self. Biological and social systems of comparable
and greater complexity have self and non-self identification ability which is crucial
to their survival.

The analogy between computer security problems and biological processes was
recognized as early as 1987. Later, Spafford [2] argued that computer viruses are a
form of artificial life, and several authors investigated the analogy between epi-
demiology and the spread of computer viruses across networks. However, current
methods for protecting computers against viruses and many other kinds of intru-
sions have largely failed to take advantage of what is known about how natural
biological systems protect themselves from infection. Some initial work in this
direction included a virus detection method based on T-cell censoring in the
thymus and an integrated approach to virus detection incorporating ideas from
various biological systems. However, these early efforts are generally regarded as
novelties, and the principles they illustrate have yet to be widely adopted.
Immunologists have traditionally described the problem solved by the immune
system as that of distinguishing ‘‘self’’ from dangerous ‘‘other’’ (or ‘‘non-self’’)
and eliminating other. Self is taken to be the internal cells and molecules of the
body, and non-self is any foreign material, particularly bacteria, parasites, and
viruses. The problem of protecting computer systems from malicious intrusions [3]
can similarly be viewed as the problem of distinguishing self from dangerous non-
self [4]. In this case, non-self might be an unauthorized user, foreign code in the
form of a computer virus or worm, unanticipated code in the form of a Trojan
horse, or corrupted data.

A novel computational intelligence technique, inspired by immunology [5], has
emerged, called Artificial Immune Systems [1, 6]. Artificial Immune Systems
(AIS) are relatively young emerging techniques, which explore, derive and apply
different biologically inspired immune mechanisms, aimed at computational
problem solving [5, 7]. Several concepts from the immune have been extracted and
applied for solution to real world science and engineering problems [4]. AIS also
used to provide security to a computer system.

The approach is to design a tool for computer system that could distinguish a
self process from the non-self process. Self process means part of the stable system
and which do not harm the system [8–10]. These processes are generally user or
system processes executing in a computer system. Non-self processes are the
processes that use CPU resources inappropriately and are harmful to the system [8,
9]. These processes have properties of making themselves a part of the computer
system, hide their original identities and replicate themselves into large number to
extensively use system resources [11, 12]. Non-self means which makes the sys-
tem unstable and harm it.
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The aim of this paper is to describe a genetic approach (algorithm) to identifies
the self and non-self operating system’s process. Genetic Algorithms (GAs) are
based on the evolutionary ideas of natural selection and genetics. GA is always
gives the optimized results [13, 14].

The relevance of the work done in this paper comes in computer security. The
problem of computer security can be seen as the problem to distinguish between
self and non-self. The main task is to find non-self processes, to give notification to
user and pause or terminate the process. Our main aims to design such system for
computer security that tries to draw an analogy between computers and biological
systems. The biological equivalent for the similar task is the immune system. Our
system like is modeled on the human body, is capable of recognizing and moni-
toring its own state of self.

2 Technology Used

The concept of Artificial Immune Systems is used in this paper with the inspiration
of the natural immune system [1, 15]. The area of Artificial Immune Systems
(AIS) deals with the study and development of computationally interesting
abstractions of the immune system. Artificial Immune Systems are widely used for
solving problems from mathematics, science, engineering, and information tech-
nology. Artificial Immune System is a part of biologically inspired computing and
natural computation with interests in machine learning and it belong to the broad
area of artificial intelligence [3, 15, 16]. In this paper, a approach is proposed
based on the genetic algorithm, training and learning, pattern matching.

3 Proposed Idea

A modular design is proposed having four modules (as describe in Sect. 3.1). A
fully developed system will be able to identify or isolate self and non-self pro-
cesses of a computer system using the technology as described in Sect. 2.

3.1 Structure of Proposed Algorithm

The complete approach of process identification can be divided into four main
modules as shown in Fig. 1. These four modules are:

• Generation of Detectors with the help of genetic algorithm.
• Training of the detectors for identification of self and non-self process.
• Identification of self and non-self process in actual environment.
• Action taken against non-self process.
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The output of the first module are the detectors which are generated by using the
genetic algorithm. These detectors are the input of second module. In second module
we provide the training to these detectors. The output of second module are the trained
detectors. Training is provided to identify the non-self operating system processes.
Now these trained detectors become the input of third module. In third module the
trained detectors work in actual environment. Third module provides a list of self and
non-self operating system processes as output of this module. The output of third
module will become the input of last module. In fourth module the user takes action on
non-self processes. User can suspend, terminate or kill the non-self processes. User
can resume the non-self processes and define this non-self process as self.

3.1.1 Module 1: Generation of Detectors

This module deals with generation of detectors which will be used to detect any
instance of abnormal behavior by the system. The generation of detectors will be
done using a genetic algorithm. This module will have two sub modules:

• Detector Generator
Detectors are generated with the help of genetic algorithm. A Genetic algorithm
will generate detectors randomly. The detectors are not present in the data col-
lected for the process but they are very close to the original sequences.

M1:Generation of Detectors
with the help of genetic 

algorithm 

M2:Training of the detectors 
for identification of 

self and  non-self process

M3: Identification of 
self and non-self process 

in actual environment

M4: Action taken against 
non-self process

Detectors

Trained Detectors

List of self and non-self Processes

Fig. 1 Structure of the
proposed algorithm
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• Detector Verification
Each detector will be first matched with all the recorded sequences. The detector
will only be accepted if it does not matches any of the recorded sequences, if it
matches any of the sequences then it will be rejected. This is done to protect
against auto-immunity i.e. the detector should not match with a sequence of
normal behavior.

Figure 2 shows the working of first module. In this figure first we analyze the
process and its structure. The main focus is on the process parameters. Parameters
which are not null and have useful information of process like process id, file size,
base address, memory usage, number of page faults, page file usage etc. Then the
first set of detectors are randomly generated as according to the selected process
parameters and process structure. These randomly generated detectors then match
with the process structure for checking the range and size of parameters. If there is
a match the randomly generated detectors are selected for next module. If there is
miss match then these randomly detectors are discarded. To generate the new set
of detectors we use the genetic operators.

Algorithm of module 1

• Step 1: Analyze the process structure of a process for important and relevant
parameters.

• Step 2: Generate the detectors randomly for creating the first detector set
according to the process structure.

• Step 3: The detectors generated in Step 2 are matched with the process structure.

– Step 3.1: If the detector does not match with the process structure then it is
discarded.

Analyze the 
process structure 

For First time Randomly 
generate the 

detector as according
to the process structure

If Match 

Match the detector with
process structure

Discard the detector

No

Yes
Add to the 

detector database

Clone the new 
detectors 

with the help of 
existing detector 

database

Fig. 2 Flow diagram for
module 1
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– Step 3.2: If the detector matches with the process structure then it is added to
the detector database.

• Step 4: If the detector is added to the detector database then the new detectors
are cloned to the existing detector database.

• Step 5: Go to Step 3 until sufficient detector database is generated.

3.1.2 Module 2: Training of the Detectors for Identification of Self
and Non-self Process

• In this module, evaluate the detector set and necessary training is provided so
that it covers all details as according to the process structure. A complete trained
detector set would be generated at the end of this module.

Figure 3 shows the working of module 2. In this module fitness of every
detectors generated in module 1 are checked. It may happen that some detectors
have same parameters values, so these detectors are discarded. After checking
fitness of detectors training is provided to detectors by using sample processes.

Algorithm of module 2

• Step 1: Take each of the candidate detectors one by one and check whether the
detector is covering all the details as according to the process structure.

For Each candidate 
detector  

Take sample self process 
and match the structure

of the process 
with the detector

Evaluate quality of detector 

Discard the detector

Yes

Remove the 
detector 
from the 
database

Add to Trained 
Detectors set

Is 
covering 

all details as according
to process 
structure

No

Is 
Overlapping

Detector Yes
No

If Match 
Yes

No

Fig. 3 Flow diagram for module 2
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– Step 1.1: If the candidate detector does not cover all the details then it is
removed from the detector database.

– Step 1.2: If the candidate detector covers all the details then it is evaluated for
its quality.

• Step 2: For evaluating the quality of the detector, it is checked that if it is
overlapping with another detector or not.

– Step 2.1: If the detector overlaps, then it is removed from the detector
database.

– Step 2.2: If it doesn’t overlap then go to next Step No 3.
• Step 3: Take Sample Self processes and match the process structure of these

sample self process with the candidate non-overlapping detector.

– Step 3.1: If it matches then the candidate detector is discarded.
– Step 3.2: If it doesn’t match then this candidate detector is added to the

trained detector set.

3.1.3 Module 3: Identification of Self and Non-self Process in Actual
Environment

• In this module, the system would be performed against a process in the actual
environment. If the process is detected by the detector then it would be treated
as a NON-SELF process and the User would be intimated about the result.

Figure 4 shows the working of the module 3. The trained detectors from
module 2 are used to identify the non-self processes in actual environment. If any
process is identified as non-self then we check that the child the non-self processes
first.

Algorithm of module 3

• Step 1: Take the trained detectors.
• Step 2: Take a process from the actual current environment.
• Step 3: Check whether the process is identified by any of the trained detectors.

– Step 3.1: If the process is not identified by the trained detectors then leave
that process and go to Step 5.

– Step 3.2: If the process is identified by the trained detectors then this process
is added to a list of non-self processes and the user is informed to take an
action.

• Step 4: The process in the non-self list is checked whether it has created child
processes or not.

– Step 4.1: If yes, then take that child process and proceed from Step No. 3
– Step 4.2: If not, then go to Step No. 2.

• Step 5: Go to Step 2 until all the processes have been checked once.
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3.1.4 Module 4: Action Taken Against the Non-self Processes

• In this last module, an action environment is provided to the user where he can
select the action to be taken against the Non- Self processes. The Actions that a
user can take includes:-

– Deletion of the Non-Self Process.
– Suspension of working of the Non-Self Process.

Figure 5 shows the user’s action on non-self processes. User can delete or
suspend the process.

Algorithm of module 4

• Step 1: Take one process from the list of non-self processes.
• Step 2: Ask the user whether he wants to delete this process or not.

– Step 2.1: If the user wants to delete the non-self process then delete the
process and go to Step No 3.

– Step 2.2: If the user does not want to delete the non-self process under
consideration then the process is left in the non-self processes list with its
working being suspended.

• Step 3: Go for another process from the list of non-self processes.
• Step 4: Go to Step 2.
• Step 5: Repeat until the user is asked for his choice for all the non-self processes.

4 Comparison with Existing Approaches

There are various approaches to provide the security to the system on various
levels. These approaches can be divided into two parts hardware based and soft-
ware based security. For a hardware tool certain disk/data locks tool are available.
For software tool there is firewall very good tool for network security in today’s
world of internet. Firewall is a filter that prevents fraud websites from accessing
your computer and damaging the data. However, a firewall is not a great option for
securing the servers on the internet because the main objective of a server is
granting access to unknown users to connect to various web pages. Along with
firewall, most of the users try installing a good anti-virus and security software to
enhance the security level of your computer system. Uses have to update the
firewall and anti-virus on regularly bases. It may happen that some unwanted files
(virus, worms etc.) can enter into the system and execute and make process. Then
the system will be affected by it. To provide the security at the lowest level
(process level) the approach proposed in the paper will be more effective than the
other approaches as it works on processes parameters to identify the non-self
(harmful) processes.
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Table 1 shows the comparison proposed approach with some existing anti-virus
tool available in market. After analyzing it is found that the proposed approach is
better than the others.

5 Conclusion and Future Work

This paper deals with the identification of self and non-self process to provide
highest level of security for an computer system. The proposed technology can be
applied to any type of computer system to provide the highest security. Since the
work is done at the process level so higher level of security is provided.

In this paper, the work is divided into four modules, which are generation of
detectors, training of the detectors, identification of the self and non-self processes,
and the notification to the user. In the first module, a set of detectors are randomly
generated according to the process structure of a self process. Then, in the second
module, this detector set was trained to identify the non-self processes in the real
environment and training the detector to identify the non-self processes. In the next
module, this trained detector set was used in the real environment to identify the
non-self processes and in the last module, the user is intimidated about the non-self
processes and is given a choice of whether he wants to delete the process or
suspend the working of the non-self process.

Since there are not many applications available on this concept, our system is
relatively new. It is capable of identification of self and non-self processes and it
notifies user. It monitors the specified process of the system for changes which
might make the process harmful or due to which the process might be affecting the
stability of the system. The system uses genetic algorithm. It does away with the
idea of using virus databases for identification of viruses.

The plan is to design a tool based on the algorithms for generation of detectors,
training and identifying self and non-self process and its subparts. After the full
design of tool, the performance of the system will be analyzed.

Table 1 Comparison of proposed approach with some anti-virus tools

Anti-virus Scan
time

Accuracy Detection
rate

Performance
lag

Signature
based
detection

Regular
updating
required

AVG anti-virus High High Normal Yes Yes Yes
Norton anti-virus High High High Yes Yes Yes
Avast anti-virus High Medium Normal Yes Yes Yes
Microsoft security

essentials
Average High High Yes Yes Yes

Proposed approach Low Very
High

Very
High

Yes No No
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Gbest-Artificial Bee Colony Algorithm
to Solve Load Flow Problem

N. K. Garg, Shimpi Singh Jadon, Harish Sharma and D. K. Palwalia

Abstract Load flow problem has a great significance to analyze the power system
network due to its roll in planning and operation of network. Generally, Newton–
Raphson (NR) method is used to analyze the load flow problems due to its
efficiency and accuracy. But, NR method has some inherent drawbacks like in-
efficient for highly loaded network, assumption are required for initial values and
abnormal operating conditions. To overcome the existing drawbacks of NR
method, a recently developed swarm intelligence based algorithm, namely Gbest
guided Artificial Bee Colony algorithm (GABC) is applied to solve the load flow
problem for five bus network. The reported results of GABC are compared to the
results of NR method and basic ABC algorithm, which show that the accuracy of
unknown parameters such as voltage, angle and power produced by GABC is
competitive method to the NR method and basic ABC algorithm based method.
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1 Introduction

Load flow solutions are needed for planning and operation of power system. In
planning and operation, the voltage profile, power transfer from one branch to
another, reactive power and line losses etc. are analyzed. Load flow analysis is
required to plan new network or extending the existing network by adding new
generator sites, satisfying increase load demands and locating new transmission
lines. The load flow equations, which are non linear in nature, are generally solved
by Newton–Raphson, Gauss Siedel and Fast Decoupled methods [1]. The Newton–
Raphson (NR) method is very popular and mostly used to solve load flow equa-
tions due to high convergence rate, but it has some limitations also for e.g. its
performance is dependent on initial values of the network, difficult to determine
the normal operating solutions and large complex power system [2].

Researchers are continuously working to improve the accuracy of load flow
problem solutions [3–6]. Meta-heuristic search methods have also been applied to
solve the load flow and parameter estimation problems [7–10]. Kim et al. [2]
applied Genetic algorithm (GA) to solve the load flow problem. They generated,
both normal solution and abnormal solution for the heavy load network using GA.
Mohmood and Kubba [11] also applied GA to solve multiple load flow solution
problem. In their proposed work, five busbars typical test system and 362-bus Iraqi
National Grid are used to demonstrate the efficiency and performance of the
proposed method. Wong and Li [12] proposed a new genetic-based algorithm,
namely GALF for solving the load-flow optimization problem. The main objective
of the proposed algorithm is to minimize the total mismatch in the nodal powers
and voltages. Through extensive experiments, they claimed that GALF success-
fully determined both normal and abnormal solutions with mismatches in the
vicinity of zero. El-Dib et al. [13] applied hybrid particle swarm optimization
algorithm to solve the load flow problem. Further, Esmin et al. [14] proposed a
new variant of PSO and applied it to solve loss minimization based optimal power
flow problem. Dan Cristian et al. [15] applied PSO to obtain the optimal power
flow and for transmission expansion planning of the network. Salomon et al. [16]
also proposed a PSO based method for load flow problem. In their proposed
methodology, the objective function is based on the minimization of power mis-
matches in the system buses. Esmin and Lambert-Torres [4] also used PSO to
determine control variable settings, such as the number of shunts to be switched,
for real power loss minimization in the transmission system.
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In this paper, swarm intelligence based algorithms, namely artificial bee colony
(ABC) [17] and Gbest-guided artificial bee colony (GABC) [18] algorithms have
been used to solve load flow problem of 5 bus network. Through, simulation on 5
bus system, it is shown that GABC algorithm gives better result than the ABC and
NR method.

The paper is further organized as follows: Sect. 2 formulate the load flow
problem as an optimization problem. ABC algorithm and its advanced variant,
namely GABC algorithm are described in Sect. 3. Section 4 shows the experi-
mental results for the five bus network. At last, in Sect. 5, paper is concluded.

2 Formulation of Load Flow as an Optimization Problem

The load flow equations are simply the power balance equations at each bus, both
active and reactive powers. The power balance equation expresses the fact that
there are no power lose in any bus, which means that the input power to a bus
equals the output power from that bus. Therefore, the objective of the load flow is
to find the voltage magnitudes and angles of the different system buses that
minimize the difference between the input power and the output power from the
bus. So the load flow problem can be formulated as an optimization problem.

The load flow problem is solved by taking a single phase model and it is
assumed to be operating under balanced condition. There are four quantities
associated with each bus. These are voltage V, phase angle d, real power P and
reactive power Q. Buses in the power system are classified into three categories [1]
as:

• Slack Bus: This bus is also known as swing bus and taken as reference bus. The
magnitude of voltages and phase angles are specified.

• Generator Bus (PV): The real power and voltage magnitude are specified, while
the phase angle and reactive power are unknown.

• Load bus (PQ): The active and reactive powers are specified. The magnitude and
phase angle of the bus voltage are unknown.

Consider that there are total n number of nodes in a power system network. At
any node i, the nodal active power Pi and reactive power Qi are given by [19]:

Pi ¼ Ei

Xn

j¼1

ðGijEj � BijFjÞ þ Fi

Xn

j¼1

ðGijFj þ BijEjÞ; 8i ¼ 1; 2; 3. . .n ð1Þ

Qi ¼ Fi

Xn

j¼1

ðGijEj � BijFjÞ � Ei

Xn

j¼1

ðGijFj þ BijEjÞ; 8i ¼ 1; 2; 3. . .n ð2Þ

where Gij and Bij are the (i, j) element of the admittance matrix. The bus admit-
tance matrix Ybus is in order of (n 9 n), where n is the number of buses. Ei and Fi
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are real and imaginary part of the voltage at node i. The magnitude of voltage Vi is
calculated as,

Vi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E2

i þ F2
i

q
ð3Þ

The unknown variables in the network are,

• At PQ nodes, voltages are unknown and the differences in active and reactive
powers are given by

DPi ¼ jPsp
i � Pij ð4Þ

DQi ¼ Qsp
i � Qij j ð5Þ

• At PV nodes, the reactive power, real and imaginary parts of the voltage are
unknown but the magnitude of voltage is known, so the difference in voltages
can be calculated as follows

DVi ¼ Vsp
i � Vij j ð6Þ

As a balanced network system requires the differences, shown in Eqs. (4), (5)
and (6), to be zero, therefore to meet the required condition, the unknown variables
at PQ and PV nodes are calculated and respective values are assigned in Eqs. (4) to
(6). The load flow problem is formulated as an optimization problem and the
designed objective function is described below [19]:

Minimize H ¼
X

i2nPQþnPV

Psp
i � Pij j2þ

X
i2nPQ

Qsp
i � Qij j2þ

X
i2nPV

Vsp
i � Vij j2 ð7Þ

where nPQ and nPV are the total number of PQ and PV nodes respectively.

3 Artificial Bee Colony (ABC) Algorithm

In ABC, honey bees are classified into three groups namely employed bees,
onlooker bees and scout bees. The number of employed bees are equal to the
onlooker bees. The employed bees are the bees which searches the food source and
gather the information about the quality of the food source. Onlooker bees stay in
the hive and search the food sources on the basis of the information gathered by
the employed bees. The scout bee, searches new food sources randomly in place of
the abandoned foods sources. Similar to the other population-based algorithms,
ABC solution search process is an iterative process. After, initialization of the
ABC parameters and swarm, it requires the repetitive iterations of the three phases
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namely employed bee phase, onlooker bee phase and scout bee phase. Each of the
phase is described as follows:

3.1 Initialization of the Swarm

Initially, a uniformly distributed swarm of SN food sources where each food source
xi (i = 1, 2, …, SN) is a D-dimensional vector is generated. Here D is the number
of variables in the optimization problem and xi represent the ith food source in the
swarm. Each food source is generated as follows:

xij ¼ xmin j þ rand½0; 1� ðxmax j � xmin jÞ ð8Þ

here xmin j and xmax j are bounds of xi in jth direction and rand[0, 1] is a uniformly
distributed random number in the range [0, 1].

3.2 Employed Bee Phase

The position update equation for ith candidate in this phase is

vij ¼ xij þ /ijðxij � xkjÞ ð9Þ

here k 2 {1, 2, …, SN} and j 2 {1, 2, …, D} are randomly chosen indices.
k must be different from i. /ij is a random number between [-1, 1]. After gen-
erating new position, a greedy selection is applied between the newly generated
position and old one and the better one position is selected.

3.3 Onlooker Bees Phase

In this phase, the fitness information (nectar) of the new solutions (food sources)
and their position information is shared by all the employed bees with the onlooker
bees in the hive. Onlooker bees analyze the available information and selects a
solution with a probability probi related to its fitness, which can be calculated
using following expression (there may be some other but must be a function of
fitness):

probiðGÞ ¼
0:9� fitnessi

max fit
þ 0:1; ð10Þ

here fitnessi is the fitness value of the ith solution and max fit is the maximum
fitness amongst all the solutions. As in the case of employed bee, it produces a
modification on the position in its memory and checks the fitness of the new
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solution. If the fitness is higher than the previous one, the bee memorizes the new
position and forgets the old one.

3.4 Scout Bees Phase

A food source is considered to be abandoned, if its position is not getting updated
during a predetermined number of cycles. In this phase, the bee whose food source
has been abandoned becomes scout bee and the abandoned food source is replaced
by a randomly chosen food source within the search space. In ABC, predetermined
number of cycles is a crucial control parameter which is called limit for
abandonment.

Assume that the abandoned source is xi. The scout bee replaces this food source
by a randomly chosen food source which is generated as follows:

xij ¼ xmin j þ rand ½0; 1�ðxmax j � xmin jÞ ; for j 2 f1; 2; . . .; Dg ð11Þ

where xmin j and xmax j are bounds of xi in jth direction.

3.5 Main Steps of the ABC Algorithm

Based on the above explanation, it is clear that the ABC search process contains
three important control parameters: The number of food sources SN (equal to
number of onlooker or employed bees), the value of limit and the maximum
number of iterations. The pseudo-code of the ABC is shown in Algorithm 1 [20].

In 2010, Zhu and Kwong [18] proposed an improved ABC algorithm called
GABC algorithm by incorporating the information of global best (gbest) solution
into the solution search equation to improve the exploitation. GABC is inspired by
PSO [21], which, in order to improve the exploitation, takes advantage of the
information of the global best (gbest) solution to guide the search by candidate
solutions. They modified the solution search equation of ABC as follows:

Algorithm 1 Artificial Bee Colony Algorithm:

Initialize the parameters;
while Termination criteria is not satisfied do

Step 1: Employed bee phase for generating new food sources;
Step 2: Onlooker bees phase for updating the food sources depending on their nectar

amounts;
Step 3: Scout bee phase for discovering the new food sources in place of abandoned food

sources;
Step 4: Memorize the best food source found so far;

end while
Output the best solution found so far.
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vij ¼ xij þ /ijðxij � xkjÞ þ wijðyj � xijÞ ð12Þ

where the third term in the right-hand side of Eq. (12) is a new added term called
gbest term, yj is the jth element of the global best solution, wij is a uniform random
number in [0, C], where C is a non negative constant. According to Eq. (12), the
gbest term can drive the new candidate solution towards the global best solution,
therefore, the modified solution search equation described by Eq. (12) can increase
the exploitation of ABC algorithm. Note that the parameter C in Eq. (12) plays an
important role in balancing the exploration and exploitation of the candidate
solution search. In this paper GABC is used to solve the load flow problem for five
bus network system.

4 Results Analysis and Discussion

ABC and GABC algorithms are tested on five bus network which is shown in
Fig. 1. Test network has 2 generators and 3 load buses. In this network, bus 1 is the
slack bus, while bus 5 is the PV bus. Buses 2, 3 and 4 are PQ buses.
A C++ program has been developed to analyze the ABC and GABC method over
this problem. The line impedances and the line charging admittances are given in
Table 1, which are used to calculate Ybus matrix. Table 2 shows its initial values of
bus voltages, angles, load connected to buses and powers to generators.

G1

1 2 3

4

5

G2

Fig. 1 Five bus network

Table 1 Line impedance
and line charging data for
the system

Line bus to bus Impedance Line charging Y/2

1–2 0.02 ? j 0.10 j 0.030
1–5 0.05 ? j 0.25 j 0.020
2–3 0.04 ? j 0.20 j 0.025
2–5 0.05 ? j 0.25 j 0.020
3–4 0.05 ? j 0.25 j 0.020
3–5 0.08 ? j 0.40 j 0.010
4–5 0.10 ? j 0.50 j 0.075
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4.1 Parameter Setting

To solve the load flow problem using GABC and ABC, following experimental
setting is adopted:

• Colony size NP = 50 [22, 23],
• /ij ¼ rand½�1; 1�,
• Number of food sources SN = NP/2,
• limit = D 9 SN [24, 25],
• The stopping criteria is either maximum number of function evaluations (which

is set to be 200000) is reached or the acceptable error (1.0 9 10-05) has been
achieved,

• The number of simulations/run = 30,
• C = 1.5 [18].

4.2 Results Analysis

Initial values of the five bus network parameters are shown in Table 2. The
Numerical results with parameter setting, mentioned in Sect. 4.1 are given in
Table 3. Table 3 shows that the bus voltages for ABC and GABC have reached
more close to accurate solutions than the NR method for the problem. GABC and
ABC algorithms achieved the objective function error (refer Eq. (7)) of the order

Table 2 Initial data for Bus voltages, power generated and load

Bus number Bus voltage Power generated Load

Magnitude (pu) Angle (deg) P (MW) Q (MVAr) P (MW) P (MVAr)

1 1.05 0 – – 0 0
2 1 0 0 0 96 62
3 1 0 0 0 35 14
4 1 0 0 0 16 8
5 1.02 0 48 – 24 11

pu: per unit, deg: degree, MW: mega watt, MVAr: mega volt ampere

Table 3 Result comparison amongst NR, ABC and GABC Method, pu: per unit, deg: degree

Bus
Number

NR ABC GABC

Magnitude
(pu)

Angle
(deg)

Magnitude
(pu)

Angle
(deg)

Magnitude
(pu)

Angle
(deg)

1 1.05 0 1.05 0 1.05 0
2 0.9826 -5.0124 0.98554 -6.28181 0.984571 -5.01865
3 0.9777 -7.1322 0.991387 -11.2626 0.980781 -7.12979
4 0.9876 -7.3705 1.004046 -10.8028 0.991064 -7.30659
5 1.02 -3.2014 1.027102 -5.03639 1.02519 -3.24332
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of 10-5, while the NR method achieved of 10-4 order. For the balanced condition
of network, the power generated P should be 123 MW, while it is obtained
161 MW using ABC algorithm, 126.4 MW using GABC and 127.1 MW using NR
method. Therefore, it is clear that the P generated by GABC algorithm is more
close to the required power to balance the network. So, it can be analyzed from the
results that the GABC can be considered a competitive method to solve the load
flow problem.

5 Conclusion

This paper shows an efficient solution to the load flow problem of five bus system,
using GABC. The reported results are analyzed and compared with the basic ABC
and Newton–Raphson (NR) method. It is clear from the results analysis that the
voltage produced for each bus by GABC is much similar to the reference value as
compared to the basic ABC and NR method, while the active power produced by
GABC is much close to the active power required to balance the network.

As the GABC method is independent from initial setting of parameters values,
therefore, the proposed method can also be applied to solve the load flow problem
for large, complex, and unbalanced network. Further, it is clear from results
analysis that the accuracy for active power produced by GABC method can also be
improved.
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Neural Network Based Dynamic
Performance of Induction Motor Drives

P. M. Menghal and A. Jaya Laxmi

Abstract In industries, more than 85 % of the motors are Induction Motors,
because of the low maintenance and robustness. Maximum torque and efficiency is
obtained by the speed control of induction motor. Using Artificial Intelligence (AI)
techniques, particularly the neural networks, performance and operation of
induction motor drives is improved. This paper presents dynamic simulation of
induction motor drive using neuro controller. The integrated environment allows
users to compare simulation results between conventional, Fuzzy and Neural
Network controller (NNW). The performance of fuzzy logic and artificial neural
network based controller’s are compared with that of the conventional proportional
integral controller. The dynamic modeling and simulation of Induction motor is
done using MATLAB/SIMULINK and the dynamic performance of induction
motor drive has been analyzed for artificial intelligent controller.
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1 Introduction

Three phase Induction Motor have wide applications as electrical machines. About
half of the electrical energy generated in a developed country is ultimately con-
sumed by electric motors, of which over 90 % are induction motors. For a rela-
tively long period, induction motors have mainly been deployed in constant-speed
motor drives for general purpose applications. The rapid development of power
electronic devices and converter technologies in the past few decades, however,
has made possible efficient speed control by varying the supply frequency, giving
rise to various forms of adjustable-speed induction motor drives. In about the same
period, there were also advances in control methods and Artificial Intelligence (AI)
techniques. Artificial Intelligent techniques mean use of expert system, fuzzy
logic, neural networks and genetic algorithm. Researchers soon realized that the
performance of induction motor drives can be enhanced by adopting artificial-
intelligence-based methods. The Artificial Intelligence (AI) techniques, such as
Expert System (ES), Fuzzy Logic (FL), Artificial Neural Network (ANN), and
Genetic Algorithm (GA) have recently been applied widely in control of induction
motor drives. Among all the branches of AI, the NNW seems to have greater
impact on power electronics and motor drives area that is evident by the publi-
cations in the literature. Since the 1990s, AI-based induction motor drives have
received greater attention. Apart from the control techniques that exist, intelligent
control methods, such as fuzzy logic control, neural network control, genetic
algorithm, and expert system, proved to be superior. Artificial Intelligent Con-
troller (AIC) could be the best controller for Induction Motor control [1–6]. Fuzzy
controller conventionally is totally dependent to memberships and rules, which are
based broadly on the intuition of the designer. This paper tends to show Neuro
Controller has edge over fuzzy controller. Sugeno fuzzy controller is used to train
the fuzzy system with two inputs and one output [7–11]. The performance of fuzzy
logic and artificial neural network based controllers is compared with that of the
conventional proportional integral controller.

2 Dynamic Modeling and Simulation of Induction Motor
Drive

The induction motors dynamic behavior can be expressed by voltage and torque
which are time varying. The differential equations that belong to dynamic analysis
of induction motor are so sophisticated. Then with the change of variables the
complexity of these equations decrease through movement from poly phase
winding to two phase winding (q-d). In other words, the stator and rotor variables
like voltage, current and flux linkages of an induction machine are transferred to
another reference model which remains stationary [1–6].
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In Fig. 1 stator inductance is the sum of the stator leakage inductance and
magnetizing inductance (Lls = Ls ? Lm), and the rotor inductance is the sum of
the rotor leakage inductance and magnetizing inductance (Llr = Lr ? Lm). From
the equivalent circuit of the induction motor in d-q frame, the model equations are
derived. The flux linkages can be achieved as:

1
xb

dwqs

dt
¼ vqs �

xe

xb

wds � Rsiqs ð1Þ

1
xb

dwds

dt
¼ vds �

xe

xb

wqs � Rsids ð2Þ

1
xb

dwqr

dt
¼ vqr �

ðxe � xrÞ
xb

wdr � Rsiqr ð3Þ

1
xb

dwdr

dt
¼ vdr þ

ðxe � xrÞ
xb

wqr � Rsidr ð4Þ

By substituting the values of flux linkages in the above equations, the following
current equations are obtained as:

iqs ¼
wqs � wmq

� �

Xls
ð5Þ

ids ¼
wds � wmdð Þ

Xls
ð6Þ

iqr ¼
wqr � wmq

� �

Xls
ð7Þ

Fig. 1 d q model of induction motor
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idr ¼
wdr � wmdð Þ

Xls
ð8Þ

where wmq and wmd are the flux linkages over Lm in the q and d axes. The flux
equations are written as follows:

wmq ¼ Xml
wqs

Xls
þ

wqr

Xlr

ffi �
ð9Þ

wmd ¼ Xml
wds

Xls
þ wdr

Xlr

ffi �
ð10Þ

Xml ¼
1

1
Xm
þ 1

Xls
þ 1

Xlr

ð11Þ

In the above equations, the speed xr is related to the torque by the following
mechanical dynamic equation as:

Te ¼ Tload þ J
dxm

dt
¼ Tload þ

J2
p

dxr

dt
ð12Þ

then xr is achievable from above equation, where:
p: number of poles.
J: moment of inertia (kg/m2).

In the previous section, dynamic model of an induction motor is expressed. The
model constructed according to the equations has been simulated by using
MATLAB/SIMULINK as shown in Fig. 2 in conventional mode of operation of
induction motor. A 3 phase source is applied to conventional model of an
induction motor and the equations are given by:

Va ¼
ffiffiffi
2
p

Vrms sin xtð Þ ð13Þ

Vb ¼
ffiffiffi
2
p

Vrms sin xt � 2p
3

ffi �
ð14Þ

Vc ¼
ffiffiffi
2
p

Vrms sin xtþ 2p
3

ffi �
ð15Þ

By using Parks Transformation, voltages are transformed to two phase in the
d-q axes, and are applied to induction motor. In order to obtain the stator and rotor
currents of induction motor in two phase, Inverse park transformation is applied in
the last stage [4].
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3 Fuzzy Logic Controller

The speed of induction motor is adjusted by the fuzzy controller. The membership
function of De, e and three scalar values of each triangle are applied into this
controller. In Table 1, the fuzzy rules decision implemented into the controller are
given. The conventional simulated induction motor model as shown in Fig. 2 is
modified by adding Fuzzy controller and is shown in Fig. 3. Speed output terminal
of induction motor is applied as an input to fuzzy controller, and in the initial start
of induction motor the error is maximum, so according to fuzzy rules fuzzy
controller produces a crisp value. Then this value will change the frequency of sine
wave in the speed controller. The sine wave is then compared with triangular
waveform to generate the firing signals of IGBTs in the PWM inverters. The
frequency of these firing signals also gradually changes, thus increasing the fre-
quency of applied voltage to Induction Motor [9].

As discussed earlier, the crisp value obtained from Fuzzy Logic Controller is
used to change the frequency of gating signals of PWM inverter. Thus the output
AC signals obtained will be variable frequency sine waves. The sine wave is
generated with amplitude, phase and frequency which are supplied through a GUI.
Then the clock signal which is sampling time of simulation is divided by crisp
value which is obtained from Fuzzy Logic Controller (FLC). So by placing three
sine waves with different phases, one can compare them with triangular waveform
and generate necessary gating signals of PWM inverter. So at the first sampling
point the speed is zero and error is maximum. Then whatever the speed rises, the
error will decrease, and the crisp value obtained from FLC will increase. So, the
frequency of sine wave will decrease which will cause IGBTs switched ON and
OFF faster. It will increase the AC supply frequency, and the motor will speed up.
Figure 3 shows the Fuzzy logic induction motor model.

        Torque
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Fig. 2 Simulated induction motor model with conventional controller
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4 Adaptive Neuro Fuzzy Controller

In the designing of a controller, the main criterion is the controllability of torque in
an induction motor with good transient and steady state responses. With certain
drawbacks, PI controller is able to achieve these characteristics. The main draw-
backs are (1) The gains cannot be increased beyond certain limit. (2) Non linearity
is introduced, making the system more complex for analysis. The shortcomings of
PI controller are overcome by artificial intelligent techniques. One such technique
is the use of Fuzzy Logic in the design of controller either independently or in
hybrid with PI controller. The draw-backs of Fuzzy Logic Control and Artificial
Neural Network are replaced by Adaptive Neuro-Fuzzy Inference System
(ANFIS). Adaptive neuro fuzzy combines the learning power of neural network
with knowledge representation of fuzzy logic. A neuro fuzzy system is based on a
fuzzy system which is trained by a learning algorithm derived from neural network
theory. Depending on the applications, one can use either ANN or FIS, or com-
bination of both. In this paper, the inputs will be e(k) and De(k) [9, 12, 17]. A first-
order Sugeno fuzzy model has rules which are as follows:

Table 1 Modified fuzzy rule decision

De

NB NS ZZ PS PB

e PB ZZ NS NS NB NB
PS PS ZZ NS NS NB
ZZ PS PS ZZ NS NS
NS PB PS PS ZZ NS
NB PB PB PS PS ZZ
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Fig. 3 Fuzzy control induction motor model
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• Rule1: If x is A1 and y is B1, then f1 = p1x ? q1y ? r1

• Rule2: If x is A2 and y is B2, then f2 = p2x ? q2y ? r2.

In the Sugeno model if–then rules are used, and output of each rule is linear
combination of inputs plus a constant value. The learning algorithm applied to this
model is Hebbian. This method is feed forward and unsupervised and the weights
will be adjusted by the following formula:

wi newð Þ ¼ wi oldð Þ þ xiy ð16Þ

The ANFIS layout is shown in Fig. 4. It states that if the cross product of output
and input is positive, then it results in increase of weight, otherwise decrease of
weight.

In layer 2 of ANFIS layout, the triangular membership function is same as that
of the fuzzy controller model. The output of layer 2 is given by:

O2 ¼ l1; l2; l3 ð17Þ

Layer 3 indicates the pro (product) layer and its output is product of inputs,
which is given by:

O3 ¼ li eð Þ � lj Deð Þ ð18Þ

Layer 4 represent Norm and it calculates the ratio of ith firing strength to sum of
all firing strengths. The obtained output is normalized firing strength, which is
given by:

Fig. 4 ANFIS layout
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O4 ¼
wiP

w
ð19Þ

Layer 5 is an adaptive node with functionality as follows:

O5 ¼ wifi ¼ wi pi eð Þ þ qi Deð Þ þ rið Þ ð20Þ

where pi, qi, ri are consequent parameters, which are initially are set to 0.48, 0.25
and 1 respectively. Then they are adaptively adjusted with Hebbian learning
algorithm. Layer 6 calculates the output which is given by:

O6 ¼
P

wifiP
wi

ð21Þ

Figure 5 shows the overall structure of Adaptive Neuro-Fuzzy controller.

5 Neuro Controller

The most important feature of Artificial Neural Networks (ANN) is its ability to
learn and improve its operation using neural network training [13, 14]. The
objective of Neural Network Controller (NNC) is to develop a back propagation
algorithm such that the output of the neural network speed observer can track the
target one. The network structure of the NNC, indicates that the neural network has
three layered network structure. The first is formed with five neuron inputs
D(xANN(K ? 1)), D(xANN(K)), xANN, xS(K - 1), D(xS(K - 2)). The second
layer consists of five neurons. The last one contains one neuron to give the
command variation D(xS(K)). The aim of the proposed NNC is to compute the
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Fig. 5 Adaptive neuro-fuzzy controller simulation model
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command variation based on the future output variation D(xANN(K ? 1)). Hence,
with this structure, a predictive control with integrator has been realised. At time k,
the neural network computes the command variation based on the output at time
(k ? 1), while the later isn’t defined at this time. In this case, it is assumed that
xANN(K ? 1) : xANN(K). The control law is deduced using the recurrent
equation given by,

xS Kð Þ ¼ xS K� 1ð Þ þ GD xS Kð Þð Þ:

It can be seen that the d axis and q axis voltage equations are coupled by the
terms dE and qE. These terms are considered as disturbances and are cancelled by
using the proposed decoupling method. If the decoupling method is implemented,
the flux component equations become

Udr ¼ G sð Þvds

Uqr ¼ G sð Þvqs

Large values of g may accelerate the ANN learning and consequently fast
convergence but may cause oscillations in the network output, whereas low values
will cause slow convergence. Therefore, the value of g has to be chosen carefully
to avoid instability. The proposed neural network controller is shown in Fig. 6.

6 Simulation Results and Discussion

Modeling and simulation of Induction motor in conventional, fuzzy and adaptive
neuro fuzzy are done on MATLAB/SIMULINK. A complete simulation model
and dynamic performance for inverter fed induction motor drive incorporating the
proposed FLC, adaptive neuro fuzzy controller and Neuro controller has been
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developed. The proposed neuro controller is proved to be more superior as com-
pared to adaptive by comparing the response of conventional PI, with FLC,
Adaptive neuro fuzzy speed controller based IM drive. The results of simulation
for induction motor with its characteristics are listed in Appendix ‘A’. Figures 7, 8
and 9 shows the torque–speed characteristics, torque and speed responses of
conventional, FLC, adaptive neuro fuzzy controller and neuro controller respec-
tively. It appears the rise time drastically decreases when neuro controller is added
to simulation model and both the results are taken in same period of time. In neural
network based simulation, it is apparent from the simulation results shown in
Fig. 7c and d, torque-speed characteristic converges to zero in less duration of time
when compared with conventional Controller and FLC, which is shown in Fig. 7a
and b. Neuro controller has no overshoot and settles faster in comparison with FLC
and adaptive neuro fuzzy controller. It is also noted that there is no steady-state
error in the speed response during the operation when neuro controller is activated.
In conventional controller, oscillations occur, whereas in neuro controller, adap-
tive neuro fuzzy and FLC, no oscillations occur in the torque response before it
finally settles down as shown in Fig. 8 good torque response is obtained with
Neuro controller as compared to conventional, FLC and adaptive neuro fuzzy
controller at all time instants and speed response is better than conventional
controllers, FLC and adaptive neuro fuzzy controller. There is a negligible ripple
in speed response with neuro fuzzy controller in comparison with conventional
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controller, FLC and adaptive neuro controller under dynamic conditions which are
shown in Fig. 8. With the neuro controller, speed reaches its steady state value
faster as compared to Conventional, FLC and adaptive neuro fuzzy controller.

7 Conclusion

In this paper, comparison of simulation results of the induction motor are pre-
sented with different types of controller such as conventional, fuzzy control,
Adaptive neuro fuzzy and neuro controller. From the speed waveforms, it is
observed that with adaptive fuzzy and neuro controller the rise time decreases
drastically, in the manner which the frequency of sine waves are changing
according to the percentage of error from favourite speed. According to the direct
relation of induction motor speed and frequency of supplied voltage, the speed will
also increase. Fuzzy controller has better performance than the conventional
controller. By comparing neuro controller, Adaptive neuro fuzzy model with FLC
model, it is apparent that by adding learning algorithm to the control system will
decrease the rising time more than expectation and it proves neuro controller has
better dynamic performance as compared to FLC and Adaptive neuro fuzzy
controller.

Appendix A

The following parameters of the induction motor are chosen for the simulation
studies:

V = 220 f = 60 HP = 3 Rs = 0.435 Rr = 0.816 Xls = 0.754
Xlr = 0.754 Xm = 26.13 p = 4 J = 0.089 rpm = 1,710
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A Bio-inspired Trusted Clustering
for Mobile Pervasive Environment

Madhu Sharma Gaur and Bhaskar Pant

Abstract Pervasive systems are usually highly dynamic, heterogeneous, and
resource-restricted where small and powerful dissimilar devices have to establish
independent network unknown by the user. There is no fixed infrastructure and
centralized access control. The set of connections relies on the convergence of
wireless technologies, advanced electronics and the Internet to communicate
seamlessly with other devices as tiny sensors. Trusted and Security-critical com-
munication is the key concern in such decentralized and unpredictable environ-
ment. Bio-Inspired systems are increasing significant adaptation, reliability and
strength in the dynamic and heterogeneous networks where information is ubiq-
uitous. Some specific characteristics of swarms, like their lightweight, transient
nature and indirect communication, make this adaptation more demanding. In this
paper we explore bio-Inspired systems to look at the trust computation factors and
opportunities in autonomic computing environments like mobile pervasive envi-
ronment and evaluate their trustworthiness. We use standard clustering technique
and propose a trust metric in which we observe the node behavior through various
trust parameters. In winding up, we put our efforts to represent the cluster for-
mation with honey bee mating to set up general vulnerabilities requirements for
compromised node behavior to the system under exploration.
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1 Introduction

The rapid growth of mobile computing has given rise to the information systems in
which user can access the global network regardless of location or time. The words
pervasive and ubiquitous mean ‘‘existing everywhere.’’ Pervasive computing
devices are completely connected and constantly available. The vision of ubiq-
uitous computing which Mark Weiser described in his 1991 paper [1] is based on
the idea that future computers merge with their environment more and more until
they become completely invisible for the user. Pervasive systems are usually
highly dynamic, heterogeneous, and resource-restricted where small and powerful
dissimilar devices have to establish independent network unknown by the user.
There is no fixed infrastructure and centralized access control and set of con-
nections relies on the convergence of wireless technologies, advanced electronics
and the Internet to communicate seamlessly with other devices as tiny sensors and
needs to be self adaptive and self-organizing.

Distributed wireless micro-sensor networks are an important component of the
Pervasive computing that relies on the convergence of wireless technologies,
advanced electronics and the Internet. A sensor node are location unaware and
may not be equipped with GPS, can communicate directly only with other sensors
that are within a small distance. However, in reality, sensor nodes are resource-
restricted. Due to lack of fixed infrastructure, all the nodes have autonomous to
make decisions based on the available information on the relying base station or
mobile base station. All nodes are integrated into a wireless mobile pervasive Ad-
Hoc network with multi-hop routing ability. Traditional security schemes cannot
always be applied to such environments. Therefore, concepts like trust and rep-
utation also applied to gain a certain level of security and confidence among inter-
operating nodes. Up to the present, research on the trust management mechanisms
of WSNs or MANETs have mainly focused on node’s trust evaluation to enhance
the security and robustness where trust evaluation is the key concern to recognize
malicious, selfish and compromised nodes which have been authenticated. In this
paper we use standard clustering technique and propose a trust metric in which we
observe the node behavior through various trust parameters. Clustering is a classic
approach for achieving an energy efficient performance in sensor networks.
Clustering provides locality of communication through organizing the number of
nodes as clusters which saves energy and reduces network contention. In winding
up, we put our efforts to represent the cluster formation with honey bee mating
scheme, an energy efficient trusted cluster formation and head selection in per-
vasive mobile environment. Rest of the work is organized as II. Literature review,
III proposed Trust Metric, IV A Bio-Inspired Cluster formation and finally con-
clusion and future scope.
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2 Literature Review

We explore bio-Inspired systems to look at the trust computation factors and
opportunities in autonomic computing environments like mobile pervasive ad-hoc
networks and evaluate their trustworthiness Cho et al. [2], present a complete
survey on trust management in MANET and specify that Trust is dynamic, sub-
jective, not necessarily transitive, asymmetric and context-dependent. It can be
defined as Direct and Indirect trust. LEACH (Low Energy Adaptive Clustering
Hierarchy [3] is a cluster based protocol, which includes distributed cluster for-
mation. For each cluster, a sensor node is selected as a cluster head. The cluster
head applies aggregation functions to squeeze the data before transmission to the
destination. PTM [4–6] a research sub-item of UBISEC (secure pervasive com-
puting) supported by Europe IST FP6, which presents different models with
revised D-S evidence theory and defines the inter-domain dynamic trust man-
agement in subjective area. The limitation of the PTM is that it acquires indirect
trust value on average without taking the fuzziness, subjectivity and uncertainty
into account. Lopez et al. [7] list the best practices that are essential for developing
a good trust management system for WSN and make an analysis of the state of the
art related to these practices. These references formulate an amazing summary,
propose many profound viewpoints and show an additional insight on the trust
evaluation field. In addition, other protocols [2, 8, 9] address trust management
methods in self-organization networks from different views. A honey bee mating
applications on clustering [10, 11] also inspire our proposed approach to present a
bio inspired trusted clustering for pervasive environment.

3 Proposed Trust Metric

Our proposed trust metric based on social trust, QoS trust and reliability in terms
of packet sent and received parameters to evaluate best possible aspects
trustworthiness.

3.1 Trust Metric Parameters

The proposed trust metric key trust parameters are intimacy (for measuring
nearness based on interaction experiences) and integrity (for measuring irregu-
larity) to measure social trust derived from social networks. We choose energy (for
measuring competence) and selfishness (for measuring uncooperativeness) to
measure QoS trust derived from communication networks Table 1.

Here intimacy evaluates two node’s neighbor nose’s interaction experience. It
follows the maturity model proposed in [8] where sensor nodes have more positive
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experiences. Assuming that a compromised node is malicious and untruthful,
integrity component is taken that can efficiently identify whether a node is mali-
cious or not. As a QoS trust metric energy is one of the most important compo-
nents in the subjective resource-restricted networks. The unselfishness parameter
specifies whether a node can cooperatively execute the intended procedure. In
pervasive diverse devices or nodes are communicating seamlessly thus proposed
approach can be applied in a heterogeneous network with immensely different
energy levels and degrees of malicious or selfish behaviors. We apply this trust
management approach to a clustered pervasive ad-hoc environment in which a
sensor node may adjust its behavior dynamically according to its own operational
state and environmental conditions. Here each node is more likely to become
selfish in case of low energy level or it has many unselfish neighbor nodes around
when it has more compromised neighbors around it.

TIntimacy
xy ðtÞ : It ranks the interaction experiences following the maturity model

[8]. It is computed by the number of interactions between nodes x
and y over the maximum number of interactions between node x
and any neighbor node over the time period [0, t].

TIntigrity
xy ðtÞ : This refers to the confidence of node x that node y is truthful

based on node x’s direct observations toward node y. Node x
calculate approximately T honesty, direct ij(t) by observing a
count of suspicious untruthful experiences of node y which node
x has observed during [0, t] using a set of anomaly detection rules
such as a high inconsistency in the sensor reading or recommen-
dation has been experienced, as well as interval, retransmission,
repetition, and delay rules.

TEnergy
xy ðtÞ : This refers to the belief of node x that node y still has adequate

energy (representing competence) to perform its intended func-
tion. It may be measured by the percentage of node j’s remaining
energy. To calculate TEnergy

xy (t), node x estimates node y’s
remaining energy by overhearing node y’s packet transmission
activities over the time period [0, t], utilizing an energy
consumption model.

TSelfishness
xy ðtÞ : This parameter represents the degree of selflessness of node y as

estimated by node x based on direct observations over [0, t].

Table 1 Trust Metric Parameters

TIntimacy
xy Intimacy for measuring nearness or closeness based on past experience

TIntigrity
xy Integrity for measuring irregularity or the honesty

TEnergy
xy Energy for measuring competence or capability

TSelfishness
xy Selfishness for measuring uncooperativeness

TMobility
X=Y

Mobility to estimate the power consumption and residual energy of any node x

TRelaibility
xy Reliability As total number of Packets sent by node x and received by node y
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Furthermore the selfish behavior of node y can be detected using
eavesdrop and snooping techniques such as not honestly
performing sensing and reporting functions, data forwarding
summing that a compromised node must be uncooperative and
thus selfish. If node x is not a 1-hop neighbor of node y, node x
will use its former experience Tcij t � Dtð Þ and recommenda-
tions for Selfishness it is also possible that a node doesn’t route a
packet from the other nodes or simply drops some packets to save
their power or other energy. Thus such selfish nodes cannot have
a high trust value because of the data delivery rate. By not
providing packet forwarding for low trusted nodes, a network can
encourage cooperation and reduce selfishness.

TRelaibility
xy : The reliability of nodes can be evaluated in different ways, but, in

general, it can be considered as the capability of nodes to respect
a service agreement. This is a particular procedure that lies
behind the identity certification or the encryption process. In the
remaining part of this section, the word trust is used to identify
the reliability of nodes. However, the protocol presented here can
be easily extended to incorporate identity checking and trusting in
the classic sense.

3.2 Algorithm Trust Evaluation (Calc-Trust)

Step 1: Collect data about a node (Xi to node n, where n is the total no of nodes in
a cluster)

Step 2: Find the Trust threshold values associated to each behavior as described
above

Step 3: Calculate trust value for each parameter [0.0–0.2]
Step 4: Aggregate all the trust value and find the mean corresponding threshold.
Step 5: Calculate the corresponding trust value using the formula.

3.3 Trust Calculation

The trust calculation is conducted, particularly between two neighbor nodes in a
cluster. When a node X evaluates trust on another node Y at time t. We consider
five trust components as described above like intimacy, integrity, energy, self-
ishness and reliability. The trust value that node X evaluates towards node Y at
time t, Txy(t), is represented as a real number in the range of [0, 1] where 0
indicates distrust and 1 complete trust. Txy(t) is computed by
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Txy(t) ¼ C1*TIntimacy
xy þ C2 � TIntigrity

xy þ C3 � TEnergy
xy þ C4TSelfishness

xy þ C5TRelaibility
xy

ð1Þ

Where C1, C2, C3, C4, and C5 are costs associated with these five trust
components with C1 ? C2 ? C3 ? C4 ? C5 = 1. Deciding the best values of
C1, C2, C3, C4, and C5 to maximize system performance is a trust formation. We
assume that each trust parameter is equally contributing in the process of Trust
formation. Equation 1 can be rewritten

Txy(t) = 0:02C1 � TIntimacy
xy þ 0:2C2 � TIntigrity

xy þ 0:2C3 � TEnergy
xy

þ 0:2C4TSelfishness
xy þ 0:2C5TRelaibility

xy

After collecting the information about nodes X and Y an Algorithm Compute-
TRUST will be run to calculate the direct trust of node X about Y. Whenever the
cluster head C-Hds inquires X’s opinion about Y node, it will send the trust value.
Assuming that each trust parameter have equal contribution in the final trust value
Txy tð Þ. On the basis of cumulative trust value after each parameter Calculated
Suppose For example Tables 2, 3 and Fig. 1.

Table 2 Trust parameters and Cumulative Trust levels

Trust Parameters Trust weight Cumulative Trust Value Level of trust

0.0 0.0 Distrust
Intimacy 0.2 0.2 Very low trust
Integrity 0.2 0.4 Low trust
Energy 0.2 0.6 Partially Trusted
Selfishness 0.2 0.8 Highly trusted
Reliability 0.2 1.0 Fully Trusted

Table 3 Trust Value range of Trust Parameters

Trust Parameters Trust Value Range of Parameter

0.0 0.1 0.2

Intimacy No familiarity Partial Intimacy Fully intimate
Integrity No Integrity Partial Integrity Full Integrity
Energy No Energy Efficient Partial Energy Efficient Fully Energy Efficient
Selfishness Unselfish Partial Selfish Fully selfish
Reliability No reliable Partial Reliable Fully Reliable

No Trust Partial Trust Full Trust
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4 A Bio-inspired Trusted Cluster Formation

Clustering represents the different virtual groups of network sensor nodes which
are physically neighboring and helps to organize the pervasive ad hoc networks
hierarchically. Number of heuristic clustering algorithms has been presented in the
literature and discuss about the latest developments in clustering like mobility-
aware clustering, energy-efficient clustering, load-balancing clustering and com-
bined-metrics-based clustering. In the mobile pervasive environments, nodes may
differ from each other in terms of available resources and degree of mobility.
Major resources are the communication, computation power and energy efficiency
while the degree of mobility is the relative value to indicate dynamism of a node
and average speed of the node. The magnitude of resources and mobility may
differ continuously. As a whole, we assume that every node has different will-
ingness value to be a volunteer set by its owner. A node that has abundant
resources, a lower degree of mobility and a higher willingness value has a higher
chance to be a volunteer. Any node can be a service provider (SP) as well as a
service requestor (SR). The volunteers maintain a list of neighbor volunteers and a
service directory for its range. We use a Service Discovery based on Volunteers
for heterogeneous and uncertain pervasive computing environments. It provides a
flexible and adaptable architecture appropriate for dynamic pervasive computing
environments. We assume node-to-node connectivity in the network with common
network/transport protocols such as TCP/IP. This approach uses a small subset of
the nodes called collaborator that performs directory services to other nodes in the
system. Here less mobile or nodes with high energy a nodes propose itself as a
volunteer node in heterogeneous and uncertain (Fig. 2).

4.1 Trusted Clustering: Proposed Approach

The overall proposed approach is to dynamically organize the pervasive Sensor
nodes clusters. Each cluster consists of one cluster head(C-Hd) node and an
arbitrary number of clustered nodes(C-Nd). In each cluster, the C-Hd acts as a
representative for its C-Nds and as nodes communicates their data over shorter

Fig. 1 Trust metric
parameters
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distances to their respective cluster heads. To save a substantial amount of energy,
all the nodes that are not used continuously. The random selection of the cluster
head node may obtain a poor clustering set of connections, and cluster head nodes
may be redundant for some rounds of operation. Trust is calculated for a sensor
node based on past interaction experiences given by neighbor nodes for assessing
the reliability. It was also to measure the security of a node by evaluating whether
a node is malicious or not. Trustworthy Architecture for such networks provides
the trusted communication among the cluster nodes, based on trust and reputation
formulations. Mobile pervasive Networks (MP-NETs) consist of a large number of
relatively low powered mobile nodes, communicating in a network. Clustering is
one of the techniques used to manage data exchange amongst interacting nodes.
Each group of nodes has one or more elected Cluster Head(s) C-Hds, where all
Cluster heads are interconnected for forming a communication with limited energy
sources for longer period of time. Misbehaving nodes and cluster heads can drain
energy rapidly and reduce the total life span of the network. To ensure a secure and
trusted communication cluster heads with trusted information becomes critical for
the overall performance. The Cluster head(s) selection algorithm based on an
efficient trust model. This algorithm aims to elect trustworthy stable cluster head(s)
that can provide secure communication via cooperative selfish nodes.

4.2 Cluster Formation Algorithm

Clustering algorithm partitions a network into different clusters, creating a network
hierarchy in the network. A particular node is elected in a cluster to manage the cluster
information is known as the cluster head, and the other nodes are its members.

1. Any node can be volunteer to imitate the cluster formation.
2. Calculate the available Energy expressed by equation

Eny ¼
Eh � Ec

Eh
ð1Þ

where Ec ¼ Ec þ Ereq þh � 0

Mobile Base Station

Cluster Head

Non-Cluster Head Node

Cluster

Fig. 2 Cluster
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3. Calculate the node stability or degree of mobility by the path planning.
4. Calculate the trust parameters as per pre-define threshold consider as a cluster

member node.
5. The node with lowest mobility, high energy availability and highest trust as per

above defined factors will be cluster head and will be responsible to provide
service to each cluster node instead of each node itself.

Our Proposed cluster head selection algorithm is based on the analyzing the
node misbehavior or compromising node detection based on the trust calculation.
One of the essential operations in using clustering technique is to select cluster
head among the nodes in the network and making a virtual group from the
remaining nodes as a cluster around the cluster head node. In our proposed
approach this done in a distributed manner, where nodes make autonomous
decisions without any centralized control. The algorithm initially assumes that
each sensor in the network becomes a cluster head with probability p. Each cluster
head then advertises itself as a cluster head to the sensors within its radio range.
This advertisement is forwarded to all sensors that are no more than k-hops away
from the CH through controlled flooding.

Advantages and Limitations of Trusted Clustering: In our proposed
approach, trust is calculated at two levels (a) trust at C-Hd level and (b) trust at
clustered nodes CNs (Non-Cluster head node) level. Each C-Hd evaluates the cost
of other C-Hds and C-Nds in its cluster while a CNs calculates other CNs in the
same cluster in terms of trust value. The peer-to-peer trust costing is regularly
updated based on direct or indirect observations. When two nodes are neighbors
within a cluster, they evaluate each other based on direct observations. The C-Hd
managers accomplish trust evaluation toward all C-Hds in the system. The
selection of cluster head based on the most promising highest trust level or reader
may refer protocols like HEED, LEACH [C-Leach] for a best possible solution.
The description of these is outside the scope. If a C-Hds consumes more energy
than a non-cluster head node is compromised, the more energy will be consumed
to deal with attacks. Furthermore a selfish node consumes less energy than an
unselfish node as its selfish behavior is reflected by stopping sensing functions and
randomly dropping messages. Thus, the only secrecy of the system can be quickly
sense and expel compromised nodes before a system failure. Considering the
proposed approach in subjected area i.e. pervasive environment where the seam-
less communication relies on baseline technologies and may vary location to
location and available infrastructure.

4.3 Honey Bee Mating for Trusted Cluster

Honey-bees mating is a swarm-based intelligence technique used in search opti-
mization, inspired by the process of mating in real honey-bees. The behavior of
honey-bees is the communication of their (1) Inherited potentiality. (2)
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Environmental and physiological environments and (3) the social conditions of the
colony. A typical honey-bee colony consists of a single egg laying long-lived
queen (best bee), anywhere from zero to several thousand drones. The colony can
be founded in two different ways as ‘‘self-governing origin’’ the colony starts with
one or more reproductive females that build the nest, lay the eggs, and feed the
larva’s. Later, division of labor takes place and the queen concentrates on egg
laying and the workers in brood. A colony of bees is a large family of bees living
in one bee-hive. A bee hive is like a big city with many ‘‘segments of the set-
tlement’’. The queen is the main vital member of the hive because she is the one
that keeps the hive going by producing new queen and worker bees. With the help
of approximately 18 males (drones), the queen bee will mate with multiple drones
one time in her life over several days. The sperm from each drone is planted inside
a pouch in her body. She uses the stored sperms to fertilize the eggs. Whether a
honeybee will become a queen, a drone, or a worker, depends on whether the
queen fertilizes an egg. Since she is the only bee in the colony that has fully
developed ovaries, the queen is the only bee that can fertilize A queen bee may
live up to 5 or 6 years, whereas worker bees and drones never live more than
6 months. Queens represent the main reproductive individuals which are spe-
cialized in eggs laying while Drones are the fathers of the colony. They are haploid
and act to amplify their mothers’ genome without altering their genetic compo-
sition, except through mutation. Workers are specialized in brood care and
sometimes lay eggs. Broods arise either from fertilized or unfertilized eggs. The
mating process occurs during mating-flights far from the nest. A mating flight
starts with a dance where the drones follow the queen and mate with her in the air.
In a typical mating-flight, each queen mates with seven to twenty drones. In each
mating, sperm reaches the spermatheca and accumulates there to form the genetic
pool of the colony. In the mathematical representation, a drone is represented by a
genotype and a genotype marker. Workers which are used to improve the brood’s
genotype, represent a set of different heuristics. For example, at one-point of
crossover heuristic, the crossover heuristic operator applies to the brood’s geno-
type with that of a randomly generated genotype where the crossover point is also
selected at random. Each queen is characterized with a genotype, speed, energy,
and a spermatheca with defined capacity. Spermatheca is defined as a repository of
drones. In our proposes honey bee mating Queen is characterized by a fitness
function based on trusted calculation based on above define parameters. The
mapping of real honey bee and a pervasive network can be viewed in Table 4.

5 Conclusion and Future Work

In this paper, we proposed a bio-inspired trusted clustering for pervasive envi-
ronment considering trustworthiness based on social and QoS trust parameters. In
clustering technique If a C-Hds consumes more energy than a non-cluster head
node the C-Hds is compromised, than more energy will be consumed to deal with
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trust calculation by evaluating peer nodes misbehavior. Furthermore a selfish node
consumes less energy than an unselfish node as its selfish behavior is reflected by
stopping sensing functions and randomly dropping messages. Thus, the only
secrecy of the system can be quickly sense and expel compromised nodes before a
system failure For Cluster formation we map subjective network with honey bee
mating Honey-bees mating which a swarm-based intelligence technique. This
technique is used in search optimization, inspired by the process of mating in real
honey-bees to analyze the proposed approach in bee like network structure. As a
further work simulation of proposed approach in dynamic scenario is ongoing.
Identification of its application areas and implication is our future scope.
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Comparison of Adaptive Social Evolution
and Genetic Algorithm for Multi-objective
DTLZ Toolkit

Nitish Ghune, Vibhu Trivedi and Manojkumar Ramteke

Abstract Test problems play an important role when it comes to evaluate the
performance of multi-objective evolutionary algorithms (MOEAs). Among a
number of test problems available in literature, DTLZ toolkit has its distinct place.
In this paper, this toolkit has been used to measure the potential of a newly
developed algorithm based on social evolution, namely, Adaptive Social Evolution
(ASE) algorithm. The results are compared with those of binary-coded elitist Non-
Dominated Sorting Genetic Algorithm (NSGA-II) and found to be better in terms
of convergence and computational time.

Keywords Adaptive social evolution � Genetic algorithm � DTLZ toolkit �
MOEAs

1 Introduction

Since last two decades, the multi-objective optimization (MOO) of complex real
world problems using evolutionary algorithms (EAs) has emerged as a widely
accepted area of research and application. The popularity of EAs lies behind the
fact that they are able to find a set of equally good solutions (Pareto front) in a
single run. Multi-objective EAs (MOEAs) developed in the past are so successful
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that these inspire researchers to create new algorithms continuously. There are
various measures to compare these new algorithms with the existing ones. MOEAs
are generally compared on the basis of their convergence speed. However, rapidly
evolving technology and increasing computational speeds have established the
flexibility of application as a principle criterion for the success of an MOEA. In
this context, several hybrid algorithms are developed by amalgamating the useful
properties of existing EAs and other search techniques such as fuzzy logic [1],
neural network [2], particle swarm optimization [3], ant colony optimization [4],
etc. Recently [5], a new algorithm namely, adaptive social evolution (ASE) to
meet the above criteria is developed. The algorithm is based on the novel theme of
‘social evolution by following heroes’ and inherits the virtues of popular EAs like,
genetic algorithm (GA), differential evolution (DE) and particle swarm optimi-
zation (PSO).

ASE mimics a common trait of social behavior, i.e. evolution of society by
following heroes, which is supported by several historical facts [6–8]. Evidently,
[7] the impact of heroes on society is found to be more pronounced in times of
turmoil and war than in times of peace. This is because the society becomes weak
and unstable and thus more vulnerable to revolution or change in these times. This
useful observation is aptly incorporated by ASE to increase the convergence
speed. The progress of algorithm is altruistic towards the use of better solutions in
the starting generations in which the population is far from the optimality and
resembles to unstable society. However, natural selection prevails as the algorithm
approaches to optimality.

ASE has been successfully applied [5] to a number of MOO problems of
varying nature including ZDT4 problem, travelling salesman problem, cone design
problem and problems involving various important industrial processes. The aim
of this work is to further testify the performance of ASE by applying it to more
challenging test problems from existing MOO literature. Further, the results are
compared with binary-coded elitist non-dominated sorting genetic algorithm,
NSGA-II [9].

2 Description of ASE [5]

ASE comprises of following steps (see Pseudo-code): initialization, fitness cal-
culation, ranking, following heroes (FH), personalized deviation (PD) and elitism
[10].

The algorithm initializes with the generation of the population of individuals,
NP. The array of the decision variables resembling the characteristics represents an
individual in a simulated social system. The values of these characteristics decide
the goodness of a simulated individual. Firstly, the characteristics for NP indi-
viduals are generated sequentially one after another within their prescribed lower
and upper limits. The generation of jth characteristic of ith individual can be
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random xi;j ¼ xLow
j þ Random Number � xHigh

j � xLow
j

� �h i
, deterministic (strictly

satisfying some constraints given in the problem) or heuristic (using local search,
xi;j ¼ xLocal Search

i;j ) in nature. The values of characteristics of an individual are then
used in the fitness function to measure its goodness (fitness). The process is
repeated for NP individual one after another. Each individual is then ranked [10]
according to its goodness.

In the next step, the individuals with the highest amount of goodness (having
rank 1) are denoted as heroes. Every hero then inspires the rest of the population
(including other heroes) using following hero (FH) operator on characteristic basis.
This operator perturbs the original value of a given characteristic to that of a
randomly selected hero. In this way all the characteristics of an individual are
perturbed to the inspired characteristics using that of different heroes. All NP

members of population undergo this inspiration process one after another. In this,
jth characteristic of ith individual is inspired as:

xNew
i;j ¼ xOld

i;j þ Random Number � xHero
h;j � xOld

i;j

� �
ð1Þ

where, xHero
h;j is jth characteristic of randomly selected hero.

The inspired individuals from FH operation are further subjected to personal-
ized deviation (PD) operator. PD operator takes its inspiration from artificial
intelligence. In this operator, a characteristic, randomly selected with very small

probability is randomly xNew
i;j
¼ xLow

j þ Random Number � xHigh
j � xLow

j

� �h i
,

deterministically deterministic (strictly satisfying some constraints given in the
problem) or heuristically perturbed between the given upper and lower limits
(using local search, xNew

i;j
¼ xLocal Search

i;j ). Solutions, thus generated are generally

good. Although, some bad solutions are also generated (more prevalently in ran-
dom generation), they are eliminated using concept of elitism. Other deterministic
and heuristic search techniques can be added to this operator to increase its effi-
ciency. PD operator increases the flexibility of ASE.

The original as well as perturbed population has both good and bad individuals.
For optimization purpose, bad individuals must be removed from the population.
ASE performs this ‘screening’ of bad individuals by a procedure known as elitism
which was originally developed for GA. In this step, all NP individuals from
modified population and all NP individuals from original population are mixed
together to form a population of 2NP individuals. These 2NP individuals are again
ranked and the best NP individuals thus selected are called elites. These NP- elites
are used as the starting population for the next generation. This process continues
until the algorithm finds optimal results or the count of user defined maximum
generations is completed.
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2.1 Pseudo-code of ASE

Initialization
For each Individual (1 to NP)
{ 

Initialize Individuals
} 
RankingIndividuals
For each Generation (1 to Maximum Generations)
{ 

Rank each Individual 
{ 

Ranking and Crowding Distance
} 
Select Heroes
{ 

If (Rank of Individual = 1) then
Individual = Hero

} 
Following Heroes Operation
For each Individual (1 to NP)
{ 

If (Random Number ≤ Probability of Following Heroes) then
For each variable 
{ 
Value of Variable = Current Value of Variable + Random Num-
ber × (Value of Variable in Randomly Selected Hero – Current
Value of Variable)
} 

} 
Personalized Deviation
For each Individual (1 to NP)
{ 

If (Random Number ≤ Probability of Personalized Deviation) then
For each variable 
{ 
Value of Variable = Lower Bound of Variable + Random Num-
ber ×(Upper Bound of Variable – Lower Bound of Variable)
} 

} 
Elitism
Mix the Initial and the Final Population after Personalized Deviation
For each Individual (1 to 2NP)
{ 

Ranking and Crowding Distance
} 
Select the Elite Individual (1 to 2NP)
{ 

Individual = Best Individual
} 

} 
Print Individuals 
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3 DTLZ Problems

Several MOO test problems are present in the literature [11] to evaluate the
performance of newly developed algorithms. One of such suite of continuous test
problems is DTLZ toolkit given by Deb et al. [12]. These problems are scalable to
any number of objectives and thus provide the flexibility to test the algorithm for
more rigorous conditions. Total nine problems are given in the test suit. From these
only seven (DTLZ1–DTLZ7) are solved in this study (due to side constraints,
DTLZ8 and DTLZ9 are omitted). The detailed description of these is given in the
Table 1. Among these problems, DTLZ1–DTLZ4 comprise of multiple global
optima, DTLZ5 and DTLZ6 gives degenerate Pareto optimal front and DTLZ7
exhibits disconnected Pareto optimal front [11].

The performance of EAs can be evaluated using several characteristics [11] of a
given problem such as: geometry of Pareto optimal front, modality, mapping of
fitness landscape, parameter dependencies and bias. The geometry of Pareto
optimal front can be concave, convex, linear, mixed, disconnected, degenerate, or
combination of these shapes. Finding a Pareto optimal front with different shapes
as given above proves the robustness of the algorithm. Modality is the measure of
optima associated with the given objective function i.e. an objective function with
multiple local optima is called multimodal (more difficult case) while the one with
single optima is called unimodal. The mapping between the Pareto optimal set and
the Pareto optimal front may be one-to-one or many-to-one. For Pareto many-to-
one problems, an EA faces difficulty in finding multiple or alternatively equivalent
optima. These optima are important because their availability provides greater
degrees of freedom to a decision maker in selecting the solutions. Parameter
dependency is a very important characteristic to define the difficulty in optimi-
zation problem. If for all values of a parameter the set of global optimum is same
then the given objective is separable with respect to the given parameter otherwise
non-separable. Bias is the measure of variation in distribution of set of objective
vectors in fitness space mapped for an evenly distributed sample of parameter
vectors in the search space. A problem with bias is difficult to solve because it
directly affects the convergence speed of EAs towards the Pareto optimal front.
For instance, the fitness landscape could be biased in a way so that it becomes
difficult to find global optima of a multimodal MOO problem.

Besides having these properties, the main advantage of test problems is that the
results for these problems are readily available in open literature which makes the
comparison of new EAs with the older ones easy.
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4 Results and Discussion

The seven DTLZ problems are solved using ASE and the performance is compared
with that of binary-coded NSGA-II. All the codes are written in FORTRAN 90.
The codes are run on Intel Xeon ES-2640 0@2.50 GHz with 16 GB RAM com-
puter operated with Windows 7. The values of ASE parameters namely, proba-
bility of FH, PD operators and size of the population are 0.9, 0.1 and 100
respectively. Those for NSGA-II parameters namely, crossover, mutation proba-
bilities and length of binary string and size of the population are 0.85, 0.008, 20
and 100 respectively. All the problems are solved for 1,000 generations.

Generally, box plots [10] are used for analyzing the convergence as well as the
distribution of the Pareto optimal solutions of MOO problems. In these plots, the
median of the points should be lying close to the midpoint of the box for a uniform
distribution. Also, the distribution of outliers in the box plots shows the searching
effectiveness of an algorithm towards the extreme end of the Pareto optimal front.
In general, MOO algorithms found to have difficulties in searching the extreme
regions of the Pareto optimal front. Thus, for minimization problem lower the
range (fi;High � fi;Low) of box plot of a given objective better is its convergence. The
concepts of box plots are used to analyze the DTLZ1–DTLZ7 problems as shown
in Fig. 1. The comparative analysis of the results is shown in Table 2. For DTLZ1
and DTLZ3, ASE is found to have considerably better convergence compared to
NSGA-II as shown by lower height of the boxes plus whiskers (see Fig. 1). This is
also confirmed by the Pareto optimal front plotted in Fig. 2.

For these problems, the ranges of objectives {f1, f2, f3} are given as: {2.01, 2.01,
2.01}DTLZ1, {21.93, 21.93, 171.56}DTLZ3 and that of ASE are: {0.43, 0.43,
0.50}DTLZ1, {11.27, 8.83, 69.56}DTLZ3, respectively which clearly illustrate better
convergence using ASE as compared to NSGA-II. For all other remaining prob-
lems, convergence using both ASE as well as NSGA-II is comparable as shown in
Fig. 2. Performance of the algorithms are further compared using the concept of
median (has to lie perfectly at the mid of the boxes for best distribution) in box
plots and the distribution of end points (better distribution of end points should be
present in the box plots). Based on the distribution of the points in Fig. 1, ASE
performs better in terms of median and end points for problems DTLZ2 and
DTLZ4. For DTLZ5 and DTLZ6 both ASE and NSGA-II performs better in terms
of median whereas the distribution of end points is worse in both cases. In contrast
to this, results of DTLZ7 are better only in terms of distribution of end points for
both ASE and NSGA-II.
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Fig. 1 Box plots for all DTLZ problems
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Table 2 Comparison of ASE and NSGA-II results

Problems Convergence Distribution of Pareto optimal points

Performance based on
median

Performance based on distribution
of end points

ASE NSGA-II ASE NSGA-II ASE NSGA-II

DTLZ1 H 9 – – – –
DTLZ2 H H H 9 H 9

DTLZ3 H 9 – – – –
DTLZ4 H H H 9 H 9

DTLZ5 H H H H 9 9

DTLZ6 H H H H 9 9

DTLZ7 H H 9 9 H H
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Fig. 2 Pareto plots for problems DTLZ 1–7
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Fig. 2 (continued)
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5 Conclusions

Seven benchmark problems from DTLZ test suite are solved using the ASE
algorithm. The results are found to be better in comparison to that of NSGA-II.
Moreover, ASE takes comparatively lower computational time than NSGA-II for
any given problem. This is due to the fact that ASE has less number of operations
as compared to genetic algorithm. The successful application of ASE to the DTLZ
problems confirms its potential and it paves the way for the future applications of
ASE to the real world and industrial problems.
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A Reference Watermarking Scheme
for Color Images Using Discrete Wavelet
Transform and Singular Value
Decomposition

Ravinder Katta, Himanshu Agarwal and Balasubramanian Raman

Abstract This paper presents a reference watermarking scheme in which both
original and watermark images are RGB color images. Reference images are
obtained from red, green and blue components of the original image by using
Discrete Wavelet Transform (DWT) and Directive contrast. Singular Value
Decomposition (SVD) is applied on each of the component images (Red channel,
Green channel and Blue channel) of watermark and reference images (red, green
and blue). Watermark is embedded by modifying the singular values of the ref-
erence images with the singular values of the watermark component images. A
reliable watermark extraction scheme is developed. Experimental results show that
the proposed scheme survives against common signal/image processing attacks.

Keywords Discrete wavelet transform (DWT) � Singular value decomposition
(SVD) � Color Image � Reference watermarking

1 Introduction

With the growth of internet and digital technology, the distribution and exchange
of digital media have become very easy. At the same time, these have raised many
concerns about copyright infringement. Therefore, digital content providers feel
insecure to distribute their copyrighted multimedia (text, image, audio and video)

R. Katta (&) � H. Agarwal � B. Raman
Department of Mathematics, Indian Institute of Technology Roorkee, Roorkee
247667, India
e-mail: kravidma@iitr.ac.in

H. Agarwal
e-mail: him11dma@iitr.ac.in

B. Raman
e-mail: balarfma@iitr.ac.in

M. Pant et al. (eds.), Proceedings of the Third International Conference on Soft
Computing for Problem Solving, Advances in Intelligent Systems and Computing 259,
DOI: 10.1007/978-81-322-1768-8_51, � Springer India 2014

577



content over the internet. For such scenarios, digital watermarking has emerged as
an efficient solution for copyright protection.

Digital watermarking is a technique of embedding some data into a multimedia.
The embedded data is known as ‘watermark’ and the media in which watermark is
embedded is called original/host/cover media. The embedded watermark can later
be extracted or detected for various purposes such as copyright protection, data
authentication, transaction tracking, broadcast monitoring, proof of ownership,
medical imaging and copy control. A watermarking scheme [1] consists of two
algorithms namely, watermark embedding algorithm and watermark extraction
algorithm. In watermark embedding algorithm, watermark is embedded into a
multimedia. In watermark extraction algorithm, watermark is extracted/detected
from the watermarked media.

In many applications, a part of original image is available at watermark
extraction algorithm instead of complete original image. In such applications,
reference watermarking schemes [2–4] are appropriate choice as watermark
extraction algorithm of these schemes require reference image (reference image is
a small derived part of original image) instead of original image. In reference
watermarking, watermark is embedded in reference image. Most of the water-
marking schemes have been developed for gray scale images. Watermarking of
color images are also equally important.

Bhatnagar et al. [2] proposed a reference watermarking scheme for gray scale
images. We have extended the work of Bhatnagar et al. [2]. In this paper, we
propose reference watermarking scheme for color images. A color watermark is
embedded in a color image. The proposed watermarking scheme is semi-blind as
watermark extraction algorithm requires a part of information of original image.

The rest of the paper is organized as follows. In Sect. 2 proposed watermarking
technique is discussed. In Sect. 3 experimental results are discussed. Conclusions
are made in Sect. 4.

2 Proposed Watermarking Technique

In this section, we present a watermarking scheme for color images. First RGB color
image is taken as original image (I). Red (IR), Green (IG) and Blue (IB) components
are extracted from I. Discrete Wavelet Transform (DWT) [5] is applied on (IR), (IG)
and (IB) separately. At level 1, DWT decomposes an image into four sub bands to be
denoted by LL, HL, LH and HH. The low frequency sub band is represented by LL
where as the high frequency sub bands are represented by HL, LH and HH. These
sub bands are named as A, H, V and D respectively. Daubechies fiter coefficients
(Db2) are used in DWT. Based on directive contrast [6], three reference images

ðIref
R Þ; ðI

ref
G Þ; ðI

ref
B Þ are obtained. A color image (W) is taken as watermark. Red

component (WR), Green component (WG) and Blue component (WB) are extracted

from W. SVD [7] is applied on ðIref
R Þ; ðI

ref
G Þ; ðI

ref
B Þ as well on (WR), (WG), (WB)
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Watermark is embedded by modifying the singular values of ðIref
R Þ; ðI

ref
G Þ with the

singular values of (WR), (WG), (WB) respectively. Watermark embedding strength is
controlled by the parameter a, a 2 (0,1]. We set a = 0.035.

2.1 Watermark Embedding Algorithm

Mathematically original image, watermark image, watermarked image and
extracted watermark image can be written as follows:

Original image Ið Þ ¼ fIbði; jÞ=i ¼ 0; 1; 2; . . .;M � 1; j ¼ 0; 1; 2; . . .;N � 1;
b 2 fR;G;Bgg

Watermark image Wð Þ ¼ fWbði; jÞ=i ¼ 0; 1; 2; . . .;M1 � 1; j ¼ 0; 1; 2; . . .;N1 � 1;

b 2 fR;G;Bgg
Watermarked image I0ð Þ ¼ fI0bði; jÞ=i ¼ 0; 1; 2; . . .;M � 1; j ¼ 0; 1; 2; . . .;N � 1;

b 2 fR;G;Bgg
Extracted watermark image W 0ð Þ ¼ fW 0bði; jÞ=i ¼ 0; 1; 2; . . .; M1 � 1;

j ¼ 0; 1; 2; . . .;N1 � 1; b 2 fR;G;Bgg

1. Apply 3 level DWT on Ibs, b ¼ R;G;B separately and the resultant images
are denoted by Ih

b;3 where h = A, H, V, D.

2. Define a key ðKÞ ¼ Iselect
b;3 , where select [ {A,H,V,D} We set select = D.

3. Apply level DWT on Iselect
b;3 ; b ¼ R;G;B and denote the resultant images by

Iselect;h
0

b;4 , where h
0
¼ A;H;V;D.

4. Find the Directive contrast for all high frequency sub bands (for

h
0
¼ H; h

0
¼ V ; h

0
¼ D) and it is denoted by C

Iselect;h
0

b;4

.

5. Initialize high frequency sub bands values to zero whose directive contrast are
less than the threshold. The threshold directive contrast is given as follows:

T
Iselect;h

0

b;4

¼ SortðP� S
Iselect;h

0

b;4

Þ ð1Þ

where Sort(O) are the sorted directive contrast, S
Iselect;h

0

b;4

is the size of the sub
band.
P is the percentage of the wavelet coefficients which we want to retain. We set
P = 1.

6. Apply 1 level Inverse Discrete Wavelet Transform (IDWT) to form the ref-

erence images, to be denoted by Iref
b;3; b ¼ R;G;B.

7. Apply SVD on each Iref
b;3 and Wb; b ¼ R;G;B as follows.

Iref
b;3 ¼ UIref

b;3
SIref

b;3
ðVIref

b;3
ÞT ð2Þ
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Wb ¼ UWbSWbVWb ð3Þ

8. Modify the singular values of each Iref
b;3 with the singular values of each Wb as

r�
Iref
b;3

¼ rIref
b;3
þ arw;b ð4Þ

where a controls the watermark embedding strength and ðrIref
b;3
Þ; ðrW ;bÞ are the

singular values of Iref
b;3, Wb respectively.

9. Obtain modified reference images as

ðIref
b;3Þ
� ¼ UIref

b;3
S�

Iref
b;3

ðVIref
b;3
ÞT ; ð5Þ

where S�
Iref
b;3

¼ diagðr�
Iref
b;3

Þ:

10. Replace Iselect
b;3 by ðIref

b;3Þ
� in step 1 and then apply 3 level Inverse Discrete

Wavelet Transform on the resultant images.
11. Concatenate the images which are given by step 10 to obtain the Watermarked

image (I0).

2.2 Watermark Extraction Algorithm

The steps involved in watermark extraction algorithm are as follows.

1. Extract I0R; I
0
G; I
0
B component images from the watermarked image (I0).

2. Apply 3 level DWT on I0bs; b ¼ R;G;B separately. Based on K, which is saved

during watermark embedding process, select the sub bands to obtain the
watermarked reference images as follows.

I0ref
b;3 ¼ I0select

b;3

3. Perform Singular Value Decomposition on original reference images (Iref
b;3) and

watermarked reference images (I0select
b;3 ) separately.

Iref
b;3 ¼ UIref

b;3
SIref

b;3
ðVIref

b;3
ÞT ð6Þ

I0ref
b;3 ¼ UI0ref

b;3
SI0ref

b;3
ðVI0ref

b;3
ÞT ð7Þ

4. Extract the singular values of watermark image as follows:

rext
W ; b ¼

rI0 ref
b; 3
� rIref

b; 3

a
ð8Þ
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where rI0ref
b; 3
; rIref

b; 3
are singular values of watermarked reference images and

original reference images respectively.
5. Obtain the estimate of watermark image as

Wext
b ¼ UWbðSext

Wb
ÞðVWbÞ

T ð9Þ

where Sext
Wb
¼ diagðrext

W ; bÞ; b ¼ R;G;B:
6. By Concatenating Wext

b s; b ¼ R;G;B; we obtain extracted watermark.

3 Results and Discussions

3.1 Data Set

In order to explore the performance of the proposed watermarking scheme,
MATLAB platform is used and experiments are performed on different images
(Fig. 1a) of size 512 9 512, namely, Lena, Zelda, Mandrill, Pepper, Living room,
Lake, Tree and Airplane. Seven different color images (Fig. 1b) of size 64 9 64,
namely, IEEE Logo, IITR Logo, RAVI, University Logo, College Logo, IITR and
CVGIP are used as watermark images. IITR Logo is embedded in Zelda and
Airplane images. IEEE Logo is embedded in Lena image. RAVI, University Logo,
College Logo, IITR, CVGIP are embedded in Mandrill, Pepper, Living room,
Lake, Tree images respectively. Watermarked image (Fig. 1c) quality is measured
using Peak Signal-to-Noise Ratio (PSNR) and the similarity of the extracted
watermark (Fig. 1d) is measured using Correlation Coefficient (CC) [2]. Higher
the PSNR value result in lower the image degradation. The PSNR of watermarked
images and CC values of extracted watermark images are provided in Table 1. The
PSNR between the original and watermarked image is computed as follows:

PSNR ¼ 10 log10
I2
max

MSE

� �
ð10Þ

where Imax is the maximum intensity value of image (I). MSE is the Mean Square
Error obtained by the formula

MSE ¼ 1
MN � 3

XM

i¼1

XN

j¼1

ð½IRði; jÞ � I0Rði; jÞ�
2

þ ½IGði; jÞ � I0Gði; jÞ�
2 þ ½IBði; jÞ � I0Bði; jÞ�

2Þ
ð11Þ
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(a) (b) (c) (d)

Fig. 1 a Original test images. b Embedded watermarks. c Watermarked images. d Extracted
watermarks
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(a) (b) (c) (d)

Fig. 1 (continued)

Table 1 PSNR and correlation Coefficient values of test images

Test image Embedded watermark PSNR (dB) Correlation coefficient

Lena IEEE logo 39.9042 0.9996
Zelda IITR logo 43.1066 0.9994
Mandril RAVI 36.4011 0.9989
Pepper University logo 39.2070 0.9992
Living room College logo 41.9876 0.9998
Lake IITR 36.0837 0.9983
Tree CVGIP 38.5934 0.9999
Airplane IITR logo 41.6743 0.9998
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3.2 Results

In order to discuss the robustness of the proposed watermarking scheme, the
watermarked image is attacked by a variety of common image processing attacks
namely, average and median filtering, Gaussian and salt & pepper noise addition,
motion blur, rotation, resizing and histogram equalization. After these attacks on
watermarked image, the extracted watermark is compared with the original one.
For robustness analysis, Zelda watermarked image is used, since this image has the
highest PSNR value among all test images.

Filtering. Filtering is one of the most common attack in watermarking. An
average filter of size 11 9 11 is applied on Zelda watermarked image. The
resultant image is shown in Fig. 2a. The watermark extracted from Fig. 2a is
shown in Fig. 2b.

A median filter of size 11 9 11 is applied on Zelda watermarked image. The
obtained image is shown in Fig. 2c. The watermark extracted from Fig. 2c is
shown in Fig. 2d.

Addition of Noise. Adding noise is another method to estimate the robustness
of the watermarking scheme. Addition of noise is responsible for the degradation
and distortion of the image. Gaussian noise (with mean zero and variance 0.01) is
added to Zelda watermarked image. The resultant image is shown in Fig. 3a. The
watermark extracted from Fig. 3a is shown in Fig. 3b.

Salt & Pepper noise (with pixel density 0.05) is added to Zelda watermarked
image. The obtained image is shown in Fig. 3c. The watermark extracted from
Fig. 3c is shown in Fig. 3d.

Motion Blur. Motion blur is performed on Zelda watermarked image. The
motion blur length (L) and angle (h) are 20 pixels and 45� respectively. The
watermarked image after motion blur (L = 20 pixels, h = 45�) is shown in
Fig. 4a. The watermark extracted from Fig. 4a is shown in Fig. 4b.

Rotation. Zelda watermarked image is rotated (in anti-clock wise direction) by
50�. Zelda watermarked image after rotation is shown in Fig. 4c. The watermark
extracted from Fig. 4c is shown in Fig. 4d.

Resizing. First the size of Zelda watermarked image is reduced to 128 9 128
and again brought to its original size 512 9 512. The resultant image is shown in
Fig. 5a. The watermark extracted from Fig. 5a is shown in Fig. 5b.

Histogram Equalization. We tested our proposed watermarking method by
performing histogram equalization. Zelda watermarked image after applying his-
togram equalization is shown in Fig. 5c. The watermark extracted from Fig. 5c is
shown in Fig. 5d.
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(a) (b) (c) (d)

Fig. 2 a Zelda watermarked image after applying average filter of size 11 9 11 (PSNR =
24.6007 dB). b Watermark extracted from a (CC = -0.6397). c Zelda watermarked image after
applying median filter of size 11 9 11 (PSNR = 28.5912 dB). d Watermark extracted from c (CC
= -0.6086)

(a) (b) (c) (d)

Fig. 3 a Zelda watermarked image with Gaussian noise (PSNR = 19.5964 dB). b Watermark
extracted from a (CC = 0.5116). c Zelda watermarked image with salt and pepper noise (PSNR =
17.8555 dB). d Watermark extracted from c (CC = 0.4545)

(a) (b) (c) (d)

Fig. 4 a Zelda watermarked image (L = 20 pixels, h = 45�) (PSNR = 25.2191 dB).
b Watermark extracted from a (CC = -0.5627). c Zelda watermarked image after 50� rotation
(PSNR = 10.4313 dB). d Watermark extracted from c (CC = 0.2115)
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4 Conclusions

A semi-blind reference watermarking scheme is presented for color images in
which both the original image and the watermark images are color images. The
salient features of the proposed watermarking scheme are as follows.

1. There is no visual degradation between watermarked images and original
images.

2. Extracted watermarks are exactly same as that of the embedded watermarks.
3. Several attacks (average filtering, median filtering, Gaussian noise addition, salt

& pepper noise addition, motion blur, rotation, resizing and histogram equal-
ization) have been performed on watermarked images. After each attack, the
extracted watermark is recognizable, which proves the robustness of proposed
watermarking scheme.
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Local Search Methods for the Winner
Determination Problem in Multi-Unit
Combinatorial Auctions

Abdellah Rezoug and Dalila Boughaci

Abstract In this paper, we are interested in the winner determination problem in
the multi-unit combinatorial auctions (MU-WDP). In this type of auctions, a set of
units of goods has to be auctioned. Bidders request the number of desired units
of each good and the total price for the complete bid. Each bid has to be discarded
or fully accepted. The objective of the auctioneer is to maximize its revenue. The
MU-WDP is known to be NP-hard. In this paper, we propose three local search
methods: a local search (LS), a tabu search (TS) and a stochastic local search
(SLS) for the MU-WDP. The proposed methods are evaluated on some benchmark
problems. The experimental study shows that the SLS algorithm is able to find
good solutions for the multi-unit winner allocation compared to both LS and TS
methods. Further, experiments against the CPLEX 12.5, show the effectiveness of
the proposed SLS method in finding good quality solutions in faster time.

Keywords Multi-unit combinatorial auctions � Winner determination problem �
Optimization problems � Local search � Tabu search � Stochastic local search �
CPLEX

1 Introduction

The Combinatorial Auction (CA) is an efficient mechanism in which a seller is
faced with a set of price offers for various bundles of goods. The aim is to allocate
the goods in a way that maximizes the auctioneer revenue. In multi-unit
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combinatorial auctions, each good has a set of occurrences. The buyer instead to
bid for a set of goods, he bids for a set of bundle of goods with a price. The multi-
unit winner determination problem (MU-WDP) consists in selecting the subset of
bids which maximizes the revenue of sellers.

The combinatorial auction is a mechanism that has proven its effectiveness in
solving many problems such as resources’ allocation in multi-agent systems, the
auctions for radio spectrum rights [6], airport slot allocations [21], transportation
services [22, 15], course registrations [27], and commercial time slot allocations
[29].

Several approaches have been proposed for the single-unit combinatorial auc-
tions version where the number of goods for each bid is exactly equal to one,
among these approaches, we cite: Branch on Bids (BoB) [31], Combinatorial
Auctions BoB (CABoB) [32], Branch-on-Price [23], Branch-and-Cut [24], Com-
binatorial Auction Structured Search (CASS) [9], Almost of these solutions are
based on the Branch-and-Bound searching method. Other methods are investigated
for the single-unit winner determination problem such as: the dynamic program-
ming [28], the linear programming [26], the integer programming [1], the con-
straint programming to solve the Vickrey combinatorial auction [19].

In order to handle large scale instances of the winner determination problem,
the non-exact methods are often preferable. The heuristic methods are then largely
used. We can cite: the local search approaches for example: Hybrid Simulated
Annealing (SAGII) [12, 13], Casanova [17], the stochastic local search [4] and the
mimetic algorithm [5]. We can also find other approaches like: Artificial Fish-
Swarm Algorithm (AFSA), the ant colony algorithm [33] and the genetic algo-
rithm hybridized with the ant colony algorithm [7].

Contrary to single-unit WDP, there are few works proposed for solving the
multi-unit MU-WDP. Among them, we can find a Branch-and-Bound based
algorithm [11], Combinatorial Auctions Multi-Unit Search CAMUS [25] which is
a version of CASS adapted to the multi-unit case. An algorithm based on the
Particle Swarm Optimization (PSO) approach [8], a local search algorithm [30], a
heuristic suggestion based on a Lagrangian relaxation [14].

In this work, we proposed a Stochastic Local Search for solving the multi-unit
version of the winner determination problem. We implemented two other meta-
heuristics, the simple Local Search (LS) and the Tabu Search (TS) for comparison
purposes. The three methods are compared in term of solutions quality and CPU
time response. We tested them on ten different benchmarks that we have generated
randomly. We then tested the behaviour of the algorithms relatively to the ruining
time and the revenue of the best allocation obtained by the algorithms. To measure
the performance of the proposed SLS, we compared it against the CPLEX solver
version 12.5.

The rest of this paper is organized as follows. Section 2 gives a background on
the problem definition. Section 3 presents our contributions for the multi-unit
WDP. The implementation and some experimental results are given in the fourth
section. Finally, we conclude and give some future works.
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2 Problem Definition

In multi-unit combinatorial auctions, for each good i, we have some number of
units qi of this good for sale, contrary to the single-unit combinatorial auctions
where there is only one unit of each good.

For example, suppose there are three goods g1, g2 and g3. We have 10 units of
good g1, 4 units of good g2 and 5 units of good g3 for sale.

We have the following bids:

– {(8g1, 4g2, 2g3); 20}
– {(2g1, 2g2, 4g3); 10}
– {(5g1, 1g3); 8}

This means, for example, that the first bidder wants to buy 8 units of g1, 4 units
of good g2 and 2 units of g3, and is willing to pay 20 for this.

In general the problem can be stated as follows:
Let us consider G a set of m goods, G = {g1, g2…gm} to be auctioned, and li

denote the number of available units of good i for sale. Let us consider B a set of
n bids, B = {B1, B2…Bn}.

A bid Bj ¼ S1
j ; S

2
j . . .Sn

j

� �
;Pj

� �
where Sk

j � 0 is the requested number of units

of good k, and Pj is the price of Bj(Pj C 0). Finally the decision variables are
defined as follows: xj = 1 if the bid Bj is accepted (a winning bid), and xj = 0
otherwise (a losing bid).

The WDP in multi-unit auctions can be modelled as the following integer
program:

Maximize
Xn

j¼1

Pj � xj

Under the constraints:

Pn
j¼1

Si
j � xj�mui

i 2 f1. . .mg xj 2 f0; 1g

The MU-WDP is the problem of finding an allocation of winning bids that
maximizes the auctioneer’s revenue under the constraint that for any good i, the
sum of units of i over all the winning bids does not exceed mui.

3 The Proposed Approaches for MU-WDP

In this section, we propose three local search methods for solving the MU-WDP in
combinatorial auctions.
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In the following we start with the main shared components of the three pro-
posed approach: the solution representation, the Random Key encoding strategy
used to generate initial solution and the objective function used to measure the
quality of solutions. Then, we present the LS, TS and SLS proposed methods for
the MU-WDP.

3.1 The Solution Representation

A solution for the WDP is an allocation S which can be represented by a vector
with a variable length. Each of those components Si receives the winning bid
number.

3.2 The Random Key Encoding

The initial solution is generated at random by using the strategy of the Random
Key encoding (RK) introduced by Bean [2] and used mainly for ordering and
scheduling problems.

The RK encoding mechanism permits to generate and manipulate only feasible
solutions.

The Random Key encoding operates as follows:

– Firstly, we generate n real numbers sequenced by an r order, where n is the
number of bids and the r order is a permutation of keys values.

– Secondly, we select the bid having the highest order value to include in the
allocation, knowing that we start with an empty allocation. Then, the bid having
the second-highest order value is accepted if its acceptance with accepted bid
currently in the allocation verifies the constraint that means that for any good i,
the sum of units of i over all the winning bids in the current allocation does not
exceed mui, otherwise it is discarded. This process continues until having
examined the n bids. We obtain a subset of bids that can be a feasible solution to
the MU-WDP.

3.3 The Objective Function

The quality of a solution S is evaluated by calculating its objective function. The
objective function of an allocation is equal to the sum of prices of the winning bids
S = {B1, B2, …, Bl}.
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FðSÞ ¼
Xl

i¼1

PriceðBiÞ ð1Þ

where l is the number of element of the allocation S.

3.4 Local Search Method

The local search method is an iterative improvement method that consists of two
essential components: finding a neighbour solution and a exploring the neigh-
bourhood solutions to find good ones [16].

More precisely, it consists of the following steps:

– Step 1: start with a random initial configuration or an arbitrary solution S0.
– Step 2: consider this configuration as a solution with the problem S = S0,

measure the quality of S by F(S) where F is the objective function to be
optimized.

– Step 3: choose a neighbour solution S0 of S such as FðS0Þ[ FðSÞ, replace S by
S0.

– Step 4: Repeat Step 3 until for all neighbour S0 of S, FðS0Þ �FðSÞ.

3.5 Tabu Search

Tabu search is a local search metaheuristic that has been proposed initially by
Glover [10]. The proposed TS for the winner determination problem starts from an
initial allocation created using the Random Key RK method. Then, it tries to locate
for the best allocation by generating neighbour allocation. This is done by applying
the three steps:

1. The first step consists of generating a neighbour allocation from the current
allocation. A bid O is chosen such as it does not belong to the tabu list and its
price is the highest. When O is found, it will be included into the allocation, and
added into the tabu list. After that, we update the allocation revenue and a
vector some conflict allows controlling the conflicts.

2. The second step involves the conflict elimination. To do that, the bid Om having
the minimal price is found and deleted from the allocation. When a bid is
deleted from the solution, its price and goods quantities requested must be
omitted. This procedure is repeated while the conflict persists.

3. The third step consists of saving the best allocation. For each neighbour allo-
cation, the revenue is evaluated, so if it is more than the revenue of the best
allocation then the neighbour allocation becomes the best allocation S*.
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The search process is repeated for a number of iterations fixed empirically. At
the end, we obtain the best solution that gives the optimal revenue to the sellers.

The Tabu search outline for the WDP The TS algorithm is sketched in
Algorithm 1.

3.6 A SLS for MU-WDP

The Stochastic Local Search (SLS) [17, 18] is a local search method that performs
a certain number of local steps that combines diversification and intensification
strategies to locate a good solution. The intensification phase consists in selecting a
best neighbour solution. The diversification phase consists in selecting a random
neighbour solution. The diversification phase is applied with a fixed probability
wp [ 0 whereas the intensification phase with a probability 1 - wp. The SLS has
been applied successfully on several optimization problem such as the single-unit
winner determination problem in combinatorial auctions [3]. In this section, we
propose a stochastic local search variant for the multi-unit winner determination
problem (MU-WDP).

The proposed SLS method starts with an initial allocation S generated randomly
according to the RK encoding. Then, it performs a certain number of local steps
that consists in selecting a O to be added in the current allocation S and in
removing all conflicting bids that occur in the current allocation.

At each step, the bid to be accepted is selected according to one of the two
following criteria:
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1. The first criterion (step1 of Algorithm 2) consists of choosing the bid in a
random way with a fixed probability wp [ 0.

2. The second criterion (step2) consists of choosing the best bid (the one maxi-
mizing the auctioneer’s revenue when it is selected) to be accepted.

The process is repeated for a certain number of iterations called maxiter, that
was determined empirically.

The SLS algorithm for Multi-unit WDP The SLS algorithm is sketched in
Algorithm 2.

4 The Experimental Study

In order to evaluate the performance of the three proposed approaches LS, TS and
SLS for solving the MU-WDP, we have implemented them on machine and
evaluated them on some benchmarks of the problem.

The C++ programming language is used to implement the proposed approaches
for the MU-WDP. Programs are run on Laptop hp Compaq 610, with CPU core 2
duo 2 GHz, 2 GB of memory.
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4.1 The Dataset

The dataset used in this study is randomly generated. Ten benchmarks of various
sizes have been generated.

Table 1 gives information about the considered benchmarks. The column one
gives the number of benchmark and the column two the number of bids. The
column three is the number of goods, the column four gives the interval values of
the number of goods per bids, the column five is the interval values of the profit of
bids, and the column six represents the interval of values of the available quantities
of goods. The benchmarks were generated so as to increase the complexity of the
problem by creating much competition between the variables of the problem (the
bids). We notice that the prices of bids are very brought closer as well as the
quantity available of each good.

4.2 The Parameters Tuning

The adjustment of the different parameters of the proposed approaches SLS, TS
and LS is fixed by an experimental study.

– The TS parameters are: the maximum number of iterations is fixed to 5,000
iterations. This number of iteration is sufficient and allows the process to find
the best solution. The size of the tabu list is set to 40 elements.

– The SLS parameters are: the maximum number of iterations is fixed to 50,000
iterations. The value of probability wp = 0.87.

– The LS parameters are: the searching process is stopped according to the
increasing of the objective function F, when F is not increasing any more and no
bid remains then the process stops.

4.3 The Numerical Results

Table 2 gives the results obtained by the stochastic local search (SLS) algorithm,
the local search (LS) and tabu search (TS) for the considered MU-WDP bench-
marks. For each method, we give the CPU time (Time in second) and the revenue
of the best solution found by each approach (Rev is in Monetary unit).

In order to show the performance of the SLS approach, we conducted a com-
parison with the CPLEX solver 12.5 [20]. We note that for each benchmark, the
CPLEX is launched for fifteen minutes (15 min) maximum.

Table 2 gives the average results obtained after five runs of the algorithms
where Rev is the average revenue and Time is the average CPU consumed in
second.
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According to the obtained results we released the following remarks:

– For all the benchmarks we noticed that the approach SLS is always able to give
the same results of revenue, even if we make several runs. The TS always gives
the same results of revenue for the benchmarks 1, 3, 4 and 7, whereas LS finds
various results for each runs for all benchmarks.

– According to the numerical results, SLS succeeds to find good quality solutions
for the all checked benchmarks. For benchmarks 1 and 3 the quality solutions
found by SLS is similar to those found by TS. We remark that, the Benchmark 6
is not very complex since CPLEX gave the same revenue as SLS. However, the
simple local search LS fails to obtain good results for all the benchmarks
compared to both SLS and TS.

– In term of CPU time point of view, LS is faster than both SLS and TS, but the
disadvantage is that it falls quickly into the local minima.

Table 1 The data set description

Benchmark Number of
bids

Number of
goods

Goods/
Bids

Price of bid Available
quantity

B1 1,400 1,500 [0, 110] [322, 325] [900, 920]
B2 1,300 900 [0, 200] [600, 605] [1,200, 1,230]
B3 800 800 [0, 400] [400, 420] [800, 830]
B4 900 900 [0, 250] [200, 210] [1,000, 1,100]
B5 700 1,000 [0, 60] [100, 105] [200, 220]
B6 1,000 600 [0, 55] [150, 155] [100, 115]
B7 1,100 1,500 [0, 70] [700, 710] [200, 220]
B8 1,500 1,500 [0, 90] [800, 820] [600, 630]
B9 1,500 1,000 [0, 300] [10,000,

10,500]
[3,000, 3,100]

B10 1,200 1,000 [0, 120] [500, 510] [900, 950]

Table 2 Numerical results of SLS, TS, LS and CPLEX

Benchmark SLS TS LS CPLEX

Time (s) Rev (Mu) Time (s) Rev (Mu) Time (s) Rev (Mu) Rev (Mu)

B1 0.047 3,573.9 3.222 3,573.9 0.002 3,569.48 3,561.5
B2 1.233 4,839.2 2.265 4,821.14 0.001 4,833.58 4,832
B3 0.078 839.81 4.84 839.81 0.0001 839.12 839.7
B4 3.074 839.61 2.646 839.6 0.001 837.88 838.7
B5 0.936 419.59 2.374 419.4 0.0008 417.24 419.0
B6 0.514 309.8 2.73 309.7 0.0004 308.76 309.8
B7 1.108 2,129.7 2.488 2,129.7 0.0001 2,128.78 2,128.4
B8 1.2 7,378.4 3.877 7,303.85 0.0032 7,035.6 7,351.4
B9 0.062 6,053.9 3.568 5,789.575 0.0004 5,047.2 6,042.7
B10 2.075 5,600.2 3.892 5,098.7 0.0024 5,283.32 5,597.5

s second and Mu Monetary unit
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5 Conclusion

In this paper, we proposed three local search methods for the multi-unit winner
determination problem in combinatorial auctions. The three proposed approaches
stochastic local search (SLS), tabu search (TS) and Local Search (LS) have been
implemented and tested on some benchmarks generated randomly. Also, we have
conducted a comparison with the CPLEX solver 12.5 in order to show the per-
formance of the proposed approach. According to the experimental study, the SLS
was shown great performance and effectiveness in solving MU-WDP. The results
are very encouraging, and prove that SLS is able to maximize the objective
function better and faster than TS and LS. The comparative study with CPLEX
confirms our results. We plan to validate the proposed approach on other bench-
marks for MU-WDP.
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Strongly Biased Crossover Operator
for Subgraph Selection in Edge-Set Based
Graph Representation

Sakshi Arora and M. L. Garg

Abstract The performance of crossover operator is a complex interplay of the
various characteristics of the genetic algorithm (GA) and sometimes also of the
problem under question. The fundamental design choices in a GA therefore, are its
representation of candidate solutions and the operators that will act on that rep-
resentation. This paper suggests a new strongly biased multiparent crossover
operator that offers a strong locality and provides a strong heritability quotient but
can still escape the local optima when the sample space is over represented by
similar building blocks. The proposed operator uses a dynamic 2-D vector rep-
resentation for the chromosomes and this data structure may evolve as the exe-
cution of the crossover operator proceeds. On a population which consists of
solutions near to optimal and mostly lying in the basin of attraction of single
optima, the bias towards the optima in the generated offsprings is proportional to
the sample size from the search space. Based on this reasoning, the effect of arity
of the proposed crossover operator is tested using a population in which all the
candidates lie in close neighborhood of each other. To analyze the dynamic search
behavior of the proposed crossover operator and the impact of the representation
scheme on the locality, heritability and exploratory power of the operator, we
suggest a no mutation, zero selection pressure GA model that generates bounded
diameter minimum spanning trees from the underlying complete graphs on random
and Euclidean instances.
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1 Introduction

An evolutionary algorithm’s structure and parameter settings affect its perfor-
mance, but the primary determinants of an EA’s success or failure are the coding
by which its chromosomes represent candidate solutions and the interaction of the
coding with the EA’s operators, specifically the crossover operator. The perfor-
mance of crossover operator is a complex interplay of the various characteristics of
the genetic algorithm and sometimes also of the problem under question. The
fundamental design choices in an evolutionary algorithm therefore, are its repre-
sentation of candidate solutions and the operators that will act on that represen-
tation. These operators may offer varying degrees of locality, heritability, and
computational efficiency.

Researchers have described EAs for a number of constraint and simple MST-
related problems, particularly the bounded diameter minimum spanning tree
(BDMST) problem [1, 2]. Most often, these algorithms have used implicit rep-
resentations to encode spanning trees and have applied decoding algorithms to
identify the spanning trees that chromosomes represent [3]. They have applied
positional operators like k-point crossover [4]. An EA’s recombination operator
should provide strong heritability. Here, this means that the tree produced by
recombination of two parent trees should consist mostly of parental edges. We
propose representing spanning trees for evolutionary search as Real numbers
representing the index of the edge. The reason for choosing this form of edge set
encoding is that evaluating edge-sets is fast, as are the operators, particularly
recombination operator; under these operators, edge-sets have strong heritability
and locality. Applied to this representation, traditional initialization algorithms and
positional crossover and mutation operators are unlikely to generate chromosomes
that form spanning trees [5], so we describe a new strongly biased multiparent
crossover operator k-GCO ( ) that offers a strong locality and provides a strong
heritability quotient and can overcome the drawbacks of some of the overly biased
crossover operators mentioned in the literature [6]. Further, the traditional cross-
over operators like the uniform crossover operator with p = 0.04 and the 10-point
crossover operator, fail to achieve the desired results because the number of bits in
the string make it difficult to achieve the desired results with these operators. A
better crossover would focus on the positions in which the strings differ, and select
exactly k bits to exchange. Crossover is a mechanism of restricting the search
space to Hamming closure of two strings [7]. It is reasonable therefore to design
crossover operators that focus on this space. The K-Guided Crossover Operator
(K-GCO( )) operator attempts to increase the scope of the search space to Ham-
ming closure of k strings, where the k strings are all high in fitness, where k is a
user determined, problem dependent parameter which denotes the number of
parents participating in recombination. The simulation results show that the pro-
posed strategy significantly improves the computational efficiency of GAs. The
rest of the paper is organized as follows. In the section that follows, a brief
overview of the K-GCO( ) and the work going on in the field of multiparent
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crossover operators using different representation schemes for achieving strong
locality and high heritability quotient is provided. Section 3 dicusses the different
phases of K-GCO ( ) in light of locality and heritability. Experimental results are
presented in Sect. 4. Section 5 summarizes the main contributions of the paper.

2 Related Work

2.1 Chromosome Representation Schemes

The significance of crossover operator in controlling GA performance has long
been acknowledged in GA research [8]. Evolutionary algorithms have proven
effective on several hard spanning tree problems, and much work was been done
on representing spanning trees for evolutionary search [9]. Recent studies have
indicated the general usefulness of representing spanning trees directly as lists of
their edges and applying operators that always yield feasible trees [10]. We adopt
the edge-list coding here, but augment each chromosome with the center vertex or
vertices of the spanning tree it represents. The fitness of a chromosome is the total
weight of its tree, which can be found, by scanning the edge-list, in time that is
O(n). The diameter bound renders the initialization and variation operators of the
prior EAs inapplicable or ineffective. EAs for spanning tree problems that repre-
sent candidate spanning trees directly as sets of their edges have been considered
in [9]. Further, in [11] crossover and mutation operators based on edges, paths, and
subtree of spanning trees in an EA for the optimum communication spanning tree
problem have been suggested. We propose representing chromosomes of spanning
trees as real numbers representing the index of edges. This representation can be
implemented in an array or a hash table whose entries are the indices of edges from
which the pairs of vertices can be extracted using the formula given in Sect. 3.3.
The latter data structure allows insertion, lookup, and deletion of individual edges
in constant time; both require space that is linear in the number n of nodes. The
edge-set based crossover operator-the heuristic crossover operator presented in [6]
is a modified version of KruskalRST* crossover. [12] Proposed two other variants
of the edge-set based crossover operators. They differ in the strategy of completing
the offspring with the edges available in E0: Greedy crossover: When using this
strategy, the edge with the smallest weight is chosen from E0. Inverse-weight-
proportional crossover: This strategy selects each edge from E0 according to
probabilities inversely proportional to the edges’ weights. Again, Julstrom and
Raidl [3] has examined the performance of the different crossover variants Due to
the construction process all three crossover strategies have a strong bias towards
the MST. The bias of the TX operator is already so strong that EAs are only able to
find optimal solutions if they are very similar to the MST [6]. According to the
construction process the bias of the Greedy crossover is higher than the bias of the
TX crossover. Therefore, Greedy crossover also results in low EA performance if
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the optimal solution is not the MST. The inverse-weight-proportional crossover
introduces a bias to the MST similar to the TX crossover. However, the bias cannot
be controlled in a systematic way but depends on the specific weights of the edges.

2.2 Arity of Crossover Operators

Not much work has been done in the field of the arity of the crossover operator.
Where, the arity of crossover operator is defined as the number of parents it uses.
We have come across studies where the multi-parent aspect has an incidental
character, for instance, a certain fixed arity, or even if the definition is general and
would allow comparison between different number of parents, this aspect is not
given attention. ASPARAGOS [13], applies p-sexual voting recombination
applied on the quadratic assignment problem. An interesting attempt has been
made to combine genetic algorithms with the Simplex Method resulted in the
ternary simplex crossover in [14]. Uniform crossover with an arbitrary number of
parents is also used in [15] as schema sampling procedure in a GA, but the multi-
parent feature is only a side-effect and is not investigated. r-crossover has been
introduced as a generalization of uniform crossover in GAs creating one child from
r parents in [16]. The results of (CMX) operator (MFX), and seed crossover
operator (SX) [17] were better on functions having multimodality and/or epistasis.
Thus these studies concluded clearly indicate that on multimodal landscapes, an
arity of more than two for the recombination operator may benefit the search.

BDMSTs have a fitness landscape known as rugged or multi modal landscape.
We therefore, suggest a new heuristic multiparent recombination operator on the
edge set encoding scheme of the graphs, applicable to the Bounded Diameter
minimum spanning tree generation. The suggested operator has a strong herita-
bility quotient and is less biased then greedy and TX operators and is more biased
then KruskalRST*. Along with the encoding scheme, unbiased initialization and
tunable arity, the proposed crossover operator is proven to give better performance
on Genetic algorithm. The operator is easily extended to generate only feasible
spanning trees and to incorporate local, problem-specific heuristics.

In our operator, we make sexuality a graded rather than a Boolean feature by
having an arity that can vary. In other words, the operator can be called with a
certain number of parents as input and this number can be modified by the user.

3 K-Guided Crossover Operator: (K-GCO ( ))

Input:‘n’: number of nodes in the sample graph, k0: number of parents, d0:
Diameter constraint

Output: 2k number of Offsprings
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Phase 1: K_Parents_Selection( )
Phase 2: Gene Frequency based Scanning( )

Stage 1: Tabular_Chromosome_Declaration( )
Stage 2: Initial_Setup( )
Stage 3: Centre_Extraction_Routine( )
Stage 4: Gene_Occurence_Scanner( )
Stage 5: Centre_Vertex_Incidence_Checker( )

Phase 3: Diameter_Constrain_handler( )
Phase 4: Candidate_Tree_Construction( )

Stage 1: Declaring Disconnected_Component_handler( )
Stage 2: Call subroutine Handling_disconnected_component( )
Stage 3: Call subroutineVertex_Checker( )
Stage 4: Random_Subgraphs_for_Offsprings( )

3.1 Phase 1: K_Parents_Selection( )

This routine selects K parents from the initial population pool whereby each parent
is selected via 2-Tournament Selection. 2-Tournament Selection besides roulette
wheel selection is one of the most popular parent selection mechanism adopted.
The selection pressure exerted by tournament selection method has some ran-
domness and is not heavily biased towards the best individuals as in roulette
wheel, and therefore fits better in our model. The increased arity of the operator as
explained will introduce the requisite amount of bias in favor of the parent
candidates.

3.2 Phase 2: Gene_Frequency_Based_Scanning( )

This phase generates the tabular chromosome. The proposed chromosome struc-
ture differs from the tabular chromosome given by Knowles and Corne [18]. The
proposed structure as can be seen in the ensuing phases of K-GCO ( ), is a dynamic
2-D vector which evolves as the as the execution of the crossover operator
proceeds.

The sub stages Tabular_Chromosome Declaration( ) and Initial_Setup( )
take care of the generation and setting up of the chromosome named as Par-
ent_vector, where the first row of the vector represents the edge indices of the
edges appearing in the chromosome, the second row of the vector represents the
number of occurrences of each edge in the parents selected and is initialized to all
ones at the beginning of the GCO run (Fig. 1).

Next, the Centre_Extraction_Routine( ) extracts the root nodes of the parent
trees from a universal array U_array which stores the centers of all the trees in the
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initial population. From these parent roots, it randomly selects one of the roots to
be the centre node of the offsprings.

The Gene_Occurence_Scanner( ) subroutine calculates the frequency of
occurrence of genes in the parents. As the scanning phase of the GCO proceeds,
this row reflects the status of the edges as being present in one, two or k parents
respectively. The array Position_Tracker keeps a track of the locus in ith parent
where a particular gene is present and on each occurrence of that gene in k parents
the counter is incremented. Based on the locus reflected in the Position_Tracker
for a particular parent, the counter is then updated and reflected as the frequency of
that gene. The third row centre_edge of the vector is a flag initialized to all zeros.

The subroutine Centre_Vertex_Incidence_Checker( ) checks each edge for
incidence on centre and updates the third row accordingly. This row will assume
significance in the next phase of the GCO i.e. segregation of edges into different
sets. Here, the length of the vector is n-1, where n represents the number of
vertices in graph.

Fig. 1 a–f Gene frequency scanning
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3.3 Phase 3: Diameter Constraint Handler( )

This subroutine ensures the generation of valid offsprings only i.e. offsprings that
respect the diameter constraint. Most of the algorithms in literature [19] generate
constraint MST’s which violate one or the other constraint necessitating the need
for applying computationally expensive repair methods or rejecting such MST’s
altogether. With each of the 2k offsprings, a vertex_depth vector which is ini-
tialized to -1 is associated, which keeps the track of the depth of each vertex from
the centre and allows only those edges to be inserted in the offspring which do not
violate the diameter constraint. The genes in the chromosomes representing the
parent spanning trees are real numbers representing the index of the edge. The
vertices are extracted from these edges using the following formula:

vertex1 ¼ index=nð Þ þ 1

and vertex2 ¼ index%nð Þ where n is the number of vertices in the graph.
The depth of the centre in the vertex_depth vector is 0. The vertices which are

directly connected to the centre will have a value of 1. Vertices not forming direct
edge with centre are updated as the execution of this phase proceeds.

3.4 Phase 4: Candidate_Tree_Construction( )

The flag centre_edge associated with each edge of the parent vector, assumes a
value 1 or 0 indicating whether the edge is incident on centre or not resp. The
construction of offsprings starts with the extraction of those edges from the k
Parent vectors whose flag value is equal to 1.

Thus partially constructed offspring may further witness one of the three cases:

Case 1: When either vertex 1 or vertex 2 but not both is already present in the
partially constructed offspring. If one of the vertexes is in constraint handling
vector and the other in disconnected components vector then all the vertices
having same status would get copied after calculating their depth from the ver-
tex_depth vector. The corresponding edge index is stored in the partially con-
structed offspring vectors 1…k.
Case 2: When both the vertices are not present in the partially constructed off-
spring. The sub routine Handling_Disconnected_Components( ) is called Dis-
connected_Component_Handler is a dynamic linked list which stores those pair
of extracted vertices which are not yet part of the partially constructed offspring.
The variable, status, associated with the pair of vertices is assigned some rank.
Every time the pair of vertices is not present in the partially constructed offspring
and the Disconnected_Component_Handler lists, a new incremented rank is
assigned. However, if one of the two vertices is present in the list, then same
existing rank is assigned. If both the vertices are present in the linked list, having
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separate status, then the Disconnected_Compont_Handler is updated with the
smaller rank value/status.
Case 3: When both the extracted vertices are already present in the offspring. Such
vertices are rejected as including the edge between them would violate the con-
straint of cycle free graph.

The routine Random_Sungraphs_for_Offsprings( ) is then called which
tracks from the vertex depth array those vertices whose depth is still -1 and their
inclusion does not violate the diameter constraint when paired with a randomly
selected vertex from the offspring vector.

4 Experimental Setup

The iterated interplay of selection, variation operators, and replacement strategy in
the EA exhibits its own dynamics. In evolutionary search, the behavior of the
variation operators is expected to depend on the current population’s properties.
Therefore, this section studies the complete dynamic case and states the results
obtained by applying K-GCO( ) on two different strategies proposed by the authors
earlier in [20, 21]. The effect of K-GCO( ) in searching the multimodal landscape
can be studied in two different cases, when the initial population pool consists of
strings very close to the optimum and when strings in the initial pool may be
present on 2 to 3 different peaks is studied. To study the dynamic search behavior
of K-GCO( ) we propose a zero mutation and no selection pressure GA model so
that the characteristics of the offsprings reflect purely the search behavior of
K-GCO( ). It may be added though that adding ARC_EX_Mut( ) mutation operator
as suggested by authors in [22] may enhance the quality of generated BDMSTs
further. In the Intelligent Genetic Algorithm for Tree Construction (I-GAT), the
first case is ensured by generating the initial population using CTH algorithm [21].
G-GAT- the Guided Genetic Algorithm for Tree Construction ensures the second
case when the initial population strings are generated using DRGH [20]. Both
these algorithms ensure a priori knowledge of the optimum, so that the bias of
K-GCO( ) can be constructively utilized to help I-GAT and G-GAT to converge
faster.

Tables 1 and 2 illustrates the comparison of results of G-GAT and I-GAT with
those of ACO implementation [23], permutation coded EA as well as a Edge-stet
coded EA from [5]. Of major interest here ACO as ACO is so far the leading
metaheuristic for BDMST. For comparison the same instances, diameter bounds,
time limits and termination conditions as in [23] are used. The instances are taken
from the Beasley’s OR-Library1 and have been originally proposed for the
Euclidean Steiner tree problem. All nodes of a graph are settled within the unit
square and the Euclidean distance between any pair of nodes corresponds to the
edge costs between these two nodes. Furthermore, as in [23], the tests were
grouped into long-term and short-term runs. The long-term runs concentrated on
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achieving as good results as possible. In the short-term runs the different algo-
rithms had a relatively short time with respect to the instance size for yielding
good solutions. The size of the ant colony was set to ten artificial ants for all test
categories. And in case of G-GAT and I-GAT crossover probability of 1 has been
used. All test runs have been performed on a PentiumR4 2.8 GHz system.

As in [24] the first five instances of each size n = 100, 250, 500 available in the
OR-Library were used and the diameter bound was set to 10 for instances with 100
nodes, to 15 for instances with 250 nodes, and to 20 for instances with 500 nodes.
G-GAT and I-GAT algorithms terminated either if the last 1,000 iterations yielded
no improvement of the best found solution so far or if a time limit was reached.
This time limit was set to 2,000 s for instances with 100 nodes, to 3,000 s for
instances with 250 nodes, and to 4,000 s for instances with 500 nodes.

Table 1 provides the best value of the BDMST for the four metaheuristics and
the standard deviation in these values over 50 runs. The bold highlights in Table 1
show the least weight BDMSTs obtained using these techniques for different
values of n and D. It is clear from Table 1 that I-GAT out performs the G-GAT and
the other two heuristics for all the values of n and D. However, the cost of initial
population generation in case of I-GAT is high and scales proportional to the
increase in the value of n. The initial population generation in case of G-GAT is
also time consuming, however for larger instances, despite the time utilized in the
initial population generation, G-GAT is effective in reaching the optimal solution
in comparison to ACO and permutation coded EA. The ability of K-GCO( ) to
work with solutions lying in the basin of attraction of optimum facilitates
convergence to the optimum.

Table 1 Long term runs on euclidean instances

Instance Permutation coded EA ACO G-GAT I-GAT

n D nr. Best Stddev Q Best Stddev Best Stddev Best Stddev

100 10 1 7.818 0.07 0.01 7.759 0.007 7.751 0.004 7.732 0.03
2 7.873 0.08 7.849 0.004 7.836 0.005 7.827 0.05
3 7.99 0.08 7.907 0.014 7.905 0.008 7.902 0.07
4 8.009 0.07 7.979 0.005 7.976 0.004 7.979 0.06
5 8.193 0.08 8.164 0.002 8.159 0.001 8.157 0.011

250 15 1 12.44 0.08 0.05 12.245 0.013 12.242 0.009 12.24 0.011
2 12.237 0.1 12.023 0.015 12.019 0.009 12.02 0.08
3 12.117 0.08 12.017 0.009 12.015 0.011 12.01 0.007
4 12.572 0.11 12.474 0.011 12.413 0.08 12.4 0.009
5 12.358 0.12 12.228 0.016 12.223 0.09 12.21 0.002

500 20 1 17.216 0.1 0.1 16.909 0.018 16.813 0.13 16.78 0.011
2 17.085 0.11 16.76 0.019 16.67 0.12 16.59 0.11
3 17.173 0.11 16.929 0.014 16.903 0.07 16.83 0.05
4 17.215 0.13 16.908 0.026 16.835 0.01 16.8 0.03
5 16.939 0.11 16.512 0.022 16.503 0.01 16.48 0.03
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From Table 2 it can be seen that the G-GAT consistently outperforms the other
metaheuristics. Considering the 500 node instances, the best values of the G-GAT
with tighter time limits, as well as those of the ACO, are even better than the
objective values of the best solutions found by any of the EAs. It can be inferred
from the results of Table 2 that G-GAT outperforms ACO and permutation
encoded as well as edge-set encoded EAs for all test instances under consideration.
G-GAT has provided better coverage of the search space and has been found to be
successful in providing solutions of better quality in comparison to ACO and edge-
set encoded and permutation encoded EAs.

5 Conclusion

The usefulness of Edge-sets in encoding spanning trees and applying operators that
always yield feasible trees has been proven in recent studied. Indexed edge
encoding has therefore been proposed in this study. Further, a dynamic 2-D
structure has been proposed for chromosome representation under the above
encoding scheme, which effectively yields only feasible offsprings. The new
strongly biased multiparent crossover operator k-GCO( ) has been proposed that

Table 2 Short-term runs on euclidean instances

Instance Time
(s)

Edge-set coded
EA

ACO G-GAT I-GAT

n D nr. Best Stddev q Best Stddev Best Stddev Best Stddev

500 20 1 50 19.368 0.17 0.5 17.905 0.035 17.887 0.027 17.993 0.056
2 19.156 0.13 17.832 0.037 17.802 0.025 17.839 0.047
3 19.321 0.16 17.99 0.027 17.89 0.028 17.92 0.051
4 19.464 0.19 18.181 0.023 18.169 0.031 18.21 0.049
5 19.209 0.17 17.66 0.047 17.58 0.029 17.63 0.045

500 20 1 500 18.47 0.13 0.16 17.347 0.019 17.339 0.032 17.349 0.046
2 18.442 0.22 17.111 0.027 17.097 0.033 17.009 0.046
3 18.619 0.18 17.27 0.033 17.22 0.029 17.25 0.051
4 18.745 0.17 17.294 0.029 17.289 0.028 17.299 0.049
5 18.197 0.02 17.031 0.029 17.025 0.031 17.027 0.048

1,000 25 1 100 28.721 0.16 – – – 25.743 0.032 25.993 0.047
2 28.607 0.19 – – 26.347 0.029 26.735 0.043
3 28.41 0.17 – – 26.578 0.027 26.987 0.045
4 28.695 0.21 – – 26.295 0.025 27.009 0.047
5 28.396 0.19 – – 26.831 0.029 26.994 0.049

1,000 25 1 1,000 26.494 0.14 0.4 25.414 0.034 25.398 0.031 25.426 0.043
2 26.3 0.24 25.281 0.028 25.269 0.033 25.277 0.045
3 25.762 0.21 24.895 0.051 24.803 0.029 24.835 0.046
4 26.47 0.15 25.391 0.038 25.332 0.028 25.389 0.043
5 26.117 0.11 24.975 0.039 24.893 0.029 25.013 0.042
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attempts to increase the search of the recombination to Hamming closure of more
than 2 strings. The results indicate that on Euclidean instances I-GAT and G-GAT
and consequently K-GCO( ) provides a strong heritability. The a priori knowledge
of the optimum guide the bias of K-GCO towards finding better quality solutions
as compared to Permutation encoded and edge-set encoded EAs and ACO on
Euclidean instances for generating BDMSTs.

Future research could focus on testing the strength of bias of this operator and
its effectiveness on random instances and it can be adapted to work on instances
when the underlying graph is incomplete.
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‘‘Color to Gray and Back’’ Using
DST-DCT, Haar-DCT, Walsh-DCT,
Hartley-DCT, Slant-DCT, Kekre-DCT
Hybrid Wavelet Transforms
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Abstract The paper shows performance comparison of DST-DCT, Haar-DCT,
Walsh-DCT, Hartley-DCT, Slant-DCT and Kekre-DCT Hybrid Wavelet Trans-
forms using Normalization for ‘Color to Gray and Back’. The color information of
the image is embedded into its gray scale version using hybrid wavelet transform
[HWT] and normalization method. Instead of using the original color image for
storage and transmission, gray image (Gray scale version with embedded color
information) can be used, resulting into better bandwidth or storage utilization.
Among the three algorithms considered the second algorithm give better perfor-
mance as compared to first and third algorithm. In our experimental results second
algorithm for Haar-DCT HWT and Walsh-DCT HWT using Normalization gives
better performance in ‘Color to gray and Back’ w.r.t all other transforms in method 1,
method 2 and method 3. The intent is to achieve compression of 1/3 and to store and
send color images as gray image and to be able to recover the color information
afterwards.
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1 Introduction

Digital images can be classified roughly to 24 bit color images and 8 bit gray images.
We have come to tend to treat colorful images by the development of various kinds
of devices. However, there is still much demand to treat color images as gray images
from the viewpoint of running cost, data quantity, etc. We can convert a color image
into a gray image by linear combination of RGB color elements uniquely. Mean-
while, the inverse problem to find an RGB vector from a luminance value is an ill-
posed problem. Therefore, it is impossible theoretically to completely restore a color
image from a gray image. For this problem, recently, colorization techniques have
been proposed [1–4]. Those methods can re-store a color image from a gray image
by giving color hints. However, the color of the restored image strongly depends on
the color hints given by a user as an initial condition subjectively.

In recent years, there is increase in the size of databases because of color
images. There is need to reduce the size of data. To reduce the size of color
images, information from all individual color components (color planes) is
embedded into a single plane by which gray image is obtained [5–12]. This also
reduces the bandwidth required to transmit the image over the network.

Gray image, which is obtained from color image, can be printed using a black-
and-white printer or transmitted using a conventional fax machine [6]. This gray
image then can be used to retrieve its original color image.

In this paper, we propose three different methods of color-to-gray mapping
technique using DST-DCT, Haar-DCT, Walsh-DCT, Hartley-DCT, Slant-DCT
and Kekre-DCT Hybrid Wavelet Transforms and normalization [8, 9], that is, our
method can recover color images from color embedded gray images with having
almost original color images. In method 1 the color information in normalized
form is hidden in LH and HL area of first component as in Fig. 1. In method 2 the
color information in normalize form is hidden in HL and HH area of first com-
ponent as in Fig. 1 and in method 3 the color information in normalize form is
hidden in LH and HH area of first component as in Fig. 1. Normalization is the
process where each pixel value is divided by maximum pixel value to minimize
the embedding error [13].

The paper is organized as follows. Section 2 describes hybrid wavelet trans-
form generation. Section 3 presents the proposed system for ‘‘Color to Gray and
Back’’. Section 4 describes experimental results and finally the concluding
remarks and future work are given in Sect. 5.

2 Hybrid Wavelet Transform

Kronecker product is also known as tensor product. Kronecker product is repre-
sented by a sign �. The Kronecker product of 2 matrices (say A and B) is
computed by multiplying each element of the 1st matrix(A) by the entire 2nd
matrix(B) as in Eq. 1:
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a1 a2

a3 a4

� �
�

b1 b2

b3 b4

� �
¼

a1
b1 b2

b3 b4

� �
a2

b1 b2

b3 b4

� �

a3
b1 b2

b3 b4

� �
a4

b1 b2

b3 b4

� �

2
6664

3
7775

¼

a1b1 a1b2 a2b1 a2b2

a1b3 a1b4 a2b3 a2b4

a3b1 a3b2 a4b1 a4b2

a3b3 a3b4 a4b3 a4b4

2
6664

3
7775

ð1Þ

The hybrid wavelet [14] transform matrix of size N 9 N (say ‘TCD’) can be
generated from two orthogonal transform matrices (say C and D respectively with
sizes p 9 p and q 9 q, where N ¼ p � q ¼ pq) as given by Eq. 2.

C ¼

c11 c12 . . . c1p
c21 c22 . . . c2p

..

. ..
. ..

. ..
.

cp1 cp2 . . . cpp

2
6664

3
7775

C1
C2
C3
CP

D ¼

d11 d12 . . . d1q
d21 d22 . . . d2q

..

. ..
. ..

. ..
.

dq1 dq2 . . . dqq

2
6664

3
7775 ð2Þ

Here first ‘q’ number of rows of the hybrid wavelet transform matrix are
calculated as Kronecker product of D and C1 which is given as:

D� C1 ¼
d11c11 d11c12 . . . d11c1p d12c11 d12c12 . . . d12c1p . . . d1qc11 d1qc12 . . . d1qc1p

d21c11 d21c12 . . . d21c1p d22c11 d22c12 . . . d22c1p . . . d2qc11 d2qc12 . . . d2qc1p

..

. ..
. ..

. ..
. ..

. ..
. ..

. ..
. ..

. ..
. ..

. ..
. ..

.

dq1c11 dq1c12 . . . dq1c1p dq2c11 dq2c12 . . . dq2c1p . . . dqqc11 dqqc12 . . . dqqc1p

2
66664

3
77775

ð3Þ

For next ‘q’ number of rows of hybrid wavelet transform matrix Kronecker
product of identity matrix Iq and C2 is taken which is given by Eq. 4:

Iq � C2 ¼
c21 c22 . . . c2p 0 0 . . . 0 . . . 0 0 . . . 0

0 0 . . . 0 c21 c22 . . . c2p . . . 0 0 . . . 0

..

. ..
. ..

. ..
. ..

. ..
. ..

. ..
. ..

. ..
. ..

. ..
. ..

.

0 0 . . . 0 0 0 . . . 0 . . . c21 c22 . . . c2p

2
66664

3
77775

ð4Þ

LL LH

HL HH

Fig. 1 Sub-band in transform domain
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Similarly the other rows of hybrid wavelet transform matrix are generated as
Iq � C3, Iq � C4, Iq � C3 …. and the last q row are generated as Eq. 5:

Iq � CP ¼
cp1 cp2 . . . cpp 0 0 . . . 0 . . . 0 0 . . . 0

0 0 . . . 0 cp1 cp2 . . . cpp . . . 0 0 . . . 0

..

. ..
. ..

. ..
. ..

. ..
. ..

. ..
. ..

. ..
. ..

. ..
. ..

.

0 0 . . . 0 0 0 . . . 0 . . . cp1 cp2 . . . cpp

2
66664

3
77775

ð5Þ

and the final hybrid wavelet transform matrix is given by Eq. 6:

Tcd=

ð6Þ

3 Proposed System

In this section, we propose a two new color-to-gray mapping algorithm and color
recovery method. The ‘Color to Gray and Back’ has two steps as Conversion of
Color to Gray Image with color embedding into gray image and Recovery of Color
image back.
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3.1 Color-to-Gray Step

1. First color component (R-plane) of size N 9 N is kept as it is and second (G-
plane) and third (B-plane) color component are resized to N/2 9 N/2.

2. Second and Third color component are normalized by multiplying each pixel
by 255 to minimize the embedding error.

3. Hybrid wavelet transform applied to first color components of image.
4. First component to be divided into four subbands as shown in Fig. 1 corre-

sponding to the low pass [LL], vertical [LH], horizontal [HL], and diagonal
[HH] subbands, respectively.

5. Method 1: LH to be replaced by normalized second color component, HL to be
replace by normalized third color component.
Method 2: HL to be replaced by normalized second color component, HH to
replace by normalized third color component.
Method 3: LH to be replaced by normalized second color component, HH to
replace by normalized third color component.

6. Inverse hydrid wavelet transform to be applied to obtain Gray image of size
N 9 N.

3.2 Recovery Step

1. Hybrid wavelet transform to be applied on Gray image of size N 9 N to obtain
four sub-bands as LL, LH, HL and HH.

2. Method 1: Retrieve LH as second color component and HL as third color
component of size N/2 9 N/2 and the the remaining as first color component of
size N 9 N by replacing LH and HL by zeros.
Method 2: Retrieve HL as second color component and HH as third color
component of size N/2 9 N/2 and the the remaining as first color component of
size N 9 N by replacing HL and HH by zeros.
Method 3: Retrieve LH as second color component and HH as third color
component of size N/2 9 N/2 and the the remaining as first color component of
size N 9 N by replacing LH and HH by zeros.

3. De-normalize Second and Third color component by multiplying it by 255.
4. Resize Second and Third color component to N 9 N.
5. Inverse Hybrid wavelet transform to be applied on first color component.
6. All three color component are merged to obtain Recovered Color Image.
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4 Results and Discussion

These are the experimental results of the images shown in Fig. 2 which were
carried out on DELL N5110 with below Hardware and Software configuration.
Hardware Configuration:

1. Processor: Intel(R) Core(TM) i3-2310 M CPU@ 2.10 GHz.
2. RAM: 4 GB DDR3.
3. System Type: 64 bit Operating System.

Software Configuration:

1. Operating System: Windows 7 Ultimate [64 bit].
2. Software: Matlab 7.0.0.783 (R2012b) [64 bit].

The quality of ‘Color to Gray and Back’ is measured using Mean Squared Error
(MSE) of original color image with that of recovered color image. This is the
experimental result taken on 10 different images of different category as shown in
Fig. 2. Figure 3 shows the sample original color image, original gray image and its
gray equivalent having colors information embedded into it, and recovered color
image using method 2 for Haar-DCT Hybrid Wavelet Transforms. As it can be
observed that the gray images obtained from these methods appears almost like the
original gray image, which is due to the normalizing as it reduces the embedding
error.

The quality of the matted gray is not an issue, just the quality of the recovered
color image matters. So, it is observed from Table 1 that images with higher

Fig. 2 Test bed of image used for experimentation
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granularity yields higher MSE and images with lower granularity yields lower
MSE and Fig. 4 shows that among all the hybrid wavelet transform tested for
method 1 Haar-DCT HWT and Walsh-DCT HWT gives least MSE between
Original Color Image and the Recovered Color Image.

Original Color Original Gray

Haar-DCT Hybrid Wavelet Transform

Reconstructed Gray Reconstructed Color

Fig. 3 Color to gray and back of sample image using Method 2

Table 1 MSE of original color w.r.t recovered color image (Method 1)

Hybrid wavelet transform

DST-DCT Haar-DCT Walsh-DCT Hartley-DCT Slant-DCT Kekre-DCT

Img 1 480.9374 493.5136 493.5136 892.1496 890.4227 839.4608
Img 2 259.7902 121.3339 121.3339 249.2582 245.2057 227.5410
Img 3 297.0636 280.6049 280.6049 514.9844 522.0832 473.7449
Img 4 200.5412 116.5854 116.5854 277.0018 259.2094 248.1132
Img 5 119.6799 41.9297 41.9297 229.9677 177.7682 180.5100
Img 6 89.5618 77.6847 77.6847 144.9556 143.0372 136.3717
Img 7 491.2481 278.6486 278.6486 336.6507 321.9532 328.8107
Img 8 239.9905 84.2198 84.2198 132.5979 128.1068 130.4926
Img 9 156.4034 99.8884 99.8884 179.1137 180.4896 165.7150
Img 10 432.5759 409.9195 409.9195 510.0717 512.0223 499.3100
Average 276.7792 200.4329 200.4329 346.6751 338.0298 323.0070

Fig. 4 Average MSE of original color w.r.t recovered color (Method 1)
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Table 2 MSE of original color w.r.t recovered color image (Method 2)

Hybrid wavelet transform

DST-DCT Haar-DCT Walsh-DCT Hartley-DCT Slant-DCT Kekre-DCT

Img 1 385.1494 386.8131 386.8100 603.8175 599.5178 564.9952
Img 2 168.6186 94.2015 94.1704 159.7410 153.6871 149.0953
Img 3 227.8618 219.2991 219.3052 334.4131 339.0268 323.3665
Img 4 132.7009 96.5039 96.5038 210.8963 203.4048 192.9994
Img 5 69.6195 25.5616 25.5645 92.2081 64.8220 72.7382
Img 6 68.1849 62.8353 62.8430 102.1031 105.4698 100.8149
Img 7 361.9534 248.9195 248.9873 271.0513 265.8341 267.1678
Img 8 146.4059 62.8723 62.8704 87.5342 84.3602 85.9032
Img 9 110.3315 83.1181 83.1172 131.0886 135.0848 123.5375
Img 10 359.3651 347.9029 347.9204 399.2862 398.4582 393.7425
Average 203.0191 162.8027 162.8092 239.2139 234.9666 227.4361

Fig. 5 Average MSE of original color w.r.t recovered color (Method 2)

Table 3 MSE of original color w.r.t recovered color image (Method 3)

Hybrid wavelet transform

DST-DCT Haar-DCT Walsh-DCT Hartley-DCT Slant-DCT Kekre-DCT

Img 1 406.6703 423.3483 423.3483 680.3915 701.8834 667.4160
Img 2 167.2253 99.7293 99.7293 185.4235 191.4894 170.1190
Img 3 242.0641 236.8208 236.8208 393.6213 404.1614 360.9510
Img 4 140.2271 90.4560 90.4560 153.0065 144.1542 141.4685
Img 5 71.3757 35.3552 35.3552 168.7440 143.1994 136.7483
Img 6 69.9702 64.5713 64.5713 105.1292 102.7064 97.8116
Img 7 349.3383 240.0452 240.0452 282.4399 275.0722 278.7444
Img 8 156.0923 78.2887 78.2887 108.5049 108.4739 108.6994
Img 9 110.9705 82.5429 82.5429 124.4476 125.2376 116.4830
Img 10 377.7542 368.5165 368.5165 431.1616 438.1089 427.2105
Average 209.1688 171.9674 171.9674 263.2870 263.4487 250.5652
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In Table 2 it is observed that images with higher granularity yields higher MSE
and images with lower granularity yields lower MSE and Fig. 5 shows that among
all the hybrid wavelet transform tested for method 2 Haar-DCT HWT and Walsh-
DCT HWT gives least MSE between Original Color Image and the Recovered
Color Image.

And similarly from Table 3 it is observed that images with higher granularity
yields higher MSE and images with lower granularity yields lower MSE and Fig. 6
shows that among all the hybrid wavelet transform tested for method 3 Haar-DCT
HWT and Walsh-DCT HWT gives least MSE between Original Color Image and
the Recovered Color Image.

From Figs. 4, 5 and 6 for Method 1, Method 2 and Method 3 we can observe
that for Haar-DCT HWT and Walsh-DCT HWT we get the best results. To
evaluate the best performance among all the three methods, the best results of all
the three methods are compared with each other as in Fig. 7.

Fig. 6 Average MSE of original color w.r.t recovered color (Method 3)

Fig. 7 Average MSE comparison for original color w.r.t recovered color image for the best
results of all the 3 methods
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From Fig. 7 it can be observed that by comparing best results of Method 1,
Method 2 and Method 3. Haar-DCT HWT and Walsh-DCT HWT using Method 2
gives best results by obtaining better quality of recovered color image.

5 Conclusion and Future Work

This paper have presented three method to convert color image to gray image with
color information embedding into it in two different regions and method of
retrieving color information from gray image. These methods allows one to
achieve 1/3 compression and to store and send color image as gray image by
embedding the color information in a gray image. These methods are based on
DST-DCT, Haar-DCT, Walsh-DCT, Hartley-DCT, Slant-DCT and Kekre-DCT
Hybrid Wavelet Transforms using Normalization technique. Haar-DCT HWT and
Walsh-DCT HWT using method 1, method 2 and method 3 are proved to be the
best approach with respect to other hybrid wavelet transforms used in method 1,
method 2 and method 3. But among all the methods, method 2 using Haar-DCT
HWT and Walsh-DCT HWT gives the best results for ‘Color-to-Gray and Back’.
Our next research step could be to test other hybrid wavelet transforms for ‘Color-
to-Gray and Back’.
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Music Genre Classification Using Music
Information Retrieval and Self
Organizing Maps

Abdul Nafey Ahmad, Chandra Sekhar and Abhinav Yashkar

Abstract Recent times have seen a wide proliferation of use of Genre as basis of
music classification and documentation. This paper proposes a novel approach of
music genre classification using unsupervised Neural Network method—Kohonen
Self Organizing Maps (SOM). Various music features like timbrel features (attack
slope), spectral distribution of energy (brightness) and tonality (major or minor)
were extracted from the audio files using MATLAB toolbox. An inventory of a
number of musical pieces was developed for building clusters of different genre. A
database containing the extracted musical features was then clustered using SOM.
Each cluster encapsulated a different genre of music. The centroid of each cluster
was taken as the representative point of that genre in the considered n dimensional
musical feature space. Then a number of songs were then mapped onto the said
space and classified into different genre depending on their Euclidean distance
from the center of each cluster.

Keywords Self organizing maps �Music genre classification �Music information
retrieval � SOM � Neural classification � Soft computing

1 Introduction

The current era has seen a development of social networks where music and
musical content is heavily shared. For example, the popular video sharing website
YouTube has got thousands of musical videos with cumulative views in billions. A
radical increase in the amount and diversity of music available has caused an
increasing emphasis on finding means to classify music in meaningful ways. Music
is generally classified into different Genres like Rock, Pop, Country, Soul etc. on
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the basis of manual perception. These genres differ not only in sound, mood and
history but also target audience.

Even though the genre-wise classification of music is ubiquitous there is
seemingly a dearth of technology that can automatically classify the music. One of
the reasons for this is that genre is considered to be a somewhat subjective clas-
sification [1]. There are songs that might be classified into multiple genres, or some
which fall into none of the different genre’s identified. Nevertheless, automatic
genre classification can find use in radio stations, audio-visual archive manage-
ment, entertainment and others.

Although it is hard to precisely define the specific characteristics of a music
genre, it is generally agreed, that audio signals of music belonging to the same
genre contain certain common characteristics since they are composed of similar
types of instruments and having similar rhythmic patterns [2]. Unsurprisingly,
humans have an uncanny sense of correctly identifying the genre better than most
digital solutions. Broadly speaking, humans are apt at genre classification; studies
have shown that humans can accurately predict a musical genre based on a 250 ms
long audio clip [3].

Thus, it seems possible to develop automated systems which can pick up higher
level features of digital sound clip and use it to classify the sound. One very
important tool in this regard is the MIR toolbox for MATLAB from researchers at
University of Jyvaskyla [4, 5]. This exposes a number of functions which facili-
tates analysis of sound files. Selection of specific sound features among those
provided by the toolbox enables the classification of genre.

2 Feature Selection

The process of selection of music features was largely empirical. A huge number
of features are available for selection. The functions exposed by the toolbox can be
arranged under three main categories: rhythm, pitch and timbre. Rhythm refers to
temporal (horizontal) arrangement of music. It is related with concepts such as
time signatures, beats and tempo of the songs. Next category is of functions which
are related to pitch. This has to do with tonality, harmony and modes. This is
sometimes called the vertical arrangement of music. Finally, we use some func-
tions which expose the timbrel content of the music. Timbre has often been called
the color of music. It has close relation with the unique feel of sound of every
instrument.

Among these three groups there are a huge number of functions, not all of
which can be or should be used. Selection of the features from among all the
available choices was done empirically. All the probable features were tested on
small sets and their variation among different songs was observed. Those functions
that hardly showed any variance or behaved completely randomly were discarded.
Some functions were, like key strength, tempo, selected by default, because on
basis of musical theory they have to play a crucial role in judgment of genre. These
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experiments finally led to a finite group of reliable indicators, each of which is
explained subsequently.

2.1 Pitch

Key Strength [6]: The key strength is a score between +1 and -1 associated with
each possible key candidate from C to B including sharp notes. The song is
evaluated for key strength in each of the twelve keys and both major and minor
key strength are evaluated. Generally, a happy sounding song will have a higher
major key strength whereas high minor key strength will lend a darker hue to the
song (Fig. 1).

Inharmonicity: This evaluates the amount of frequencies that are not multiples
of fundamental frequency as a value between 0 and 1. More precisely, it is the
amount of energy contained in vibration outside the fundamental frequency.

2.2 Rhythm

Pulse Clarity [7]: It is a measure of clarity of pulsation indicating the strength of
the beats in the track. Generally highly rhythm based genres like hip-hop or dance
music will have greater pulse clarity.

Tempo [8]: This is the measure of the ‘‘speed’’ of track. This measures the beat
of the track. Usually higher beats per minute (bpm) lend to the track an aggressive
persona, whereas a low bpm is used with more emotional songs.

2.3 Timbre

Brightness: This is a value between 0 and 1 which first finds a cutoff frequency and
then evaluates how much energy is contained in all the frequencies higher than
cutoff.

Fig. 1 Graph of key strength across different keys (source MIRtoolbox 1.5 user guide)
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Zero Cross: A simple indicator of noisiness consists in counting the number of
times the signal crosses the X-axis (or, in other words, changes sign) (Fig. 2).

Roughness: This measures the sensory dissonance, or roughness, related to the
beating phenomenon caused by two sinusoids which are close in frequency.

Attack Slope: The rising slope of the signal is referred to as attack slope. It is
related to harshness of the sound (Fig. 3).

Irregularity: The irregularity of a spectrum is the degree of variation of the
successive peaks of the spectrum.

Rolloff: Estimate the frequency under which 0.85 of the total energy lies.

3 Kohonen Self Organizing Map

Neural networks are artificial constructs that are capable of machine learning and
pattern recognition. They are represented as a system of interconnected neurons
mimicking the wiring of natural neural networks in our brain. Each of the con-
nections between neurons has got a value associated with them called the weight
of neurons. As the neural network is exposed to new data these values adjust

Fig. 2 Zero cross reflects the number of time the signal crosses zero line (source MIRtoolbox 1.5
user guide)

Fig. 3 Attack slope is the slope of the rising edge of audio signal (source MIRtoolbox 1.5 user
guide)
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themselves in an attempt to learn the patterns of data. Neural networks have been
used in widely varying fields and they have much proved to be very reliable both
in terms of speed and quality of results.

Self-organizing maps are type of artificial neural network that are trained using
unsupervised learning. The output is a 2-dimensiaonl discretized representation of
the input space of the training samples. SOM consist of components called nodes
or neurons. The nodes are associated with a weight vector which has the input data
and the position on the map space. The nodes are placed in a 2-dimensional regular
spacing, generally in a hexagonal or a rectangular grid. The procedure for placing
a vector from data space onto the map is to find the node with the closest weight
vector to the data space vector (Fig. 4).

SOM can be used to locate and create clusters in data. Clusters in data are
regions of homogeneity which can be treated to be comprised of data points having
similar numeric values. We are employing SOM in this project to make sense of a
huge data and to logically associate data points into different categories. Clusters
provide an easy way to do it. Neural network tool ClusterizerXL is proprietary
software that can be installed to Excel as a plug in and provides the functions for
easy clustering.

4 Methodology

Here we describe the methods that we employed in our process in a step-by-step
manner.

Fig. 4 Self-organizing map
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4.1 Selection of Genres

There are a wide number of genres available in the music scene today. Online
sources such as Wikipedia list hundreds of genres. Overtime genres accumulate
different changes, leading to creation of new genres. Thus, these can be arranged
into hierarchical structures depending on history of each genre. However, there are
some broad classifications in genres that have remained static throughout the years
and remain unchanged with time. Some of these are Rock, Hip-Hop, Pop. These
are broad categories and each of them has distinctive sound. In our analysis the
basic categories that we have usedare: Rock, Pop, Hip-Hop (Rap).

4.2 Selection of Sample

The sample we selected had to be representative of the kind of clustering we
wanted. As there had to be three clusters (one each for Rock, Pop, Hip-Hop), a
number of songs widely associated with each of these classifications were selected
so that all the categories were represented in the initial set. There are some songs
which cannot be easily categorized in either of the classes; such songs were
carefully avoided. The idea while building the set was to have each of the three
distinct sounds present.

4.3 Selection of Sound Clip

Music information retrieval is a heavy on processor and analyzing the whole
waveform of the song can take a good amount of time. So instead of full song, only
10 s long chunks were taken. It was ensured that each chunk was representative of
the tone and the texture of the whole song. Thus, in rap songs the chorus section
was avoided as they usually sound more like a pop track. Also, instrumental
sections in rock songs were avoided.

4.4 Feature Extraction

The sound clips were then processed by the MATLAB code to extract features.
The code digitized the sound clip and executed various functions on it to extract
their features. The MATLAB code had to be streamlined and optimized for proper
operation. Finally, the code took around one minute to process each song and
compute the value of each of the feature.
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4.5 Data Entry and Clustering

Data was copied from MATLAB to an Excel spreadsheet for further evaluation
and clustering. Finally after collection of all data Neuro Tools ClusterizerXL was
used to clusterize the whole of data into three distinct clusters. The results obtained
have been recorded in a following section.

4.6 Normalization

The values selected were to bring uniformity to data. To normalize the value in a
column, the values were placed on a scale where 0 corresponded to minimum
value in that column and 1 corresponded to the maximum. This was essential
because some columns might differ in values by orders of magnitude.

4.7 Testing

After points for each of the cluster were located we moved onto finding a center
for each cluster. For this we assumed that each of the features formed an axis of an
n-dimensional space. Here each point can uniquely represent a song. Next, the
centroid of all the points in a cluster was located. This point represents the cluster.
Now, each cluster can be identified by this centroid. The distance from centroid
will represent the relative tendency of a song to be classified into a particular
group. So songs were tested by mapping onto this space for accuracy.

5 Sample of Dataset

Hereby is presented a sample of the dataset in Table 1. A point of interest is that
there are always some that end up in cluster contrary to the one where they are
expected to go. This is inevitable due to inaccuracy of the tools employed as well
as other subjectivity of genre classifications. But on the whole these discrepancies
have minor effect and comprise of less than ten percent of all data points.

6 Result

Features were extracted from a set of eighty eight songs comprising mainly of
popular songs that have dominated the music boards recently. There was equitable
distribution of songs from the three main genres: Pop, Rock and Hip-Hop. Feature
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values for each of the song was extracted and stored in a spreadsheet. These values
were then normalized as explained above. Next they were clustered using standard
clustering tools. The values of clusters were averaged to obtain the location of
centroid of each of the clusters in n-dimensional feature space. The coordinate of
these centroids are listed in the Table 2. Note that not all of the columns are
represented due to space considerations.

Table 1 A sample of dataset
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6.1 Verification of Results

These above values represent the centroid of each of the three clusters that have
been formed. The verification of results is of utmost importance if this model has
to have any validity. For verification a test set of songs is developed which is then
mapped on the feature space. The distance of each song from the cluster centroids
are calculated. The listed genre of the song should correspond to the genre that is
suggested by distance comparison. The results are presented in Table 3.

In Table 3, results of the test on a total sample set of eleven songs is shown. The
distance shown in the table is, as explained earlier, is the Euclidean distance from
centroids of the clusters. The three clusters 1, 2 and 3 represent the genres of Rock,
Pop and Hip-hop respectively. If a Rock song is tested, it is expected to be located
closest to cluster 1. Here, the last column (expected cluster) shows the most likely
cluster of the song on basis of its listed genre. The second last column (resultant
column) is the actual cluster in which the song falls on basis of its song feature
values. In an ideal scenario the expected and resultant values will always be equal,
but in this case they are equal for 9 out of 11 samples. This means an accuracy of
81.8 %; which is quite a satisfactory value.

Table 2 Averaged and normalized cluster values

Sl. No. Cluster genre Key strength Pulse clarity Brightness Attack slope Tempo Rolloff

Major Minor

1. Rock 0.742 0.571 0.525 0.649 0.239 0.485 0.487
2. Pop 0.623 0.592 0.403 0.432 0.099 0.481 0.263
3. Hip-hop 0.360 0.492 0.437 0.651 0.432 0.668 0.465

Table 3 Verification of the results

Sl.
No.

Name of song Artist Dist. from cluster Resultant
cluster

Expected
cluster

1 2 3

1. Nobody’s home Avril Lavigne 0.233 0.458 0.623 1 1
2. Paradise Coldplay 0.461 0.733 0.693 1 1
3. Praan G. Schyman 0.756 0.366 0.967 2 2
4. Country roads John Denver 0.757 0.588 1.13 2 2
5. Spies Coldplay 0.741 0.861 1.095 1 1
6. When the wind blows Iron Maiden 1.009 0.695 1.281 2 1
7. My heart will go on Celine Dion 1.034 0.704 1.208 2 2
8. Mockingbird Eminem 0.486 0.597 0.464 3 3
9. When I’m gone Eminem 0.973 0.970 0.798 3 3
10. Without me Eminem 0.925 0.92 0.722 3 3
11. Airplanes B.o.B 0.787 0.576 0.637 2 3
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7 Conclusion

The subjectivity of genre descriptions imposes certain limits on objectively writing
subroutines for genre identification. However, the versatile nature of soft com-
puting tools allows us to circumvent these shortcomings. In particular we have
seen that certain audio features map are very good predictors of genre distinction.
Moreover, these are robust systems which are self-correcting and very efficient.
Still, there remains much research to be done, especially in discovering better
audio features and correlating them to genre identity. A successful module of
genre identification will find use all across the spectrum of music industry. It can
be used for building automated playlists or for suggesting music to user, illustrate
just two of its uses. Among other things, this research paper hints at the possibility
of building larger datasets and incorporating more clusters to build more versatile
software. However, even on its own, this model can be relied upon for genre
identification and classification.
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Implementation of a Private Cloud:
A Case Study

Prachi Deshpande, S. C. Sharma and S. K. Peddoju

Abstract Availability of Cloud environment setup is sometimes difficult at
personal level for a researcher, especially a beginner. In this case, open source tools,
softwares can help a great deal to build and deploy a private cloud. Deploying cloud
for research purpose is quiet time consuming due to scattered information and
variety of options. In this paper, an attempt has been done for providing collective
information of various measures to deploy a private cloud. In-depth analysis of
different real-time errors during installation of a cloud setup along with solutions is
also reported in this paper. This attempt will certainly helpful in minimizing the
time and efforts to setup the cloud and makes deployment easier. Open source
operating system (OS) Ubuntu-12.04 long time support (LTS) and OpenNebula
cloud computing framework are used for deployment of this private cloud.

Keywords Cloud � Deployment � Hypervisor � KVM � OpenNebula � Open
source � VM

1 Introduction

Rapid information processing and access is becoming need of the day. Evolution
of cloud computing has its roots to fulfill this ever increasing demand of pro-
cessing information in real-time manner. Cloud consists of a cluster of resources,
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services, and technologies distributed over network. Principle aim of cloud com-
puting is to reduce the cost of service usage, infrastructure development and
maintenance, availability and very importantly security in data processing [1].
According to [2], cloud is a parallel and distributed computing system consisting
of a collection of inter-connected and virtualized computers that are dynamically
provisioned and presented as one or more unified computing resources based on
service-level agreements (SLA) established through negotiation between the ser-
vice provider and consumers. According to National institute of standards and
technology (NIST) [3], cloud computing is a model for enabling ubiquitous,
convenient, on-demand network access to a shared pool of configurable computing
resources (e.g., networks, servers, storage, applications, and services) that can be
rapidly provisioned and released with minimal management effort or service
provider interaction.

Cloud computing is a assimilation of features of different technologies and
standards like virtualization of resources, web services and architectures, distrib-
uted computing, and data center automation and autonomic computing [4]. It
inherits some of its characteristics from mainframe computer, client–server model,
grid computing, utility computing, peer-to-peer [5] computing and autonomic
computing [2, 6]. In the infrastructure as a service (IaaS) layer of cloud, basic
services like computers (physical or virtual), servers, virtual local area networks,
firewalls, file based and raw storage are provided to user.

The users need to pay as per its utilization. ‘Amazon elastic compute (EC) 2’,
‘HP cloud’, ‘Rackpace’ are some of the IaaS providers. Computing platform like
OS and programming language platform is provided to users via platform as a
service (PaaS). ‘Cloud Fondry’, ‘Google App Engine’ and ‘Jelastic’ are some of
the PaaS providers. Different application development is made possible by virtue
of web servers. In software as a service (SaaS) layer, cloud providers install and
operate application software in the cloud. Users can access the software from
cloud clients [2]. Based on coverage area and distribution, the cloud deployment
models are classified as a private cloud, public cloud, hybrid cloud, community
cloud. Many organizations when share the capabilities of cloud, it is referred as
community cloud [4]. For research purpose, a private cloud is sufficient to carry
out the experimentations. The basic information and various tools for a cloud setup
are discussed in Sect. 2. Installation of cloud setup is conversed in Sect. 3 along
with its trouble shooting aspect. The performance of the cloud setup is presented in
Sect. 4.

2 Backbone for a Private Cloud Installation

This section provides off-the-shelf information for the installation of a private
cloud. For research purpose, private cloud has to be built by using available open
source platforms. These platforms are acting as a tool for managing the cloud
resources and services. The key virtualization technology in a cloud setup is a
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hypervisor. Hypervisor is a software which is used in between the hardware and
OS for virtualization purpose. It allows hardware virtualization so that multiple
virtual machines (VM) can run on a single host. Memory management, CPU
scheduling are also performed by hypervisor. This virtualization technology falls
into different categories as full virtualization, paravirtualization, and hardware
assisted virtualization [4]. Few of the hypervisors available in the market are
discussed below. From the feature comparison, one can decide about the suitability
of a specific hypervisor according to working environment and desired results.

• XEN’—It allows separation of the domains which lead to strong isolation and
security. The OS acting as domain0 (Dom0) has direct communication with
hardware of host. Dom0 manage and launch domainUser (DomU) which is a
guest OS. Network management is based on ‘First-in-first-Out (FIFO)’ sched-
uling. XEN can provide paravirtualization and full virtualization. ‘Dom0’ and
‘DomU’ structure makes XEN different from other hypervisors due to its iso-
lation property. XEN can be compared with kernel virtual machine (KVM)
when hardware VM with XEN is provided, as it is similar to KVM, which
provides full virtualization [7].

• KVM—It is an open source product by ‘RedHat’. It is a module that can be used
for converting Linux kernel into a hypervisor. It has features like live migration
of VM, support for different types of guest OS, isolation policy decision for VM
by administrator to provide security, and hardware devices having Linux
support.

• VMware VSphere—VSphere is the product by VMware. The main features of
VSphere are distributed locking, supported with sharing cell, load balancing
based on CPU topology, disk management using latency aware priority based
scheduler for network management and priority based network input output
control and distributed switches [8].

Different parameters can be used to compare hypervisors to choose among
available options. KVM is the solution for virtualizing Linux kernel and it pro-
vides full virtualization by direct communication with hardware. KVM is opted in
this work as there is no performance issues of host are observed.

Major issues in managing the cloud resources are ensuring the availability of
resources on demand and load balancing while providing services to the users [9].
There are different types of virtual infrastructure (VI) managers available for this
purpose such as:

• Eucalyptus: This is the first open-source framework provided for building
‘IaaS’ clouds. It has compatibility with ‘Amazon EC2’ and has XEN, KVM,
VMware back ends, virtual networking, and EC2 compatible command line
interface (CLI) and Web portal interfaces [10].

• OpenNebula: It is the most famous cloud setup open source platform. Four
application programming interface (API) available with it, which makes it
different from other VI service providers. These APIs are ‘XML-RPC’ and
‘Libvirtd’ for local interaction, ‘EC2 (Query)’ APIs and the OpenNebula cloud
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API (OCA) for remote operation purpose. It has compatibility for XEN, KVM,
and VMware hypervisors. Also it has powerful security management, virtual
networking compatibility with other open source products like open Vswitch,
dynamic resource allocation and VM migration [11].

• oVirt: It is a virtualization management application and similar in concept with
VSphere of VMware. ‘oVirt’ management interface can manage hardware
nodes, storage and network resources, and deployment and monitoring of virtual
machines running in data center. It can be built with KVM hypervisor and on the
‘RHEV-M’ management server released by RedHat, live migration of VM, user
and group based security solutions are supported [12].

• Apache cloud stack: It is a project of Apache software foundation (ASF) open
source software for deploying public and private infrastructure-as-a-service
(IaaS) clouds. Its features include compatibility with hosts running XEN Server/
XCP, KVM, and/or VMware ‘ESXi’ with VSphere. It has ‘Amazon S3/EC2’
compatible API. Network services like firewall, NAT, VPN are provided. Web
based user interface for managing cloud is also provided by this platform [13].

• Nimbus: It is a open-source toolkit focused on providing IaaS capabilities.
Nimbus provides Linux-based controller, EC2-compatible, modeling and
accessing stateful resources with web services resource framework (WSRF)
interfaces; XEN and KVM backend; interface to the Amazon EC2 public cloud
and virtual networks. Table 1 provides a brief summary of capacities of different
open source platforms [14].

2.1 Private Cloud Setup

In the present work, to build a private cloud infrastructure, the open source soft-
ware ‘OpenNebula’ is used. The particular choice is due to its features like:

(a) Deployment can be done with almost all Linux distributions.
(b) Physical infrastructure management with monitoring and control facilities like

creation and deletion of physical hosts and VM, setting and monitoring
intervals, VM instance management etc.

(c) Availability can be achieved with the support of hooks. They can notify error
state of host so that the VMs on failed host can be redeployed on another host.
Persistent backend keeps OpenNebula daemon safe even after crash for
recovery.

(d) User security management through ‘auth’ subsystem for managing users,
additional support of SSH, and X.509.

(e) It has a great deal of adaptability to manage any hardware and software
combination along with integrating capacity with any other cloud product.

Figure 1 shows a private cloud setup using OpenNebula. One has to use the
OpenNebula facilities to create and manage their own VM and virtual networks. It
has following components:
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• Front-end: OpenNebula installation is performed on this machine and it must
have access to image repository and network connection with cluster nodes.

• Cluster nodes: It is the host on which hypervisor is installed. It provides the
resources to the VM.

• Image repository: It is a storage medium that holds base images of the VM.
• OpenNebula daemon: It is the core service of the system. It managing service

called ‘oned’.
• Drivers: These are programs used by the core to interface with a specific cluster

subsystem, i.e. a given hypervisor or storage file system.
• Oneadmin: It is the administrator of the private cloud that performs any

operation on the VM, virtual networks, nodes or users.

For effective use and deployment of a private cloud, one must be familiar with
the internal architecture of OpenNebula. The details of the OpenNebula internal
architecture can be found in [11]. The OpenNebula internal architecture is made-
up of three layers: the uppermost layer is of tools provided with Open Nebula. The
middle layer is known as the core. It consist of VM, host, and virtual network
management components. The last layer is of drivers. Drivers are required to plug-
in different virtualization technologies into core. The following section describes
the important parameters from internal architecture of OpenNebula which is
essential to be known for installation of a cloud setup.

2.1.1 Tools

This layer represents various tools available with OpenNebula. CLI is provided
with OpenNebula to manually control the VI under ‘ONE daemon’. For this

Fig. 1 OpenNebula cloud architecture [11]
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purpose various commands are available with OpenNebula. Few of them are listed
in Table 2.

The second tool is scheduler. The scheduler is an independent entity in the
OpenNebula architecture. It uses the XML-RPC interface provided by ‘ONE
daemon’ to invoke actions on VM. The scheduler distributed in the technology
preview provides the following functionality:

• User-driven consolidation: The scheduler allocates VM to those cluster nodes
which congregate the capacity constraints of the VM.

• Matchmaking policy: The scheduler sort out resources which do not meet the
constraints of the VM. Then a grading process is made to select the best Host.
This is accomplished by pertaining the ranking expression defined in the VM
template. Third party tools can also be created using XML-RPC API or
OpenNebula-client API.

2.1.2 OpenNebula Core

The core consists of a set of components to control and monitor VMs and hosts.
The core performs its actions by invoking suitable drivers. The functional com-
ponents of OpenNebula core are summarized in Table 3.

2.1.3 Drivers

OpenNebula has a set of pluggable modules to interact with specific middleware
(e.g. virtualization hypervisor, file transfer mechanisms or information services).
These modules are known Drivers. Few important drivers of OpenNebula are
listed out in Table 4.

3 Cloud Setup Using OpenNebula

OpenNebula can be used for cloud setup in two modes as:

(a) System-wide mode: In this mode OpenNebula-services like binaries and con-
figuration files etc. are kept at standard locations under root file system.

Table 2 Commands
available in OpenNebula

Command Interpretation

onevm To submit, control and monitor VM
onehost To add delete and monitor hosts
Onevnet To add delete and monitor virtual networks

Implementation of a Private Cloud 641



(b) Self-contained mode: In this mode one can place OpenNebula distribution in
self contained form at a particular directory.

Once acquainted with the capacities of OpenNebula platform, one can move for
the setup of an own private cloud. In this work, the cloud setup is carried out in
self-contained mode. For this purpose, the required frontend and cluster machine
preferences are as:

• Frontend- Ubuntu-12.04 Desktop LTS with opennebula-3.8.3
• Cluster node- Ubuntu-12.04 Desktop LTS with KVM hypervisor installed.

As various Linux distributions are available, the selection of OS for setup
depends on ease of working with the OS and the desired features. Ubuntu has a user
friendly GUI and supports most of the virtualization technologies like ‘Libvirt’ and
KVM. The OpenNebula private cloud installation can be carried out with following
steps:

1. Connection of frontend and cluster in LAN.
2. Creation of user account ‘oneadmin’ and folder ‘/srv/cloud/one’, at front end

and cluster nodes.
3. Network file sharing in between frontend and cluster node: Ubuntu provides

network file sharing facility by mounting the directory ‘/srv/cloud/one’ that is
created at frontend and at cluster node. At frontend side, add IP address of
cluster and the options required for mounting a directory in ‘/etc/exports’ file.

4. At cluster node side, add IP address of frontend and directory to be mounted in
‘/etc/fsab’ file.

Table 3 Functional units of
OpenNebula core

Unit Application

Request manager To handle client request
VM manager To manage and monitor VMs
Host manager To manage and monitor physical

resources
Database manager Persistent storage for ONE data

structure
‘Sqlite3’ is the default database used

Transfer manager To manage transfer operations i.e. file,
VM

Virtual network manager To manage virtual networks

Table 4 Drivers and
functionality

Drivers Functionality

Information driver To support information management
Transfer driver To support transfer operation
VM driver To manage VM functionality

642 P. Deshpande et al.



T
ab

le
5

C
lo

ud
in

st
al

la
ti

on
an

d
tr

ou
bl

es
ho

ot
in

g

In
st

al
la

ti
on

S
et

up
E

rr
or

s
S

ol
ut

io
n

N
et

w
or

k
fi

le
sh

ar
in

g
F

ro
nt

en
d

si
de

E
rr

or
s

ar
e

no
t

pr
om

in
en

t
fo

r
N

F
S

S
et

th
e

pa
ra

m
et

er
s

co
rr

ec
tl

y
to

av
oi

d
er

ro
rs

C
lu

st
er

si
de

B
ad

sy
nt

ax
’

er
ro

r
in

fs
ta

b
or

m
ta

b
fi

le
It

oc
cu

rs
du

e
to

im
pr

op
er

sy
nt

ax
sp

ec
ia

ll
y

sp
ac

es
m

ou
nt

.n
fs

is
un

ab
le

to
m

ou
nt

th
e

di
re

ct
or

y
T

hi
s

er
ro

r
oc

cu
rs

du
e

to
ar

gu
m

en
ts

in
‘f

st
ab

’
or

‘m
ta

b’
fi

le
O

pe
nS

S
H

se
tu

p
F

ro
nt

en
d

si
de

S
S

H
ca

nn
ot

co
nn

ec
t

to
ho

st
po

rt
22

,
co

nn
ec

ti
on

re
fu

se
d

M
ak

e
su

re
‘s

sh
d’

co
nfi

gu
ra

ti
on

fi
le

m
us

t
ha

ve
po

rt
22

li
ne

un
co

m
m

en
te

d
S

ti
ll

er
ro

r
pe

rs
is

ts
us

e
‘n

et
st

at
’

co
m

m
an

d
to

ch
ec

k
if

T
C

P
po

rt
22

is
bl

oc
ke

d
A

ft
er

co
py

in
g

pu
bl

ic
ke

y
C

om
m

an
d

pr
om

pt
as

ks
to

en
te

r
a

pa
ss

w
or

d
of

cl
us

te
r

m
ac

hi
ne

T
he

ho
st

na
m

e
an

d
th

e
IP

ad
dr

es
s

of
th

e
cl

us
te

r
m

ac
hi

ne
ca

n
be

ad
de

d
in

‘/
et

c/
ho

st
s

fil
e’

of
fr

on
te

nd
C

he
ck

pe
rm

is
si

on
of

‘s
sh

’
di

re
ct

or
y

O
pe

n
ne

bu
la

In
st

al
la

ti
on

on
fr

on
te

nd
m

ac
hi

ne
C

an
no

t
cr

ea
te

da
ta

ba
se

or
us

er
T

o
ch

ec
k

pa
rt

ic
ul

ar
M

Y
S

Q
L

ve
rs

io
n

in
st

al
le

d
on

m
ac

hi
ne

an
d

is
su

e
ab

ov
e

co
m

m
an

ds
ac

co
rd

in
g

to
M

Y
S

Q
L

ve
rs

io
n

co
m

pa
ti

bl
e

sy
nt

ax
on

fr
on

te
nd

H
os

t
cr

ea
ti

on
hu

rd
le

s
O

ne
ho

st
li

st
sh

ow
s

er
ro

r
st

at
us

fo
r

ho
st

P
as

sw
or

d
le

ss
co

nn
ec

ti
on

be
tw

ee
n

fr
on

te
nd

an
d

ho
st

m
us

t
be

lo
st

tr
y

to
SS

H
ho

st
fr

om
fr

on
te

nd
T

ry
to

pi
ng

ho
st

fr
om

fr
on

te
nd

V
M

de
pl

oy
m

en
t

er
ro

r
U

na
bl

e
to

op
en

di
sk

pa
th

:
pe

rm
is

si
on

de
ni

ed
A

dd
us

er
‘o

ne
ad

m
in

’
to

di
sk

gr
ou

p
at

cl
us

te
r

si
de

U
na

bl
e

to
cr

ea
te

do
m

ai
n

A
dd

us
er

‘o
ne

ad
m

in
’

to
K

V
M

gr
ou

p
at

cl
us

te
r

si
de

(c
on

ti
nu

ed
)

Implementation of a Private Cloud 643



T
ab

le
5

(c
on

ti
nu

ed
)

In
st

al
la

ti
on

S
et

up
E

rr
or

s
S

ol
ut

io
n

V
M

de
pl

oy
m

en
t

er
ro

r
U

nk
no

w
n

O
S

ty
pe

‘h
vm

’
C

he
ck

if
K

V
M

m
od

ul
e

is
lo

ad
ed

us
in

g
co

m
m

an
d

‘l
sm

od
|g

re
p

kv
m

’
E

ns
ur

e
co

rr
ec

t
lo

ad
in

g
of

th
e

m
od

ul
e.

If
it

is
lo

ad
ed

th
en

tr
y

‘m
od

pr
ob

e
kv

m
’

If
sa

m
e

er
ro

r
pe

rs
is

ts
th

en
ch

ec
k

if
‘l

sm
od

|g
re

p
kv

m
’

re
tu

rn
s

‘k
vm

_i
nt

el
’.

S
ti

ll
er

ro
rs

pe
rs

is
t,

th
en

tr
y

‘m
od

pr
ob

e
kv

m
kv

m
-i

nt
el

’
at

cl
us

te
r

si
de

G
U

I
er

ro
rs

N
ov

nc
ic

on
ac

ti
ve

bu
t

do
es

no
t

sh
ow

V
M

sc
re

en
er

ro
r

[F
ai

le
d

to
co

nn
ec

t
to

se
rv

er
(1

00
6)

]
ki

ll
ex

is
ti

ng
pr

ox
y

Y
ou

ca
n

ge
t

pr
ox

y
de

ta
il

s
us

in
g

co
m

m
an

d
‘p

s
au

x
|

gr
ep

w
eb

so
ck

if
y’

R
el

au
nc

h
pr

ox
y

m
an

ua
ll

y
to

ge
t

re
as

on
of

er
ro

r
T

ip
:

ti
ll

yo
u

re
so

lv
e

th
e

pr
ob

le
m

yo
u

ca
n

us
e

vi
rt

ua
l

m
ac

hi
ne

m
an

ag
er

on
ho

st
to

se
e

V
M

644 P. Deshpande et al.



5. After steps 1–4, mount ‘/srv/cloud/one’ using command line at cluster node
side.

6. Establishment of communication between front end and clusters using
‘openSSH’ facility secure shell access through key generation is performed.
Generation of the key at frontend and copying it to cluster node side allows
passwordless entry into the host machine.

7. Installation of dependency softwares and packages in frontend as per require-
ment of OpenNebula version.

8. Installation of OpenNebula in the frontend.
9. Configuration of hypervisor in cluster nodes—Installing bridge utilities and

changing ‘libvirtd.conf’ and ‘qemu.conf’ files.
10. Installation of ‘Sunstone’ graphical user interface [15].

Starting with the network file sharing, Table 5 provides possible errors with
solutions to mitigate them for speedy cloud installation.

4 Results and Discussion

This paper provides the details of the available open source solutions for building
private cloud. OpenNebula private cloud can be setup with the help of this paper
by minimizing the possible errors with less time. In the present work, a P-IV
system with 2-GB RAM at front end and 8-GB RAM at backend is used for cloud
setup. Figure 2 depicts the functioning of cloud in terms of VM creation. It
indicates that the OpenNebula cloud setup is successfully functioning. Internet can
be accessed via the running VM for OpenNebula just like normal OS. The access
to the outside world is provided to VM by ‘Libvirt’ bridge.

Fig. 2 VM creation
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The performance of the cloud setup has been verified by internet access through
the VM. Initially the cloud setup is operated for a time slot of 10 min. Figure 3
shows the network transmission and reception for VM. The transmission and
reception rate is relative with the corresponding increase or decrease of the net-
work traffic. It indicates the successful deployment of cloud setup as the com-
munication with the external world (internet) is carried out through VM.

Figure 4 shows the CPU usage by VM. It shows that CPU usage is varying with time
slot. Also the maximum CPU usage is 12 % at its peak whereas memory of VM is
constant as of allocated at the time of its creation. This indicates that host is dynami-
cally adjusting the workload by using only 12 % CPU capacity and thus the remaining
CPU and memory capacity can be made available to the other users (VM) on demand.
This is the main difference between a cloud based system and a traditional system.

Fig. 3 Network transmission
and reception rate for VM

Fig. 4 CPU and memory
usage of VM
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5 Conclusions

Parting the traditional information processing methodologies, cloud technology is
growing rapidly. Hence it has got attention of researchers and academicians for its
improvement. In this context, a private cloud set up is carried out using various
open source tools. The present work highlights the requirements, procedure and
tools for deployment of a private cloud. The practical solutions, based on the
personal experience, to the various errors that arise during cloud set up are also
listed out here. A KVM hypervisor is used here as it doesn’t show any compati-
bility issues with the host. The performance of the cloud is verified by the cost
functions such as transmission and reception rate, CPU usage and memory usage.

It shows that only 12 % of the CPU capacity is used during the peak traffic load
and keeping rest of the capacity available for other users. The present attempt will
certainly helpful to setup a cloud environment for research purpose with minimal
efforts.
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Modified Activity of Scout Bee in ABC
for Global Optimization

Kedar Nath Das and Biplab Chaudhur

Abstract Artificial Bee Colony (ABC) algorithm is a bio-inspired technique
motivated by the intelligent foraging behavior of honey bee swarm. ABC mainly
depends on the activity of employed bees, onlooker bees and scout bees. It is a
practice that during simulation, if no further improvement in the population is
found within an allowable number of cycles, the employed bee becomes scout and
reinitializes the population by its standard equation. But there is a chance of losing
the best individuals achieved so far. In this paper, a modification in scout bee
activity is proposed, with an insertion of a modified Quadratic Approximation
namely qABC. The effectiveness of the proposed qABC over most recent variants
of ABC is analyzed through a set of Benchmark problems. The experimental
confirms that qABC outperforms its other variants.

Keywords Artificial bee colony algorithm � Swarm intelligence � Bio-inspired
algorithm

1 Introduction

Optimization plays an important role in many real-world situations. Unfortunately,
when the problem in hand is highly complex, traditional methods become hand-
icapped. As an alternate paradigm, bio-inspired optimization techniques provide at
least the near optimal solution. In recent years, Artificial Bee Colony Optimization
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(ABC) has become popular to solve optimization problems, as it requires very less
parameters to fine tune.

By simulating the foraging and intelligent behavior of real honey bees swarms,
D. Karaboga, in 2005 [1, 2] pioneered the ABC. It is much competent to Genetic
Algorithm (GA), Differential Evolution (DE), Particle Swarm Optimization (PSO),
Ant Colony Optimization (ACO) etc.

Since 2005, it has become a challenge to the researchers to increase the effi-
ciency of ABC in a faster and better way. As a result, many variants of ABC
algorithm came out during last few years. Gao et al. [3] proposed a modified
artificial bee colony (MABC) algorithm and ABC/best, which improve the
exploitation around the best solution of previous iteration. Gao et al. [4, 5] propose
two improve version of ABC. A new search technique called ABC/best/1 and
ABC/rand/1 is used to speed up the convergence speed. Luo et al. [6] proposed a
converge-onlookers ABC (COABC) algorithm in order to improve the exploita-
tion, based on the update times of employed bee (UTEB) food source and claimed
that this algorithm performs remarkably better in terms of solution quality and
convergence rate. Akay and Karaboga [7] proposed a modified ABC algorithm.
They implemented two new search techniques to ABC on frequency and magni-
tude of the perturbation to improve the convergence rate. Li et al. [8] proposed an
improved ABC (I-ABC) algorithm in which the best-so-far solution, inertia weight
and acceleration coefficients are introduced to modify the search mechanism.
Chaotic ABC (CABC) algorithm is proposed by Atlas [9], to improve the con-
vergence speed of ABC. In their paper, many chaotic maps for parameters
adaption are introduced to original ABC.

It is seen that, ABC and its variants achieve the near optimal solution. But most
of the cases it struck in some local optima, due to the lack of proper balance
between the exploration and the exploitation in the search space. In order to
improve further the efficiency of ABC, a robust and simple hybridized ABC
algorithm is proposed in this paper.

Rest of this paper is organized as follows. The next Sect. 2 presents the outline
of ABC. Section 3 describes the component used in the proposed hybrid system.
The proposed hybrid technique is explained in Sect. 4. In Sect. 5, experimental
setup and result analysis are presented. The conclusion is drawn in Sect. 6.

2 Artificial Bee Colony Algorithm

Artificial Bee Colony (ABC) algorithm starts with a set of possible solutions called
swarm. Swarm consists of employed bees, onlooker bees and scouts. Once all
employed bees complete the search process, they share the nectar amount infor-
mation of the food sources and their location information with the onlooker bees in
the hive through waggle dance. An onlooker bee accesses the nectar information
and location taken from all employed bees and chooses a food source with a

650 K. N. Das and B. Chaudhur



probability proportionate to their nectar amount. The major steps of the ABC
algorithm are as follows.

In the first step, randomly an initial population of SN individuals are generated.
Each individual xi(i = 1, 2, ���, SN) is a D dimensional vector. Here D refers to the
problem dimension. Then the each solution is generated by the following equation.

xi;j ¼ xLj þ lðxUj � xLjÞ ð1Þ

where i = 1, 2, ���, SN, j = 1, 2, ���, D and l is a random number within [0,1]. xLj

and xUj are the lower and upper bound of the variable j. The fitness of each food
source is calculated by Eq. (2).

fitnessi ¼
1

1þfi
if fi� 0

1þ abs fið Þ if fi\0

�
ð2Þ

where fi is the objective function value and fitnessi is the fitness value of the ith
solution.

At the second step, each employed bee of the food source xi generates a new
food source vi in the neighbourhood of its present position by Eq. (3).

vi;j ¼ xi;j þ /i;j xi;j � xk;j

� ffi
ð3Þ

where k 2 1, 2, ���, SN and j 2 1, 2, ���, D are randomly chosen indexes, provided
k = i, the random number /i,j 2 [-1,1].

After generating new food source (solution) vi, a greedy selection technique is
used. If the fitness value of vi is better than the corresponding xi then replace xi by
vi, otherwise keep the food source xi unaltered.

After getting all information from employed bee, each onlooker bee selects a
food source with a probability based on its fitness by Eq. (4).

pi ¼
fitnessi

PSN

n¼1
fitnessn

ð4Þ

where fitnessi is the fitness value of the ith position, proportional to the nectar
amount of the food source and SN is the number of food sources equals to the
number of employed bees and onlooker bees. Clearly, better the fitness of an
individual, higher the probability of getting it selected for the next population.

In the onlooker bee phase, an artificial onlooker bee chooses its food source
depending on Eq. (4). A new food source is generated by Eq. (3) in the neigh-
bourhood of xi and its fitness is evaluated. A same greedy selection takes place.

At the last stage, if the position of the food source is not improved further over a
predefined number of trials (limit), then the food source is treated as an abandoned
one by its employed bee and the corresponding employed bee becomes a scout
bee. Now the scout bee starts searching for new food source and replaces the
abandoned food source by Eq. (1).
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In the ABC algorithm, while onlookers and employed bees carry out the
exploitation process in the search space, the scouts control the exploration process.
For robustness, exploration and exploitation processes must be carried out
together.

3 Component in the Proposed Hybrid System

For better understanding the proposed method presented in Sect. 4, it is essential to
know the working principle of few of modified quadratic approximation as dis-
cussed below.

3.1 Modified Quadratic Approximation

A Random Search Technique (RST) for Global optimization was first introduced
by Mohan and Shankar [10]. Later it is modified as Quadratic Approximation (QA)
[11]. In QA, one ‘child’ is generated (as shown in Fig. 1) from the selection of
three parents C1, C2 and C3 as follows in Eq. (5), where C1 is considered as best fit
individuals and C2, C3 are random. The child generated is as follows:

child ¼ 0:5

P
C2

2 � C2
3

� ffi
f C1ð ÞP

C2 � C3ð Þf C1ð Þ

� �
ð5Þ

where f (C1), f (C2) and f (C3) are the fitness function values at C1, C2 and C3

respectively.
In this paper, a Modified Quadratic Approximation (abbreviated as mQA) is

proposed. Unlike QA, mQA picks C1, C2 and C3 randomly with a condition that,
C1 = C2 = C3. Rest mechanism of mQA remains the same as QA.

4 Proposed qABC Algorithm

Storn et al. [12] proposed a Differential Evolution (DE) for solving optimization
problem. It consists of three major operators namely mutation, crossover and
selection. By considering two variants of mutation operator, authors suggested two
types of DEs as follows.

DE/best/1: Vi ¼ Xbest þ F Xr1 � Xr2ð Þ ð6Þ

DE/best/2: Vi ¼ Xbest þ F Xr1 � Xr2ð Þ þ F Xr3 � Xr4ð Þ ð7Þ
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where i = 1, 2, ���, SN and r1, r2, r3 and r4 are mutually different random integer
number in the range of 1, 2, ���, SN. F \ 1.0 is a positive real number, known as
scaling factor or amplification factor. It controls the rate at which the population
evolves. Based on this two variant of DE, Gao et al. [4] proposed two different
strategies of ABC algorithm given in (8) and (9).

ABC/best/1: vi;j ¼ xbest;j þ /i;j xr1;j � xr2;j

� ffi
; r1 6¼ r2 ð8Þ

ABC/best/2: vi;j ¼ xbest;j þ /i;j xr1;j � xr2;j

� ffi
þ /i;j xr3;j � xr4;j

� ffi
; r1 6¼ r2 & r3 6¼ r4

ð9Þ

where i = 1, 2, ���, SN and r1, r2, r3, r4 2 1, 2, ���, SN different from the base
i. xbest,j is the best individual in the current population and j 2 1, 2, ���, D is
a randomly chosen index, /i,j is a random number in the range [-1,1]. xk,j is a
random individual in the population and hence the solution search by the Eq. (3) is
random enough for exploration. At the same time it is also poor at exploitation.

In [6], the solution search equation is

vi;j ¼ xi;j þ rand½�1; 1� � fitðxbÞ � xi;j � xb;j

� ffi
ð10Þ

where xb is the global best food source xb,j stands for the jth element of the global
best food source. In the onlooker stage the update process is done by

vb;j ¼ xb;j þ w � xb;j � xk;j

� ffi
ð11Þ

Where w is a uniform random number in [0,C], C is non-negative constant.
Each onlooker updates the global best food source by (11).

The ABC/best/1 and COABC algorithm performs well on finding better solu-
tion of the objective function. However, after certain cycle of simulation an
abandoned case arises. In such instance scout replaces the food source arbitrarily
by using Eq. (1). Most of the authors in the literature including [4, 6] use this
concept. Therefore there is a chance of losing the best values obtained so far. As a
result ABC might not be strong enough to balance the exploration and exploitation
behaviour.

Child 

C1 

C2 

C3 

Fig. 1 Formation of child
by QA
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Keeping in view the above, in this paper, the searching behaviour of scout bee
is slightly modified by new exploration technique. Particularly if a food source is
not improved further within the predefined limit, the source is assumed as aban-
doned by its employed bees and each associated bee becomes a scout to search for
a new food source randomly. The scout replace the abandoned food source by the
Eq. (5), or if the Eq. (5) fails to create new food source then the abandoned food
source is replaced by the Eq. (1), which helps to avoid of getting trapped in local
optima many a time. By this process the exploration and exploitation together
hopefully improve the performance.

4.1 qABC Algorithm

1. Set Maximum Cycle Number (MCN), Population Size, Limit, crossover
probability pc and Scaling parameter.

2. Initialize the food sources, and evaluate the population, traili = 0, (i = 1,…,
SN), cycle = 1. REPEAT

3. Search the new food source for employed bees by (1) and evaluate it.
4. Apply a greedy selection process and select the better solution between the

new food source and the old one.
5. If solution does not improve, traili = traili ? 1; otherwise traili = 0.
6. Apply Tournament selection to choose a food source for onlooker bees.
7. Search the new food source for onlooker bees by (3) and evaluate it.
8. Apply a greedy selection and select the better solution between the new food

source and the old one.
9. If solution does not improve, traili = traili ? 1; otherwise traili = 0.

10. If max (traili) [ limit, replace this food source with a new child produced by
modified quadratic approximation scheme or by (1) and set traili = 0.
Memorize the best solution achieved so far.

11. Apply elitism.
12. Apply Laplace Crossover (not for cycle = 1).
13. cycle= cycle ? 1. UNTIL
14. Cycle = MCN.

5 Experimental Setup and Result Analysis

To compare the efficiency and the accuracy of the proposed qABC, 18 well-known
benchmark functions with different dimensions are considered from [4] and [6].
The authors solved them with five different scenarios by considering five different
experiments, which have been repeated in this present study too. For a fair
comparison all the parameter settings have been kept the same as [6] expect
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population size, which is kept fixed at 10*D. For f9 the crossover probability pc is
0.0017 where as for the rest of the problems the pc is 0.978. The location parameter
a is fixed as 0 and scaling parameter b ranges from 0.15 to 0.65. The algorithm is
coded in C++ and simulated in Linux platform. The mean and standard deviations
(SDs) are recorded for 30 and 20 independent runs as explained below.

In order to analyse the performance of placing all onlookers on the solution,
tournament selection is used. The same set of five 2-dimensional benchmark
functions is collected from [6]. The experiment shows that the onlookers carry out
neighbourhood search and update continuously, the optimum solution can be
obtained by all three algorithms. Comparative results are reported in Table 1, it
contains the mean, SD and time of best objective function value for 30 indepen-
dent runs. For each function the best result is reported in bold face figure. From
Table 1, it is observed that expect 6 Hump Camel Back function, qABC gives
better result for the rest.

Table 1 Results obtained by ABC, COABC and qABC algorithms

Function Min Gen Algorithm Mean SD Time(s)

Matyas 0 1000 ABC 6.03E-07 3.64E-07 174.61
COABC 4.40E-07 4.63E-07 47.97
qABC 1.38E-12 1.37E-12 0.033

Booth 0 1000 ABC 1.68E-17 1.38E-17 142.05
COABC 6.19E-23 2.06E-22 59.45
qABC 9.40E-38 9.40E-38 0.0326667

Michalewicz -1.80 1000 ABC -1.80 6.83E-16 192.17
COABC -1.80 6.83E-16 98.41
qABC 21.80 4.16E-18 0.009333

6 Hump Camel
Back

-1.03 1000 ABC -1.03 7.20E-17 164.78
COABC -1.03 1.76E-16 81.97
qABC -1.03 5.91E-14 0.008333

Goldstein-Price 3 1000 ABC 3.00 1.47E-03 178.67
COABC 3.00 3.21E-06 68.66
qABC 3.00 2.95E-18 0.013333

Table 2 Results obtained by ABC, COABC with UTEB=1and qABC algorithms

Dimension Algorithm Mean SD

10 ABC 8.11E-17 1.14E-17
COABC 2.66E-49 1.18E-48
qABC 4.71E-53 9.07E-53

30 ABC 5.78E-16 1.01E-16
COABC 8.98E-18 1.35E-17
qABC 5.26E-55 1.14E-54

50 ABC 1.28E-11 1.46E-11
COABC 4.44E-11 5.14E-11
qABC 5.03E-34 8.02E-34
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In the second and third experiment, the sphere functions of three different
dimensions are used. For the 2nd experiment UTEB is taken as 1 and for the 3rd
experiments UTEB is taken as 1, 2, 3. Comparative results of these experiments
are presented in Tables 2 and 3 respectively. UTEB in these tables represent the
update times of employed bee. The best mean and SD obtained for this function is

Table 3 Results obtained by COABC and qABC algorithms with UTEB = 1, 2, 3 respectively

D Algorithm UTEB = 1 UTEB = 2 UTEB = 3

Mean SD Mean SD Mean SD

10 COABC 2.66E-49 1.18E-48 1.88E-102 6.35E-102 8.62E-155 3.67E-154
qABC 3.54E-97 3.54E-97 5.06E-109 5.06E-109 3.94E-136 3.94E-136

30 COABC 8.98E-18 1.35E-17 4.08E-34 5.66E-34 4.31E-50 1.45E-49
qABC 1.77E-53 3.53E-53 2.18E-55 9.15E-55 3.78E-58 4.28E-58

50 COABC 4.44E-11 5.14E-11 1.02E-20 1.23E-20 6.09E-30 1.27E-29
qABC 1.67E-27 4.99E-27 7.61E-36 2.29E-36 3.07E-36 3.21E-36

Table 4 Results obtained by ABC, qABC and COABC algorithms with UTEB = 1, 2, 3
respectively

Fun MCN ABC COABC qABC

UTEB = 1 UTEB = 2 UTEB = 3

f1 1000 Mean 3.41E-17 5.13E-53 2.45E-107 1.42E-152 1.00E-123
SD 8.03E-18 1.62E-52 3.37E-107 4.44E-152 0
Time(s) 186.54 55.04 72.36 92.18 0.154

f2 2000 Mean 5.43E-16 3.23E-19 1.53E-35 1.46E-50 1.39E-54
SD 1.12E-16 4.69E-19 2.09E-35 6.19E-50 2.27E-54
Time(s) 323.30 107.77 155.42 201.92 6.0915

f3 1000 Mean 6.03E-07 4.45E-07 1.33E-07 1.87E-09 1.55E-43
SD 3.64E-07 4.63E-07 2.14E-07 2.72E-09 2.19E-43
Time(s) 174.61 47.97 77.58 87.67 0.069

f4 2000 Mean 2.40E-01 1.68 2.20E-01 8.00E-02 1.44E-01
SD 4.60E-01 2.08 5.70E-01 1.00E-01 9.61E-02
Time(s) 392.00 159.81 238.38 241.00 11.00

f5 1000 Mean -4.69 -4.69 -4.69 24.69 -4.65
SD 5.61E-11 1.04E-15 8.40E-16 7.62E-16 5.73E-02
Time(s) 216.61 111.33 127.45 133.47 0.089

f6 2000 Mean 3.13E-14 1.03E-11 3.41E-14 0 2.03E-15
SD 3.90E-14 1.32E-11 3.87E-14 0 8.31E-16
Time(s) 366.09 129.89 160.70 225.16 3.08

f7 1000 Mean -1.03 -1.03 -1.03 -1.03 21.03
SD 7.20E-17 1.76E-16 2.16E-16 2.10E-16 2.17E-19
Time(s) 164.78 81.97 91.83 107.64 0.0335

f8 2000 Mean 3.93E-13 1.17E-08 5.24E-14 3.57E-14 6.01E-16
SD 1.55E-13 8.07E-09 1.35E-14 3.57E-15 1.99E-16
Time(s) 426.83 222.74 254.38 353.30 4.56
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reported in bold face. It is observed from Tables 2 and 3 that after updating
employed bee, the solution gets closer to the global optimum. Thus it helps to
enhance the capability of escaping from local optima. From Table 3, qABC

Table 5 qABC performance comparison of ABC,COABC and the state-of-art algorithms in [4]
with UTEB = 3

Fun D MCN ABC ABC/best/
2

ABC/best/
1

COABC qABC

f1 30 1000 Mean 6.99E-10 4.37E-22 1.57E-27 4.47E-27 3.75E-31
SD 5.91E-10 2.14E-22 1.14E-27 5.99E-27 1.13E-31

60 2000 Mean 1.94E-09 1.57E-20 2.42E-25 1.28E-26 1.71E-27
SD 8.33E-10 4.90E-21 1.09E-25 6.07E-27 2.12E-27

f2 30 1000 Mean 2.36E-06 2.73E-12 3.45E-15 1.82E-14 6.10E-23
SD 8.32E-07 4.61E-13 8.79E-16 1.10E-14 1.39E-23

60 2000 Mean 8.30E-06 2.14E-11 5.94E-14 3.30E-14 5.86E-22
SD 8.93E-07 4.39E-12 1.28E-14 5.47E-15 2.64E-22

f4 30 1000 Mean 0 0 0 0 3.69E-31
SD 0 0 0 0 4.07E-32

60 2000 Mean 0 0 0 0 7.43E-28
SD 0 0 0 0 7.49E-28

f6 30 1000 Mean 6.63E-03 0 0 9.09E-14 0
SD 1.71E-02 0 0 5.49E-14 0

60 2000 Mean 3.03E-01 0 0 4.43E-13 0
SD 4.53E-01 0 0 2.48E-13 0

f8 30 1000 Mean 8.73E-09 4.47E-08 4.23E-11 0 3.41E-18
SD 1.47E-08 1.05E-07 2.16E-11 0 1.35E-18

60 2000 Mean 4.46E-09 2.18E-10 0 0 2.95E-17
SD 6.68E-09 4.33E-10 0 0 3.45E-17

f9 30 1000 Mean 2.05E ? 2 0 0 0 1.41E ? 02
SD 1.63E ? 2 0 0 0 0

60 2000 Mean 6.93E ? 2 3.67E-11 3.74E-11 0 1.05E ? 03
SD 1.39E ? 2 3.17E-12 2.59E-12 0 0

f10 30 1000 Mean 1.02E-05 1.89E-11 1.26E-13 9.40E-13 5.04E-16
SD 4.15E-06 4.75E-12 3.48E-14 7.58E-13 1.92E-16

60 2000 Mean 2.05E-05 1.08E-10 3.40E-13 1.19E-12 2.98E-15
SD 5.54E-06 4.97E-12 6.35E-14 6.73E-13 1.01E-15

f13 30 1000 Mean 1.38E-04 7.34E-10 1.32E-14 2.22E-08 2.22E-18
SD 6.38E-05 1.01E-09 5.04E-15 2.30E-08 1.57E-18

60 2000 Mean 1.32E-03 2.68E-08 4.46E-13 2.05E-06 1.64E-17
SD 1.21E-03 1.84E-08 4.13E-13 5.81E-06 9.60E-18

f19 4 2000 Mean 1.71E-01 2.41E-02 2.14E-03 9.35E-03 9.78E-07
SD 6.94E-02 2.18E-02 2.21E-03 4.64E-03 6.91E-07

f22 3 1000 Mean 2.07E-03 3.55E-05 2.57E-12 0 0
SD 3.91E-03 5.63E-05 1.12E-11 0 0

4 2000 Mean 4.06E-02 1.35E-03 2.51E-06 0 2.71E-20
SD 4.84E-02 3.27E-03 7.54E-06 0 0
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algorithms outperforms all variants of COABC, in terms of best objective function
values except UTEB = 3 for dimension 10.

In the fourth experiment, the performance of qABC is widely analysed. For this a
set of eight different kinds of benchmark functions [6] including sphere function,
are used. The set consists of unimodal, multimodal, regular, irregular, separable,
non-separable and multi-dimensional functions. The value of common parameters
used in this paper for all algorithms are same as [6]. The UTEB are set to 1, 2 and 3.
The comparative result of qABC is reported in Table 4. It contains the mean, SD
and time to achieve the best objective function value for 20 independent runs. For
each function the best result is reported in bold face figure. From Table 4 it is found
that qABC outperforms ABC and all the variants of COABC, expect f1 and f5.

In the last experiment, to further verify the performance 10 benchmar functions
of two different dimensions are selected from [4]. The parameter of qABC is the
same as that in [4]. For a fair comparison with [6], the limit is set to 0.6*SN*D as
in [6], UTEB = 3 and the experiment is repeated 30 times independently. The
results obtained by qABC, ABC, state-of-art algorithms in [4] and COABC are
listed in Table 5. The comparison results show that qABC is superior to ABC,
ABC/best/2, ABC/best/1 and COABC except f9.

6 Conclusion

In this paper, a robust hybridization of a modified Quadratic Approximation with
Artificial Bee Colony Optimization (namely qABC) is proposed. A slight modi-
fication in the activity of the scout bee is incorporated to enhance the better
exploring the search space. The numerical results of qABC have been compared
with the recently reported ABC in the literature. The experimental results dem-
onstrate that qABC algorithm can well balance the exploration and exploitation. It
outperforms its competitors like COABC and its recent variants. Hence it is more
reliable. In the other hand, it also impacts less standard deviations and consuming
less computational time that confirms the stability of its mechanism.
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A Multistage Model for Defect Prediction
of Software Development Life Cycle Using
Fuzzy Logic

Harikesh Bahadur Yadav and Dilip Kumar Yadav

Abstract In this paper, a multistage model for software defect density indicator is
proposed using the top most reliability relevant metrics and Fuzzy Inference
System (FIS). Prediction of defect in each phase of software development life
cycle (SDLC) is desirable for effective decision-support and trade-off analysis
during early development phases. The predictive accuracy of proposed model is
validated using nine real software projects data. Validation results are satisfactory.

Keywords Fuzzy logic � Software defect � Software defect indicator � Software
reliability � Software metrics � Fuzzy inference system

1 Introduction

People are working under direct or indirect influence of software now a day.
Safety–critical software should be highly reliable as failure of this software may
cause injury or death to human beings. Apart from safety–critical systems, soft-
ware has become the integral part of most of complex applications. Thus it is very
important to ensure that the underlying software will perform its intended func-
tions correctly. Hence, software reliability analysis has become a major research
area. The reliability of a software system depends upon number of remaining
defects. Therefore, it is necessary to predict the software defect for each phase of
SDLC.
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Software reliability is an important factor of software quality. Software reli-
ability, which is defined by IEEE ‘‘The probability that software will not cause the
failure of a system for a specified time under specified conditions’’ [1]. Reliability
is requested to be assured in almost all safety–critical system. Software reliability
model were designed to quantify the likelihood of software failure [2, 3].
The termination of the ability of a functional unit to perform its required function
called failure [1]. And defect can defined as a product anomaly, examples include
such things as omissions and imperfections found during early life cycle phases.

Software reliability has played an important role in each early software
development phases [4]. Various software reliability models have been developed
in the last three decade [3]. The model can alienated into two categories first one
Software reliability prediction model and second one Software Reliability esti-
mation model. Majority of model based on failure data. Since failure data are not
available in the early phases of SDLC. Therefore, qualitative values of reliability
relevant software metrics are used in this model. These qualitative values are
associated with imprecision and uncertainty hence fuzzy logic is used in the
proposed model.

The rest of the paper is organized as follows: Sect. 2 describes the related work,
proposed model is explained in Sect. 3 and result is discussed in Sect. 4.

2 Related Work

The existing software reliability models are neither universally predicting software
reliability nor generally tractable to users. Lots of study in the past has been made
for software reliability estimation and prediction by various models [3, 5]. Gaffney
and Davis [6], Gaffney and Pietrolewiez [7] proposed a phase based model for
predicting reliability by using the fault statistics. Air force’s Rome Laboratory
developed a model for early software reliability prediction [8, 9]. The model is
mainly based on the software requirement specification and data collected by the
organization. Agresti and Evanco proposed a model to predict defect density on
the basis of process and product characteristics [10]. Smidts suggested reliability
prediction model based on the requirements change request during SDLC. There
are many factors which are affecting the software reliability in SDLC. Thirty two
factors are identified which have impact on the software reliability in initial phase
[11]. In another study Li and Smidt [12] identified thirty software metrics which
influence the software reliability.

A casual model for defect prediction with Bayesian Net is developed by Fenton
et al. [13]. The main feature is that it does not require detailed domain knowledge
and it combines both qualitative and quantitative data. Pandey and Goyal [14] have
proposed an early fault prediction model using process maturity and software
metrics. They have considered the fuzzy profiles of various metrics in different
scale and have not explained the criteria used for developing these fuzzy profiles.
The method level metrics are used in most of the fault prediction models [15].
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Recently Yadav et al. [16] proposed a software defect prediction model in which
they had considered only the uncertainty associated over the assessment of soft-
ware size metric and three metrics of requirement analysis phase. Radjenovic [17]
reported that the object oriented and process metrics are more successful in finding
the faults compared to traditional size and complexity metrics. Can et al. [18]
suggested a model for software defect prediction in which they used benefit of
non-linear computing capability of Support Vector Machine and parameters
optimization capability of Particle Swarm Optimization. However, the software
reliability is a function of number of residual defect in the software and reliability
relevant metrics play an important role in software defect prediction.

Therefore, a casual defects prediction model is developed using the reliability
relevant metrics which will be able to predict the number of defect present at the
end of each phase of SDLC.

3 Proposed Model

The model, which is a FIS, is presented in the Fig 1. In the Requirement Phase
(RP) top three reliability metrics such as Requirement Specification Change
Request (RCR), Requirement Fault Density (RFD), and Requirement Inspection
and Walk through (RIW) are used as input to the fuzzy inference system. The
output of RP (Requirement phase Defect density indicator (RPDDI)) taken as an
input along with Cyclomatic Complexity (CC) and Design Review Effectiveness
(DRE). Design phase Defect density indicator (DPDDI) along with programmer
capability (PC) and process maturity (PM) are taken as input in design phase.

Similarly output of Coding phase (coding phase defect density indicator
(CPDDI) and two other testing phase metrics such as Staff Experience (SE),
Quality of Documented Test Cases (QDT) are taken as input to the testing phase.

The following steps are involved in this proposed model

Step 1: Define membership function of each input and output variable
Step 2: Defining Fuzzy Rule Base
Step 3: Fuzzy Inference and Defuzzification

3.1 Define Membership Function of Each Input and Output
Variable

In the proposed model, defect of each phase of SDLC is predicted based on the
measures present in first four phases (i.e. requirements analysis, design, coding and
testing) of SDLC. Therefore, proposed model leverages the most relevant top
measures [12] from first four phases of SDLC.
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There are many method of membership value assignment such as rank ordering,
intuition, inference etc. [19–21]. In the proposed model membership function of all
the input and output metrics are defined with the help of domain expert. In this
model triangular and trapezoidal membership are considered for representing the
linguistic state (L, M, H) for input metrics and (VL, L, M, H, VH) for output
metric of fuzzy variable [19–21]. The range of all input and output metrics are
taken 1.

Fuzzy profiles for individual software metrics are illustrated in Figs. 2, 3, 4, 5,
6, 7, 8, 9, 10, 11, 12, 13, 14.

3.2 Defining Fuzzy Rule Base

Fuzzy rule is defined in the form of IF_THEN conditional statement Where IF part
of the rule is known as antecedent and THEN part is consequent. In the proposed
model Consequent value is assessed by the domain expert. Fuzzy Rules for first
four phase of SDLC are illustrated in Figs. 15, 16, 17, 18.

Fig. 1 Proposed model
architecture
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Fig. 2 Requirements
specification change request

Fig. 3 Requirement fault
density

Fig. 4 Requirement
inspection and walk through

Fig. 5 Requirement phase
defect density indicator
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Fig. 6 Cyclomatic
complexity

Fig. 7 Design review
effectiveness

Fig. 8 Design phase defect
density indicator

Fig. 9 Programmer
capability
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Fig. 10 Process maturity

Fig. 11 Coding phase defect
density indicator

Fig. 12 Staff experience

Fig. 13 Quality of
documented test cases
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Fig. 14 Testing phase defect
density indicator

Fig. 15 Requirements phase fuzzy rule

Fig. 16 Design phase fuzzy rule

Fig. 17 Coding phase fuzzy rule

Fig. 18 Testing phase fuzzy rule
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3.3 Fuzzy Inference and Defuzzification

Fuzzy inference engine evaluate and combined result of each rule. Since fuzzy
inference engine maps fuzzy set into a fuzzy set, but in many application crisp
number must be obtained at the output of a fuzzy system. The defuzzification
method such as centroid, max–min, and bisection etc. maps fuzzy set into crisp
number [19–21]. Centroid method of defuzzification is used in this model.

4 Result and Discussion

The proposed model is validated using actual defect density and prediction result
of Fenton et al. [13]. Fenton proposed a Bayesian Net model for predicting the
software defects for the same software projects. Table 1 show the actual defect
density, predicated defect density indicator and defect density proposed by Fenton.

The prediction results are compared with the earlier work and it is clear that
requirement phase is most important than all the other phases because, chances of
getting fault is more than all the other phases. In literature, it is also shown that the
50 to 60 % of total defects is occurred due to ambiguous analysis at requirement
stages, 15 to 30 % at design phase and 10 to 20 % defect occur at implementation
phase [22].

From the Fig. 19 it is clear that predicated defect after testing phase is closer to
actual defect than the defect predicated by Fenton et al.

Table 1 Defect density indicator of various phases

Project no./
Fenton
Project no.

Size
(KLOC)

RPDDI DPDDI CPDDI TPDDI Predicted
defect
density

Actual
defect
density

Fenton
(2008)
defect
density

1/29 11 0.00667 0.00805 0.00826 0.00829 8.29 8.27 10.54
2/3 53.9 0.0067 0.02550 0.00936 0.00847 8.47 3.88 4.71
3/21 22 0.05 0.00719 0.00813 0.00827 8.27 8.91 11.77
4/22 44 0.05 0.00719 0.00813 0.00827 8.27 4.18 11.38
5/7 21 0.00667 0.00805 0.00826 0.00829 8.29 9.71 12.47
6/13 49.1 0.05 0.05 0.00719 0.00813 8.13 2.63 10.5
7/8 5.8 0.00667 0.0255 0.00936 0.00847 8.47 9.14 8.3
8/9 2.5 0.00667 0.00805 0.00826 0.00829 8.29 6.8 22.8
9/10 4.8 0.00667 0.00805 0.00826 0.00829 8.29 6.04 4.2
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5 Conclusions

The proposed model considers only reliability relevant software metrics of each
phase of SDLC. In this paper, a fuzzy logic based model is proposed for predicting
software defects density indicator at each phase of SDLC. The predicted defect
density for nine software projects are found very near to the actual defects detected
during testing. The predicted defect density indicators are very helpful to analyze
the defects severity in different artifacts of SDLC of a software project. This
provides a guideline to the software manager for early identification of cost
overruns, schedules mismatch, software development process issues, software
resource allocation and release decision making etc.
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Generalized Second-Order Duality
for a Class of Nondifferentiable
Continuous Programming Problems

Iqbal Husain and Santosh Kumar Srivastava

Abstract The research in this paper is organized in two parts. In the first part, a
generalized second-order dual is formulated for a class of continuous programming
problems with square roots of positive semi-definite quadratic forms, hence it is
nondifferentiable. Under second-order pseudoinvexity and second-order quasi-in-
vexity, various duality theorems are proved for this pair of dual nondifferentiable
continuous programming problems. Lastly, it is pointed out that our duality results
can be regarded as dynamic generalizations of those for a nondifferentiable nonlinear
programming problem, already treated in the literature. In the second part, a gen-
eralized second-order dual is formulated for a continuous programming problem
with support functions. Duality results similar to those of the first part are validated
for this class of problems. Clearly the results of this part are more general in sense that
a support function extends a square root of a positive semidefinite quadratic form.

Keywords Generalized second-order duality � Second-order pseudoinvexity �
Second-order quasi-invexity � Continuous programming problems � Nonlinear
programming problems

1 Introduction

A number of researchers have studied second-order duality in mathematical pro-
gramming. A second-order dual to a nonlinear programming problem was first
formulated by Mangasarian [1]. Subsequently, Mond [2] established various
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duality theorems under a condition which is called second-order convexity, which
is much simpler than that used by Mangasarian [1]. Mond and Weir [3] refor-
mulated the second-order and higher-order duals to validate duality results. It is
found that second-order dual to a mathematical programming problem offers a
tighter bound and hence enjoys computational advantage over a first-order dual.

In the spirit of Mangasarian [1], Chen [4] formulated second-order dual for a
constrained variational problem and established various duality results under an
involved invexity-like assumption. Later, Husain et al. [5], studied Mond-Weir type
second-order duality for the problem of [4], by introducing continuous-time version of
second-order invexity and generalized second-order invexity, validated usual duality
results. Subsequently, Husain and Masoodi [6] presented Wolf type duality while
Husain and Srivastava [7] formulated Mond-Weir type dual for a class of continuous
programming problems containing square root of a quadratic form to relax to the
assumption of second-order pseudoinvexity and second-order quasi-invexity.

In this paper, in the first part, in order to combine dual formulations of [6] and
[7], a generalized dual to the nondifferentiable continuous programming problem
of Chandra et al. [8] is constructed and a number of duality results are proved
under appropriate generalized second-order invexity assumption. A relation
between our duality results and those of a nondifferentiable nonlinear program-
ming problem is pointed out through natural boundary value variational problems.

Recently, Husain and Masoodi [9] presented Wolfe type second-order duality
and Husain and Srivastava [10] presented Mond-Weir type second-order duality
for a class of continuous programming problems containing support functions
which are somewhat more general than the square root of certain positive semi-
definite quadratic form. In the second part, a generalized second-order dual to the
problem of [9, 10] is formulated and duality results are established under gen-
eralized second-order invexity conditions. Problems with natural boundary con-
ditions are also constructed. It is also pointed out that our duality results are
dynamic generalization of those of nonlinear programming problems with support
functions treated by Husain et al. [11].

The popularity of the above mathematical programming problems seems to
stem from the fact that, even though the objective functions and or constraint
functions are differentiable, a simple formulation of the duals may be given.
Nondifferentiable mathematical programming deals with much more general kinds
of functions by using generalized sub-differentials and quasi-differentials.

2 Related Pre-requisites

Let I = [a, b] be a real interval, /: I 9 Rn 9 Rn ? R and w: I 9 Rn 9 Rn ? Rm

be twice continuously differentiable functions. In order to consider
/ t; x tð Þ; _x tð Þð Þ;where x: I ? Rn is differentiable with derivative _x denoted by /x

and / _x; the first order derivative of / with respect to x(t) and _x tð Þ respectively.
Denote by /xx, the n 9 n Hessian matrix of / and wx the m 9 n Jacobian
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matrices respectively. Designate by X, the space of piecewise smooth functions
x:I ? Rn with the norm kxk = kxk? ? kDxk? where the differentiation operator

D is given by u ¼ Dx, x tð Þ ¼
Rt
a

u sð Þds, thus d
dt ¼ D except at discontinuities.

Now, we incorporate the following definitions which are required in the sub-
sequent analysis:

Definition 1 (Second-order Pseudoinvex): If the functional
R
I

/ t; x; _xð Þdt satisfies
R
I

gT/x þ Dgð ÞT/ _x þ gT G b tð Þ
� �

dt� 0 )
R
I

/ t; x; _xð Þdt�
R
I

/ t;�x; _�xð Þ � 1
2 b tð ÞT

�

G b tð Þgdt; then
R
I

/ t; x; _xð Þdt is said to be second-order pseudoinvex with respect

to g.

Definition 2 (Second-order strictly pseudoinvex): If the functional
R
I

/ t; x; _xð Þdt

satisfies
R
I

gT/x þ Dgð ÞT/ _x þ gTGb tð Þ
� �

dt� 0)
R
I

/ t; x; _xð Þdt [
R
I

/ t;�x; _�xð Þ�f
1
2 b tð ÞT Gb tð Þgdt; then

R
I

/ t; x; _xð Þdt is said to be second-order strictly pseudoinvex

with respect to g.

Definition 3 (Second-order Quasi-invex): If the functional
R
I

/ t; x; _xð Þdt satisfies
R
I

/ t; x; _xð Þdt�
R
I

/ t;�x; _�xð Þ � 1
2 b tð ÞT G b tð Þ

� �
dt )

R
I

gT/x þ Dgð ÞT/ _x þ gT G tð Þ
�

b tð Þgdt� 0; then
R
I

/ t; x; _xð Þdt is said to be second-order quasi-invex with respect

to g. If / does not depend explicitly on t, then the above definitions reduce to those
given in [2] for static cases.

3 Generalized Second-Order Duality for a Continuous
Programming Problem with Square Root Functions

In this part, we consider the following class of non-differentiable continuous
programming problem studied in [8]:

ðQPÞ : Minimize
R
I

f t; x; _xð Þ þ x tð ÞT B tð Þ x tð Þ
ffi �1=2

� �
dt

subject to
x að Þ ¼ 0 ¼ x bð Þ;

g t; x; _xð Þ� 0; t 2 I

where (i) I = [a, b] is a real interval. (ii) f: I 9 Rn 9 Rn ? R and
g: I 9 Rn 9 Rn ? Rm are twice continuously differentiable function with respect
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to its argument x(t) and _xðtÞ. (iii) x: I ? Rn is four times differentiable with respect

to t and these derivatives are defined by _x; €x; vx and x
::::

. (iv) B(t) is a positive semi-
definite n 9 n matrix with B(.) continuous on I.

Chandra et al. [8] derived the following optimality conditions for (QP):

Proposition 1 If (QP) attains an optimal solution at x ¼ �x 2 X; then there exist
Lagrange multipliers s 2 R and piecewise smooth y : I ? R+

m not both zero and
also piecewise smooth �x : I ! Rn satisfying for all t 2 I,

s fx t;�x; _�xð Þ þ B tð Þ�x tð Þ½ � þ y tð ÞT gx t;�x; _�xð Þ
� D sf _x t;�x; _�xð Þ þ y tð ÞT g _x

ffi �
¼ 0; t 2 I;

y tð ÞT g t;�x; _�xð Þ ¼0;�x tð ÞT B tð Þ�x tð Þ ¼ �x tð ÞT B tð Þ�x tð Þ
ffi �1=2

;

�x tð ÞT B tð Þ�x tð Þ� 1; t 2 I;
The Fritz John necessary optimality conditions given in Proposition 1.1.1

become the Karush–Kuhn–Tucker type optimality conditions if s = 1. For s = 1,
it suffices that the following Slater’s conditions [8] holds:

g t;�x; _�xð Þ þ gx t;�x; _�xð Þv tð Þ þ g _x t;�x; _�xð Þ _v tð Þ[ 0 for some v(t) 2 X and for all t 2 I.
Husain et al. [5] formulated the following Wolf type second-order dual and

established duality results for the pair of problems (QP) and (W-QD) under the
second-order pseudoinvexity of

R
I

f t; :; :ð Þ þ :ð ÞT B tð Þw tð Þ þ y tð ÞTg t; :; :ð Þ
� �

dt with

respect to g.

W � QDð Þ : Maximize

Z

I

f t; u; _uð Þ þ u tð ÞT B tð Þw tð Þ þ y tð ÞT g t; u; _uð Þ � 1
2
b tð ÞT Lb tð Þ

� 	
dt

subject to u að Þ ¼ 0 ¼ u bð Þ;
fu t; u; _uð Þ þ w tð ÞT B tð Þ þ y tð ÞT gu t; u; _uð Þ � D f _u þ y tð ÞT g _u

ffi �
þ Lb tð Þ ¼ 0; t 2 I;

w tð ÞT B tð Þw tð Þ� 1; y tð Þ� 0; t 2 I;

where L ¼ fuu t; u; _uð Þ þ y tð ÞT gu t; u; _uð Þ
ffi �

u
�2D fu _u t; u; _uð Þ þ y tð ÞT gu t; u; _uð Þ

ffi �
_u


 �

þ D2 f _u _u t; u; _uð Þ þ y tð ÞT g _u t; u; _uð Þ
ffi �

_u


 �
� D3 f€u _u t; u; _uð Þ þ y tð ÞT g _u t; u; _uð Þ

ffi �
€u


 �
:

Recently, Husain and Srivastava [7] investigated Mond-Weir type duality by

constructing the following dual to (QP) under
R
I

f t; :; :ð Þ þ :ð ÞT B tð Þw tð Þ
ffi �

dt for all

w(t) 2 Rn is second-order pseudoinvex and
R
I

y tð ÞT g t; ::;ð Þ dt is second-order quasi-

invex with respect to the same g.
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M�WQDð Þ :Maximize

Z

I

f t;u; _uð Þþu tð ÞT B tð Þw tð Þ�1
2
b tð ÞT Fb tð Þ

� 
dt

subject to u að Þ¼0¼u bð Þ;
fu t;u; _uð ÞþB tð Þw tð Þþy tð ÞT gu t;u; _uð Þ�D f _u t;u; _uð Þþy tð ÞT g _u t;u; _uð Þ

ffi �
þ FþKð Þb tð Þ¼0; t2 I;Z

I

y tð ÞT g t;u; _uð Þ�1
2
b tð ÞT Kb tð Þ

� 	
dt�0;w tð ÞT B tð Þw tð Þ�1;y tð Þ�0; t2 I;

where F t;u; _u;€u;vu
ffi �

¼ fuu�2Dfu _uþD2f _u _u�D3f _u€u; t2 I

and

K t;u; _u;€u;vu
ffi �

¼y tð ÞT guu�2Dy tð ÞT gu _uþD2y tð ÞT g _u _u�D3y tð Þg _u€u; t2 I:

4 Generalized Second-Order Duality

Here, we formulate the following generalized second-order dual (QD) to (QP):

Dual QDð Þ : Maximize

Z

I

f t;u; _uð Þþu tð ÞT B tð Þx tð Þþ
X
i2I0

yi tð Þgi t;u; _uð Þ�1
2
b tð ÞT H0b tð Þ

" #
dt

subject to u að Þ¼0¼u bð Þ;
fu t;u; _uð ÞþB tð Þw tð Þþy tð ÞTgu t;u; _uð Þ�D f _u t;u; _uð Þþy tð ÞTg _u t;u; _uð Þ

ffi �
þHb tð Þ¼0; t2I;

Z

I

X
i2Ia

yi tð Þgi t;u; _uð Þ�1
2
b tð ÞTGab tð Þ

 !
dt�0: t2I; a¼1;2;3...r;

w tð ÞT B tð Þw tð Þ�1;y tð Þ�0; t2I;

where ið ÞIaffiM¼ 1;2;...;mf g; a¼0;1;:::;r with [
r

a¼0
Ia¼M and Ia\ Ib¼/; if a 6¼b:

iið ÞH0¼fuu t;u; _uð Þþ
X
i2I0

yi tð Þgi t;u; _uð Þ
ffi �

uu �2D fu _u t;u; _uð Þþ
X
i2I0

yi tð Þgi t;u; _uð Þ
ffi �

u _u

 !

þD2 f _u _u t;u; _uð Þþ
X
i2I0

yi tð Þgi
_u t;u; _uð Þ

ffi �
_u

 !
�D3 f _u _u t;u; _uð Þþ

X
i2I0

yi tð Þgi
_u t;u; _uð Þ

ffi �
€u

 !
;

iiið ÞH¼fuu t;u; _uð Þþ y tð ÞT gu t;u; _uð Þ
ffi �

u �2D fu _u t;u; _uð Þþ y tð ÞTgu t;u; _uð Þ
ffi �

_u

ffi �

þD2 f _u _u t;u; _uð Þþ y tð ÞTg _u t;u; _uð Þ
ffi �

_u

ffi �
�D3 f _u€u t;u; _uð Þþ y tð ÞT g _u t;u; _uð Þ

ffi �
€u

ffi �
;

ivð ÞGa¼
X
i2Ia

yi tð Þgi
u t;u; _uð Þ

ffi �
u�2D

X
i2Ia

yi tð Þgi
u t;u; _uð Þ

ffi �
_u

 !
þD2

X
i2Ia

yi tð Þgi
_u t;u; _uð Þ

ffi �
_u

 !

�D3
X
i2Ia

yi tð Þgi t;u; _uð Þ
ffi �

_u

 !

€u

;a¼1;2;...;r; and

vð ÞG¼
X

i2M�I0

yi tð Þgi
u t;u; _uð Þ

ffi �
u�2D

X
i2M�I0

yi tð Þgi
u t;u; _uð Þ

ffi �
_u

 !
þD2

X
i2M�I0

yi tð Þgi
_u t;u; _uð Þ

ffi �
_u

 !

�D3
X

i2M�I0

yi tð Þgi t;u; _uð Þ
ffi �

_u

 !

€u

:
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Theorem 1 (Weak Duality): Let �x tð Þ be feasible for (QP) and (u(t), y(t), w(t), b(t))
be feasible for (QD). If for all feasible (x(t), u(t), y(t), w(t), b(t)),

R
I

f t; :; :ð Þþð
P
i2I0

yi tð Þgi t; :; :ð Þ þ :ð ÞT B tð Þw tð ÞÞdt is second-order pseudoinvex and
P
i2Ia

R
I

yi tð Þ

gi t; :; :ð Þdt; a ¼ 1; 2; . . .; r is second-order quasi-invex with respect to the same g,
then

inf:ðQPÞ� sup: QDð Þ:

Theorem 2 (Strong Duality): If �x tð Þ is a optimal solution of (QP) and normal [8],
then there exist piecewise smooth y : I ? Rm and w : I ? Rn such that
�x tð Þ; y tð Þ;w tð Þ; b tð Þ ¼ 0ð Þ is feasible for (QD) and the corresponding values of

(QP) and (QD) are equal. If for all feasible �x tð Þ; y tð Þ;w tð Þ; b tð Þð Þ;
R
I

f t; :; :ð Þf þ
P
i2I0

yi tð Þgi t; :; :ð Þ þ :ð ÞT B tð Þw tð Þ
�

dt is second-order pseudoinvex and
R
I

P
i2Ia

yi tð Þ

gi t; :; :ð Þdt; a = 1, 2, …, r is second-order quasi-invex, then �x tð Þ; y tð Þ;w tð Þ; b tð Þð Þ
is an optimal solution of (QD).

Theorem 3 (Converse Duality): Let (x(t), y(t), w(t), b(t)) be an optimal solution
of (QD) at which

(A1) for all a = 1, 2, …, r either

ðaÞ
R
I

b tð ÞT Ga þ
P
i2Ia

yigi
x

ffi �
x

 !
b tð Þ dt [ 0 and

R
I

b tð ÞT
P
i2Ia

yigið Þx

 !
dt� 0;

or

ðbÞ
R
I

b tð ÞT Ga þ
P
i2Ia

yigi
x

ffi �
x

 !
b tð Þ dt\0 and

R
I

b tð ÞT
P
i2Ia

yigið Þx

 !
dt� 0;

(A2) the vectors Hj
0, Gj

a, a = 1, 2, …, r and j = 1, 2, …, n are linearly indepen-
dent, where Hj

0 is the jth row of the matrix H0 and Gj
a is the jth row of the matrix

Ga and
(A3) the vectors

P
i2Ia

yi tð Þgi
x

ffi �
� D

P
i2Ia

yi tð Þgi
_x

ffi �
; a ¼ 1; 2; . . .; r are linearly inde-

pendent. If for all x tð Þ; y tð Þ;w tð Þ; b tð Þð Þ;
R
I
f f t; . . .ð Þ þ :ð ÞT B tð Þw tð Þ þ

P
i2I0

yi tð Þgi

t; :; :ð Þgdt is second order pseudoinvex and
R
I

P
i2Ia

yi tð Þgi t; :; :ð Þdt;a ¼ 1; 2; . . .; r is

second-order quasi-invex, then x(t) is an optimal solution of (QP).
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5 Special Cases

If I0 = M, then (QD) becomes (W-QD) and from theorem 1-3, it follows that it is

a second-order dual to (QP), if
R
I

f t; :; :ð Þ þ yT tð Þg t; :; :ð Þ þ :ð ÞT B tð Þw tð Þ
� �

dt is a

second-order pseudoinvex.
If I0 is empty set and Ia = M for some a 2 {1, 2, …, r}, then (QD) reduces to

(M-WQD) which is a second-order dual to (QP), if
R
I

f t; :; :ð Þ þ :ð ÞT B tð Þw tð Þ
� �

dt is

second-order pseudoinvex and
R
I

y tð ÞT g t; :; ;ð Þdt is second-order quasi-invex. If

B(t) = 0, t 2 I, then dual problem (QD) will reduce to the mixed type dual
treated by Husain and Bilal [12].

6 Natural Boundary Values

In this part, we formulate a pair of nondifferentiable generalized dual variational
problems with natural boundary values rather than fixed end points.

QP0ð Þ : Minimize

Z

I

f t; x; _xð Þ þ x tð ÞT B tð Þx tð Þ
ffi �1

2
n o

dt

subject to x að Þ ¼ 0 ¼ x bð Þ;
g t; x; _xð Þ� 0 ; t 2 I:

QD0ð Þ : Maximize

Z

I

f t;u tð Þ; _u tð Þð Þþu tð ÞTB tð Þw tð Þ þ
X
i2I0

yi tð Þgi t;u; _uð Þ � 1
2
b tð ÞTH0 b tð Þ

 !
dt

subject to u að Þ ¼ 0 ¼ u bð Þ;
fu t;u; _uð Þ þ B tð Þw tð Þ þ y tð ÞT gu t;u; _uð Þ �D f _u t;u; _uð Þ þ y tð ÞTg _u t;u; _uð Þ

ffi �
þH b tð Þ ¼ 0; t 2 I;

Z

I

X
i2Ia

yi tð Þgi t;u; _uð Þ � 1
2

b tð ÞT Ga b tð Þ
 !

dt�0; t 2 I; a ¼ 1;2; . . .; r

w tð ÞTB tð Þw tð Þ�1; y tð Þ� 0; t 2 I;

X
i2Ia

yi tð Þgi
_u t;u; _uð Þ

t ¼ b

t ¼ a

����� ¼ 0 and f _u t;u; _uð Þ þ
X
i2I0

yi tð Þgi
_u t;u; _uð Þ

t ¼ b

t ¼ a

���� ¼ 0; t 2 I:
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7 Nondifferentiable Nonlinear Programming Problems

If all the functions of the problem (QP0) and (QD0) are independent of t as b -

a = 1, then these problem will reduces to the following dual problem formulated
by Zhang and Mond [13]:

ðQP1Þ: Minimize f xð Þþ xT Bxð Þ1=2

subject to g xð Þ�0;

ðQD1Þ: Maximize f uð Þþ
P
i2I0

yigi uð ÞþuTBw� 1
2 bT H

_ 0
b

subject to fu uð ÞþBwþ yTgu uð ÞþyT gu uð ÞþH
_

b¼0;

X
i2Ia

yigi uð Þ�1
2

bT Ĝb�0;wT Bw�1;y�0:

where Ĥ0¼ fuu uð Þþ
X
i2I0

yigi

 !

uu

;H
_

¼ fuu uð ÞþyT guu uð Þ and Ĝ¼
X
i2Ia

yigi

 !

uu

:

In theorem 1.13, the symbols H0;H0
j ;G

a, and Ga
j will respectively become as

H0¼ fuu uð Þ þ
X
i2I0

yigi uð Þ
 !

uu

¼ r2 f uð Þþ
X
i2I0

yigi uð Þ
 !

;H0
j ¼ r2 f uð Þþ

X
i2I0

yigi uð Þ
 !" #0

j

Ga¼
X
i2Ia

yigi uð Þ
 !

uu

¼ r2
X
i2Ia

yigi uð Þ
 !

and Ga
j ¼ r2

X
i2Ia

yigi uð Þ
 !" #

j

:

8 Generalized Second-Order Duality for a Continuous
Programming Problem with Support Functions

In this part, we consider the following nondifferentiable continuous programming
problems with support functions treated by Husain and Jabeen [14]:

SPð Þ : Minimize
R
I

f t; x; _xð Þ þ S x tð ÞjKð Þf gdt

subject to xðaÞ ¼ 0 ¼ x bð Þ;
gi t; x; _xð Þ þ S x tð ÞjCi

ffi �
� 0; i ¼ 1; 2; . . .;m; t 2 I:

where f and g are continuously differentiable and each Ci, i = 1, 2, …, m is a
compact convex set in Rn.

Husain and Jabeen [14] derived the following optimality conditions for (SP):

Lemma 2 (Fritz-John necessary optimality conditions): If the problem (SP)
attains a minimum at x ¼ �x 2 X; then there exist r 2 R and piecewise smooth
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function �y : I ! Rm with �y tð Þ ¼ �y1 tð Þ;�y2 tð Þ; . . .�ym tð Þð Þ;�z : I ! Rn and �wi : I !
Rn; i = 1, 2, …, m such that

r fx t;�x; _�xð Þ þ �z tð Þ½ � þ
Xm

i¼1

�yi tð Þ gi
x t;�x; _�xð Þ þ �wi tð Þ


 �
¼ D rf _x t;�x; _�xð Þ þ �y tð ÞT g _x t;�x; _�xð Þ


 �
; t 2 I;

Xm

i¼1

�yi tð Þ gi t;�x; _�xð Þ þ �x tð ÞT �wi tð Þ

 �

¼ 0; t 2 I;

�x tð ÞT�z tð Þ ¼ S �x tð ÞjKð Þ;�x tð ÞT �wi tð Þ ¼ S �x tð ÞjCi
ffi �

; t 2 I;

wi tð Þ 2 Ci; i ¼ 1; 2; :::;m; �z tð Þ 2 K; r;�y tð Þð Þ� 0; r;�y tð Þð Þ 6¼ 0; t 2 I;

The minimum �x tð Þ of (SP) may be described as normal, if �r ¼ 1; so that the
Fritz John optimality conditions reduce to Karush-Kuhn-Tucker optimality con-
ditions. It suffices for �r ¼ 1; that Slater’s [14] condition holds at �x tð Þ.

Now, we review some well known facts about a support function for easy
reference. Let K be a compact set in Rn, then the support function of K is defined by

S x tð Þ Kjð Þ ¼ max x tð ÞT v tð Þ : v tð Þ 2 K; t 2 I
� �

:

A support function, being convex everywhere finite, has a subdifferential in the
sense of convex analysis then there exist z(t) 2 Rn, t 2 I such that S(y(t)|K) -

S(x(t)|K) C (y(t) - x(t))Tz(t). From [15], the subdifferential of S(x(t)|K) is given by
qS(x(t)|K) = {z(t) 2 K, t 2 I|x(t)Tz(t) = S(x(t)|K)}. For any set C , Rn, the nor-
mal cone to C at a point x(t) 2 C is defined by NC(x(t)) = {y(t) 2 Rn|y(t)(z(t) -

x(t)) B 0, z(t) 2 C}. It can be verified that for a compact convex set C,
y(t) 2 NC(x(t)), if and only if S(y(t)|C) = x(t)Ty(t), t 2 I.

9 Generalized Second-Order Duality

In this part, we present the formulation of a generalized differentiable second-order
Mond-Weir type dual to (SP) which jointly represents Wolfe and Mond-Weir type
duals to (SP). The second-order Wolfe type and Mond-Weir type to (SP) were treated
in [9] and [10] as the following differentiable continuous programming problems.

WSDð Þ : Maximize

Z

I

f t;u; _uð Þþu tð ÞT z tð Þ
�

þ
Xm

i¼1

yi tð Þ gi t;u; _uð Þþu tð ÞT wi tð Þ
ffi �

dt

subject to u að Þ¼0¼u bð Þ;

;fu t;u; _uð Þþz tð Þþ
Xm

i¼1

yi tð ÞT gi
u t;u; _uð Þþwi tð Þ

ffi �
�D f _u t;u; _uð Þþy tð ÞT g _u t;u; _uð Þ

ffi �
þH tð Þp tð Þ¼0; t2 I;

z tð Þ2K;wi tð Þ2Ci; i¼1;2; . . .;m; y tð Þ�0; t2 I;

H tð Þ¼ fuu t;u; _uð Þþ y tð ÞT gu t;u; _uð Þ
ffi �

u
�2D fu _u t;u; _uð Þ þ y tð ÞT gu t;u; _uð Þ

ffi �
_u


 �

þD2 f _u _u t;u; _uð Þþ y tð ÞT g _u t;u; _uð Þ
ffi �

_u


 �
:
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M �WSDð Þ : Maximize
Z

I

f t; u; _uð Þ þ u tð ÞT z tð Þ � 1
2

p tð ÞT F p tð Þ
� 	

dt

subject to u að Þ ¼ 0 ¼ u bð Þ;

fu þ z tð Þ þ
Xm

i¼1

yi tð Þ gi
u þ wi tð Þ

ffi �
� D f _u þ y tð ÞT g _u

ffi �
þ F þ Gð Þ p tð Þ ¼ 0; t 2 I;

Z

I

Xm

i¼1

yi tð Þ gi þ u tð ÞT xi tð Þ
ffi �

� 1
2

p tð ÞT G p tð Þ
 !

dt� 0; t 2 I;

z tð Þ 2 K;wi tð Þ 2 Ci; t 2 I; i ¼ 1; 2; . . .;m; y tð Þ� 0; t 2 I;

where ið Þp tð Þ 2 Rn; t 2 I iið ÞF ¼ fuu � 2Dfu _u þ D2f _u _u � D3f _u€u; t 2 I

iiið ÞG ¼ y tð ÞTguu � 2D y tð ÞT g _u

ffi �
uþD2 y tð ÞT g _u _u

ffi �
� D3 y tð ÞT g _u€u

ffi �
; t 2 I:

Using the second-order invexity conditions of

(1)
R
I

f t; :; :ð Þ þ �ð ÞT z tð Þ
� �

dt and
Pm
i¼1

R
I

yi tð Þf gi t; :; :ð Þ þ :ð Þwi tð Þð Þgdt or second�

order pseudoinvexity of

(2)
R
I

f t; :; :ð Þ þ :ð ÞT z tð Þ þ
Pm
i¼1

yi tð ÞT gi t; :; :ð Þ þ :ð Þwi tð Þð Þ
� 

dt;

Husain and Masoodi [9] established various duality results between (SP) and
(WSD) and Husain and Srivastava [10] validated duality theorems between (SP)
and (M-WSD) under the assumptions that with respect to the same g,

(3)
R
I

f t; :; :ð Þ þ :ð ÞT z tð Þ
ffi �

dt is second-order pseudoinvex and

(4)
R
I

Pn
i¼1

yi tð Þ gi t; :; :ð ÞTþ :ð ÞT wi tð Þ
ffi �

dt is second-order quasi-invex.

We now construct the following generalized second-order dual to (SP):

SDð Þ : Maximize
Z

I

f t;u; _uð Þþu tð ÞT z tð Þþ
X
i2I0

yi tð Þ gi t;u; _uð Þþu tð ÞT wi tð Þ
ffi �

�1
2

p tð ÞT H0p tð Þ
" #

dt

subject to u að Þ¼0¼u bð Þ;

fu t;u; _uð Þþz tð Þþ
Xm

i¼1

yi tð ÞT gi
u t;u; _uð Þþwi tð Þ

ffi �
�D f _u t;u; _uð Þþy tð ÞT g _u t;u; _uð Þ

ffi �
þH p tð Þ¼0;t2 I

Z

I

X
i2Ia

yi tð Þ gi t;u; _uð Þþu tð ÞT wi tð Þ
ffi �

�1
2

p tð ÞT Ga p tð Þ
 !

dt�0; a¼1;2; :::;r; t2 I;

z tð Þ2 K;wi tð Þ 2 Ci;i¼1;2; ::;m; y tð Þ�0;t2 I;

where ið ÞIaffiM¼ 1;2; ::::mf g;a¼0;1; :::;r with [
r

a¼0
Ia¼MandIa\ Ib¼/; if a 6¼b;
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iið ÞH0¼ fuu t;u; _uð Þþ
X
i2I0

yi tð Þgi t;u; _uð Þ
ffi �

uu�2D fu _u t;u; _uð Þþ
X
i2I0

yi tð Þgi t;u; _uð Þ
ffi �

u _u

 !

þD2 f _u _u t;u; _uð Þþ
X
i2I0

yi tð Þgi
_u t;u; _uð Þ

ffi �
_u

 !
�D3 f _u€u t;u; _uð Þþ

X
i2I0

yi tð Þgi
_u t;u; _uð Þ

ffi �
€u

 !
; t2 I;

iiið Þ H¼ fuu t;u; _uð Þþ y tð ÞT gu t;u; _uð Þ
ffi �

u�2D fu _u t;u; _uð Þþ y tð ÞT gu t;u; _uð Þ
ffi �

_u

ffi �

þD2 f _u _u t;u; _uð Þþ y tð ÞT g _u t;u; _uð Þ
ffi �

_u

ffi �
�D3 f _u€u t;u; _uð Þþ y tð ÞT g _u t;u; _uð Þ

ffi �
€u

ffi �
; t2 I;

ivð ÞGa¼
X
i2Ia

yi tð Þgi
u t;u; _uð Þ

ffi �
u�2D

X
i2Ia

yi tð Þgi
u t;u; _uð Þ

ffi �
_u

 !
þD2

X
i2Ia

yi tð Þgi
_u t;u; _uð Þ

ffi �
_u

 !

�D3
X
i2Ia

yi tð Þgi t;u; _uð Þ
ffi �

_u

 !

€u

;a¼1;2; :::;r; t2 I and

vð ÞG¼
X

i2M�I0

yi tð Þgi
u t;u; _uð Þ

ffi �
u�2D

X
i2M�I0

yi tð Þgi
u t;u; _uð Þ

ffi �
_u

 !
þD2

X
i2M�I0

yi tð Þgi
_u t;u; _uð Þ

ffi �
_u

 !

�D3
X

i2M�I0

yi tð Þgi t;u; _uð Þ
ffi �

_u

 !

€u

;a¼1;2; :::;r; t2 I;

The following theorems hold for the problem (SP):

Theorem 4 (Weak Duality): Let x(t) be feasible for (SP) and
(u(t), y(t), z(t), w1(t), w2(t),…, wm(t), p(t)) be feasible for (SD). If for all

feasible x tð Þ; u tð Þ; y tð Þ; z tð Þ;w1 tð Þ;w2 tð Þ; . . .;wm tð Þ; p tð Þð Þ;
R
I

�
f t; :; :ð Þ þ :ð Þ z tð Þþ

P
i2I0

gi t; :; :ð Þ þ :ð ÞT wi tð Þ
ffi �	

dt is second-order pseudoinvex and
P
i2Ia

R
I

yi tð Þ

gi t; :; :ð Þ þ :ð ÞT wi tð Þ
ffi �

dt; a ¼ 1; 2; . . .; r is second-order quasi-invex with respect
to the same g, then,

inf: SPð Þ� sup: SDð Þ:

Theorem 5 (Strong Duality): If �x tð Þ is an optimal solution of (SP) and normal [3],
then there exist piecewise smooth functions �y : I ! Rm; �z : I ! Rn and �wi : I !
Rn; i ¼ 1; 2; . . .;m such that �x tð Þ;�y tð Þ;�z tð Þð ; �w1 tð Þ; �w2 tð Þ; . . .; �wm tð Þ; �p tð Þ ¼ 0Þ is
feasible for (SD) and the corresponding values of (SP) and (SD) are equal. If for

all feasible �x tð Þ;�y tð Þ;�z tð Þ; �w1 tð Þ; �w2 tð Þ; . . .; �wm tð Þ; �p tð Þð Þ;
R
I

f t; :; :ð Þ þ :ð ÞT�z tð Þþ
�

P
i2I0

�yi tð Þ gi t; :; :ð Þ þ :ð ÞT �wi tð Þ
ffi �

gdt is second-order pseudoinvex and
P
i2Ia

R
I

�yi tð Þ

gi t; :; :ð Þ þ :ð ÞT �wi tð Þ
ffi �

dt; a ¼ 1; 2; . . .; r is second-order quasi-invex, then
�x tð Þ;�y tð Þ;�z tð Þ; �w1 tð Þð ; �w2 tð Þ; . . .; �wm tð Þ; p tð ÞÞ is an optimal solution of (SD).

Theorem 6 (Converse Duality): Let (x(t), y(t), z(t), w1(t), w2(t), …, wm(t), p(t))
be an optimal solution of (SD) at which

(A1): for all a = 1, 2, …, r either
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að Þ
R
I

p tð ÞT Ga þ
P
i2Ia

yigi
x

ffi �
x

 !
p tð Þ dt [ 0 and

R
I

p tð ÞT
P
i2Ia

yi gi
x þ wi tð Þ

ffi � !
dt� 0;

or

bð Þ
R
I

p tð ÞT Ga þ
P
i2Ia

yigi
x

ffi �
x

 !
p tð Þ dt\0 and

R
I

p tð ÞT
P
i2Ia

yi gi
x þ wi tð Þ

ffi � !
dt� 0;

(A2): the vectors Hj
0, Gj

a, a = 1, 2, …, r and j = 1, 2, …, n are linearly indepen-
dent, where Hj

0 is the jth row of the matrix H0 and Gj
a is the jth row of the matrix Ga an

(A3): the vectors
P
i2Ia

yi tð Þ gi
x þ wi tð Þ

ffi �
� D yi tð Þgi

_x

ffi �ffi �
; a ¼ 1; 2; . . .; r are line-

arly independent. If for all feasible x tð Þ; y tð Þ; z tð Þ;w1 tð Þ;w2 tð Þ; . . .; p tð Þð Þ;R
I
ff t; . . .ð Þ þ :ð ÞT z tð Þ þ

P
i2I0

yi tð Þ gi t; :; :ð Þ þ :ð ÞT wi tð Þ
ffi �

g dt is second-order pseud-

oinvex and
R
I

P
i2Ia

yi tð Þ gi t; :; :ð Þ þ :ð ÞT wi tð Þ
ffi �

dt; a ¼ 1; 2; . . .; r is second-order

quasi-invex, then x(t) is an optimal solution of (SP).

Theorem 7 (Strict Converse Duality): Assume that
R
I

f t; :; :ð Þ þ :ð ÞT z tð Þþ
P
i2Io

yi tð Þ gi t; :; :ð Þ þ :ð ÞT wi tð Þ
ffi �

g dt is second-order strictly pseudoinvex and

P
i2Ia

R
I

yi tð Þ gi t; ::;ð Þ þ :ð ÞT wi tð Þ
ffi �

dt; a ¼ 1; 2; . . .r is second-order quasi-invex with

respect to same g. Assume also, that (SP) has an optimal solution �x tð Þ: If
�u tð Þ; y tð Þ; z tð Þ;w1 tð Þ;w2 tð Þ; . . .;wm tð Þ; p tð Þð Þ is an optimal solution of (SD), then

�u tð Þ is an optimal solution of (SP) with �x tð Þ ¼ �u tð Þ; t 2 I:

10 Special Cases

Let for t 2 I, A(t), Bi(t), i = 1, 2, …, m be positive semi definite matrices
and continuous on I, then (x(t)TBi(t)x(t))1/2 = S(x(t)|Ci) and (x(t)TA(t)x(t))1/2 =

S(x(t)|K) where K = {A(t)z(t)|z(t)TA(t)z(t) B 1.}, i = 1, 2, …, m, t 2 I Replacing
S(x(t)|K) by (x(t)TA(t)x(t))1/2 and S(x(t)|Ci) by (x(t)TBi(t)x(t))1/2, we have the
following problems:

ðSDÞ : Maximize

Z

I

f ðt;u; _uÞ þ u tð ÞTA tð Þz tð Þ

þ
X
i2I0

yi tð Þ gi t;u; _uð Þ þ u tð ÞT Bi tð Þwi tð Þ
ffi �

� 1
2

p tð ÞT H0p tð Þ

2
664

3
775dt

subject to u að Þ ¼ 0¼ u bð Þ;

fu t;u; _uð Þ þA tð Þz tð Þ þ
Xm

i¼1

yi tð Þ gi
u t;u; _uð Þ þBi tð Þwi tð Þ

ffi �
�D f _u t;u; _uð Þ þ y tð ÞTg _u t;u; _uð Þ

ffi �
þH p tð Þ ¼ 0;

Z

I

X
i2Ia

yi tð Þ gi t;u; _uð Þ þ u tð ÞBi tð Þwi tð Þ
ffi �

� 1
2

p tð ÞTGa p tð Þ
 !

dt�0;a¼ 1;2; . . .; r; t 2 I;

z tð ÞTA tð Þz tð Þ�1;wi tð ÞT Bi tð Þwi tð Þ�1; i¼ 1;2; . . .;m; ; y tð Þ�0; t 2 I:
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If S(x(t)|Ci.), i = 1, 2, …, m are deleted from the constraints of (SP), then (SP)
and (SD) form a pair of dual problems treated by Husain and Srivastava [16].

11 Problems with Natural Boundary Values

In this part, we formulate a pair of nondifferentiable dual variational problems with
natural boundary values rather than fixed end points:

SP0ð Þ : Minimize

Z

I

f t; x; _xð Þ þ S x tð ÞjKð Þf gdt

subject to

x að Þ ¼ 0 ¼ x bð Þ;
gi t; x; _xð Þ þ S x tð ÞjCi

ffi �
� 0; t 2 I; i ¼ 1; 2; . . .;m:

SD0ð Þ : Maximize

Z

I

f t; u; _uð Þ þ u tð ÞT z tð Þ þ
X
i2I0

yi tð Þ gi t; u; _uð Þ þ u tð ÞT wi tð Þ
ffi �

� 1
2

p tð ÞT H0p tð Þ
" #

dt

subject to u að Þ ¼ 0 ¼ u bð Þ;

fu t; u; _uð Þ þ z tð Þ þ
Xm

i¼1

yi tð ÞT gi
u t; u; _uð Þ þ wi tð Þ

ffi �
� D f _u t; u; _uð Þ þ y tð ÞTg _u t; u; _uð Þ

ffi �
þ H p tð Þ ¼ 0; t 2 I;

Z

I

X
i2Ia

yi tð Þ gi t; u; _uð Þ þ u tð Þwi tð Þ
ffi �

� 1
2

p tð ÞTGa p tð Þ
 !

dt� 0; t 2 I; a ¼ 1; 2; :::; r

z tð Þ 2 K;wi tð Þ 2 Ci; i ¼ 1; 2; :::;m; y tð Þ� 0; t 2 I;

f _u t; u; _uð Þ ¼ 0 at t ¼ a and t ¼ b; yi tð Þgi
_u t; u; _uð Þ ¼ 0; i ¼ 1; 2; :::;m at t ¼ a and t ¼ b:

12 Nonlinear Programming Problems

If all functions in the problems (SP0) and (SD0) are independent of t, then these
problems will reduce to the following nonlinear programming problems studied by
Husain et al. [11].

SP1ð Þ : Minimize f xð Þ þ S xjKð Þ
subject to gi xð Þ þ S xjCi

ffi �
� 0; i ¼ 1; 2; . . .;m:
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SD1ð Þ : Maximize f uð Þ þ uTzþ
X
i2I0

yi gi þ u wi
ffi �

� 1
2

pT H0 p

subject to

fu uð Þ þ zþ
Xm

i¼1

yi gi
u uð Þ þ wi

ffi �
þ H p ¼ 0;

X
i2Ia

yi gi þ u wi
ffi �

� 1
2

pTGap� 0; a ¼ 1; 2; . . .; r;

z 2 K;wi 2 Ci; i ¼ 1; 2; :::;m; y� 0;

where H0 ¼ fuu þ
X
i2I0

yigi

 !

uu

;H ¼ fuu þ
X
i2Ia

yigi

 !

uu

and Ga ¼
X
i2Ia

yigi

 !

uu

; a ¼ 1; 2; r:

13 Conclusions

In the first part, a generalized second-order dual is formulated for a class of
continuous programming problems with square roots of positive semi-definite
quadratic forms, hence it is nondifferentiable. Under second-order pseudoinvexity
and second-order quasi-invexity, various duality theorems are proved for this pair
of dual nondifferentiable continuous programming problems. Lastly, it is pointed
out that our duality results can be regarded as dynamic generalizations of those for
a nondifferentiable nonlinear programming problem, already treated in the liter-
ature. In the second part, a generalized second-order dual is formulated for a
continuous programming problem with support functions. Duality results similar
to those of the first part are validated for this class of problems. Clearly the results
of this part are more general in sense that a support function extends a square root
of a positive semidefinite quadratic form.
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A Low Cost Electrical Impedance
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for Impedance Imaging of Practical
Phantoms: A Laboratory Study
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Abstract A low cost Electrical Impedance Tomography (EIT) instrumentation is
developed for studying the impedance imaging of practical phantoms. The EIT
instrumentation is developed with a constant current injector, signal conditioner
block and a DIP switch based multiplexer module. The constant current injector
consists of a variable frequency Voltage Controlled Oscillator (VCO) and a
modified Howland based Voltage Control Current Source (VCCS). The signal
conditioner block is made up of an instrumentation amplifier (IAmp), a 50 Hz
notch filter (NF) and a narrow band pass filter (NBPF) developed by cascading one
lowpass filter and a highpass filter. The electrode switching module is developed
using DIP switch based multiplexers to switch the electrodes sequentially for
injecting current and measuring the boundary voltage data. Load response, fre-
quency response and the Fast Fourier Transform (FFT) studies are conducted to
evaluate the VCO, VCCS, IAmp, NF and NBPF performance. A number of
practical phantoms are developed and the resistivity imaging is studied in EIDORS
to evaluate the instrumentation. Result shows that the instrumentation is suitable
for laboratory based practical phantom imaging studies.
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1 Introduction

Electrical Impedance Tomography (EIT) [1–10] is an imaging modality in which
the spatial distribution of electrical conductivity or resistivity of a closed con-
ducting domain (X) is reconstructed from the boundary potentials developed by a
constant current injecting through the surface electrodes attached to the boundary
(qX) of the domain to be imaged. The reconstructed image quality in EIT mainly
depends on the boundary data accuracy [11] and the performance of the recon-
struction algorithm [12–18]. The boundary data profile and its SNR depend on the
EIT-instrumentation [19–24] as well as the practical phantom [25–33] under
experiment. Hence, in EIT, the practical phantom study with its associated
instrumentation is essential for better understanding and analyzing the imaging
system so that the boundary data profile can be improved for better image
reconstruction. A thorough practical phantom study is also essential for trouble-
shooting the instrumentation problem or phantom design deficiency. Moreover, a
medical EIT system must be tested, calibrated and assessed by a rigorous exper-
imentation with practical phantoms prior to the testing it on patients. Hence the
practical phantom study is essentially to be conducted for certifying a system as
medically safe.

The instrumentation used for EIT has a great impact on the boundary data
accuracy which depends on the current injector, signal conditioner, and a data
acquisition. The higher boundary data accuracy in modern EIT systems is gen-
erally achieved with a high precision current injector, improved signal conditioner
and precision measurement system with high SNR. Also, a modern digital elec-
tronic instrumentation [22, 34, 35] and PC based data acquisition system [36]
(Fig. 1a) are generally preferred for high speed data collection from a patient
under test in real time imaging. Practical phantoms are essentially studied by an
EIT system for comparison, calibration and evaluation purposes. An EIT instru-
mentation is required for impedance imaging studies of practical phantoms. In this
direction a low cost, portable, simple, fully controllable analog instrumentation is
developed (Fig. 1b) and the resistivity reconstruction of practical phantoms [30] is
studied for different phantom configurations and different current injection patterns
[1, 2, 6, 37, 38] using EIDORS [39, 40] with different regularization methods
[41, 42]. The reconstructed images are evaluated by the image parameters [43, 44]
to assess the instrumentation.

2 Materials and Methods

2.1 Instrumentation

In EIT, an electronic instrumentation is essentially required to inject a constant
current and measure the boundary potentials required for image reconstruction.
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A basic EIT instrumentation consists of a constant current injector, signal condi-
tioner, electrode switching module and a data acquisition system as discussed in
the next sections. In this paper, a simple EIT instrumentation consisting of consists
of a constant current injector, signal conditioner, a simple electrode switching
module and a digital voltmeter, is developed. To evaluate the analog instrumen-
tation a detail practical phantom study is conducted in laboratory by analyzing the
boundary data profile and the resistivity imaging.

2.1.1 Constant Current Injector

The constant current injector consists of a variable frequency Voltage Controlled
Oscillator (VCO) (Fig. 2) and a modified Howland Voltage Control Current
Source (VCCS). VCO generates the sinusoidal voltage signal which is fed to the
VCCS input for voltage to current conversion. The VCO is developed with is a
high-frequency, precision function generator IC, MAX038 [45] as shown in Fig. 2.
The VCO is developed to generate a pure sinusoidal signal with an adjustable
frequency which is adjusted by changing the value of frequency controller
capacitance (Cf) and resistance (Rin) and the supply voltage Vin as shown in Eq. 1
[45]. The wave form analysis of the VCO output is conducted in a digital storage
oscilloscope (DSO) to study its waveform accuracy. The FFT of the VCO output is
studied to evaluate the 50 kHz signal and identify the unwanted harmonics pre-
sented (if any) in the signal.

f ¼ Vin

RinCf
ð1Þ

Fig. 1 Comparison with DIP based DAS and PC based DAS. a A PC based EIT system
schematic. b DIP switched based low cost EIT system schematic: digital data lines (shown by the
dotted lines in b) are not required
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The VCCS is developed with a modified Howland based voltage controlled
current source developed with two AD811 Op-Amps [46]. The current amplitude
of VCCS is controlled by different values of resistors connected through a selector
switch. The wave form accuracy of the VCCS output signal is studied in a DSO.
The FFT of the VCCS output is studied to evaluate the 50 kHz current signal and
identify the unwanted harmonics presented (if any). The frequency responses of
the VCCS for different load are studied to evaluate its load response.

2.1.2 Signal Conditioner

A signal conditioner block (Fig. 3) is developed with an instrumentation amplifier,
a 50 Hz notch filter and a narrow band pass filter. The narrow band pass filter
developed by cascading one lowpass filter and a highpass filter. The instrumen-
tation amplifier is used to increase the signal to noise ratio (SNR) of the boundary
potential and common mode rejection ratio (CMMR) of the circuit. An instru-
mentation amplifier (Fig. 3) with variable gain is developed using three AD811 Op
Amps and the output (Vo) of the amplifier is controlled by varying the value of Rg

[47]. The 50 Hz notch filter (Fig. 3) is developed with a single AD811 Op Amps to
filter out the 50 Hz noise in the boundary potential. A Band Pass Filter (BPF) is
developed (Fig. 3) by cascading a 3rd order Low Pass Filter (LPF) with a 3rd order
High Pass Filter (HPF) using AD811 ICs (Fig. 3). All the filter performance is
studied in DSO by analyzing their output signals developed by feeding them with a
standard sinusoidal voltage signal. The frequency responses of the notch filter and
band pass filter are studied by varying the input signal frequency. The entire
instrumentation is developed in general purpose printed circuit board (PCB).

Fig. 2 Schematic of the constant current injector developed with VCO and VCCS
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The high band width of VCO and VCCS made them suitable for nonbiological
material imaging with capacitance tomography [16, 48–51] and electrical resis-
tance tomography (ERT) [52–56] respectively.

2.1.3 DIP Switch Based Multiplexer Module

In EIT, a sinusoidal current signal of constant amplitude is injected to the
boundary of the object under test using a particular current injection protocol [1, 2,
6, 37, 38] and the boundary potentials are measured. Hence the surface electrodes
are essentially to be switched which needs a programmable electrode switching
module consisting four analog multiplexers interfacing the practical phantom with
the data acquisition system. Extra software is required to operate and control the
module for accurate switching of current and voltage electrodes on the phantom
boundary. In this context a simple electrode switching module is developed using
DIP switch [57] based multiplexers which does require any electronics and soft-
ware to operate and allows us to inject a current signal of suitable magnitude,
frequency for the time duration required to troubleshoot the connection problems,
faults in instrumentation or improper electrode instrumentation interface. DIP
switch is a slide actuated electronic switch (Fig. 4a) having low contact resistance
and good mechanical life. Gold plated single pole single throw (SPST) slide
actuated DIP switches having 50 mX dc contact resistance, 1000 MX insulation
resistance with a mechanical life of 2,000 operation are used [55]. An 8-point DIP
switch (Fig. 4b) has eight parallel switches (Fig. 4c–d) which can be individually
or simultaneously operated for single or multiple circuit connections. An 8-point
DIP switch can be used as an 8:1 MUX (Fig. 4e–f) by shorting all the eight pins at
one side keeping other eight pins open. Similarly two 8-point DIP switches can be

Fig. 3 Schematic of the signal conditioner block
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used as a 16:1 MUX (Fig. 4g–h) by shorting all the sixteen pins at one side
keeping other sixteen pins open.

In present study, four 16:1 MUXs are used to develop the electrode switching
module (Fig. 4i) by shorting all the similar pins of four MUXs and connecting the
common point to the corresponding electrodes. Hence, in the electrode switching
module, total eight DIP switches are used for developing the electrode switching
MUX board consisting of four 16:1 MUXs each of which is made up of two DIP
switches. That means, four 1-numbered pins from each of the four MUXs are
shorted and connected to the electrode number 1 (Fig. 4i).

Similarly four 2-numbered pins from all the MUXs are shorted and connected
to the electrode number 2 and so on. The entire electrodes of the phantom are
connected in similar way as shown in the Fig. 4i. Two 16:1 MUXs are used for
current electrode switching and other two 16:1 MUXs are used for voltage elec-
trode switching (Fig. 4i). When the pin number 1 of the MUX-I1 is switched on,
the electrode 1 is connected to the positive terminal of the current source and when
the pin number 2 of the MUX-I2 is switched on then the electrode 2 is connected to
the negative terminal of the current source (Fig. 4i). Similarly by switching on the
pin number 3 of the MUX-V1 and pin number 4 of the MUX–V2, electrodes 3 and
4 can easily be connected to the positive and negative terminal of the voltmeter
respectively (Fig. 4i).

All the circuit blocks are designed and developed separately to facilitate their
individual testing and trouble shooting. All the analog circuits are separately tested

Fig. 4 DIP swich and its applications as the analog multiplexers. a a DIP switch schematic. b An
8-pin DIP switch. c An 8-pin DIP schematic. d An 8-pin DIP switch having 8 parallel switches.
e An 8-pin DIP switch connected as a 8: 1 MUX. f Schematic of an 8-pin DIP switch based 8:1
MUX. g Two 8-pin DIP switches connected as a 16: 1 MUX. h schematic of two 8-pin DIP
switch based 16:1 MUX. i complete PCB of the DIP switch based electrode switching module
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by studying their output responses in no load as well as loaded conditions.
Waveform response, load response, frequency response, noise status and Fast
Fourier Transform (FFT) are studied to evaluate the analog circuit performances.

2.2 Image Reconstruction of Practical Phantoms

Sixteen electrode phantoms are developed with a glass tank of 150 mm dia.
(Fig. 5a) for resistivity imaging in EIT. Arrays of 16 stainless steel square elec-
trodes are placed on the inner surface of the phantom tanks (Fig. 5b). The elec-
trode arrays are developed by fixing identical and equally spaced squared
(10 9 10 mm) stainless steel (SS) electrodes on the inner wall of the phantom
tanks using steel crocodile clips (Fig. 5a). A common mode electrode (CME)
made up of stainless steel cylinder (25 mm dia.) is put at the phantom tank center
(Fig. 5c) for reducing the common mode error of the system. As the inhomoge-
neities of the phantoms, the nylon cylinders (35 mm dia.) are put inside NaCl
solution at different electrode positions and different phantom configurations are
obtained. 1 mA, 50 kHz sinusoidal constant current is injected to the phantom
boundary and the potentials are measured for different phantom configurations.
Boundary data are also collected for different current injection protocols [1, 2, 6,
37, 38] for the developed sixteen electrode phantoms. In the present study, the
boundary potentials of all the electrodes are measured to obtain the greatest sen-
sitivity to the resistivity changes in the domain under test [58].

Resistivity images are reconstructed from the boundary data using Electrical
Impedance and Diffuse Optical Reconstruction Software (EIDORS) which is an
open source software that aims to reconstruct the 2D-images from electrical or

Fig. 5 Phantom development and boundary data collection. a A glass tank phantom with
stainless steel electrodes fixed with steel clips. b SS electrodes connected by steel crocodile clips.
c Phantom with CME. d Phantom with nylon cylinder near electrode11. e Boundary voltage
measurement in EIT using Keithley Multimeter (Model 2000)
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diffuse optical data. In the present study of the image reconstruction in EIDORS,
the circular domains (diameter 150 mm) are discretized with a triangular element
mesh using finite element method (FEM) [59]. The image parameters [43, 44] are
calculated from the resistivity profiles of the reconstructed images and all the
images are analyzed to assess the reconstruction.

3 Results and Discussion

The output signal of the VCO and VCCS are studied across a 1 kX resistive load
using DSO and it is observed that the outputs of the VCO and VCCS are perfect
sinusoidal signals with good accuracy. Multifrequency response are also studied
for VCO and VCCS across 1 kX resistive load and the results show that the VCO
suitably generates sinusoidal voltage signals from 10 Hz to 10 MHz. VCCS was
also found suitable for a constant current signal generation with negligible noise
from 10 Hz to 1 MHz and hence it is suitable for multifrequency EIT study. The
Fast Fourier Transforms (FFT) of the VCO output (voltage) signal and VCCS
output (current) signal across 1 kX resistive load are studied at different frequency
levels. Results show that the signals are free from undesired harmonics which is
essential in EIT as the injected current signal and measured voltage signal play a
significant role in EIT image quality. The load responses of the VCCS (Fig. 6a) are
studied at different frequency levels across different loads from 1 to 7.7 kX
(Fig. 6a). For all the loads the VCCS generates constant current within the fre-
quency range of 10 Hz to 1 MHz and hence it is found suitable for EIT studies up
to 1 MHz.

The band pass filter response shows that it eliminates low and high frequencies
from the boundary potentials by allowing the frequencies within a narrow pass
band of center frequency of 55 kHz. The notch filter is fed by a standard voltage
signal and the filtered output is found free from 50 Hz noise.

Switching of current and voltage electrodes through DIP switch-based multi-
plexers is found advantageous for conducting the preliminary studies on EIT
system. It is also possible to inject current signal with opposite or any other current
injection protocols without implementing an extra software and electronic hard-
ware (electronic relays or analog multiplexers). It also injects a current signal of
suitable magnitude, frequency for the time duration required for troubleshooting of
any connection problems, faults in instrumentation or improper electrode-instru-
mentation interface. Also, DIP switch-based multiplexer eliminates the effect of
stray capacitance of programmable multiplexer hardware. Hence the DIP switch
based multiplexers can be suitably used for electrode switching in EIT.

The potential developed at the phantom boundary is also studied in DSO before
and after filtering and it is observed that the boundary potential is a noisy sinu-
soidal signal. It is also noticed that the noise level of the boundary potential is
remarkably reduced after filtering (Fig. 6b). Figure 6b shows the boundary
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potential across electrode 3 and 4 generated for current injection through electrode
1 and 2 after filtering.

Resistivity images are reconstructed from the boundary data profiles of the double
inhomogeneity phantoms (Fig. 7a, c) but the image quality is poor (Fig. 7b, d). Two
peaks of the voltages peaks (Vei1 and Vei2) are obtained (due to two inhomogeneities)
in the boundary data profiles of double inhomogeneity phantoms. It is observed that
for the phantom with two nylon cylinders (35 mm diameter) near the electrode no. 1
and electrode no. 5 (Fig. 7a), Vei1 and Vei2 are 84.32 mV and 81.96 mV respec-
tively. For the phantom with two similar nylon cylinders near the electrode no. 3 and
electrode no. 7 (Fig. 7c), the Vei1 and Vei2 are 74.97 mV and 74.98 mV respectively
(Fig. 7b).

4 Conclusion

A low cost electrical impedance tomography (EIT) instrumentation is developed
for impedance imaging of practical phantoms. Frequency response, DSO study and
FFT analysis show that the VCO generates a noise free sinusoidal signal with

Fig. 6 Current injection performance and boundary voltage data quality. a Load response of
VCCS. b Filtered boundary potential of the practical phantom

Fig. 7 Resistivity imaging of double inhomogeneity phantoms. a Phantom with inhomogeneity
at electrode No. 1 and 5. b Resistivity image of the phantom of a. c Reconstructed image at
electrode No. 3 and 7. d Resistivity image of the phantom of c
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desired amplitude and frequency suitable for EIT. The DSO study, frequency
response, load response and FFT analysis show that the VCCS output is free from
unwanted noises and maintains a constant amplitude through a large resistive load
up to 1 MHz. Signal conditioner block successfully purify the boundary potential
by eliminating the power line noise (50 Hz) and filtering other unwanted noisy
signals contributed by the analog circuits. DIP switch-based multiplexer injects a
constant current signal of suitable magnitude, frequency in different current
injection protocols for the suitable time duration required to troubleshoot the
connection problems, faults in instrumentation or improper electrode instrumen-
tation interface. Hence the switching of current and voltage electrodes through DIP
MUX module is found simple and advantageous for conducting the preliminary
studies of EIT using practical phantoms in laboratory. It is observed that the EIT
instrumentation successfully injects a constant current and measures the boundary
data with different current injection protocols for resistivity reconstruction. Results
show that the SNR is more for the boundary potential data collected from the
electrodes nearer to the high current density compared to the data collected from
the electrodes in low current density regions. Results also show that the boundary
data SNR are more in opposite method compared to the neighbouring method. It is
also observed that the phantom domains are reconstructed with the proper resis-
tivity profiles for single and multiple inhomogeneities in both the current patterns.
Shape and resistivity of the inhomogeneity and the background resistivity are
successfully reconstructed from the potential data for single or double inhomo-
geneity phantoms. CNR, PCR COC and DRP of the reconstructed images are
found high for the inhomogeneities near all the electrodes arbitrarily chosen for the
entire study. Hence, the analog instrumentation developed with low cost external
components is simple and found suitable for experimental studying of resistivity
imaging in EIT.
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bean matrix to reconstruct the conductivity distribution of the domain under test.
A Broyden’s method based high speed Jacobean matrix (J) calculator is proposed
for Electrical Impedance Tomography (EIT). The Gauss-Newton-based EIT
image reconstruction algorithm repetitively calculates the Jacobian matrix (J)
which needs a lot of computation time and cost. Broyden’s method based high
speed Jacobean matrix calculator (JMC) makes explicit use of secant and adjoint
information that can be obtained from the forward solution of the EIT. The
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Jacobian (J) successively through low-rank updates. The performance of the JMC
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1 Introduction

Electrical Impedance Tomography (EIT) [1–10] reconstructs the conductivity
distribution of an object under test from the boundary voltage-current data using an
image reconstruction algorithm. The EIT image reconstruction [1, 4, 8, 9, 11–14]
essentially needs to develop a Jacobean matrix [1, 4, 8, 9, 11–14] to reconstruct the
conductivity distribution of the domain under test from its boundary measure-
ments. The conventional Gauss-Newton-based EIT image reconstruction algo-
rithm [1, 4, 8, 9, 11–14] repetitively calculates the Jacobian matrix (J) which
consumes a lot of computation time and computational cost. The better image
reconstruction, generally, requires a fine FEM mesh [15, 16] containing a huge
number of finite elements. But, the EIT reconstruction with a domain with FEM
mesh with larger number of finite elements needs a lot of time to solve the EIT
problem. Also, the 3D EIT reconstruction [9] needs a 3d FEM mesh of the 3D
domain under test which essentially consists of a large number of finite elements.
Therefore, a better image reconstruction in 2D or 3D with a large FEM mesh needs
a lot of computation time for Newton based or Gauss-Newton based algorithms
[11–14] due their repetitive calculation of Jacobian matrix (J).

In this direction, a Broyden’s method [17] based high speed Jacobean matrix
calculator (JMC) is proposed for 2D EIT reconstruction. The Broyden’s method
based high speed JMC makes explicit use of secant and adjoint information that
can be obtained from the EIT forward solution. The Broyden’s method based
Jacobean matrix calculator (JMC) computes the Jacobian matrix (J) very fast by
approximating the system Jacobian (J) successively through low-rank updates. The
Broyden’s method based JMC has been implemented a model based iterative
image reconstruction (MoBIIR) developed in Matlab and the performance of the
JMC is studied with simulated EIT data. The conductivity image reconstruction is
conducted in MoBIIR with Broyden’s method based JMC for different simulated
phantom configurations and the results are compared with the Gauss-Newton
method based EIT reconstruction. The results obtained from the simulation studies
demonstrate that the Broyden’s method based JMC accelerates the Jacobian
computation and reduce the reconstruction time remarkably.

2 Methods

2.1 Electrical Impedance Tomography (EIT)

Electrical impedance tomography (EIT) is a nonlinear illposed inverse problem
[11–14] in which the electrical conductivity distribution of a closed domain under
test (DUT) is reconstructed from the boundary potentials developed by injecting a
constant current through the surface electrodes [18] attached to the boundary
(Fig. 1) using an EIT instrumentation. Using EIT instrumentation [19–22], voltage
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measurements are made for a set of current injections, called the current projec-
tions, through the different pairs of electrodes. The conductivity distribution is
reconstructed from the boundary voltage data sets using an image reconstruction
algorithm. The reconstruction algorithm is a computer program which computes
the boundary potential data by simulating a known current injection to the domain
under test. The current simulation and voltage computation is made by simulating
all the current projections through different electrode positions in the domain under
test. The reconstruction algorithm uses the boundary current data matrix [C] and
the initial (guessed) conductivity distribution [r0] and repetitively computes the
conductivity distribution by updating the initial conductivity distribution through a
number of iterations.

Through the iterative computation of the conductivity distribution, the image
reconstruction algorithm actually tries to obtain the original conductivity distri-
bution of the object for which the difference between the measured boundary
potential (Vm) and the calculated potential (Vc) is minimum. Thus, EIT image
reconstruction algorithm is developed with two parts: forward solver (FS) and
inverse solver (IS) as explained in Fig. 2. FS and IS are used to solve the forward
problem (FP) and inverse problem (IP) of the EIT respectively.

The forward solver (FS) of EIT image reconstruction algorithm computes the
boundary potential data for a known current injection (current simulation) at the
boundary and known conductivity distribution of the domain under test (DUT).
The inverse solver (IS) is constructed with a minimization algorithm to compute
the conductivity update vector for iteratively modifying the initial (guessed)
conductivity distribution and to find out an optimum conductivity distribution for
which the difference between the measured and calculated data (DV = Vm - Vc)
becomes minimum. In EIT reconstruction algorithm the FS applies a numerical
technique such as finite element method (FEM) to derive the forward model (FM)
of DUT to solve the EIT governing equation [1, 4, 8, 9, 11–14] as shown in Eq. 1.

r � rru ¼ 0 ð1Þ

Fig. 1 Schematic of the
constant current injection and
the boundary data collection
in electrical impedance
tomography (EIT) for a
circular domain
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The above partial differential equation, EIT governing equation, can be derived
from the Maxwell’s equations [4, 7] applicable to the DUT and it relates the
elemental conductivities (r) of all the finite elements of the FEM mesh to their
corresponding nodal potential values (U).

Using the FEM formulation [3, 9] applied to the EIT governing equation and by
utilizing the elemental conductivity values, the nodal coordinates and boundary
conditions, the FM of EIT is developed for the DUT and its associated boundary
conditions [3, 9]. The FM is developed from the EIT governing equation in the
form of a matrix equation as shown by Eq. 2 which represents the relationship
between the elemental conductivities of the DUT and the nodal potentials [3, 9].
The FS solves the forward problem (FP) using FM (Eq. 2) and computes the
potential distribution with an initial guessed conductivity distribution [r0] and a
known constant current simulation [C]. The boundary potential data [Vc], which
are the potential of the nodes under the electrode positions at the domain boundary,
is then extracted from the nodal potential matrix[U]

U½ � ¼ ½KðrÞ��1 C½ � ð2Þ

In inverse solver of the EIT reconstruction algorithm, the boundary data mis-
match vector DV½ � ¼ Vm½ � � Vc½ �ð Þ is minimized by a minimization algorithm
such as Gauss-Newton Method based minimization algorithm (GNMMA) [3, 11–
14, 24–27]. GNMMA iteratively calculates the conductivity update vector ([Dr])
to update the initial guessed conductivity distribution ([r0]) [3]. The inverse solver
of the image reconstruction algorithm iteratively update vector ([Dr]) and find the
optimum conductivity distribution for which the DV is minimum using a iterative
technique such as Newton-Raphson Iteration Technique (NRIT) [3]. NRIT itera-
tively update the initial conductivity distribution to a new conductivity distribution
ð½r1� ¼ ½r0� þ ½Dr� for which the forward solver calculates the boundary potentials

Fig. 2 Schematic of the forward and inverse problem in EIT
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more similar to the measured value [3]. Therefore, the inverse solver calculates the
conductivity distribution vector ([Dr]) using Jacobian matrix ([J]), regularization
parameters and boundary voltage difference ([DV]).

2.2 Gauss-Newton Method Based MoBIIR

The Gauss-Newton method [3, 11–14, 24–27] based MoBIIR (GN-MoBIIR)
algorithm [3] is developed with a Finite Element Method (FEM) based flexible
forward solver (FFS) [3] to solve the forward problem (FP) and Gauss-Newton
method based inverse solver (GNIS) working with a modified Newton-Raphson
iterative technique (NRIT) to solve the inverse solver (IP). FFS in GN-MoBIIR
calculates the boundary potential (Vc) data for a known conductivity distribution
[r0] and current injection and the GNIS computes the domain conductivity dis-
tribution for a known current injection and measured boundary potentials (Vm) by
utilizing the Jacobian matrix [J].

In GN-MoBIIR, the Jacobian matrix [J] is computed by the adjoint method [3]
and conductivity update vector [Dr] is calculated by conjugate gradient search
using a very low tolerance and large number of iterations. The FFS is developed
with a flexible, fast and direct mesh generation code running on pdetool in Matlab
[3] and hence the conductivity imaging is found suitable with a symmetric mesh
containing triangular finite elements and nodes.

If Vm is the measured voltage matrix and f is a function mapping an Ne

dimensional (Ne is the number of element in the FEM mesh) impedance distri-
bution into a set of M (number of the measured data) approximate measured
voltage, then, the GN-MoBIIR [3, 11–14, 24–27] tries to find a least square
solution [27, 28] of the minimized object function sr defined as [3, 11–14, 24–27]:

sr ¼
1
2

Vm � fk k2þ 1
2
k rk k2¼ 1

2
Vm � fð ÞT Vm � fð Þ þ 1

2
k rð ÞT rð Þ ð3Þ

where, sr is the constrained least-square error of the reconstructions, matrix G is
the matrix incorporated for regularization process [11–14, 29] called regularization
matrix and k is a positive scalar and called as the regularization coefficient.

Due to the inherent ill-posed nature of EIT, small measurement errors make the
solution of Eq. 1 with large error and hence the regularization technique [3, 11–14]
is incorporated in GN-MoBIIR in terms of regularization matrix G and regulari-
zation operator k to make the inverse problem well-posed [3, 11–14]. Now, using
the Gauss-Newton (GN) method [3, 11–14],

Dr ¼ s0r
s00r
¼ ðJTÞðVm � fÞ � kðG)TðGrÞ
ðJTÞðJÞ � ðf00ÞTðVm � fÞ þ kGTG

ð4Þ
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Neglecting higher terms and replacing GTG by I (Identity matrix) in Eq. 4, the
update vector reduces to reduces to:

Dr ¼ JTðVm � fÞ � kIr

JTJþ kI
ð5Þ

Thus for kth iteration (k is a positive integer), the GN-MoBIIR gives a regu-
larized solution of the conductivity distribution as:

rkþ1 ¼ rk þ ½Jk�T½Jk� þ kI
h i�1

½Jk�TðDVÞk � kIrk

h i
ð6Þ

Where Jk and [DV]k are the Jacobian and voltage difference matrix respectively
at the kth iteration.

2.3 Adjoint Method Based Jacobian Calculation
in GN-MoBIIR

In GN-MoBIIR a finite-element model is established and the inverse problem is
solved by means of a Gauss-Newton method, which requires the Jacobian matrix
(J). In the EIT, the Jacobian describes the mapping between voltage distribution on
the surface of DUT and its internal conductivity distribution. For better recon-
struction in EIT, the Jacobian computation has to meet an accuracy requirement as
well as to maintain a minimal computation time requirement. In Gauss-Newton
method based EIT reconstruction algorithm such as GN-MoBIIR, the Jacobian
matrix (J) is computed using the adjoint method [3, 7, 9, 30–34] using the fol-
lowing Eq. 7:

J ¼
I

X
rUs:rUddX ð7Þ

Where, Us and Ud denotes the potential data calculated for the current injection
through a particular position called source position and the adjoint position.

Thus, in GN-MoBIIR algorithm, the nodal potential matrix (U) is calculated in
FS for a current injection through a particular electrode (working as a source) with
a voltage measurement on a separate electrode (working as a detector) and the
potential matrix is denoted by Us. After that, the same procedure is repeated in FS
by interchanging the source positions to detector positions and detector positions
to the source positions and hence a new potential matrix is obtained which is
denoted as Ud.
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2.4 Broyden’s Method Based Jacobean Matrix Calculator
(JMC)

A novel high speed Jacobean matrix calculator (JMC) is developed using the
Broyden’s method [17, 35–37]. In proposed Broyden’s method based JMC, the
Broyden’s method based accelerated scheme computes the Jacobian (J) matrix and
the Jacobian is then combined with conjugate gradient scheme (CGS) in MoBIIR
for fast reconstruction in EIT. The Broyden-based JMC makes explicit use of
secant and adjoint information which is obtained from forward solution of the EIT
governing equation. The Broyden-based JMC calculation scheme reduces the
computational time remarkably by approximating the system Jacobian (J) suc-
cessively through low-rank updates.

The Broyden’s method improves Newton’s method with respect to storage and
estimation of the Jacobian. This Broyden method computes the Jacobian (Ji-1) at
the starting step of the algorithm and then it uses Ji-1 and improves it using the
solution of the secant equation that is a minimal modification to Ji-1 (minimal in
the sense of minimizing the Frobenius norm ||Ji - Ji-1||Frob). The whole system
Jacobian J(rk) is then updated approximately to J(rk+1) through rank-1 updates
[17, 37–40] using the least change secant based Broyden update method by
assuming a J(rk) as nonsingular matrix. The forward solution can be expressed in
terms of derivatives (A(r) = F0) of the forward solution. By Taylor expansion we
can write:

F rkð Þ ¼ F rkþ1ð Þ þ A rkþ1ð Þ rk � rkþ1½ � ð8Þ

We wish to form an approximation of J(rk+1) from A(rk+1), and is given as:

FðrkÞ ¼ Fðrkþ1Þ þ Jðrkþ1Þ½rk � rkþ1� ð9Þ

The secant condition [17, 37–40] equation is:

Jkþ1Drk ¼ DVk ð10Þ

where,

Drk ¼ rkþ1 � rk and DVk ¼ F rkþ1ð Þ � F rkð Þ ð11Þ

Now, as the only new information is available in the direction Drk the Ji and
Ji+1 both must agree on all vectors orthogonal to Drk [17, 37–40]. Hence, for any
direction u, we can write the following relation:

p � Drk ¼ 0) Jkþ1p ¼ Jkp ð12Þ

Now, as the equations Eqs. 11 and 12 tell that the matrix Jkþ1 � Jk½ � has a null
space of dimension (n - 1) (because there are n - 1 independent vectors
orthogonal to Drk) [17, 37–40], Ji+1 is chosen based on Eqs. 11 and 12. Now, for
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any matrix [Am], its rank plus the dimension of its null space is equal to the
number of columns [17, 37–40] in [Am]. Therefore, the rank of the matrix
[Jk ? 1 - Jk] must be 1, and hence, each column of [Jk ? 1 - Jk] must be a
multiple of a common vector u and the matrix can be written as [17, 37–40] :

½Jkþ1 � Jk� ¼ ½v1ujv2ujv3ujv4uj . . . vn�2ujvn�1ujvnu� ð13Þ

The matrix on the right hand side can be written as uvT, where u, w and vn are
vectors and are regarded as matrixes. Now, applying the fundamental matrix
theories, we can write:

uvT w ¼ ðv:wÞu for all 2 Rn ð14Þ

Thus Jk+1 is required to be chosen as a rank-1 update of Jk [17, 37–40]. Using
equation Eq. 13, we get:

Jkþ1 ¼ Jk þ uvT ð15Þ

Now assuming v = Drk we get:

Jkþ1Drk ¼ JkDrk þ ½Drk � Drk�u ð16Þ

DVk ¼ JkDrkþ½Drk � Drk�u ð17Þ

u ¼ DVk � JkDrk½ �
Drk � Drk½ � ð18Þ

Therefore, the expression for the Jacobian update using Broyden’s method
becomes:

Jkþ1 ¼ Jk þ
DVk � JkDrk½ � Drk½ �T

Drk � Drk½ � ð19Þ

Jkþ1 ¼ Jk þ DJ ð20Þ

where,

DJ ¼ DVk � JkDrk½ � Drk½ �T

Drk � Drk½ � ð21Þ

The Eq. 21 is referred to as the Broyden’s Jacobian update equation. As in the
Broyden’s method there is no clue for the initial Jacobian estimation [39], in
HSMoBIIR the initial Jacobian [J(r0)] is calculated through analytical method
in which the solution domain is transformed into the trust region and the Jacobian
is updated through Broyden’s method. If the initial guessed conductivity distri-
bution r0 is sufficiently close to the actual conductivity distribution, then the
J(r0)becomes very close to A(r0) and the solution converges q-superlinearly to r*.
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2.5 Simulated Data Generation

Boundary data are generated from a simulated domain created in computer and by
simulating a constant current and calculating the boundary potentials [5, 41]. A
number of boundary data sets are generated in MatLAB-based program for a
number of phantom configurations. Circular domains are created in the computer
program and single and multiple inhomogeneities are generated to define different
phantom configurations. The background domain and the inhomogeneities are
assigned with two different conductivities and a constant current is simulated to the
domain and the boundary data are generated to study the conductivity
reconstruction.

2.6 Conductivity Reconstruction

Boundary data sets are generated for a number of phantom configurations and the
conductivity images are reconstructed in GN-MoBIIR and with the Broyden’s
method based MoBIIR (BM-MoBIIR). The results obtained with GN-MoBIIR and
BM-MoBIIR are compared to assess the performance of the Broyden’s method
based Jacobean matrix calculator (JMC).

3 Results and Discussion

Results obtained from the simulation studies show that that the Broyden’s method
based Jacobian calculator of BM-MoBIIR computes the Jacobian matrix more
faster compared to the Jacobian calculator in GN-MoBIIR. Consequently, the BM-
MoBIIR reduces the conductivity reconstruction time remarkably. It is observed
that the BM-MoBIIR reconstruct the conductivity images from the simulated data
five times faster than the GN-MoBIIR. Figure 3 shows the conductivity imaging of
a simulated phantom (Fig. 3a) and its reconstructed images by GN-MoBIIR

Fig. 3 Conductivity imaging of the simulated phantom with GN-MoBIIR and BM-MoBIIR.
a Simulated phantom, b image with GN-MoBIIR, c image with BM-MoBIIR
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(Fig. 3b) and BM-MoBIIR (Fig. 3c). The simulated phantom is developed with a
circular domain (diameter 150 mm, background conductivity = 0.58 S/m) con-
taining a circular inhomogeneity (diameter 35 mm, conductivity = 0.02 S/m)
placed at a polar coordinate of 37.5 mm, 90�. Results show that the GN-MoBIIR
takes 178 s where as the BM-MoBIIR takes 25.02 s.

4 Conclusion

Conductivity reconstruct in Electrical Impedance Tomography (EIT) essentially
needs the Jacobean matrix. The Gauss-Newton-based EIT image reconstruction
algorithm repetitively calculates the Jacobian matrix (J) which needs a lot of
computation time and cost. In this paper a Broyden’s method based high speed
Jacobean matrix (J) calculator is proposed for EIT to accelerate image recon-
struction with fast Jacobian computation. Broyden’s method based high speed
JMC uses the secant and adjoint information obtained from the forward solution
and reduce the Jacobian computation time remarkably by approximating the
system Jacobian (J) successively through low-rank updates. The performance of
the Broyden’s method based high speed JMC is studied with simulated data in a
model based iterative image reconstruction (MoBIIR) algorithm. The results
obtained with Broyden’s method based high speed JMC implemented MoBIIR
(BM-MoBIIR) are compared with based MoBIIR(GN-MoBIIR). Results demon-
strated that the Broyden’s method based Jacobian calculator of BM-MoBIIR
computes the Jacobian matrix more faster compared to the Jacobian calculator in
Gauss-Newton algorithm. Conductivity reconstruction studies show that the
BM-MoBIIR reconstructs the conductivity images from the simulated data five
times faster than the GN-MoBIIR.
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Abstract For a software development project, management often faces the
dilemma of when to stop testing the software and release it for operation. Esti-
mating the remaining defects (or failures) in software can help test management to
make release decisions. Several methods exist to estimate the defect content in
software; among them are also a variety of software reliability growth models
(SRGMs). SRGMs have underlying assumptions that are often violated in practice,
but empirical evidence has shown that a number of models are quite robust despite
these assumption violations. However it is often difficult to know which model to
apply in practice. In the present study a method for selecting SRGMs to predict
total number of defects in a software is proposed. The method is applied to a case
study containing 3 datasets of defect reports from system testing of three releases
of a large medical record system to see how well it predicts the expected total
number of failures in a software.
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1 Introduction

Several Software Reliability Growth Models (SRGMs) have been proposed in
literature to estimate the reliability of a software system. Software reliability is one
of the most important attributes of software quality and is closely related to being
developed defects. It is expected to grow as defects are corrected and removed
from the software. To estimate the remaining number of defects in a software
system under test several approaches have been proposed in literature. SRGMs are
being applied to guide test management in their release decisions. A number of
estimation models exist to estimate the expected number of total defects (or
failures) or the expected number of remaining defects (or failures) to make the
release decisions. Static defect estimation models include capture–recapture
models [1–6], curve-fitting methods, such as the Detection Profile Method and the
Cumulative Method [5, 7], and experience-based methods [8, 9]. Software reli-
ability growth models (SRGMs) [10–15] have also been used to estimate
remaining failures. In these models the problem to decide release date is that they
have underlying assumptions that are often violated in practice. Some of the
assumption violations are:

• Performing functional testing rather than testing an operational profile.
• Varying test effort due to holidays and vacations.
• Imperfect repair and introduction of new errors.
• Calendar time is used instead of execution time.
• Using defect reports instead of failure reports.
• Partial or complete scrubbing of duplicate defect reports.
• Failure intervals those are not independent of each other, etc.

Despite the fact that empirical evidence has shown that many of the models are
quite robust in practice, it is often difficult to decide which model to apply in light
of these assumption violations. The ‘‘best model’’ can vary across systems, and
even releases. One cannot expect to select one model and apply it successfully in
later releases or other systems. The underlying problem is the complexity of the
factors that interact while influencing software reliability.

This paper proposes a selection method that is able to determine the most
appropriate best model(s) for estimating the total number of failures in a software.
From this estimate, the expected number of remaining failures may be estimated
and this estimate can help in making release decisions. For its validation the
proposed method has been applied to a case study consisting of three releases of a
large medical record system. The rest of the paper is arranged as under.

Section 2 describes some well-known SRGMs. Section 3 describes the method
for model selection proposed in this study. The proposed method is next applied in
Sect. 4 on a case study. Conclusions based on present study are finally drawn in
section.
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2 Software Reliability Growth Models (SRGMs)

A Software Reliability Growth Model is one of the fundamental techniques to
assess software reliability quantitatively. The Software Reliability Growth Model
required having a good performance in terms of goodness-of-fit, predictability, and
so forth. In order to estimate as well as to predict the reliability of software
systems, failure data need to be properly measured by various means during
software development and operational phases. Any software required to operate
reliably must still undergo extensive testing and debugging. This can be a costly
and time consuming process, and managers require accurate information about
how software reliability grows as a result of this process in order to effectively
manage their budgets and projects [16]. The effects of this process, by which it is
hoped software is made more reliable, can be modeled through the use of Software
Reliability Growth Models, hereafter referred to as SRGMs. Research efforts in
software reliability engineering have been conducted over the past three decades
and many software reliability growth models (SRGMs) have been proposed
[17–19]. SRGMs can estimate the number of initial faults, the software reliability,
the failure intensity, the mean time-interval between failures, etc. Ideally, these
models provide a means of characterizing the development process and enable
software reliability practitioners to make predictions about the expected future
reliability of software under development. Such techniques allow managers to
accurately allocate time, money, and human resources to a project, and assess
when a piece of software has reached a point where it can be released with some
level of confidence in its reliability.

There are two main types of software reliability growth models: Failure rate
models and the Non Homogeneous Poisson Process Models (NHPP). The failure
rate group of models is used to study the program failure rate (rate at which
failures occur in a certain time interval [t1, t2]) per fault at the failure intervals.
These models studies how failure rate changes at the failure time during the failure
intervals. As the number of remaining faults changes, the failure rate of the pro-
gram changes accordingly. Since the number of faults in the program is a discrete
function, the failure rate of the program is also a discrete function with discon-
tinuities at the failure times. The models included in this group are: Jelinski and
Moranda Model, Schick and Wolverton, Jelinski Moranda Geometric Model,
Moranda Geometric Poisson, Negative–binomial Poisson, Modified Schick and
Wolverton and Goel and Okumoto imperfect debugging. The another class of
models i.e. Non-Homogeneous Poisson Process (NHPP) group of models provides
an analytical framework for describing the software failure phenomenon during
testing. The NHPP model represents that the number of failures experienced up to
time t is a non-homogeneous Poisson process N tð Þ; t� 0f g: The main issue in the
NHPP model is to estimate the mean value function (m(t)) of the cumulative
number of failures experienced up to a certain point of time [20]. With different
assumptions, the model will end up with a different mean value function. The
NHPP model is based on the following assumptions:
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• The failure process has an independent increment, i.e. the number of failures
during the time interval t; t þ sð Þ depends on the current time t and the length of
time interval s, and does not depend on the past history of the process.

• The failure rate of the process is given by

P exactly one failure in t; t þ sð Þf g ¼ P N t þ Dtð Þ � N tð Þ ¼ 1f g
¼ k tð ÞDt þ o Dtð Þ;

ð1Þ

where k tð Þ is the intensity function.
• During a small interval Dt; the probability of more than one failure is negligible,

that is,

P two or more failures in t; t þ Dtð Þf g ¼ o Dtð Þ: ð2Þ

• The initial condition is N 0ð Þ ¼ 0:

On the basis of these assumptions, the probability that exactly n failures
occurring during the time interval (0,t) for the NHPP is given by:

Pr N tð Þ ¼ nf g ¼ m tð Þ½ �n

n!
e�m tð Þ n ¼ 0; 1; 2; . . .; ð3Þ

where

m tð Þ ¼ E N tð Þ½ � ¼ Z t
0
k sð Þds ð4Þ

where k tð Þ is intensity function and m tð Þ is non decreasing function.
A number of methods exist in literature for selection of optimal software

reliability model to predict total number of failures in a software. Goel discussed
the applicability and limitations of SRGMs during the software development life
cycle in [10]. He proposed a step-by-step procedure for fitting a model and applied
the procedure to a real-time command and control software system. His procedure
selects an appropriate model based on an analysis of the testing process and a
model’s assumptions. Khoshgoftaar and Woodcock [21] proposed a method to
select a reliability model among various alternatives using the log-likelihood
function. They apply the method to the failure logs of a project. The method
selected an S-shaped model as the most appropriate one. Lyu and Nikora in 1992
implemented GOF model selection criteria in their computer aided software reli-
ability tool [22]. In 1996, Wood applied eight reliability models to a subset of
software products with four releases to determine which model performed the best
in predicting the number of residual defects. This study shows that SRGMs based
on cumulative defects predict the number of remaining defects that are close to the
number of defects reported after release. While Wood used correlation as the
measure of GOF, there are other criteria for comparing software reliability models
such as evaluating and comparing predictive validity [23]. Wood in 1997 proposed
three approaches to accommodate model assumption violations with advantages
and disadvantages discussed for each. The easiest approach is to ignore the
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violations [24]. This keeps the model simple, but causes some loss of accuracy.
Parameter estimation, however, may compensate. The second solution proposed
involves modifying the data. This approach is easy to implement, because the
standard models can be used with the modified data. Data modification, however,
needs to be based on a mathematical model. A third approach is to derive new
models to fit the test environment. These models are more complex. While they are
more accurate, they are more difficult to derive and to apply. In Gaudoin et al. [25]
the power of several of these statistical tests for GOF has been evaluated for a
variety of reliability models including those based on an NHPP, on a Weibull
distribution, and the Miranda model. In 2002 Stringfellow and Andrews [26]
proposed an empirical method to predict total number of failures in a software that
is later criticized by Andersson [27] in 2006. Sharma et al. [18] proposed a dis-
tance based approach in 2010 for ranking of various selected SRGMs. But it is
found that no software reliability growth model is optimal for all contributing
criteria. Due to all these reasons an approach is proposed here to determine total
number of failures in software at early stage. The proposed approach is very
interesting and has useful interpretation that may be used to predict the release of
software.

3 Proposed Approach

A large number of software reliability models have been proposed in literature to
select an optimal SRGM to predict the reliability, total number of failures and
failure intensity of a software. Some of the points which must be kept in mind
while developing a software reliability model selection techniques are:

• Since no model is expected to match company’s development and test process
exactly, the selected model should yield a curve fit that shows Goodness-Of-Fit
value as high as possible.

• Data is usually grouped by weeks resulting in a smaller amount of data. A
smaller amount of data means it will take longer for the predicted total number
of failures to stabilize.

• Testing effort may vary from week to week. This is generally a problem with a
small amount of data that is when data is only for a few test weeks.

• Models are usually based on execution time whereas most of the information
available is based on calendar time. In view of these, none of the above tech-
niques can be regarded fully satisfactory.

• When a software has been reasonably developed and is to be shipped we should
choose a model that gives as accurate estimate of known past defects as
possible.

• Should be able to predict its future defects in a reasonably accurate manner so
that necessary precautions can be taken.

• It should provide guideline for next release of the software.
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If the new software is released earlier, it may contain bugs which may start
appearing in a very short span of time and thus, lower acceptance of product by the
users. On the contrary, if one takes too much time to make release decision, it may
results in wastage of time, money as well as resources.

3.1 Unknown Parameter Estimation Using Genetic
Algorithm

The main problem in using SRGMs is to estimate their unknown parameters.
There exists a number of parameter estimation techniques in literature like max-
imum likelihood estimation (MLE) and least square estimation (LSE) etc. We have
estimated the parameters in proposed approach using Genetic Algorithm (GA).
Genetic Algorithms (GA) are direct, parallel, stochastic method for global search
and optimization, which imitates the evolution of the living beings, described by
Charles Darwin. GA are part of the group of Evolutionary Algorithms (EA). The
evolutionary algorithms use the three main principles of the natural evolution:
reproduction, natural selection and diversity of the species, maintained by the
differences of each generation with the previous. Genetic Algorithms works with a
set of individuals, representing possible solutions of the task. The selection prin-
ciple is applied by using a criterion, giving an evaluation for the individual with
respect to the desired solution. The best-suited individuals create the next gener-
ation. The large variety of problems in the engineering sphere, as well as in other
fields, requires the usage of algorithms from different type, with different char-
acteristics and settings.

The mathematical formulation of parameter estimation problem is depicted in
Eq. 5. Using the observed failure data ti; yið Þ for i ¼ 1; 2; . . .; n; one can use the
mean value function m tið Þ for any model to determine expected numbers of errors
detected by time ti for i ¼ nþ 1; nþ 2; etc.

maxf ¼
Xn

i¼1

yi � yi�1ð Þ� log m tið Þ � m ti�1ð Þ½ � � m tnð Þ ð5Þ

where

yi = cumulative number of detected errors in a given time interval 0; tið Þ
i ¼ 1; 2; . . .; n is the failure index
ti = failure time index
m tið Þ = total number of failures observed at time ti according to the actual data.

The parameters are estimated using GA Tool of Matlab has been implemented
on a laptop having Intel(R) Core(TM) 2 Duo 1.67 GHz. Following parameters
have been used in our study:

720 P. Panwar and A. K. Lal



• Population Type: Double Vector
• Population Size: 20
• Scaling Function: Rank
• Selection Function: Stochastic Function
• Reproduction: Elite Count
• Crossover Fraction: 0.8
• Crossover Function: Scattered
• Migration: 1. Direction: Forward

2. Fraction: 0.2
3. Interval: 20

• Evaluate: Fitness and constraint function in serial
• Total number of trials = 10 for each problem

3.2 Predicting Total Number of Failures in Software Using
Proposed Approach

Keeping above facts in view we propose alternative method for choosing a soft-
ware reliability model which tries to take care of the issues listed above in an
appropriate way. The proposed method works as under:

1. Record the cumulative number of failures found in system test at the end of
each week.

2. Decide possible Models that are likely to fit the data.
3. Fit selected models to the available failure data to its expected specified interval

(that about say 60 % of test plan has been executed) and use a software tool
such as Matlab to determine unknown parameters for each models using
Genetic Algorithm or use MLE or LSE parameter estimation technique, values
of R-Square (square of the correlation between the response values and the
predicted response values), RMSE (Root mean squared error) and expected
number of cumulative failures based on each of these models.

4. Set threshold value for R-square and RMSE according to the observed values.
5. Select the models that have RMSE less than the threshold value of RMSE and

R-square value greater than the threshold value of R-square.
6. Out of the models which qualifies step 5, select those models that have estimate

greater than the actual value of failures and the model is stable (as per Wood’s
[20] recommendation a model is stable if the prediction in week i is within
10 % of the prediction in week i-1).

7. Select those models for which the value of a(t) (error content function) satisfies
following condition:

m tð Þ � 2ð Þ þ 2 [ a tð Þ[ m tð Þ þ 0:1 � m tð Þð Þ ð6Þ
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8. If more than one qualifies the criteria than take the average of the value of the
error content function for all the selected models to predict total number of
failures in the system.

4 Case Study

4.1 Data

The failure data come from three releases of a large medical record system,
consisting of 188 software components. Each component contains a number of
files. Initially, the software consisted of 173 software components. All three
releases added functionality to the product. Over the three releases, 15 components
were added. Between three and seven new components were added in each release.
Many other components were modified in all three releases as a side effect of the
added functionality. The tracking database records the following attributes for
defect reports:

• Defect report number
• Release identifier
• Phase in which defect occurred (development, test, post-release)
• Test site reporting defect
• Defective entity [code component(s), type of document by subsystem]
• Whether the component was new for a release
• The report date
• The ‘‘drop’’ in which the defect occurred.

Software is released to testers in stages or ‘‘drops.’’ Developers work on drop ‘‘i
þ 1’’ when testers test drop ‘‘i.’’ each successive drop includes more of the
functionality expected for a given release. Release 1 has three drops. Release 2 has
two drops. Release 3 had one drop. In system test and after release, a defect report
is actually a failure. This study uses failure data from the last drop of system test
and after release. Table 1 shows cumulative number of failures by week in the last
drop of system test for all three releases. The cumulative number of failures after
release are also shown in the last row.

4.2 Application of Proposed Approach

The proposed method is applied to 60 % of the test plan data. Tables 2, 3, 4, 5, 6, 7,
shows the data from three releases using all the sixteen SRGMs to predict the total
number of failures.
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Table 1 Failure data for all three releases

Test week Cumulative number of failures

Release 1 Release 2 Release 3

1 28 90 9
2 29 107 14
3 29 126 21
4 29 145 28
5 29 171 53
6 37 188 56
7 63 189 58
8 92 190 63
9 116 190 70
10 125 190 75
11 139 192 76
12 152 192 76
13 164 192 77
14 164 192
15 165 203
16 168 203
17 170 204
18 176
Post release 231 245 83

Table 2 Predicted total number of failures for release 1 using 60 % of data for all the sixteen
SRGMS

Model name R-
square

RMSE Estimated total
failures/error content
function (a(t))

Estimated Failures
when only 60 % test
plan is executed

Zeng Teng Pham 0.96 13.10 154.39 139.29
Yamda Rayleigh 0.90 16.89 239.30 139.16
Yamda imperfect debugging

model II
0.92 14.29 38,469.95 143.35

Yamda imperfect debugging
model 1

0.93 13.92 180.39 149.54

Yamda exponential 0.84 21.21 16,120.00 122.79
PZ model 0.90 18.38 612.85 136.35
PNZ model 0.92 13.92 348.10 144.66
Pham Zhang IFD 0.90 14.66 830.70 143.65
Musa Okumoto 0.84 18.68 23,610.00 122.86
Modified Duane 0.91 15.05 183,700.00 142.67
Logistic growth 0.95 11.44 291.20 145.32
Inflection S shaped 0.92 13.92 347.80 144.64
Gompert 0.94 11.93 15,070.00 147.81
Goel Okumoto 0.84 18.68 24,020.00 122.89
Generalized Goel 0.91 15.27 10,310.00 138.69
Delayed S shaped 0.90 14.66 830.70 143.65
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Table 2 shows that according to our process framework, where threshold for
R-square is 0.89 and for RMSE is 17 than only one model Yamda Rayleigh will
qualify all the criteria specified in proposed approach. Yamda Exponential, Musa
Okumoto, Goel Okumoto, PZ Model, are rejected because they have not qualified
the R-square and RMSE criteria. Then only ZT Pham and Yamda Rayleigh are the
only stable models. ZT Pham is rejected because its error content function not
satisfying the criteria given in Eq. 6. The predicted number of failures is 239 by

Table 3 Final estimates by the SRGM model not rejected in release 1

Model Estimate compare to 231 R-square value Error

Yamda Rayleigh 239 0.90 +8

Table 4 Predicted total number of failures for release 2 using 60 % of data for all the sixteen
SRGMS

Model name R-
square

RMSE Estimated total failures/
error content function
(a(t))

Estimated failures when only
60 % test plan is executed

Zeng Teng Pham 0.97 9.29 199.1796 195.5688
Yamda Rayleigh 0.71 24.43 198.6 183.7163
Yamda imperfect

debugging
model II

0.93 11.22 199.9233 195.2671

Yamda imperfect
debugging
model 1

0.93 11.22 199.62 195.1034

Yamda exponential 0.94 11.34 195.0077 195.0077
PZ model 0.94 10.82 198.8839 196.7964
PNZ model 0.93 11.22 199.9193 195.2639
Pham Zhang IFD 0.80 18.07 186.1412 186.1412
Musa Okumoto 0.94 10.03 53.76 202.6516
Modified Duane 0.95 9.77 251.9 199.9116
Logistic growth 0.98 6.08 196.7 195.0576
Inflection S shaped 0.93 10.65 195 192.9295
Gompert 0.97 7.10 199.6 196.1563
Goel Okumoto 0.93 10.65 195.4 193.2791
Generalized Goel 0.95 9.42 212.5 197.881
Delayed S shaped 0.80 18.07 186.2 186.1414

Table 5 Final estimates by the SRGM model not rejected in release 2 taking RMSE thresh-
old \= 11 and R-Square [= 0.93

Model Estimate compare to 245 R-square value Error

Modified Duane 251 0.95 +6
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Yamda Rayleigh model, is compared to the actual number of failures, 231 and
found that it is a close estimate to the actual failures.

Results show that the proposed method works well in choosing a SRGM that
predicts total number of failures in a software.

5 Conclusion

This paper addresses the issue of optimal selection of software reliability growth
models for prediction of total number of failures in a software. The decision has
unrestricted choices in exploring the influences of various different sets of model
selection criteria to the final decision. The proposed method is suitable for ranking

Table 6 Predicted total number of failures for release 3 using 60 % of data for all the sixteen
SRGMS

Model name R-
square

RMSE Estimated total failures/
error content function
(a(t))

Estimated failures when only
60 % test plan is executed

Delayed S shaped 0.95 5.33 82.81 64.99
Generalized Goel 0.95 5.53 67.21 63.53
Goel Okumoto 0.93 6.14 761.80 66.96
Gompert 0.96 6.33 74.23 64.48
Inflection S shaped 0.96 5.00 66.28 63.20
Logistic growth 0.97 4.53 65.55 63.08
Modified Duane 0.94 6.11 158.70 65.83
Musa Okumoto 0.93 6.14 808.30 66.98
PNZ model 0.96 5.00 66.28 63.20
PZ model 0.95 7.27 160.79 64.75
Pham Zhang IFD 0.95 5.33 82.81 64.98
Yamda exponential 0.93 7.53 14210 61.12
Yamda imperfect

debugging
model 1

0.93 6.72 739.80 66.91

Yamda imperfect
debugging
model II

0.93 6.71 74.04 68.21

Yamda Rayleigh 0.95 6.39 64.15 61.37
Zeng Teng Pham 0.93 10.78 35480 73.28

Table 7 Final estimates by the SRGM model not rejected in release 2 taking RMSE thresh-
old \= 6 and R-Square [= 0.95

Model Estimate compare to 83 R-square value Error

Delayed S shaped 82 0.95 -1
Pham Zhang 82 0.95 -1
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SRGMs based on a number of conflicting criteria taken all together. The selection
method is robust in the sense that it is able to adjust to the differences in the data.
This enables it to differentiate between the models: Different models were selected
in the releases. At least one model of those investigated is acceptable by the time
testing is complete enough to consider stopping and releasing the software. In the
first and third release, the S-shaped models performed well in predicting the total
number of failures. These two releases had defect data that exhibited an S-shape.
The data in Release 2 was concave, rather than S-shaped. It is no surprise that the
S-shaped models did not perform well on this data. The Modified Duane model,
however, performed very well on the data from Release 2. (Other concave models
under predict the total number of failures.) SRGMs may provide good predictions
of the total number of failures or the number of remaining failures. Wood’s
empirical study (Wood 1996) has shown that predictions from simple models of
cumulative defects based on execution time correlate well with field data. In given
study, predictions from simple models based on calendar time correlate well with
data from our environment. The selection method described in this paper helped in
choosing an appropriate model. We would like to caution, though, that this does
not guarantee universal success. It is always useful to employ complementary
techniques for assessment.
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Design Optimization of Shell and Tube
Heat Exchanger Using Differential
Evolution Algorithm

Pawan Singh and Millie Pant

Abstract Shell and tube heat exchangers (STHE) are the most common type of
heat exchangers widely used in various kinds of industrial applications. Cost
minimization of these heat exchangers is of prime concern for designers as well as
for users. Heat exchanger design involves processes such as selection of geometric
and operating parameters. Generally, different exchangers geometries are rated to
identify those that satisfy a given heat duty and a set of geometric and operational
constraints. In the present study we have considered minimization of total annual
cost as an objective function. The different variables used include shell internal
diameter, outer tube diameter and baffle spacing for which two tube layout viz.
triangle and square are considered. The optimization tool used is differential
evolution (DE) algorithm, a nontraditional stochastic optimization technique.
Numerical results indicate that, DE can be used effectively for dealing with such
types of problems.

Keywords Shell and tube heat exchanger � Optimization � Differential evolution

1 Introduction

Heat exchangers are devices that facilitate heat transfer between two fluids at
different temperatures. They are used in industrial process to recover heat between
two process fluids. The shell-and-tube heat exchangers (STHE) are probably the
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most common type of heat exchangers applicable for a wide range of operating
temperatures and pressures.

The design of STHEs, including thermodynamic and fluid dynamic design, cost
estimation and optimization, represents a complex process containing an inte-
grated whole of design rules and empirical knowledge of various fields. There are
many previous studies on the optimization of heat exchanger. Investigators have
used different optimization techniques considering different objective functions
like minimum entropy generation and minimum cost of STHEs to optimize heat
exchanger design.

Some studies have focused on a single geometric parameter like optimal baffle
spacing while some have considered optimizing a variety of geometrical and
operational parameter of STHEs.

Strategies applied for solving such problems vary from traditional mathematical
methods to sophisticated non-traditional optimization methods such as genetic
algorithms (GA), differential evolution (DE), particle swarm optimization (PSO)
etc. Relevant literature can be found in [1–7].

In the present study we have considered the cost optimization of STHE and
have employed DE for solving the optimization model.

The remaining of the paper is divided into three sections. In Sect. 2, we discuss
the DE optimization technique, in Sect. 3, mathematical model considered is
discussed in brief. In Sect. 4, we give numerical results and finally in Sect. 5, the
conclusions based on the present study are given.

2 Differential Evolution (DE)

DE, an evolutionary algorithm, was proposed by Storn and Price [8, 9]. The main
operators of DE are mutation, crossover and selection to guide the search process.
The algorithm uses mutation operation as a search mechanism; crossover operation
is applied to induce diversity and selection operation is to direct the search toward
the potential regions in the search space.

DE starts with a set of solutions, which is randomly generated when no pre-
liminary knowledge about the solution space is available. This set of solution is
called population.

Let PG ¼ fXG
i ; i ¼ 1; 2; . . .NPg be the population at any generation G which

contain NP individuals where an individual can be defined as a D dimensional

vector such as XG
i ¼ xG

1;i; x
G
2;i. . .; xG

D;i

� �
:

For basic DE (DE/rand/1/bin) mutation, crossover and selection operations are
defined as below:

i. Mutation: For each target vector XG
i , mutant vector VGþ1

i is defined by:
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VG
i ¼ XG

r1 þ FðXG
r2 � XG

r3Þ ð1Þ

Where r1; r2; r3; r4; r5 2 1; 2; . . .NP are randomly chosen integers, distinct from
each other and also different from the running index i. F is a real and constant
factor having value between [0, 2] and controls the amplification of differential
variation XG

r2 � XG
r3

ffi �
.

ii. Crossover: Crossover is introduced to increase the diversity of perturbed

parameter vectors VG
i ¼ vG

1;i; v
G
2;i. . .vG

D;i

� �
.

Let UG
i ¼ uG

1;i; u
G
2;i. . .; uG

D;i

� �
as the trial vector then UG

i is defined as:

uG
j;i ¼

vG
j;i; if Cr \ randð0 1Þ8j ¼ jrand

xG
j;i otherwise

�
ð2Þ

rand(0, 1) is uniform random number between 0 and 1; Cr is the crossover con-
stant takes values in the range [0, 1] and jrand [ 1, 2,…, D; is the randomly
chosen index

iii. Selection: It decides which vector XG
i or UG

i

ffi �
should be a member of next

generation G ? 1. During the selection operation we generate a new popu-
lation PGþ1 ¼ XGþ1

i ; i ¼ 1; 2; . . .;NP
� �

for next generation G ? 1 by
choosing the best vector between trial vector and target vector.

XGþ1
i ¼ UG

i ; if f ðUG
i Þ\ f ðXG

i Þ
XG

i otherwise

�
ð3Þ

Thus the points obtained after selection are either better or at par with the points
of the previous generation.

3 Mathematical Model

A. Objective Function
Total cost Ct is taken as the objective function, which includes capital investment
(Ci), energy cost (Ce), annual operating cost (Co) and total discounted operating
cost (Ctod) [10]. This optimization function is subjected to design variables d0, Ds

and B.

Minimize Ct ¼ Ci þ Ctod
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(a) Capital investment includes cost of purchase, instalment and piping for heat
exchanger and shell side and tube side pumps multiplied by annualization
factor.

Ci ¼ Af Cps þ Cpt þ Che

ffi �

Capital cost is calculated by using halls correlation and it depends on exchanger
surface area (A).

Ci ¼ a1 þ a2 Aa3

Where a1 = 8000, a2 = 259.2 and a3 = 0.93 for stainless steel is used as
material of construction for both shell and tubes.

(b) Total operating cost is cost of energy required to operate pumps. This is given
by

Co ¼ PCeH

And total discounted total cost is given by

Cod ¼
Xny

x¼1

Co
ð1þ iÞx

B. Heat Transfer equations
Heat transfer between fluids in shell and tube is due to convection currents in
liquids and conduction in wall of tube. But as steal is highly conducting material
and thickness of tube walls is assumed to be very small, resistance offered to
conduction heat transfer in tube walls is ignored. Depending on flow pattern, tube
side heat transfer coefficient is calculated by following correlation.

ht ¼
kt

di
3:657þ

0:0677ðRetPrt
di

L

	 

Þ1:331=3

1þ 0:1PrtðRet
di

L

	 

Þ0:3

2
664

3
775

(if Ret \ 2,300 [10])

ht ¼
kt

di

ð ft
8
ÞðRet � 1000ÞPrt

1þ 12:7
ft
8

	 
1
2

ðPr
2
3
t � 1Þ

1þ di

L

	 
0:67

2
6664

3
7775

(if 2300 \ Ret \ 10,000 [10])
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ht ¼ 0:027
kt

d0
Re0:8

t Pr1=3
t

lt

lwt

	 
0:14

(If Ret [ 10,000 [10])
Where ft is Darcy friction factor given by

ft ¼ 1:82 log 10Ret � 1:64
ffi ��2

Ret is Reynolds number which is given by

Ret ¼
qtvtdi

lt

Flow velocity at tube side is given by

vt ¼
mt

p=4ð Þd2
t qt

n

Nt

	 


Nt is the number of tubes and n is the number of tube passes. Total number of tubes
(Nt) is depended on shell diameter and tube diameter. These can be approximated
by the equation

Nt ¼ C
Ds

d0

	 
n1

C and n1 are coefficients that take values according to flow arrangement and
number of passes. These coefficients are given Table 1 for different flow
arrangements.

Tube side prandtl number (Prt) is given by

Prt ¼
ltCpt

kt

Also di = 0.8 do

Kerns formulation [11] is used to find shell side heat transfer coefficient of
segmental baffle shell and tube heat exchanger

hs ¼ 0:36
kt

de
Re0:55

s Pr1=3
s

ls

lwts

	 
0:14

Where de is shell hydraulic diameter and computed as

de ¼
4 S2

t � pd2
0=4

ffi �ffi �
pd0

(for square pitch)
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de ¼
4 0:43S2

t � 0:5pd2
0=4

ffi �ffi �
0:5pd0

(for triangular pitch)
Cross sectional area normal to flow direction is determined by

As ¼ DsB 1� d0

St

	 


vs ¼
ms

qsAs

Reynolds number for shell side follows,

Res ¼
msde

Asls

Prandtl number for shell side follows,

Prs ¼
lsCps

ks

The overall heat transfer coefficient (U) depends on both the tube side and shell
side heat transfer coefficients and fouling resistances are given by

U ¼ 1

1=hsð Þ þ Rfs þ d0=dið Þ Rft þ 1=htð Þ
ffi �

Considering the cross flow between adjacent baffle, the logarithmic mean
temperature difference (LMTD) is determined by,

LMTD ¼ Thi � Tcoð Þ � Tho � Tcið Þ
log Thi � Tcoð Þ= Tho � Tcið Þð Þ

The correction factor F for the flow configuration involved is found as a
function of dimensionless temperature ratio for mostflow configuration of interest,
[12, 13]

Table 1 Value of C and n1 coefficients

No. of passes Triangle tube pitch St = 1.25 d0 Square tube pitch St = 1.25 d0

C (n1) C (n1)

1 0.319 2.142 0.215 2.207
2 0.249 2.207 0.156 2.291
4 0.175 2.285 0.158 2.263
6 0.0743 2.499 0.0402 2.617
8 0.0365 2.675 0.0331 2.643
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F ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 þ 1
p

R� 1

� ln 1� Pð Þ= 1� PRð Þð Þ
ln 2� PR� Pþ P

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 þ 1
pffi �

= 2� PR� P� P
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 þ 1
pffi �ffi �

Where R is a coefficient given by,

R ¼ Thi � Thoð Þ
Tco � Tcið Þ

And P is the efficiency given by,

P ¼ Tco � Tcið Þ
Thi � Tcið Þ

Considering overall heat transfer coefficient, the heat exchanger surface area
(A) is computed by,

A ¼ Q

U � F � LMTD

For sensible heat transfer

Q ¼ mhCph Thi � Thoð Þ ¼ mcCpc Tco � Tcið Þ

Based on total heat exchanger surface area (A) the necessary tube length (L) is,

L ¼ A

pd0t

C. Pumping Power
The power required to pump the fluid into the shell and tube heat exchanger is a
function of the pressure drop allowance which is actually the static fluid pressure
which may be expended to drive the fluid through the exchanger. There is a very
close physical and economic affinity between pressure drop and heat transfer for
every type of heat exchanger. Increasing the flow velocity will result in rise of heat
transfer coefficient (for a constant heat capacity in a heat exchanger). This results
in a compact exchanger design and reduced investment cost. But we cannot
neglect the fact that increase in flow velocity will cause more pressure drop which
will result in additional running cost. For this reason pressure drop is considered
with heat transfer in order to find best solution for the system.

Tube side pressure drop includes distributed pressure drop along the tube length
and concentrated pressure losses in elbows and in the inlet and outlet nozzle [11]
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DPt ¼ DPtubelength þ DPtubeelbow

DPt ¼
qtv

2
t

2
L

di
ft þ p

	 

n

Different values of constant p are considered by different authors. Kern [13]
assumed p = 4, while Sinnot et al. [14] assume dp = 2.5.

The shell side pressure drop is,

DPs ¼ fs
qsv

2
s

2

	 

L

B

	 

Ds

De

	 

;

Where,

fs ¼ 2b0Re�0:15
s

And b0 = 0.72 [15] valid for Res \ 40,000
Considering pumping efficiency ðgÞ, pumping power computed by,

P ¼ 1
g

mt

rt
DPt �

ms

rs
DPs

	 


D. Design constraints for feasible design
Design of heat exchanger is constrained by various factors. Those can be classified
into geometric and operating constraints.

Operating constraints
Maximum allowed pressure drop on both shell and tube side of heat exchanger.
These pressure drops are directly proportional to maximum pump capacity
available. Upper bounds of pressure drops are given by

DPt� DPtmax

DPs� DPsmax

Velocity range allowed for both shell and tube sides. Velocity of fluid above
certain value can cause erosion or flow induced tube vibrations and lower
velocities can cause fowling. These bounds are given by

Vtmin� Vt�Vtmax

Vsmin� Vs�Vsmax

Recommended velocity by Sinnot on tube side are 1–2.5 m/s and 0.3–1 m/s on
shell side.
Geometric constraints
Length and diameter of shell and tube heat exchanger can be restricted due to
space constraints.
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Ds �Dsmax

Lt �Ltmax

In case of baffle spacing, higher spacing can cause bypassing, reduced cross
flow along with low heat transfer coefficient and lower spacing can lead to higher
heat transfer coefficient in expense of higher pressure drops in shell side fluid

Bmin�B�Bmax

4 Numerical Results and Discussions

A. Parameter settings of DE

DE has certain control parameters which are to be set by the user. In the present
study the following parameter setting is considered:

• Population size—50
• Scale factor F—0.5, 0.8
• crossover rate Cr—0.5, 0.9
• maximum number of iterations—100

B. Experimental settings

• We executed the algorithm 50 times and recorded the mean value.
• Programming language used is DEVC++.
• Random numbers are generated using rand() the inbuilt function of DEVC++.
• The effectiveness of the present approach using DE is assessed by analyzing the

following case study:1.44 (MW) duty, kerosene crude oil exchanger [16].

C. Results and comparison

In this section, numerical results are given in Tables 1 and 2. In Table 1 results are
given on the basis of different parameter settings (denoted as 1,2,3 in Table 2) of
DE. The values given by setting 2 (Cr = 0.9, F = 0.5) are optimum. Hence, we
can see that parameter setting 2 (Cr = 0.9, F = 0.5) perform better in the com-
parison of other settings.

We observed that the numerical results obtained using DE are either better or at
par with the results available in literature. It was observed that DE was able to
achieve the optimal design variables successfully (Table 3).
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5 Conclusion

Heat exchangers are an integral component of all thermal systems. Their designs
should be adapted well to the applications in which they are used; otherwise their
performances will be deceiving and their costs excessive. Heat exchanger design
can be a complex task, which requires a suitable optimization technique for a
proper solution. The present work shows the effectiveness of differential evolution
optimization algorithm. This technique can be easily modified to suit optimization
of various thermal systems.

Table 2 Results by DE with different parameter settings

1 Cr = 0.5, F = 0.5 2 Cr = 0.9, F = 0.5 3 Cr = 0.9, F = 0.8

L (m) 1.43 1.35 1.65
d0 (m) 0.0145 0.013 0.0137
B (m) 0.1032 0.1045 0.1082
Ds (m) 0.563 0.55 0.57
St (m) 0.172 0.0153 0.0149
cl (m) 0.0033 0.0031 0.0034
Nt 740 820 802
vt (m/s) 0.96 0.98 0.975
Ret 2870 2600 2785
Prt 55.2 55.2 55.2
ht (W/m2K) 1224 1240 1246
ft 0.0457 0.046 0.0449
DPt (Pa) 17,220 19,000 18,450
as (m2) 0.0123 0.0121 0.0129
de (m) 0.0137 0.012 0.0150
vs (m/s) 0.53 0.55 0.545
Res 13,744 12,247 12,720
Prs 7.5 7.5 7.5
hs (W/m2K) 1373 1402 1418
fs 0.432 0.345 0.335
DPs (Pa) 25,722 26,225 26,012
U (W/m2) 425.4 438.7 439.5
A(m2) 46.2 44.3 45.7

Table 3 Comparison of results with GA and PSO

GA [10] PSO [10] DE

Ci 17599 16707 15808
Co 440 523.3 528.5
Cod 2704 3215.6 3242.22
Ctot 20303 19922.6 18042.18
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Compression of Printed English
Characters Using Back Propagation
Neural Network

Sunita, Vaibhav Gupta and Bhupendra Suman

Abstract In this paper, image data compression algorithm is presented using back
propagation neural networks. Back propagation is used to compress printed
English characters by training a net to function as an auto associative net (the
training input vector and the target output vector are the same) with fewer hidden
units than there are in the input or output units. The input and the output data files
are formed in +1 and -1 form. The network parameters are adjusted using dif-
ferent learning rates and momentum factors. Mainly, the input pixels are used as
target values so that assigned mean square error (MSE) can be obtained, and then
the hidden layer output will be the compressed image. The proposed algorithm has
been implemented in MATLAB to simulate the algorithm for the English char-
acters A, B, C, D, E. The results obtained, such as compression ratio, mean square
error, number of epoch for different learning rates and momentum factors are
presented in this paper. Hebbian learning rule and Delta learning rules are used to
train the network. Sigmoidal function, binary sigmoidal function and bipolar
sigmoidal function are used in feed forward net and back propagation net
respectively.
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1 Introduction

The main objective of data compression is to decrease the redundancy of the data
which helps in increasing the capacity of storage and efficient transmission. Data
compression aids in decreasing the size in bytes of a digital data without degrading
the quality of the data to a desirable level. The reduction in file size allows more
data to be stored in a given amount of disk or memory space. Research activities
on neural networks for image compression do exist in many types of networks
such as—Multi Layer perceptron (MLP) [1–3], Hopfield [4], Self-Organizing Map
(SOM). Artificial neural network models are specified by network topology and
learning algorithms [5–7]. Network topology describes the way in which the
neurons are interconnected and the way in which they receive input and output.
Learning algorithms specify an initial set of weights and indicate how to adapt
them during learning in order to improve network performance.

In this paper, network has an input layer, a hidden layer and an output layer.
The input layer is connected to the hidden layer and the hidden layer is connected
to the output layer through interconnection weights. The increase in the number of
hidden layers results in computational complexity of the network. As a result, the
time required for convergence and to minimize the error can be very high. In this
paper, single hidden layer with fewer hidden units than there are in the input or
output units are taken for neural network topology to reduce the complexity of the
algorithm. The algorithm is simulated for the compression and decompression of
the printed alphabetic characters (A–E) which are taken in form of 9 9 7 blocks.
In these 9 9 7 blocks, if the pattern of character is recognized then it is +1, and if
the pattern is not recognized, it is -1 for input and output files.

2 Proposed Back-Propagation Neural Network

Back-Propagation is a multi-layer forward network using extend gradient-descent
based delta-learning rule. Back propagation provides a computationally efficient
method for changing the weights in a feed forward network, with differentiable
activation functions units, to learn a training set of input–output examples. Being a
gradient descent method it minimizes the total squared error of the output com-
puted by the net. The aim of this network is to train the net to achieve a balance
between the ability to respond correctly to the input patterns that are used for
training and the ability to provide good responses to the input that are similar.

2.1 Architecture

A multilayer feed forward back propagation network having one input layer, one
hidden layer and one output layer is considered in this paper (Fig. 1). The input
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layer is connected to the hidden layer and the hidden layer is connected to the
output layer by means of interconnection weights. The increase in the number of
hidden layers results in the computational complexity of the network. As a result,
the time taken for convergence and to minimize the error may be very high.

2.2 Training Algorithm

The various parameters used in the training algorithm are as follows:

x: Input training vector

x ¼ x1; . . .:xi; . . .:xnð Þ
t: Output target vector

t ¼ t1; . . .:; tk; . . .:tmð Þ
dk ¼ error at output unit yk

dj ¼ error at hidden unit zj

1

N 
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Fig. 1 BPNN image compression system
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a ¼ learning rate

Voj ¼ bias on hidden unit j

zj ¼ hidden unit j

wok ¼ bias on output unit k

yk ¼ output unit k

The training algorithm used in the back propagation network involves following
four stages:

2.2.1 Initialization of Weights

Step 1: Initialize weight to small random values
Step 2: While stopping condition is false, do step 3–10
Step 3: For each training pair do Steps 4–9

2.2.2 Feed Forward

Step 4: Each input receives the input signal xi and transmits this signal to all units
in the layer above i.e. hidden units
Step 5: Each hidden unit (zj, j = 1,…p) sums its weighted input signals using
Hebbian learning rule and binary sigmoidal function

Z�inj ¼ voj þ
Xn

i¼1

xi vij

applying identity function as activation function

Zj ¼ f z�inj

� �

and sends this signal to all units in the layer above i.e. output units.
Step 6: Each output unit (yk, k = 1, …,m) sums its weighted input signal using
Hebbian learning rule and binary sigmoidal function

y�ink ¼ wok þ
Xp

j¼1

zjwjk

and applies its identity function as an activation function to calculate the output
signals

yk ¼ f y�inkð Þ
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2.2.3 Back Propagation of Errors

Step 7: Each output (yk, k = 1,…,m) receives a target pattern corresponding to an
input pattern, error information term is calculated as follows using delta learning
rule and bipolar sigmoidal function

dk ¼ tk� ykð Þ f y�inkð Þ

Step 8: Each hidden unit (zj, j = 1, …, n) sums its delta inputs from units in the
layer above using Hebbian learning rule and bipolar sigmoidal function

d�inj ¼
Xm

k¼1

djwjk

The error information term is calculated as

dj ¼ d�injf z�inj

� �

2.2.4 Updation of Weight and Biases

Step 9: Each output unit (yk, k = 1, …,m) updates its bias and weights (j = 0,
…,p)

The weight correction term is given by

DWjk ¼ a dkzj

and the bias correction term is given by

DWok ¼ a dk

Therefore, Wjk newð Þ ¼Wjk oldð Þ þ DWjk;Wok newð Þ ¼Wok oldð Þ þ DWok

Each hidden unit (zj, j = 1, …, p) updates its bias and weights (i = 0, …n).
The weight correction term

DVij ¼ adjxi

The bias correction term

DVoj ¼ adj

Therefore, Vij newð Þ ¼ Vij oldð Þ þ DVij;Voj newð Þ ¼ Voj oldð Þ þ DVoj

Step 10: Test the stopping condition.

The stopping condition may be the minimization of the errors, numbers of
epochs etc.
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3 Selection of Parameters

For the efficient operation of the back propagation network, it is necessary for the
appropriate selection of the parameters used for training. There are a number of
different parameters that must be decided upon when designing a neural network.
Among these parameters are the number of layers, the number of neurons per
layer, the number of training iterations, etc. Some of the more important param-
eters in terms of training and network capacity are the number of hidden neurons,
the learning rate and the momentum factor. The initial value assignments are
discussed in this section. The details of these parameters are as follows:

3.1 Number of Neurons in the Hidden Layer

Hidden neurons are the neurons that are neither in the input layer nor the output
layer. These neurons are essentially hidden from view, and their number and
organization can typically be treated as a black box to people who are interfacing
with the system. Using additional layers of hidden neurons enables greater pro-
cessing power and system flexibility. This additional flexibility comes at the cost
of additional complexity in the training algorithm. Having too many hidden
neurons is analogous to a system of equations with more equations than there are
free variables: the system is over specified, and is incapable of generalization.
Having too few hidden neurons, conversely, can prevent the system from properly
fitting the input data, and reduces the robustness of the system. In this BPNN
algorithm, we are taking one hidden layer. For simulation result, different numbers
of hidden neurons in one hidden layer are taken as 24, 14, and 10.

3.2 Learning Rate

Learning rate is the training parameter that controls the size of weight and bias
changes during learning. In this algorithm, we have taken two different values of
learning rate parameter as 0.3 and 0.5.

3.3 Momentum Factor

Momentum factor simply adds a fraction m of the previous weight update to the
current one. The momentum parameter is used to prevent the system from con-
verging to a local minimum or saddle point. A high momentum parameter can also
help to increase the speed of convergence of the system. However, setting the
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momentum parameter too high can create a risk of overshooting the minimum,
which can cause the system to become unstable. A momentum coefficient that is
too low cannot reliably avoid local minima, and can also slow down the training of
the system. 0.2 and 0.4 are taken as momentum factor in the designed algorithm.

3.4 Training Type

0 = train by epoch
1 = train by minimum error

3.5 Epoch

Determines when training will stop once the number of iterations exceeds epochs.
When training by minimum error, this represents the maximum number of itera-
tions. We have taken 100 and 60 epoch for minimum error 0.008.

3.6 Minimum Error

Minimum mean square error of the epoch is called minimum error. It can be defined
as the square root of the sum of squared differences between the network targets and
actual outputs divided by number of patterns (only for training by minimum error).
In this algorithm we have taken minimum squared error (MSE) as 0.008.

4 Methodology for Image Data Compression Using
Proposed BPNN

The main idea of neural network applications for the problem of image compression
is to construct such a network in which the input and output layer with the same
number of neurons will be the connection to the middle (hidden) layer with smaller
number of neurons, which is the precondition for compression realization. The
relation input/hidden layer size is the compression rate. The goal of such com-
pression is to reconstruct its input hence the output of the network that solves this
class of problems is equal to its input. Network training starts with initialization of
its weights and requires a set of examples with appropriate input–output pairs.
Weights in the network are iteratively modified during the training time to mini-
mize the performance function of the given network, which is taken as MSE (Mean
Square Error between the calculated and expected network output). The procedure
is repeating till deviation between calculated and expected output is 0.008.
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4.1 Steps of BPNN Algorithm

A simulation program to implement back propagation was built which include the
following steps:

1. Take 63 input neurons of block size 9 9 7 to form a character for training
vector pair (input and the corresponding output) in training set files. For
simulation 05 training vector pairs are taken.

2. Initialization of network weights to small random values, learning rate (alpha)
and threshold error. Set iterations to zero.

3. Open training set file.
4. Total_error = zero; iterations ? iterations ? 1.
5. Get one vector and feed it to input layer.
6. Get the target output of that vector.
7. Calculate the outputs of hidden layer units.
8. Calculate the outputs of output layer units.
9. Calculate error (desired output—actual output) and calculate

total_error ? total_error ? error.
10. Calculate delta sigma of output layer units and adjust weights between output

and hidden layer.
11. Calculate delta sigma of hidden layer units and adjust weights between hidden

and input layer.
12. While there are more vectors, go to Step 5.
13. If threshold error C total error then stop, otherwise go to Step 4.

For simulation, 5 alphabetical characters (A–E) are chosen. Neural network
with 24, 14 and finally with 10 neurons in hidden layers are trained to achieve
compression rates 3, 5, and 6 respectively.

5 Simulation Result

For simulation result, 5 alphabetical characters (A–E) are chosen. Block size of
one character is 9 9 7 i.e. in input layer there are 63 neurons. Input patterns are
shown in Table 1. Network has been trained for 24, 14, and 10 neurons in hidden
layer. Learning rate (0.3, 0.5) and momentum factors (0.2, 0.4) are also adjusted to
achieve the desired (0.008) minimum squared error. Most of the characters from
‘‘A’’ to ‘‘E’’ get their shape almost similar to the original shape after
decompression.

Tables 2, 3 and 4 shows the minimum squared error (MSE) achieved by
characters ‘‘A’’–‘‘E’’ in compression for different combinations of learning rates,
momentum factor, epoch and compression ratio.
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Graphical simulation result for compression ratio 3, 5 and 6 have been taken.
Section 5.1 shows the graphical simulation result for compression ratio 3 only to
avoid repetition of the results. Algorithm is implemented in Matlab.

Table 2 Data compression results in terms of minimum squared error (MSE) for characters A–E.
Compression ratio = 3

Character Learning rate = 0.3 Learning rate = 0.5 Learning rate = 0.3 Learning rate = 0.5
Momentum
factor = 0.2

Momentum
factor = 0.4

Momentum
factor = 0.2

Momentum
factor = 0.4

Epoch = 60 Epoch = 60 Epoch = 100 Epoch = 100
MSE MSE MSE MSE

A 0.085339 0.006627 0.046953 0.005225
B 0.015665 0.076973 0.072312 0.007473
C 0.015560 0.081357 0.057334 0.008974
D 0.019492 0.103078 0.058548 0.006590
E 0.014536 0.083399 0.057228 0.006352

Table 3 Data compression result in terms of minimum squared error (MSE) for characters A–E.
Compression ratio = 5

Character Learning rate = 0.3 Learning rate = 0.5 Learning rate = 0.3 Learning rate = 0.5
Momentum
factor = 0.2

Momentum
factor = 0.4

Momentum
factor = 0.2

Momentum
factor = 0.4

Epoch = 60 Epoch = 60 Epoch = 100 Epoch = 100
MSE MSE MSE MSE

A 0.163688 0.034051 0.079771 0.022048
B 0.140148 0.057788 0.074416 0.020125
C 0.184303 0.029748 0.089696 0.028202
D 0.173084 0.030384 0.109465 0.026873
E 0.121639 0.047957 0.077747 0.015614

Table 4 Data compression result in terms of minimum squared error (MSE) for characters A–E.
Compression ratio = 6

Character Learning rate = 0.3 Learning rate = 0.5 Learning rate = 0.3 Learning rate = 0.5
Momentum
factor = 0.2

Momentum
factor = 0.4

Momentum
factor = 0.2

Momentum
factor = 0.4

Epoch = 60 Epoch = 60 Epoch = 100 Epoch = 100
MSE MSE MSE MSE

A 0.187018 0.065062 0.100105 0.039388
B 0.275004 0.042760 0.133900 0.031317
C 0.216361 0.077609 0.100406 0.042369
D 0.188603 0.047558 0.123496 0.071309
E 0.189438 0.057925 0.098847 0.031682
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5.1 Graphical Simulation Result for Letter ‘‘A’’–‘‘E’’.
Compression Ratio 5 3

Input Pattern for Character ‘A’

Decompressed Pattern (Learning Rate = 0.3 and Momentum Factor = 0.2)
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Conversion of NET (Learning Rate = 0.3 and Momentum Factor = 0.2)

Input Pattern for Character ‘B’
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Decompressed Pattern (Learning Rate = 0.3 and Momentum Factor = 0.2)

Conversion of NET (Learning Rate = 0.3 and Momentum Factor = 0.2)
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Input Pattern for Character ‘E’

Decompressed Pattern (Learning Rate = 0.3 and Momentum Factor = 0.2)
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Conversion of NET (Learning Rate = 0.3 and Momentum Factor = 0.2)

6 Conclusion

The performance of the designed BPNN image data compression algorithm to the
desired minimum squared error is achieved by modifying the network itself by
using different values of learning rate parameters, momentum factors, number of
neurons in hidden layer and epoch. Combination of Hebbian learning rule and
Delta learning rule support the algorithm to converge to the MSE (0.008) with
epoch (100).
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Conceptual Design of EPICS Based
Implementation for ICRH DAC System

Ramesh Joshi, Manoj Singh, S. V. Kulkarni and Kiran Trivedi

Abstract The VME based Ion Cyclotron Resonance Heating (ICRH) Data
Acquisition Control system (DAC) is commissioned for remote operation of heating
experiment on SST-1 Tokamak. ICRH-DAC is physically distributed into two
sections at RF Lab and SST-1 hall. RF Generation section at RF Lab and Trans-
mission line, interface and antenna section at the SST-1 hall having its own inde-
pendent VME based DAC system.VME system of both section is running on master/
slave configuration when synchronization mode operation is needed. This syn-
chronization of both DAC could be possible with EPICS (Experimental Physics and
Industrial Control System) process variables, which broadcast and describe itself in
Ethernet network. The existing system uses the TCP/IP Ethernet network for the
same. The proposed program is used for real-time state parameters transmission and
storage, dynamic graphical display, modification of the interactive system and
synchronization. This paper will describe the conceptual design of EPICS based
ICRH DAC software to achieve desired goal of experiment for generic development
platform oriented toward complex data acquisition is proposed.

Keywords VME–versa module eurocard � ICRH–ion cyclotron resonance heat-
ing � DAC–data acquisition and control system � EPICS–experimental physics and
industrial control system
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1 EPICS Introduction

The EPICS software [1] was originally designed to be tool based approach to
process control and this continues to be its primary application. An infrastructure
that encourages proper design of distributed software systems is also important.
For example, in multi-threaded distributed systems, toolkit needs communication
software interfaces designed to avoid application programmer introduced mutual
exclusion deadlocks. Interfaces must also be properly structured to encourage
robust response to loss of communication or other hardware resources. Portability
among workstations and embedded systems is an important requirement for certain
advanced applications. These capabilities are required by process control
components.

The EPICS based software tools includes application software that offers a
satisfying solution for measuring, processing tasks and secondary development
software which is a powerful technology that allows software integrators and
application uses to customize and automate the application software. Several
extensions provided with EPICS could also be used for alarm handler, interlocking
and alarming mechanism implementation. User interface design with MEDM
which provides motif based user interface. Channel Archiver (CA) for the storage
of data during shot and analysis with Strip tool or data browser. We could also able
to use the CSS Best Opi Yet (BOY) for the user interface development which
provides the XML based markup language integration with bundled widget
options and integration based on Eclipse platform. Certain aspects of the existing
EPICS communication software interfaces appear to be important facilitators for
advanced toolkits. Close integration with process control systems requires efficient
publish-and-subscribe communication strategies. Message-batching capabilities
also improve communication efficiency. Software interfacing with systems capable
of independent actions needs interfaces that can generate an asynchronous
response synchronized with external events.

2 ICRH System

ICRH is a promising heating method for a fusion device due to its localized power
deposition profile, a direct ion heating at high density, and established technology
for high power handling at low cost. For the same reason 1.5-MW ICRH system is
developed for Steady State Superconducting Tokamak (SST-1). SST-1 is a large
aspect ratio Tokamak with wide range of elongation (1.7–1.9) and triangularity
(0.4–0.7). The maximum plasma current is expected to be 220 kA. The maximum
toroidal magnetic field at the center is 3.0 T. The major and minor radii are 1.1 and
0.2 m. 1.5 MW of RF power is to be delivered to the plasma for pulse lengths of
up to 1,000 s [2]. The block diagram of the integrated ICRH system has shown in
Fig. 1. The first block named RF Source will generate RF Power as per the
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requirement with different frequencies for the experiment. This operation remotely
controlled by Master DAC system and the other part means generated power
transmission with matching network and antenna diagnostics would be controlled
and monitored by slave DAC system. Both DAC systems have been described in
next sub sections.

2.1 ICRH Master DAC System

ICRH has two separate DAC systems, which have been used for two different
requirements. The first DAC system been installed at RF Lab to control and
monitor the RF generator system, which are provides RF power at 22–25, 45.6 and
91.2 MHz frequencies. Master DAC would remotely operate the different stages of
RF Generator like 2, 20, 200 kW and 1.5 MW. 2 and 20 kW stages require two
different plate power supplies. 200 kW and 1.5 MW systems would have four
different power supplies each which are named as Plate, Control grid, Screen grid
and Filament power supply. These all power supplies have different voltage and
current setting with raise/lower functionalities. These all functionalities would be
remotely controlled and monitored by Master DAC system with required inter-
locks. The block diagram has been shown in Fig. 2 with different stages. All the
signals coming from different stages have been connected through front end
electronics and signal conditioning which ends at VME terminal end. The appli-
cation allows control of a variety of hardware, ranging from straightforward,
continuous data streaming of a few channels to multi-rack based data acquisition
instruments.

2.2 ICRH Slave DAC System

Slave DAC system is responsible to control and monitor RF transmission and
diagnostics using two transmission lines with offline and online matching system

Fig. 1 ICRH block diagram
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followed by Interface sections and antenna diagnostics. The systematic block
diagram of the all connected systems has been shown in Fig. 3 for single trans-
mission line. The red oval indicates the master DAC system which have been used
as RF generator system as explained via Fig. 2. The DAC server would only get
triggered with the trigger pulse provided by the Master DAC either by external
hardware or software. The transmission line consists of (a) a pressurized 9 in. 50 X
coaxial line, (b) matching systems at two different time scales and (c) vacuum
transmission line called interface, linking the transmission line to the fast wave

Fig. 2 Block diagram of ICRH generator DAC

Fig. 3 Block diagram of ICRH transmission line with matching network
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antennae. One single line transmits the power from the RF generator to the two
antenna boxes placed at diametrically opposite radial ports. Each transmission line
arm has 24 voltage probes, motorized automatic matching network (in ms) and
course tuner (in s). Automatic matching network consists of two stubs coupled
with stepper motor and two numbers of vacuum variable capacitors coupled with
high-speed servomotor. Interface section has vacuum system which has been
monitored and acquired with the desired time scale with Linux terminal using
serial port. The systems would have connected with some diagnostics which
requires faster scale acquisition of the signals like density calculations and some
probe signals coming from Antennae interface connected with SST1 machine.

Two another probe signals among the 24 probe signals have been used for local
voltage 1 and local voltage 2 for the Automatic matching network error signal
calculation along with forward and reflected power. Coarse matching network
have been used for the offline matching before the experiment starts and the
automatic matching network have been used during shot as it works as fast
matching network to match the input impedance with the plasma impedance. This
algorithm is based on feedback control loop at every 5 ms which uses the four
signals from the transmission lines, calculate the reflection coefficient and that will
be used for the error signal calculation. There error signals are being used for the
deciding parameter for the cylindrical capacitor direction either clockwise or
anticlockwise. The faster 1 kHz sampling rare has been used for all 32 9 2 signals
and around 24 diagnostic signals. There is hardware as well as software interlock
have been implemented and tested before experiment and maintained periodically
[3, 4].

2.3 Integrated DAC Approach

Integrated DAC system block diagram has been shown in Fig. 4. Both DAC
systems have been connected with Ethernet communication and hardware link for
fast controller trigger line. The acquisition of the data during experiment would be
done at very fast scale like 1 kHz. This process will follow the cycle like the VME
processor board will get data from the analog or digital board register memory
buffer. At the time of shot the data would be available at the digitizer cards. After
shot the data would be demanded by the Linux user interface the socket com-
munication is been established and the packet structure wise data have been
available on Ethernet. The processor board will store the data in buffer memory
from the digitizer board using messages queue implemented by program. Linux
terminal will take the data from that buffer using Ethernet network. The data will
be acquired (stored) on user interface computer by the GNU socket library
program.
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3 EPICS Implementation

There are about 32 analog input channels, 12 analog output channels and 64 digital
I/O channels consist at master DAC same way 96 analog input channels, 12 analog
output and 128 digital I/O channels are connected with slave DAC system. The
requirement of different channel IOs have been catered with the EPICS base
module installation at Linux terminal. To make user interface the state notation
language (XML) has been used with CSS IDE and assign required field widgets
with respective process variables. The signal naming has been specified at the
ICRH: \signal_name[. Using soft IOC module we have broadcasted the process
variables (PVs). XY graph has been chosen for monitoring the voltage and current
signals. Python script has been used for the periodic assignment of the channels
process variables using caput command for apply periodic new value to the
respective process variable. Separate python script is running periodically using
execute command function provided on action button click event. In this script we
have used pyepics [5] package and import epics as python module and will able to
process caget and caput command as per requirements.

We have also used cython package for the load shared object module as
dynamic library which was made using C program for socket communication with
fast controller [6]. Using this module we can run python script on action button
event for socket communication and reading and writing data as per need. In
separate thread we can run this module which will not affect the main monitoring
and control process.

The fast fiber optic trigger network will give trigger pulse to fast controller at
Master DAC. This fast controller get triggered that will trigger the fast controller at
RF transmission DAC fast controller. As fast controller triggered the digitizer card
buffer memory will get filled with the given on-time reference time. This data will
be acquired by the Linux terminal user interface program with acquire button by
socket command using Ethernet. The integrated architecture of both DAC systems

Fig. 4 Block diagram of integrated DAC systems

762 R. Joshi et al.



has been shown in Fig. 5. Master DAC will be communicated by Central Control
System (CCS) communication with details of shot number and experimental
parameters by Ethernet based communication program and time synchronization
by Network Time Protocol (NTP) from Master GPS timer. Master DAC will
communicate with slave DAC system with EPICS process variables. Data acquired
at master DAC have been sent to the slave DAC and that will acquire data
accordingly.

3.1 Advantages Over Existing System

1. Synchronize in required timescale for both DAC in terms of data monitoring,
interlock and acquisition.

2. Smooth operation of real time feedback control loop with interlocking using
lightweight process variables.

3. Data monitoring and acquire of vacuum data using serial communication on
Linux terminal using micro ion gauge with synchronization of acquire trigger
pulse.

4. Automatic acquisition of data at slave DAC for transmission lines and diag-
nostics in synchronous with master digital pulse from master DAC.

5. Interlocking the master DAC system from slave DAC parameters with real
time action like reflection coefficient and vacuum degradation which was the
limitation of existing system.

Fig. 5 Integrated architecture of both DAC systems
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6. Process variables available in real time requires by other sub system for
synchronous operation which was another limitation of existing system.

7. Experimental Parameters exchange in real time with Central Control System.
8. Accelerate development of next-generation, broad-reach applications.
9. Using web technology revolution one can get the platform independency.

10. Save time with the ultimate developer cockpit.

4 Database

MDSplus (Modal data system) [7] is a data management system used in several
Nuclear Fusion experiments to handle experimental and configuration data [8, 9].
Many application programming interface (API) for local and remote data access
are available with most languages, namely C, C++, Fortran, Java, Python,
MATLAB and IDL, and a set of visualization and analysis tools are available for
data browsing and display. In this way, it is possible to take advantage of the
availability of the local and remote data access layers of MDSplus, widely used in
the fusion community to handle large sets of data. The MDSplus system has been
successfully adopted in many fusion experiments for data acquisition, storage and
access [9]. MDSplus provide the hints to achieve continuous data acquisition
during the experiments required to use acquired data in the active control of the
experiment. We could use Channel Archiver tool for binary data storage of process
variable to MDSPlus database. The Channel Archiver [10] is a generic periodic
sampling toolset for EPICS. Using the EPICS Channel Access (CA) network
protocol [11], it can collect real-time data from any CA server on the network. The
Channel Archiver acts as a Channel Access Client and stores recorded data,
acquired via periodic scan or monitored, into indexed binary files [12].

The acquire data at the slave DAC will be done with the shot number at slave
DAC embedded master DAC shot number for synchronization. Shot detail form
master DAC would be sent in separate child process because it should not affect
the main running process of monitoring and control and master DAC. Same way
another thread is waiting at slave DAC will watch for the coming information from
master DAC and acquires data accordingly.

5 Conclusion

We can handle experimental requirement with broadcasting mechanism using
channel access protocol with EPICS. Channels as process variables have been
broadcasted every required time period so when the shot is applied to master DAC,
the information has been automatically available to slave DAC on same network.
There is no need to run separate thread for this purpose and lightweight process of
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broadcasting process variable will be accomplished easily. By using this proposed
system we could also able to synchronize the ICRH DAC system with Central
control system. We haven’t considered this section in this paper. The final
implementation with experimental results will be published after deployment of
conceptual implementation in sub sequent paper.
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An Efficient Network Management
and Power Saving Wake-On-LAN

Pranjal Daga, D. P. Acharjya, J. Senthil and Pranam Daga

Abstract In distributed systems a computer generally process information of
distributed application or provide service in distributed system. Therefore, com-
puters connected in distributed system need to keep on all time. It leads to the
concept of Wake-on-LAN (Local Area Network). However, keeping on during the
idle period is the wastage of power. Therefore, it is essential to save the power
while being efficient in network management. In this paper we propose an
improved Wake-on-LAN device that incorporates the usage of basic Wake-on-
LAN technology into a network management and power saving product.

Keywords Wake-on-LAN � Distributed system �Magic packet � Traffic routing �
Network management � Header checksum

1 Introduction

In the earlier decades, computer systems were highly centralized within a single
room. But, the merging of computers and communication technology has brought
a profound influence on the way computer systems are organized. As a result
single computer serving system is replaced by a large number of separate but
interconnected computers. This leads to computer network. Therefore, a collection
of autonomous computers are interconnected by a single technology to exchange
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their information [6]. This helps common people in different applications such as
business expansion, access to remote information, person-to-person communica-
tion etc. With these applications people are now interested in computer network
and distributed systems. However, there is a considerable overlap between com-
puter network and distributed system. A distributed system consists of multiple
computers that communicate through a computer network [4]. The main objective
of a distributed system is to solve large computational problems. The basic pur-
pose is to coordinate the use of shared resources or provide communication ser-
vices to the users. Therefore, a computer needs to keep on while being in the
distributed system. But, it is observed that a computer in a distributed system may
not be busy always and remain idle sometimes. Therefore, power consumption is
to be minimized while it is idle. At the same time, a computer should have efficient
network management while being busy. Hence, power consumption and efficient
network management are two major issues in distributed systems. The purpose was
to resolve a major issue inherent to all computer networks: operating cost. Modern
computers require a substantial amount of energy to operate. On a per-system
basis, especially in a home environment, computers are economical. However in
larger operations such as business networks, in which anywhere from tens to
hundreds to even thousands of computers are deployed, operating costs are sig-
nificant. To combat excessive power consumption, idle computers can be allowed
to fall asleep. But under typical network configurations cannot be allowed as it
would compromise network performance. Under sleep mode, a computer’s net-
work presence can be lost and data connections cannot be made. Furthermore,
allowing computers to fall asleep is impractical because a user must manually
wake the system if its services are required again. Wake-on-LAN [1] is an attempt
to minimize the operating cost. Chandrakasan and Brodersen [3] have discussed
minimizing power consumption in digital CMOS circuits. Stemm and Katz [5]
have discussed measuring and reducing energy consumption of network interfaces
in handheld devices. Ayers et al. [2] developed a lightweight, cost-effective device
known as Whack-on-LAN capable of forcing a hardware reset over Ethernet.
Emulab [7, 8] is a time- and space-shared network test bed with hundreds of
publicly accessible nodes.

In this paper, we propose an improved Wake-on-LAN which minimizes the cost
while being efficient in network management. The design is an intermediate net-
work device that is placed between client computers and the network at large.
Under normal usage, when its client is actively communicating across the network,
the intermediate device allows traffic to flow through as required. However when a
client is inactive and falls asleep, the device maintains the client’s network
presence and allows connections to continue to be made. In this sleep-mode
operation, the device simultaneously caches data for its client while waking it
using the standard Wake-on-LAN implementation. After its client wakes, the
cached data is sent to the client, ensuring network operation.

The rest of the paper is organized as follows. Section 2 discusses the hardware
and software specifications required for improved Wake-on-LAN. Detail design of
the proposed device is presented in Sect. 3 followed by a conclusion in Sect. 4.
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2 Specifications

In this section, we propose the abstract view of the proposed device as shown in
Fig. 1. The proposed device is an intermediate network device placed between
client and network. During active schedule, the proposed device allows traffic to
flow through as required by the client whereas in sleep mode it caches data for its
client while waking it using the standard Wake-on-LAN implementation.

2.1 Software Specifications

The device is an intermediate network device that needs to be able to process
network data, receive network packets, and forward network packets. To accom-
plish this, the software needs to be able to direct traffic to proper addresses.
Furthermore, it also needs to be able to detect functional statuses (awake or asleep)
of its client as well as to be able to broadcast a magic packet to wake a sleeping
computer. Finally, it needs to be able to 2 simultaneously monitor traffic on both
client facing and network facing ends. Therefore, operation, the software com-
ponent of the device needs to handle the following:

• Packet capture, analysis, and injection
• Packet caching
• Traffic routing (via an IP table of addresses)
• Status detection
• Wake-on-LAN via Magic Packet broadcast
• Parallel operation.

2.2 Hardware Specifications

One of the motivations for the design of the device is to save power. Therefore, its
power consumption must be considerably lower than that of its clients. To
accomplish this task, the main hardware chosen was the Beagleboard-XM, a
single-board computer. A brief overview of the relevant specifications of the
Beagleboard-XM is listed below:

• Advanced RISC Machine (ARM) Cortex A8 CPU operating at 1 GHz
• 512 MB of DDR Random Access Memory (RAM)
• 4 Universal Serial Bus (USB) ports

Fig. 1 Abstract view of the
proposed device
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• Ability to run Linux
• Programmable General Purpose Input Output (GPIO)
• Peak power consumption of 2 W.

Because the ultimate goal of the design is to be able to operate in a ‘‘headless’’
plug and play manner, the device incorporates a series of 8 light emitting diode
(LED) status indicators driven by the Beagleboard-XM s programmable GPIO.

3 Design Details

This section discusses the software design details such as state diagram of software
when it receives traffic and state diagram of the software when it sends traffic of
the proposed device. The design of the proposed intermediate device meets the
basic objective of Wake-on-LAN by maintaining client’s network presence and
allowing connections to continue in sleep mode. In this mode, the device simul-
taneously caches data for its client while waking it using the standard Wake-on-
LAN implementation. Clear idea on these design issues is discussed in the fol-
lowing section.

3.1 Software Design

The software implementation needs to first capture incoming traffic. Once it
captures a packet it needs to populate an IP table where it will keep the addresses
which data can be routed to. Then it determines if the computer that the data is
ultimately destined for is available. If the destination is not active, it will cache the
traffic, wake the computer, and then forward the data over. If the destination is
active, the software will immediately forward the traffic to the destination. This
method is valid for both incoming and outgoing traffic. The state diagram of the
device when it receives traffic is presented in the following Fig. 2 whereas in
Fig. 3 we represent the state diagram of the device when it sends traffic.

• Packet Capture, Analysis, and Injection

Packet capture and packet injection is essential to the device’s traffic for-
warding function. When a client sends data to the network, it sends data to the
intermediate device’s client facing interface. The intermediate device must capture
this packet and then inject it out its network-facing interface. Data sent to the client
computer is handled in the same manner: the packets are captured from the net-
work-facing interface and then injected to the client from the client-side interface.
This capture and inject process is implemented using the packet capture (PCAP)
library. We represent the general structure of a TCP packet in Fig. 4.
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When a packet is received, it is put into the network stack, in a receiving
process. As the packet moves through the receiving process, it progresses up the
network stack. At each stage of the process, a header is read and removed before
going to the next step. This occurs starting at the Ethernet header, where the source
and destination hardware MAC addresses are contained. After the Ethernet header
is processed, the IP header, where source and destination IP addresses as well as
the IP header checksum, is processed. Then, the transmission control protocol
(TCP) header, where the packet’s flags and port information is contained, is
processed. More header information is processed if they exist. Eventually, only the
payload data remains. This payload data is then forwarded to the application that
requested it.

In the case of the intermediate device, none of the payload data is relevant to
any of its applications. All network traffic it receives is directed at either the client
or the rest of the network. Thus, to the Ubuntu Linux operating system upon which
the software implementation is built upon, all of the data moving through the
network stack is garbage and will be discarded unless specifically preserved. This
is where the PCAP library becomes useful.

Fig. 2 State diagram of the device when it receives traffic
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The function pcap_loop() captures packets continuously from a specified
Ethernet interface using a preset filter. In the case of the packet capture, this filter
must be set to only accept data with destination to IP address of either one of the
device’s Ethernet interfaces. Upon capture of each packet, pcap_loop() calls a
callback function from which analysis and processing can be run on the packet and
the other functions, to control the LED status light, to cache packets, to build the
IP table, to inject packets, and to broadcast the Magic Packet, are run. After a
packet is captured, it is temporarily stored in serial form as a string of characters.
Since a character is a single byte, data can be easily parsed through a method
called typecasting. Typecasting allows pointers to structures types in C to be used

Fig. 3 State diagram of the device when it sends traffic

Fig. 4 The general structure
of a TCP packet
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frames. To locate specific data in the packet, such as the Ethernet header or the IP
header, all one needs to do is create a structure and frame it over the desired
region. To frame the Ethernet header, one would just need to create a pointer to a
structure defining the contents of the Ethernet header and frame it over the first
14 bytes of the packet. To frame the IP header, one would simply do the same
except with a pointer to an IP header structure and place it starting at the fifteenth
byte of the packet. In pseudo-code it would look like the following:

string Packet;
struct Ethernet_header * eth_hdr;
eth_hdr = (struct * Ethernet_header *)Packet;
struct IP_header * ip_hdr;
ip_hdr = (struct * IP_header *)(Packet + 14);

The IP header needs to be modified in two ways, first the destination and source
IP addresses need to be properly changed and secondly, the header checksum field
must be filled with a recalculated checksum value. In the case of a packet sent
from network to client, the destination address field originally contains the IP
address of the Beagleboard-X’s network-facing interface. This is because com-
puters on the network only see the Beagleboard-XM and not the client computer
that is shielded behind it. The Beagleboard-XM effectively acts as a secondary
router to its client. Therefore, the destination IP address of the packet needs to be
modified to reflect the IP address that the Beagleboard-XM’s Linux operating
system assigned to the client.

The IP addresses of the packets originating from the client computer do not
need to be modified as they proper assignation is taken care of internally by Linux
operating system. However, these packets must still be captured in the case that
their destination computer is asleep and thus need to be cached by The Engine.
Upon modification of any component of the IP header, a new IP header checksum
needs to be calculated and appended into the proper field. The IP header checksum
is simply the ones’ complement of the one’s complement sum of the bytes in the IP
header. This is an important step in IP header modification because if the
checksum is detected to be erroneous by the destination computer, the entire
packet is designated as corrupt and promptly discarded.

The checksums of possible headers following the IP header do not need to be
modified as they pertain to the payload data as well as their internal values. These
contents are never tampered with so no action needs to be done. For example, in
the case of a TCP packet, the checksum is computed over the TCP header and its
data. All of this higher-level data needs to be preserved; therefore, the checksum
does not need to be recomputed.

• Packet Caching

If and when The Engine detects that the destination computer to which a packet
is sent is asleep, the traffic is temporarily cached. To cache this data, the strings of
characters in which the pcap_loop() function stores captured packets is stored into
a global array. Packet data is cached into the global array until The Engine
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determines the destination computer is awake again. After confirmation of wake,
each element of the array is modified and injected to the destination computer.

• Traffic Routing via IP Table

The IP Table is a dynamically allocated global memory structure that essen-
tially routes outgoing traffic from the client. The IP Table is preset with a default
connection timeout value. Whenever the client sends a packet to a machine, the IP
Table is referenced to determine the time since last connection. If this time interval
was greater than the preset timeout value then the program will cache the packet
and send out a Magic Packet to the connection destination. However, if the time
interval was less than the timeout value then the device assumes the destination is
awake, and will forward the packet directly to the destination address. If the IP
address had not been previously recorded, a new IP Table entry will be added and
a timestamp will be recorded for future reference.

• Status Detection

Status detection of wake or sleep states of computers is implemented using a
PING function. The device is set to ping the client every upon program execution
but can also be set to ping at specific time interval. The PING function added a
select function to include a default timeout to determine a lack of destination
response. The default system call recvfrom() function does not support a timeout
setting.

/* PING FUNCTION */
FD_SET(sockfd, &rfds);
tv.tv_sec = 1, tv.tv_usec = 0;
retval = select(sockfd + 1, &rfds, NULL, NULL &tv);

With the code above, the PING is able to have a timeout value set by tv.tv
structure. As an example, it is set as one second. Based on the response of the
client from the PING function the device will decide to either forward the packet
or to cache and send a magic packet.

• Wake-on-LAN via Magic Packet

The device sends out a magic packet via a user datagram protocol (UDP)
broadcast containing the destination machine’s MAC address. The magic packet is
simply a packet with six 0xFF values followed by sixteen repetitions of the target’s
MAC address. The MAC address can be set either via user input from The Engine
directly.

• Parallel Operation

Parallel operation is required in The Engine in order to wake a sleeping
computer through the broadcast of a magic packet while simultaneously contin-
uously caching incoming packets through a second instance of pcap_loop(). To run
operations, also known as threads, in parallel, two functions of the PTHREAD
library are required.
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– pthread_create() – used to create a thread.
– pthread_join() – used to join threads.

Specifically, in the code, two threads of type pthread_t are created. One thread
is to run the function to broadcast a magic packet. The second thread is to call a
second instance of pcap_loop() to store packets into the global array. After the
completion of either thread, they are joined together using the pthread_join()
function and The Engine continues onto its functions. The code implemented in
the Engine code is replicated below for clarity.

pthread_t thread1;
pthread_t thread2;
/* starts thread 1 to call Magic Packet function */
pthread_create(&thread1, NULL, &magic, NULL);
/* starts thread 2 to call pcap_loop() function to */
pthread_create(&thread2, NULL, &cachePackets, NULL);
/* join the two threads */
pthread_join(thread1, NULL);
pthread_join(thread2, NULL);

3.2 Hardware Specifications

The hardware design of this project created an LED status indicator for users. It
displays the device’s operating state in real-time, providing users with visual
confirmation of device function or malfunction. Therefore, the user can manage
and troubleshoot a network based on the status indicators. This is especially useful
in management of large networks, where a status report of the sub-networks under
the intermediate device is important. The LEDs also fulfill a debugging role as it
indicates all of the statuses: capture, process, sleep status, and Wake-on-LAN. The
hardware design is an add-on to the Beagleboard-XM. It consists of software and
hardware elements. The software design deals with the C code that implements
Beagleboard-XM’s general purpose input/output (GPIO) drivers. The hardware
design pertains to the physical board design the LED indicators.

• Hardware for GPIO Drivers

The Beagleboard-XM comes with GPIO pins, to which the additional hardware
board consisting of 8 LEDs is attached. This made the initial hardware design
simple as all of the work is done internally on the Beagleboard-XM. No voltage
regulator or jumpers were required as the device is already programmed to
maintain a sufficient amount of voltage to drive any LEDs under 5 V. Therefore,
the final hardware add-on design for this device consisted of a circuit of 8 LEDs
and 8 1 kX in series with the GPIO connectors. These resistors ensured that the
forward bias current that goes through the LEDs will not burn the LEDs. The most
difficult aspect of the design was finding a suitable connector for the Beagleboard-
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XM’s GPIO pin array. Once all the circuits are completed on the process control
block (PCB) board, the software will take care of everything else.

4 Conclusion and Future Extension

The goal of the device is to ensure that packets are forwarded to the correct
location on the network and the machines can be waken when required. All of the
testing verification passed as stated in the design review. Throughout the research
and development process, many publicly available tutorials were consulted to
achieve a grasp of network programming. The performance of the device is tested
not only in a closed environment, but also under real traffic scenarios and found
satisfactory. Despite the overall success, there were several areas that were left
unaddressed. Specifically, The Engine and underlying software contains memory
leaks because it was a failure to allocate all of the memory that was assigned
throughout the runtime. Furthermore, the end product was not a completely
automated device. The intention of the project was to allow the device to work
without any user configuration. Finally, the product packaging was very rudi-
mentary and could have been created for a more durable product.

In future work, the software memory issues will be addressed. Though they did
not affect performance in demonstration, these bugs need to be fixed before this
product can be reliably used in real-world applications. Furthermore, it is planned
to completely automate the device so it can be used as a plug-and-play product.
Finally a case design could be created so the device is protected. In addition,
improvements can still be made in code efficiency and product packaging.

The software libraries employed, namely PCAP, PTHREAD, and GPIO as well
as their respective documentation are available in the public domain. The reliance
on publicly available information creates little ethical concern as credit is given to
the source parties.
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Authentication in Cloud Computing
Environment Using Two Factor
Authentication

Brijesh Kumar Chaurasia, Awanish Shahi and Shekhar Verma

Abstract The security is one of the indispensable concerns in the cloud com-
puting. Different authentication and access mechanisms are implemented for dif-
ferent services in the cloud. For uniform strong authentication and obviate the need
for password registration, two factor authentication (T-FA) has been proposed. The
data owner provides one of the credentials in this is a two tier mechanism. T-FA
needs two identities based on what the user knows and what he possesses which is
implemented through Software as a Service (SaaS) in the cloud computing envi-
ronment. However, key-compromise impersonation makes the software only
mechanism vulnerable if a server is compromised. This study examines this vul-
nerability and proposes an identity based signature technique to make T-FA
resilient to impersonation attack. Analysis shows that the proposed technique is
able to make T-FA mechanism robust to key-compromise impersonation attacks.

Keywords Cloud � Impersonation � Security � Two factor authentication (T-FA)

1 Introduction

Cloud computing is a computing for enabling convenient, dynamic scalable, on
demand network access to a shared of pool of configurable computing recourses
over the internet [1]. The cloud computing provides many advantages such as on-
demand self service, ubiquitous network access, storage utility, software utiliza-
tion, rapid elasticity, platform and infrastructure utilization, managed distributed
computing power etc. [2]. In cloud computing, cloud basically is a collection of
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storage systems, servers and devices to amalgamate data, software and computing
power distributed across the network at various points. Cloud computing proposes
a model the gives an on-demand, economy of scale and pay for use IT services
over internet. The infra structure setup by the cloud computing architecture is
known as cloud [3]. The cloud computing can be categorized according to services
available on the cloud namely IaaS (Infrastructure as a Service), SaaS (Software as
a Service) and PaaS (Platform as a Service) [4]. SaaS software as a service model
provides applications, software on demand or on subscription basis where user is
free from overhead of installation or upgrade. To make the functionality of
application or software available over web or internet it is hosted on a centralized
severs. SaaS has become most demanding service because of the great services,
functionality, flexibility, less maintenance and enhanced scalability. Google docs,
CRM applications are the few instances of SaaS. It lowers downs the cost of
business [5]. PaaS provides platforms and services to deploy, develop, test,
maintain and host application in clouds integrated environment. PaaS acts as a
support for application creation and usage. PaaS too is based on subscription or
metering model i.e. pay and use. It provides web application platform raw compute
and business application platform. IaaS provides hardware services, data storage,
bandwidth and networking services. Basically IaaS can be perceived as machine in
the sky which provides facility to choose among various operating systems,
hardware sizes and storage amount. IaaS provides ability to scale up, upfront cost
to minimum by moving your infrastructure to cloud (Fig. 1).
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Fig. 1 Cloud standard services
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2 Authentication in Cloud Environment

In general, authentication is the mechanism of verifying a user’s identity and
ensures that user who attempts to access a network is a legitimate user. Another
aspect of authentication is to deny, the accessibility of the network to an unau-
thorized user. The authentication mechanism can be categorized into two types:
message authentication and entity authentication. In cloud computing, security
services are as follows. SaaS in which a user relies on cloud provider to perform all
security, the PaaS model accepts user to assume almost all security functions
except availability and Iaas which depends on providers to maintain data integrity
as well as availability but loads users with confidentiality and privacy control. As
the IT industry and its whole business is moving its sensitive information to cloud,
so SaaS providers have to provide strong support for this data in the cloud by
taking strong security measures. Authentication in cloud is completely different
from that of an organization and the verification of the user is different from that in
an enterprise network. Enterprise can rely on multi layer of authentication but in
cloud user are not necessarily connected via enterprise LAN. The cloud computing
is subjected to various risks as attacks targeting shared-tenancy environment,
virtual machine based malware etc. Conventional security methodology do not
work well for cloud and hence cloud is subjected to various attacks. So seeing the
cloud vulnerability it needs well structured and well defined security procedures.
Among various proposed protocols two factor authentication T-FA is popular and
is supposed to be used and adopted by many cloud service providers in future. Two
factor-or multi factor authentication is two or multi proof based authentication i.e.
a proof which user knows (password etc.) and other proof which user has as
security code, mobile phone etc. This T-FA can be categorized a hardware based
technique or software only technique.

3 Two Factor Authentication T-FA

T-FA is a mechanism that provide two way authentication to the user. Authenti-
cation depends on at least one of three kinds of information—something that a user
knows (password), something that a user possesses (security token or USB or
mobile phone) or something that a user is (biometric data like fingerprints).

Two-factor authentication is required if any information that is personally
identifiable is handled outside the firewall or in a large communication mecha-
nism. Hardware based token such as USB, smart card etc. deployment is unfa-
vorable in large scale communication scenario and have flaws. T-FA as SaaS
allows service level agreements which ensure quality of service especially avail-
ability. It also offers administrative and other facilities to the user. But, the system
is opened to the Internet making it vulnerable as T-FA has to be deployed for all
SaaS applications. A weak authentication mechanism is a problem for the SaaS
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providers and which makes the data in the cloud critical in which customers email
id and password are under scanner of attacker [6]. T-FA in software only technique
is also vulnerable as masquerading becomes critical issue in T-FA. The notations
are used in algorithms is illustrated in Table 1.

4 Vulnerability of Software Only Technique in T-FA

The digital signature based solution proposed in [7] requires prime numbers p,
q and a base g s for creation of a private key (x) and a public key (y) pair.
However, when a client needs to authenticate itself by its signature, its public key
certificate is sent to the cloud for signature verification. The on-demand trans-
mission and verification of the public key certificate is a communication and
computation overhead and causes and authentication latency. The client tries to
login by sending a request to cloud servers and the servers generates a random
challenge m for the user with k as security parameter suppose a number which is
generated by key generating function. Under password deriving keys f(pw) user
decrypts x where pw is password [8]. Now, user randomly selects c in [1, q - 1]
and calculates r and s using a. Thus user sends the result to server where server
decrypts w and b and gets (r, s) and (y, g, p, q) [7]. Server verifies the certificate
and computes u1 and u2 and in turn gets v. Server compares v and r if they match
login is granted. Otherwise server suspects the user (Fig. 2).

T-FA minimizes the risk of system compromise as the probability of loss both
passwords concurrently is minimal. However, T-FA is subject to impersonation
attack. Impersonation attack can take place when even without compromising any
of the authentication factors. The situations are one, the public key of user was
encrypted with symmetric key which is shared by server, then the same domain
impersonation can occur [7] or two, the public key of user was encrypted with public
keys of the server and private keys remain unchanged. Then, the impersonation will
be done in a different domain. So, when a key in long term use is compromised, then
the attacker will be able to masquerade and situation grows worse when attacker is
able to masquerade as another entity. To prevent this vulnerability, the possibility of
an attacker masquerading as another entity must be excluded.

5 Proposed Solution

The same domain and different domain impersonation attacks are possible in
software only T-FA mechanism. However, this possibility can be excluded by
using the following two approaches. One, if the public–private key pair of a client
is tied to its identity and this is generated by a trusted third party who is specific to
a particular domain. Second, if the client generates key pairs in large number
targeting on many servers. Under both the conditions, the impersonation will not

782 B. K. Chaurasia et al.



happen as a signature is accepted only when the client is directing a particular
server or when a key pair is specific to a domain. When the targeted server is
unable to identify the actual user receiving the signature and impersonation attack
takes place and two, when user loosely signs the digital signature as plain text,
impersonation attack takes place. Tying the identifier of the client to the key pair in
signature for recipient can be used in successful acceptance of signature in the
aforesaid conditions.

However, communication and computation efficiency is imperative when large
number of key pairs is generated. Intensive computation will decrease the client’s
interest in the cloud service, while communication load increase the cost and add
to the service’s risk of failure especially in a wireless mobile environment. This
makes digital signature scheme based on public key cryptography less attractive in

Table 1 Notation used for
algorithm

Notation Description

A User
(serv, serv1) Cloud server
p, q Large prime numbers

m 0; 1f gk Random number

g Base
(x) Private exponent
f() Key driving function
f(pw) Password driving key
pw Password
a ¼ E f pwð Þ; xð Þ Variable
D() Inverse of a
b ¼ E a y; g; p; qð Þð Þ Variable
a, l Server key pair

User Cloud Attacker
Fig. 2 The impersonation
attack in software only based
T-FA
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this scenario. In the proposed mechanism, the second approach of multiple key
pair generation is combined with identity based signature (IBS) mechanism. In the
proposed Identity based cryptography [9], a client’s identifier is its public key, and
the corresponding private key is generated by a trusted private key generator
(PKG). IBS achieves less overhead by reducing the size of the keys and the need
for transmission and verification of public key certificates. The client generates an
authenticator using its private key which is verified by the server.

A. Generation of Domain Specific Key Pair

There are three participants in the signature generation process: client, the
server of a domain and an offline PKG specific to the domain. The PKG is a trusted
third party that issues identity based private keys to legitimate clients. Such PKGs
are quite common in the real world. The system setup is implemented by the PKG
for enrolling the client. In this step, given the security parameter, the PKG
determines its public/private key pair and makes the system parameters public.
The client enrolls itself using its identity. The PKG generates the corresponding
public key and passes the pair to the client over a secret channel. The PKG may
also generate a time dependent key pair using the time stamp. The key pair
becomes invalid after a time period and requires reissue of the keys. This prevents
long term usage of the same signature which is a source of key compromise.

B. Resilience to Authentication Attacks

If an attacker poses as a server say serv1 computes v on the other hand the user
calculates s. So v and r are different for attacker as it he uses serv1 to compute all
parameters (Fig. 3).

This can be achieved through one way has function h(). As serv1 calculates
h(serv1, h(n)) for getting v while user computes h(serv1, h(n)) for s as result,
v = r for the attacker. So attacker cannot malign serv1 as intended server identity
is sent with the signature. Moreover in IBS, the identity of the client is tied to the
signature and the signature is domain specific, impersonation attacks are clearly
excluded.

   User Cloud 
Fig. 3 Proposed
methodology with one way
hash function
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6 Conclusion

Two factor authentication mechanism when implemented as software as a service
is vulnerable to same and different domain impersonation attacks. The elimination
of the security weakness requires usage of digital signature and multiple key pairs
which has a large overhead. To overcome the vulnerability to impersonation,
identity based signature with domain specific key generation for multiple key pairs
has been proposed. The mechanism is not only able to prevent impersonation
attacks but is also efficient. However, the key pair lifetime must be limited to
control spread of the keys from compromised servers.
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Expedited Artificial Bee Colony
Algorithm

Shimpi Singh Jadon, Jagdish Chand Bansal, Ritu Tiwari and Harish
Sharma

Abstract Artificial Bee Colony (ABC) is one of the latest and emerging swarm
intelligence algorithms. Though, there are some areas where ABC works better
than other optimization techniques but, the drawbacks like stucking at local optima
and preferring exploration at the cost of exploitation, are also associated with it.
This paper uses position update equation in ABC as in Gbest-guided ABC (GABC)
and attempts to improve ABC algorithm by balancing its exploration and
exploitation capabilities. The proposed algorithm is named as Expedited Artificial
Bee Colony (EABC). We altered the onlooker bee phase of ABC by forcing the
individual bee to take positive direction towards the random bee if this selected
random bee has better fitness than the current bee and if it is not the case then the
current bee will move in reverse direction. In this way, ABC colony members will
not follow only global best bee but also a random bee which has better fitness than
the current bee which is going to be modified. So the mentioned drawbacks of the
ABC may be resolved. To analyze the performance of the proposed modification,
14 unbiased benchmark optimization functions have been considered and exper-
imental results reflect its superiority over the Basic ABC and GABC.

Keywords Artificial bee colony � Swarm intelligence � Optimization � Gbest
artificial bee colony
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1 Introduction

Swarm Intelligence is an emerging category in nature inspired algorithms group in
current decade. Collaborative trail and error method is the main engine behind the
Swarm Intelligence which enables the algorithmic procedure to find the solution.
Researchers analyzed such collaboration between the social insects while
searching food for them and created the structures known as Swarm Intelligence
based algorithms like ant colony optimization (ACO) [6], particle swarm opti-
mization (PSO) [14], bacterial foraging optimization (BFO) [15]. The work pre-
sented in the articles [6, 14, 16, 17] under the mentioned category proved their
efficiency and potential to deal with non linear, non convex and discrete optimi-
zation problems etc. Karaboga [10] contributed the recent addition to this category
known as Artificial bee colony (ABC) optimization algorithm. The ABC algorithm
mimics the foraging behavior of honey bees while searching food for them. ABC
is a simple and population based optimization algorithm. Here the population
consists of possible solutions in terms of food sources for honey bees whose fitness
is regulated in terms of nectar amount which the food source contains. The swarm
updating in ABC is due to two processes namely the variation process and
selection process which are responsible for exploration and exploitation respec-
tively. However the ABC achieves a good solution at a significantly faster rate but,
like the other optimization algorithms, it is also weak in refining the already
explored search space, mainly due to less diversity in later search. On the other
part, it is also required to tune the ABC control parameters based on problem. Also
literature says that basic ABC itself has some drawbacks like stop proceeding
toward the global optimum even though the population has not converged to a
local optimum [11] and laking to balance between exploration and exploitation
[19]. Therefore these drawbacks require a enhanced and more efficient ABC to
deal with. Here we proposes a modification in ABC called as Expedited ABC
(EABC) to overcome the mentioned drawbacks. Researchers are also working to
enhance the capabilities of ABC. To enhance the exploitation, Gao et al. [8]
improved position update equation of ABC such that the bee searches only in
neighborhood of the previous iteration’s best solution. Banharnsakun et al. [2]
proposed the best-so-far selection in ABC algorithm and incorporated three major
changes: The best-so-far method, an adjustable search radius, and an objective-
value-based comparison in ABC. To solve constrained optimization problems,
Karaboga and Akay [12] used Deb’s rules consisting of three simple heuristic rules
and a probabilistic selection scheme in ABC algorithm. Karaboga [10] examined
and suggested that the limit should be taken as SN 9 D, where, SN is the popu-
lation size and D is the dimension of the problem and coefficient /ij in position
update equation should be adopted in the range of [-1, 1]. Further, Kang et al. [9]
introduced exploitation phase in ABC using Rosenbrock’s rotational direction
method and named modified ABC as Rosenbrock ABC (RABC).
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Rest of the paper is organized as follows: ABC is explained in Sect. 2. In Sect. 3,
proposed modified ABC (EABC) is explained. In Sect. 4, performance of the
proposed strategy is analyzed. Finally, in Sect. 5, paper is concluded.

2 Artificial Bee Colony (ABC) Algorithm

Artificial Bee Colony is made of three groups of bees: employed bees, onlooker
bees and scout bees. The number of employed and onlooker bees is equal. The
employed bees searches the food source in the environment and store the infor-
mation like the quality and the distance of the food source from the hive. Onlooker
bees wait in the hive for employed bees and after collecting information from
them, they start searching in neighborhood of food sources with better nectar. If
any food source is abandoned then scout bee finds new food source randomly in
search space. ABC is a population-based iterative search procedure. In ABC, first
initialization of the solutions is done as:

2.1 Initialization of the Swarm

If D is the number of variables in the optimization problem then each food source
xi(i = 1, 2, …, SN) is a D-dimensional vector among the SN food sources and is
generated using a uniform distribution as:

xij ¼ xminj þ rand½0; 1�ðxmaxj � xminjÞ ð1Þ

here xi represents the ith food source in the swarm, xminj and xmaxj are bounds of xi

in jth direction and rand[0, 1] is a uniformly distributed random number in the
range [0, 1]. After initialization phase ABC requires the cycle of the three phases
namely employed bee phase, onlooker bee phase and scout bee phase to be
executed.

2.2 Employed Bee Phase

In this phase, ith candidate’s position is updated using following equation:

vij ¼ xij þ /ijðxij � xkjÞ ð2Þ

here k 2 f1; 2; . . .; SNg and j 2 f1; 2; . . .;Dg are randomly chosen indices and
k 6¼ i � /ij is a random number between [-1, 1]. After generating new position,
the position with better fitness between the newly generated and old one is
selected.
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2.3 Onlooker Bees Phase

In this phase, employed bees share the information associated with its food source
like quality (nectar) and position of the food source with the onlooker bees in the
hive. Onlooker bees evaluate the available information about the food source and
based on its fitness it selects a solution with a probability probi. Here probi can be
calculated as function of fitness (there may be some other):

probiðGÞ ¼
0:9� fitnessi

maxfit
þ 0:1; ð3Þ

here fitnessi is the fitness value of the ith solution and maxfit is the maximum
fitness amongst all the solutions. Again by applying greedy selection, if the fitness
is higher than the previous one, the onlooker bee stores the new position in its
memory and forgets the old one.

2.4 Scout Bees Phase

If for a predetermined number of cycles, any bee’s position is not getting updated
then that food source is taken to be abandoned and this bee becomes scout bee. In
this phase, the abandoned food source is replaced by a randomly chosen food source
within the search space. In ABC, the number of cycles after which a particular food
source becomes abandoned is known as limit and is a crucial control parameter. In
this phase the abandoned food source xi is replaced by a randomly chosen food
source within the search space same as in initialization phase 1.1.

2.5 Main Steps of the ABC Algorithm

The pseudo-code of the ABC is shown in Algorithm 1 [11].

Algorithm 1 Artificial Bee Colony Algorithm:?

Initialize the parameters;
while Termination criteria is not satisfied do

Step 1: Employed bee phase for generating new food sources;
Step 2: Onlooker bees phase for updating the food sources depending on
their nectar amounts;
Step 3: Scout bee phase for discovering the new food sources in place of
abandoned food sources;
Step 4: Memorize the best food source found so far;

end while
Output the best solution found so far.
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In 2010, Zhu and Kwong [19] proposed Gbest-guided ABC (GABC) algorithm,
an improvement in ABC algorithm by introducing global best (gbest) solution of
the current population into the position update equation to improve the exploita-
tion. This proposed version GABC is inspired by PSO [14], which uses the global
best (gbest) solution to guide the search. The modified the position update equation
of ABC as follows:

vij ¼ xij þ /ijðxij � xkjÞ þ wijðyj � xijÞ ð4Þ

The only difference in the modified Eq. (4) is the third term on the right-hand
side, which is called gbest term. Here yj is the jth dimension of the global best
solution, wij is a uniform random number in [0, C], where C is a non negative
constant. According to Eq. (4), the gbest term tries to drive the search towards the
global best solution, therefore, responsible for the exploitation. Note that setting
the parameter C in (4) is a crucial task as to balance the exploration and exploi-
tation of the solution search. In this paper ABC uses Eq. (4) of GABC as its
position update equation and which is modified further to enhance its search
capability.

3 Expedited Artificial Bee Colony

Karaboga and Akay [11] shows inefficient balance between exploration and
exploitation of the search space in ABC while experimenting its different variants.
Recently Zhu and kwong [19] proposed a modified version of ABC namely Gbest-
guided Artificial Bee Colony algorithm (GABC) which incorporated information
of the bee having highest fitness in the swarm within the position update equation.
As a result of which, ABC may suffer from premature convergence as in early
iterations the whole population gets influence to best solution (which is not nec-
essarily a optimum) in the current swarm. At the same time, we can not lose this
best solution information also, which tries to guide the population towards the
better one. So in order to make balance between losing and adopting the best
solution information, we modify the difference term in position update equation of
ABC, which adopts the directional difference between the current bee and a ran-
dom bee in the swarm, through taking positive scaled value of this term in that
bee’s direction which is better between current and random bee. In this way, we
adopt information of both the swarm best and best between current and a random
bee and modified the position update equation inspired from PSO [14] which does
not give more weightage to global best, but a equal weightage to personal best
also. After analyzing these concerns, we propose following modification in
onlooker bee phase of ABC. The proposed modification can be mathematically
seen as follows:
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if (probcurrent(i) [ probrandom(k))

vij ¼ xij þ rand½0; 0:5�ðxij � xkjÞ þ wijðyj � xijÞ ð5Þ

else

vij ¼ xij þ rand½0; 0:5�ðxkj � xijÞ þ wijðyj � xijÞ ð6Þ

here probcurrent(i) and probrandom(k) are the probabilities calculated in Eq. (3) of the
current bee ith and random bee kth respectively. rand[0, 0.5] is a random number
between 0 and 0.5. Basically in ABC, we follow positive direction towards best
bee in current swarm and random direction towards randomly selected kth bee, but
in proposed EABC we follow positive direction towards gbest and also towards
random bee if it has better fitness than the current bee otherwise we follow neg-
ative direction towards random bee. Here, in both Eqs. (5) and (6) we take random
number between [0, 0.5] instead of [0, 1] so that this term may not takeover the
gbest influence over the search. Therefore instead of completely following gbest
bee in colony, we add some better random direction to current bee also to ensure
convergence not prematurely.

4 Experiments and Results

4.1 Test Problems Under Consideration

To validate the performance, we compared the proposed strategy with basic ABC
and GABC over 14 unbiased benchmark optimization functions which are given in
Table 1. For a successful run, the minimum error criteria is fixed as in last colon of
Table 1 i.e. an algorithm is considered successful if it finds the error less than
acceptable error in a specified maximum function evaluations.

4.2 Experimental Setting

To prove the efficiency of proposed EABC, it is compared with ABC and GABC.
To test EABC, ABC and GABC over considered problems, following experimental
setting is adopted:

Parameter setting for ABC:

• Colony size NP = 50 [5, 7],
• /ij = rand[-1, 1] and wij = rand[0, 1.5] [19],
• Number of food sources SN = NP/2,
• limit = D 9 SN [1, 13],
• The number of simulations/run = 100.
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4.3 Results Comparison

With experimental setting of Sect. 4.2, Table 2 reports the numerical results in
terms of standard deviation (SD), mean error (ME), average function evaluations
(AFE), and success rate (SR). To minimize the effect of the algorithmic stochastic
nature, the reported function evaluations is averaged over 100 runs. Results in
Table 2 reflects that most of the time EABC outperforms in terms of reliability,
efficiency and accuracy as compare to the ABC and GABC. For more intensive
analyses of the results, the performance indices and boxplots have been carried
out.

EABC, ABC and GABC are compared through SR, AFE and ME in Table 2.
Here signs +/- indicate that for that particular function, EABC is better/worst than
the considered algorithms, respectively. If EABC has more success rate SR than the
other algorithm then it is said to be better and if EABC has equal success rate to
other then comparison is done in order of preference of average function evalu-
ation (AFE), mean error (ME). Total Outcome of comparison is mentioned in
Table 3. The bottom line of Table 3 represents that of EABC is better than ABC in
all 14 functions and better than GABC in 11 functions out of 14 functions and
hence shows the superiority of EABC.

We also did boxplot analyses [18] to compare all the considered algorithms in
terms of consolidated performance as it can efficiently represent the empirical
distribution of data graphically. The boxplots for EABC, ABC and GABC are
shown in Fig. 1. It is clear from this figure that EABC is better than the considered
algorithms as interquartile range and median are comparatively low.

Table 3 shows the performance of EABC in the order of preference of SR, AFE
and ME. Now giving weighted importance to these parameters, performance
indices (PI) are calculated [4]. The values of PI for the EABC, ABC and GABC are
calculated by using following equations:

PI ¼ 1
Np

XNp

i¼1

ðk1a
i
1 þ k2a

i
2 þ k3a

i
3Þ

where

ai
1 ¼

SriTri

;
ai

2 ¼
Mf i

Af i ; if Sri [ 0:

0; if Sri ¼ 0:

(
; and ai

3 ¼
Moi

Aoi

i ¼1; 2; . . .;Np

• Sri = Successful simulations/runs of ith problem.
• Tri = Total simulations of ith problem.
• Mfi = Minimum of average number of function evaluations used to obtain the

required solution of ith problem.
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Table 2 Comparison of the results of test problems

Test Function Algorithm SD ME AFEs SR

f1 ABC 1.66E-06 8.64E-06 16520.09 100
GABC 3.05E-06 5.03E-06 9314.71 100
EABC 2.77E-06 5.86E-06 5623.48 100

f2 ABC 1.03E-01 1.67E-01 199254.48 1
GABC 1.71E-02 1.95E-02 151300.35 46
EABC 4.32E-03 8.79E-03 98278.88 85

f3 ABC 6.83E-06 6.05E-06 1925.52 100
GABC 6.54E-06 5.76E-06 1204.65 100
EABC 6.35E-06 6.18E-06 816.13 100

f4 ABC 7.33E-05 1.76E-04 180578.91 18
GABC 2.15E-05 8.68E-05 90834.53 97
EABC 1.49E-05 8.79E-05 63816.73 100

f5 ABC 1.25E+00 8.32E-01 179015.68 18
GABC 2.97E-02 8.76E-02 101517.9 95
EABC 2.93E-02 8.84E-02 107569.72 92

f6 ABC 2.62E-06 6.75E-06 9163.5 100
GABC 2.45E-06 6.95E-06 5626 100
EABC 2.09E-06 7.30E-06 5285 100

f7 ABC 1.12E+01 8.76E+01 200000 0
GABC 9.77E+00 8.63E+01 200000 0
EABC 9.95E+00 8.76E+01 200000 0

f8 ABC 3.40E+03 1.21E+04 200000 0
GABC 3.31E+03 1.05E+04 200000 0
EABC 3.00E+03 1.03E+04 200000 0

f9 ABC 3.10E-03 1.41E-03 80078.81 82
GABC 2.85E-06 5.25E-06 39423.63 100
EABC 1.61E-03 3.75E-04 50717.76 95

f10 ABC 1.75E-06 7.73E-06 16790.5 100
GABC 1.64E-06 8.04E-06 9349.5 100
EABC 1.32E-06 8.44E-06 8784 100

f11 ABC 2.18E-06 4.97E-07 106142.69 65
GABC 4.38E-15 4.80E-15 3965.99 100
EABC 4.39E-15 4.67E-15 3093.09 100

f12 ABC 6.19E-05 2.15E-05 195783.29 4
GABC 2.98E-14 4.39E-14 48432.57 100
EABC 2.80E-14 4.73E-14 25909.31 100

f13 ABC 2.94E-06 1.95E-03 24185.13 100
GABC 3.03E-06 1.95E-03 4770.87 100
EABC 2.81E-06 1.95E-03 4311.85 100

f14 ABC 5.47E-06 4.66E-06 4883.53 100
GABC 5.88E-06 5.09E-06 2450.53 100
EABC 5.46E-06 4.59E-06 2041.98 100
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• Afi = Average number of function evaluations used to obtain the required
solution of ith problem.

• Moi = Minimum of standard deviation got for the ith problem.
• Aoi = Standard deviation obtained by an algorithm for the ith problem.
• Np = Total number of optimization problems evaluated.
• k1, k2, k3 = weights assigned to the success rate, the average number of function

evaluations and the standard deviation respectively such that k1 ? k2 ? k3 = 1
and 0 B k1, k2, k3 B 1.

Table 3 Outcome of Table 2 TP EABC Vs GABC EABC Vs ABC

f1 + +
f2 + +
f3 + +
f4 + +
f5 – +
f6 + +
f7 – +
f8 + +
f9 – +
f10 + +
f11 + +
f12 + +
f13 + +
f14 + +
Total number of ? sign 11 14

TP Test problems

ABC GABC EABC
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To calculate the PIs, equal weights are assigned to two variables while weight
of the remaining variable vary from 0 to 1 as given in [3]. Following are the
resultant cases:

1. k1 ¼ W ; k2 ¼ k3 ¼ 1�W
2 ; 0�W � 1;

2. k2 ¼ W ; k1 ¼ k3 ¼ 1�W
2 ; 0�W � 1;

3. k3 ¼ W ; k1 ¼ k2 ¼ 1�W
2 ; 0�W � 1

The graphs corresponding to each of the cases (1), (2) and (3) for EABC, ABC
and GABC are shown in Fig. 2a–c respectively. In these figures, horizontal axis
represents the weights k1, k2 and k3 and while vertical axis represents the PI.

For case (1), PIs of the considered algorithms are superimposed in Fig. 2a by
giving equal weights to average number of function evaluations and the standard
deviation. It is observed that PI of EABC are higher than the considered algo-
rithms. Similarly for case (2), equal weights are assigned to the success rate and
standard deviation and for case (3), equal weights are assigned to the success rate
and average function evaluations. It is clear from Fig. 2b, c that in these cases also,
the EABC algorithm has better performance than the others.
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Fig. 2 Performance index for test problems; a for case (1), b for case (2) and c for case (3)
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5 Conclusion

In this paper, ABC algorithm is modified through alteration in position update
equation in onlooker bee phase to balance the exploration and exploitation capa-
bilities of ABC. Instead focusing only on the global best bee, we also emphasize
on a random bee with better fitness in the colony and the so obtained modified
ABC is named as Expedited ABC (EABC). To analyze the proposed algorithm, it
is compared to ABC and a recent variant GABC and with the help of experiments
over 14 unbiased benchmark optimization functions, it can be concluded that the
EABC outperforms to the considered algorithms in terms of reliability, efficiency
and accuracy.
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Indian Ehealth Services: A Study

Shilpa Srivastava, Milli Pant and Namrata Agarwal

Abstract Advancement in Information and communication technology has made
the healthcare information and services globally accessible. The paper throws light
on the impact of e-health services in a developing nation like India, where densely
populated communities spread over vast distances. The healthcare delivery sys-
tems are being overloaded in the developing and densely populated countries, so it
is imperative to have an efficient and cost effective systems. The paper highlights
the various social and technical issues in the successful deployment of e-health
services in India. Further the inclusion of ‘‘Aadhaar’’ (A unique Identification
number provided by UIDAI, an agency of Government of India) has been sug-
gested to make the services more streamlined and secured.

Keywords Ehealth services � UIDAI � Aadhaar

1 Introduction

Information systems and web technologies have changed quality of services and
people’s life style. Advances in communication systems have impacted all aspects
of our daily life and the field of health care is no exception. The use of Information
Communication Technology in the health sector is one of the most rapidly growing
areas in health care today [1]. The advancement in computer and communication
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technology has made the healthcare information and services globally accessible.
The definition of e-Health as per WHO is:-‘leveraging of the ICT to connect
provider and patients and governments to educate and inform healthcare profes-
sionals, managers and consumers; to stimulate innovation in care delivery and
health system management; and to improve our health care system’.

Millions of people across the world do not have opportunity to obtain the
optimum medical services due to high cost and accessibility. IT revolution in
healthcare has presented an opportunity for universal access to medical services
and information at a very low cost. The medicines, medical education and medical
research are progressively going high and so is their cost escalating. This cost can
be lowered by making the medical diagnosis and treatment more precise.
According to Dr. T. E Bell (IEEE spectrum 2006) the effective and efficient use of
engineering can lower the costs provided it is focused on early detection of the
disease. Ehealth is a joint effort of healthcare group and the industry that possess
technology. The power of the Internet to advance telemedicine was first brought to
light by a seminal event in April 1995. An SOS e-mail message was sent through
the Internet requesting international help for a Chinese university student, who was
suffering from an unknown severe disease. This led to the first recorded Internet
diagnosis—of Guillian-Barré syndrome [2]. The term ehealth had been in used
since 1960s but the majority of growth has started after 2000. The World Health
Organization (WHO), has taken a number of key actions aimed at bringing the
power of ICT on health challenges internationally, regional and global levels.
Some of the main objectives of E-health can be listed as [3]:

1. Efficient healthcare to lower the cost of healthcare by avoiding unnecessary
repetitions of diagnostic procedures, focused diagnosis and judicious use of
medicines.

2. Evidence based healthcare emphasizing that clinical practice should be guided
not by mere assumptions, intuitions and beliefs, but by rigorous scientific
research. Thus reducing medical errors by applying evidence based acquired
knowledge by the physicians.

3. Ethical practice that targets the health related privacy issues. Also, incorpo-
rating informed consent and security of patient’s information during the online
clinical practice.

4. Education of physicians through various e-learning modules [4]. Empowerment
of patients by distributing the medical knowledge among the patients, to raise
their level of awareness.

In this paper the various issues in the deployment of ehealth services shall be
studied. Section 2 shall throw light on the status of ehealth in developing coun-
tries. Section 3 will bring out the status of ehealth in Indian society. Further the
integration of ‘‘Aadhaar’’ (A Unique Identification Number) in the Indian ehealth
system has been suggest to make the system more managed.
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2 E-Health in Developing Countries

Health systems in low- and middle-income countries continue to face considerable
challenges in providing high-quality, affordable and universally accessible care
[5]. According to global survey by GOe (Global Observatory by E-Health) the
strong growth of ehealth started since 2000 [6]. Developed countries higher and
middle income groups are more advanced in their ehealth development. The
developing nations still need special attention to ensure their proper development.
Policy-makers, donors and program implementers are putting efforts for innovative
approaches to eliminate the geographic and financial barriers to health. In this
context many health program implementers are exploring the extent to which m-
health (ehealth) can help in facing the challenges. It has been observed that there
has been an unprecedented increase in the number of users of cell phone and
internet technologies, as well as a decline in the price of devices and services, so
this information can be well utilized in the implementation of ehealth [7]. For e.g.:
with more than 900 million cell phone connections, India is the second largest
mobile market in the world after China. A recent report by Boston Consulting
Group stated that the total number of Internet users in India is expected to increase
from 125 million in 2011 to 330 million by 2016. The number of internet users
through mobile will be also increased in the coming future. Hence mobile phones
can be considered as an efficient way to tap the online services like ehealth.

Despite the increased interest, in low- and middle-income countries the e-health
field is still relatively nascent. To date, the literature on e-health in low- and
middle-income countries has largely consisted of articles describing single uses of
technology in health care delivery [5]. Developing countries are faced with many
problems in the healthcare and medical services such as limited financial resour-
ces, lack of trained personnel, reach ability to remote locations, etc. The reason
may include various interrelated factors such as poverty, malnutrition, poor
hygiene, living environment, gender or caste based discrimination etc. According
to [8] a model was designed considering the problems and challenges of e health in
developing countries. It includes:

1. Technical & operational: loss of EHR, security issues, suitable medical
equipment, maintenance & space support etc

2. Social & Cultural: Education of e-health services, disbelief of people in new
services, resistance against change due to habits

3. Naive Environment: lack of coverage of various regions in using medical
equipments

4. Legal: provision of legal aspects, balancing of laws and regulations
5. Policy: Lack of comprehensive and national strategies regarding e-Health
6. Financial: Need for investment and allocation of regular budget in e-Health

field.
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Developing countries should focus on e-health, in their strategic plan of
nationwide heath care, and subsequently the e-Health services. According to
World Bank figures, expenditure on health in developed countries is 11 percent of
their GDP as compared to just 6 % on an average for developing countries [9]. An
analysis of Center of Health Market Innovations (CHMI) states that ICT may play
a crucial role in improving the performance of health care sector in developing
countries, as ICT enables access to health services delivery through proper net-
work, coordinates research and knowledge management.

3 E-Health in Indian Context

India is a vast country consisting of 28 states and 7 union territories. Health is the
primary responsibility of each state and there is paucity of infrastructure and
dearth of doctors in rural areas. A survey by the Indian medical society has found
that 75 % of qualified consulting doctors practice in urban centers and 23 % in
semi urban areas and only 2 % from rural areas whereas majority of the patients
come from rural areas [10]. Besides, there is no national health insurance scheme
in the country. India has emerged as the leader in telemedicine with 380 plus
telemedicine centers operating across the country for providing healthcare services
to remote areas but unfortunately the percentage of active services are very less.
Out of many challenges like poor reach of ICT services in rural areas, low literacy
leading to low awareness, insufficient infrastructure, poverty, poor data manage-
ment is also one of the major deterrents to large scale adoption of e-health. Efforts
are directed towards setting up standards and IT enabled healthcare infrastructure
in the country. Government, administrative bodies and the different players in the
health service system are looking for innovative solutions to make health services
most efficient and secure. In spite of many problems, it is heartening to note that
India is among those developing nations, where the progress in ehealth has been
encouraging. On this front India is much better placed than other developing
According to CHMI report the number of technology enabled programs in health
care are emerging in all lower-income countries, as shown in Fig. 1. Southern
Asia—India in particular—leads in terms of the absolute number of technology-
enabled programs [5].

India pioneered first telemedicine connectivity in rural areas by connecting the
village Aragonda through satellite connection in the year 2000. This was first of its
kind in the world. The gap is not so much in terms of technical knowledge and
actual infrastructure. India has potential and necessary expertise required to
implement ehealth projects. Several state governments have earnestly taken
e-health Monitoring and Reporting Systems for their public health programs. India
is acquiring a sizable market in health care.
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3.1 E-Health Initiatives in India

3.1.1 Telemedicine Initiatives

Telemedicine Program is a process of uniting the benefits of Satellite communi-
cation technology and information technology with Biomedical Engineering and
Medical Sciences to deliver the health care services to the remote, distant and
underserved regions of the country. The first telemedicine project was established
by the Apollo group of hospitals in a village Aragonda in Andhra Pradesh in the
year 2000. It started with simple web cameras and ISDN telephone lines and today,
the village hospital has a video conferencing system and a VSAT (Very Small
Aperture Terminal) satellite installed by ISRO (Indian Space Research Organi-
zation). In India the telemedicine program is mainly supported by:-

• Department of Information Technology (DIT)
• Indian Space Research Organization
• NEC Telemedicine program for North-Eastern states
• Apollo Hospitals
• Asia Heart Foundation
• State governments.

Telemedicine technology is also supported by some other private organizations.
The telemedicine software system has been developed by the Centre for Devel-
opment of Advanced Computing, C-DAC which supports Tele-Cardiology, Tele-
Radiology and Tele-Pathology etc. It uses ISDN, VSAT, POTS and is used to
connect the three premier Medical Institutes of the country (viz. All India Institute
of Medical Sciences (AIIMS), New Delhi, Sanjay Gandhi Post Graduate Institute
of Medical Sciences (SGPGIMS), Lucknow and Post Graduate Institute of Med-
ical Education and Research (PGIMER), Chandigarh). Now it is being connected
to include Medical centers in Rohtak, Shimla and Cuttack [11]. The main purpose

Fig. 1 Percentage of
programmes using
information and
communications technology,
by year launched. Source
center for health market
innovations
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of telemedicine is to connect the remote District Hospitals/Health Centers with
Super Specialty Hospitals in cities, through the INSAT Satellites for providing
expert consultation to the needy and underserved population.

The major initiatives in the Telemedicine field at ISRO are:

• Providing Telemedicine Technology & connectivity between remote/rural
hospital and Super Speciality Hospital for Tele-consultation, Treatment &
Training of doctors & paramedics.

• Providing the Technology & connectivity for Continuing Medical Education
(CME) between Medical Colleges & Post Graduate Medical Institutions/
Hospitals.

• Providing Technology & connectivity for Mobile Telemedicine units for rural
health camps especially in the areas of ophthalmology and community health.

• Providing technology and connectivity for Disaster Management Support and
Relief.

The mobile vans are extensively used for Tele-ophthalmology, diabetic
screening, mammography, child care and community health. The Mobile Tele-
opthalmology facilities provide services to the rural population in ophthalmology
care including village level eye camps, vision screening for Cataract/Glaucoma/
Diabetic Retinopathy. The telemedicine facilities are established at many remote
rural district hospitals in many states and union territories of the country including
Jammu & Kashmir, Andaman & Nicobar Islands, Lakshadweep Islands, North
Eastern States etc. State level telemedicine networks are established in Karnataka,
Kerala, Rajasthan, Maharashtra, Orissa and Chhattisgarh. Many interior districts in
Orissa, Madhya Pradesh, Andhra Pradesh, Punjab, West Bengal and Gujarat have
the telemedicine facility. About 1.5 lacs patients are getting the benefits of
Telemedicine every year [12].

Apollo Telemedicine Networking Foundation (ATNF), a part of Apollo Hos-
pitals Group has also emerged as India’s single largest provider in the area of
Telemedicine with over 125 peripheral centers including 10 overseas. ATNF
works with multiple entities including the medical bodies, private and public
sectors, Central and State Governments both at a domestic and international level
to popularize the concept of Telemedicine. ATNF adheres to all legal and patient
security laws guaranteeing patient confidentiality and security of data transmitted
via the telemedicine network. Security is ensured by using secure login informa-
tion, encrypted databases, secure websites and identification through hardware
protocols including IRIS identification, when required. ATNF was the first to
promote clinical Telemedicine in South Asia [13].

3.1.2 eHCF

eHealth-Care Foundation, (eHCF) a New Delhi based Not for Profit Organization.
It is a web based patient care system that tracks a patient’s health record. It offers
them an opportunity to maintain their health record and authorize their physicians
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to access it as needed. Physicians accessing the patient’s data must have the
capability to access the data. The Mission of eHealth-Care is to help patients,
physicians, and community hospitals to make appropriate use of information and
communication technologies (ICTs) in order to improve access and quality of
healthcare delivery and reduce the cost of its management.

3.1.3 Recent Projects in Ehealth

• Cloud Enabled E-health Center:- India’s first fully integrated cloud based
e-health center was launched on 1st December 2012 at the Chausala village in
Haryana Kaithal District. It was a joint effort of Council of Scientific Research
and Industrial Research (CSIR) and Hewlett Packard. It was set up to provide
affordable health services to remote areas. It has diagnostic equipment, a tele-
medicine studio, laboratory and pharmacy and minimizes the need for onsite
doctors in remote areas.

• Virtual Medical Kiosk:- E-health Access Pvt. Ltd, a healthcare based company
launched Virtual Medical Kiosk in November 2012, which enables patient-
doctor consultation in a secure environment. Patients and doctors can commu-
nicate through phone, web cams, video conferencing, messaging, or chat. The
kiosk is embedded with diagnostic equipments, scanners and medical man-
agement software. It is first-of-its-kind. The main purpose of this medical kiosk
is to act as a bridge to bring the medical practitioner closer to the people in need
for medical consultation.

• Alcohol Web India:- An ehealth portal on alcohol use was developed by
National Drug Dependence Treatment Centre (NDDTC) New Delhi as part of an
initiative by the WHO, Geneva. The aim of this ehealth portal is to address the
problem of alcohol use. This portal has sections devoted to alcohol users, family
members of alcohol users, health professionals and policy makers.

• RFID Individual Tracking and Records Management (RFID-ITRM) e-health
project at Ahemdabad, Gujrat:-IEEE launched this project successfully in Ah-
medabad. RFID-ITRM technology is central to preventing medical errors,
identifying victims of natural disasters, and tracking and monitoring diseases
and outbreaks, as well as infants and vaccination history. An electronic medical
record system is installed in a local community health care center. The system is
managed by local NGO Manav Sadhna.

• E-health Project at Punjab:- An e-health clinic was established in Punjab in
Malwa region. A Hyderabad based NGO Naandi Foundation played a major role
in launching this project. This e-health clinic offers wide range of medical
services for chronic disease like cancer apart from specialized health care ser-
vices through telemedicine and broad band electronics methodology.
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Besides this, the most important initiative being taken is standardization of
exchange of health information between different entities within the healthcare
sector. In this regard the ministry of health & family welfare and the ministry of
communication and information technology are jointly creating a national health
information infrastructure for easy capture and dissemination of health information
and recently the government has introduced National Health Portal (NHP) which is
scheduled to be launched on October 2013 [9, 14]. The NHP is a Union Ministry of
Health and Family Welfare Project. The portal is intended to plug in the healthcare
gaps through the effective use of IT. It will establish a national database for the
medical records of all the citizens from birth to death. The three main objectives of
NHP are:-

• To improve the health awareness among the masses India.
• Improvement in the access to health services across the country.
• Decrease the burden of disease by educating people on the preventive aspects of

disease.

The NHP’s main aim should be to reach and serve the 330 million Indians
below poverty line through innovative ways. The challenge is that nearly
300 million of them are illiterate and less than one percent of them are reachable
via internet.

4 Significance of Aadhaar in Ehealth

4.1 About Aadhaar

Aadhaar is a 12 digit unique identification number provided by UIDAI (Unique
Identification Authority of India-A Government Body under Planning Commission
Of India, established in 1999). It is based on the demographic and biometric
information. This will ensure that the data collected is clean from the beginning of
the program. The UIDIA will be the regulatory authority managing a Central
Identification Repository (CIDR) which will issue Aadhaar, update resident
information and authenticate the identity of the resident’s whenever required [15].
There is a process to ensure that there will be no duplicate records. Residents have
only one chance to be in the database. So the individuals are required to provide
accurate data as many benefits and entitlement are going to be linked in future and
‘‘Aadhaar’’ will over time be recognized and accepted across the country and
across all service providers. Efforts have already been started in introducing
‘‘Aadhaar’’ cards at school and college level. The University Grants Commission
(UGC) has issued a letter to the State universities to enroll students for the Unique
Identity Card [16]. Linking Aadhaar with students’ bank accounts would help in
disbursal of scholarships and fellowships. The education department is also taking
initiative in enrolling the teaching and non-teaching staff for the Aadhaar card.
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4.2 Security and Privacy in ‘‘Aadhaar’’

• Online Authentication:- The UIDAI will provide a strong form of online
authentication where the private and public agencies can compare demographic
and biometric information of the resident with the record stored in the central
database. It will answer all requests to authenticate identity only through a ‘Yes’
or ‘No’ response. For example banks can link the unique number to a bank
account for every resident, and use the online authentication to allow its cus-
tomer to access the account from anywhere in the country.

• Data Transparency:- All the aggregated data shall be available for public to
access under RTI (Right to information act) but the Personal Identity Infor-
mation (PII) will not be accessible by any entity [15].

The inclusion of Aadhaar will provide a strong authentication in e-health ser-
vices. Several proposals have been given in integrating UID with Indian health
services [17]. Besides this the Ministry of family and healthcare has also planned
to integrate ‘‘Aadhaar’’ with NHP in the near future. Figure 2 describes the model
for integrating Indian e-health system with ‘‘Aadhaar’’. In this figure the
Authentication in ehealth system is provided through the ‘‘Aadhaar’’ and the
privileges shall be granted through the administrator. The Aadhaar number will be
authenticated at CIDR (central identification repository (CIDR) maintained with
UIDAI.

5 Challenges in Ehealth

The main aim behind promotion of e-Health is to try to provide a modern, up-to-
date and quality healthcare service to far flung corners of India where the formal
medical facilities are either totally absent or of poor quality. Other major benefits
include continuous training of medical and Para-medical personnel, to bring
awareness about the latest advances in medical field. The improvement in overall
quality of healthcare personnel will benefit the entire local population. EHealth
concept has been around for sometime but the developing countries are facing
multiple issues like resource crunch, lack of finance, poor awareness etc. Some of
the biggest issues which are hindering widespread deployment of eHealth are:-

• Lack of infrastructure: To support eHealth services, huge investments are
required in basic infrastructure to ensure reliable power supply, proper road
network and adequately fast Internet connectivity. Unfortunately in a develop-
ing country like India, there is insufficient availability of basic infrastructure. In
India, tarred road is not available in nearly 66 thousand villages having a
population of more than five hundred. Clean drinking water is not available in
over fifty five thousand villages. The power supply is unreliable even in major
cities while over a hundred thousand villages are not connected to power grid.
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• Lack of technically competency: A society which wants to use the ICT tools
needs to have a general level literacy. In additional to medical training, the
personnel involved in healthcare system from specialist doctors to low level
staff, need to build competency in IT tools. In order to maximize the benefits of
eHealth solutions, everybody, from top managers to workers in the field, should
be familiar with the technical aspects. In a developing country, the basic level of
literacy is generally poor. One of the aims for the planners of eHealth in a
country like India will be to train the entire chain of health care workers.

• Financial support: As per World Bank analysis, the developed countries spend
an average of 11 % of their GDP on Health related services while this figure is
only 6 % for developing countries [9]. This clearly demonstrates the challenge
of funding new initiative in Health care in developing countries. There is a need
to allocate a regular fund in budget for improving the systems involved in
eHealth. Ehealth combined with proper ICT tools has the potential to serve a
larger proportion of population with latest medical knowledge with lower
average cost per person.

• Awareness of ehealth: There is a general lack of confidence in the effectiveness
of treatment via e-Medicine both amongst the heath care professional as well
patients. Even the top of the pyramid Doctors are not familiar with e-medicine
tools and usage. A small survey was conducted in the NCR Delhi (National
Capital Region). The aim of the survey was to know the acquaintance level of

Fig. 2 Indian Ehealth system
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educated persons living in the NCR region regarding ehealth. The results have
been depicted in the Fig. 3.

• So the lack of awareness of people of developing countries towards ICT
innovations and methods, is one of the biggest impediments towards wide
spread roll out of eHealth. Even when heath care information is disseminated via
ICT initiatives, the general public may is still ignorant of its benefits.

• Security Issues: The ICT tools and systems used for eHealth are prone to the
same security threats as other online applications. The problem is more pro-
nounced for eHealth systems as utmost privacy, safety and anonymity of
information regarding patients, doctors and line of treatment is required. The
infrastructure and competencies required to protect data and its channels of
transfer from one location to the other is severely limited in a developing
country like India and is one of the road blocks for large scale rollout of eHealth.
All the stakeholders involved in eHeath, specially the patients, must have utmost
confidence that their privacy is fully secure and will not be compromised due to
a security breach. There should be specific regulations and legislation by the
government, clearly spelling out the protection of privacy and security of
individual patients’ data in eHealth tools and systems. Currently, the focus on
protection of citizen’s data and its confidentiality is limited in general and more
or less absent for eHealth.

• Legal Issues: The absence of a coherent and clear law about eHealth is also one
of the major problems. Systematic and coordinated development of ICT ini-
tiatives requires such a legal framework. So far we don’t have dedicated e-health
and telemedicine laws in India. The first Telemedicine project in India started in
year 2000 without the establishment of legal protocols. We have an IT Act, but
it does not specifically deals with eHealth. The laws are silent with respect to
privacy and data protection issues. There is an urgent requirement of dedicated
law which specifically deals with eHealth. It would be better for the larger
interest of medical community and patients in India if such a law is enacted
soon.

Fig. 3 Ehealth awareness

Indian Ehealth Services 811



• Multilingualism and cultural diversity: If the information and services are
provided in the local language, there is a greater chance that the people will
respond to it. On the other hand, information in an unfamiliar language is likely
to be cast aside, even if it has potential to benefit the target population. The
creation of electronic eHealth content in local languages and modified according
to the local cultural values is regarded as an essential element in widespread
deployment and usage of eHealth. In India, the Centre for Development of
Advanced Computing (CDAC) is developing and promoting computers that are
capable of multilingual support. The Indian Institute of Technology Kanpur
along with CDAC is running programs that are providing guidelines for pre-
vention and control of diseases and other medical literature in the local lan-
guages to field workers of different regions.

• Interoperability: Rapid and secure access to information such as public health
data records, patient information etc. requires seamless inter-working of diverse
systems and services of ICT. This is a complex scenario as it depends on
standardization of many inter dependent components like health care informa-
tion systems, data records repository and patient identification systems. Inter-
operability between eHealth operations within an institution, a region, a country
or internationally requires standardization. As the level of standardization
increases, more and more developers will get involved and the users will have a
greater choice of off-the-shelf components without worrying about interopera-
bility. The entire economics of eHealth improves as the components and ser-
vices progressively become cheaper to deploy and use. The transactional cost
involved in data and information transfer between systems drops thereby
allowing for bigger deployment of eHealth network.

6 Conclusion

The adoption of amalgamation of ICT and medicine should be taken care to see
that the benefit of ICT revolution helps to transmit the medical facility and medical
knowledge effectively to the underserved population of India, without compro-
mising on their privacy. The success of ehealth is dependent upon the extent to
which consumers can get online. The challenges in ehealth will not stop the
stakeholders to move ahead. There is a strong belief that health care stakeholders
and the Government will work together to overcome the current obstacles.
Ministry of Health and family welfare, Government of India has been working
hard to develop a National Policy on Telemedicine and e-health. Besides this the
Government of India is also launching National Health Portal in October 2013. To
make the services streamlined and secured the ministry of health and family
welfare is also planning to integrate ‘‘Aadhaar’’ Unique Identification of India,
with NHP in near future. Public private partnership has been successfully used to
maximize the effectiveness of technical resources and personnel in ehealth sector.
Funding and technical assistance has also been received from the external agencies
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such as World Health Organization (WHO). Developing countries should accord
ehealth service a very important place in their strategic plan for improving the
productivity and life expectancy of its citizens. The wide deployment of secured
ehealth is need of the hour, which shall definitely help us travel towards a healthy
India.
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Cluster Based Term Weighting Model
for Web Document Clustering

B. R. Prakash, M. Hanumanthappa and M. Mamatha

Abstract The term weight is based on the frequency with which the term appears in
that document. The term weighting scheme measures the importance of a term with
respect to a document and a collection. A term with higher weight is more important
than a term with lower weight. A document ranking model uses these term weights
to find the rank of a document in a collection. We propose a cluster-based term
weighting models based on the TF-IDF model. This term weighting model update
the inter-cluster and intra-cluster frequency components uses the generated clusters
as a reference in improving the retrieved relevant documents. These inter cluster and
intra-cluster frequency components are used for weighting the importance of a term
in addition to the term and document frequency components.

Keywords Term weighting scheme � Document clustering � Information
retrieval � Data mining

1 Introduction

A document clustering algorithm helps to find groups in documents that share a
common pattern [1–5]. It is an unsupervised technique and is used to automatically
find clusters in a collection without any user supervision. The main goal of the
clustering is to find the meaningful groups so that the analysis of all the documents
within clusters is much easier compared to viewing it as a whole collection.

The Vector Space Model (VSM) represents a document using a vector of T
unique terms in a collection (T-dimension). Each term in a vector is associated
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with a weight (term weight) [6, 7]. The term weight is based on the frequency with
which the term appears in that document. The term weighting scheme measures
the importance of a term with respect to a document and a collection. A term with
higher weight is more important than a term with lower weight. Each document
can be located in T-dimensional space, where T is the number of unique terms in a
collection (Euclidean space). With a document represented by a location in
Euclidean space, we can compare any two documents by measuring the actual
distance between them. In the same way, a user-supplied query can be represented
as a vector and mapped in Euclidean space. In order to find a set of documents
relevant to a query, we can find documents that are closer to this query in
Euclidean space. A document ranking model finds the similarities between these
documents and a query. If a document is more relevant to a query, it will get a
higher ranking. VSM and term weighting schemes are widely used in many
research areas such as document clustering, classification, information retrieval,
document ranking, etc.

2 Cluster-Based Retrieval

Cluster-based retrieval uses the cluster hypothesis to retrieve a set of documents
relevant to a query [8]. Cluster hypothesis Documents in the same cluster behave
similarly with respect to relevance to information needs [9]. If a document in a
cluster is relevant to a query, then the rest of the documents in that cluster are
potentially relevant to the same query. There are two approaches in cluster-based
retrieval. The first approach retrieves one or more clusters relevant to a query
instead of retrieving documents relevant to a query. In other words, this approach
retrieves and ranks the relevant clusters instead of the relevant documents. Based
on the cluster hypothesis, the documents from the highly ranked clusters are more
relevant to a query than the documents from the clusters with lower ranking. The
main motive of this approach is to achieve higher efficiency and faster search.

The second approach uses the generated clusters as a reference in improving the
retrieved relevant documents. In this approach, the given document collection is
clustered (static clustering) beforehand. When a set of documents is retrieved for a
query, the generated clusters (static clusters) of the collection are used as a ref-
erence to update the retrieved relevant document list. The main goal of this
approach is to improve the precision-oriented searches.

3 Term Weighting Scheme

The Boolean retrieval model assigns 1 or 0 based on the presence or absence of a
term in a document. This model performs undesirably in querying for a document.
Later, VSM was introduced for ranked retrieval [10]. It is widely used in querying
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documents, clustering, classification and other information retrieval applications
because it is simple and easy to understand. It uses a bag of word approach.
Each document di in the collection f is represented as a vector of terms with
weight [11, 12].

One of the most commonly used term weighting schemes, TF-IDF, assigns
weights to each term using the term frequency (tf) and inverse document frequency
(idf). The term frequency of the termt is the number of times the given termt

occurs in a document. The inverse document frequency is the total number of
documents in a collection containing the termt with respect to the total number of
documents (N) in a collection. Then, the document vector di, represented as:

di ¼ term1;tfi1 � log
N
N1

; term2;tfi2 � log
N
N2

; . . . termT;tfit � log
N
Nt

;

� �

The term weight wit determines whether the termt will be included in the further
steps. Only certain terms extracted from a document can be used for identifying
and scoring a document within the collection. The term weighting schemes are
used to assign weight to each term in a document. These term weights represent
the importance of a term with respect to a collection. Document clustering uses
these term weights to compare two documents for their similarity.

Table 1 shows representation of some of the term weighting schemes com-
monly used. Here, TF is the Term Frequency, IDF is the Inverse Document Fre-
quency and ICF is the Inverse Cluster Frequency.

witj is the weight of the term termt in the document di of the cluster Cj.
tfif = fit is the term frequency of the term termt in the document di.

idft ¼ log N
Nt

is the inverse document frequency for the term termt in the collection

where N is the total number of documents in the collection and dt is the number of
documents that contain the term termt.

icft ¼ log k
kt

is the inverse cluster frequency of the term termt in the collection f,

where K is the total number of clusters in the collection and Kt is the number of
clusters that contains the term termt.

We present a new term weighting method based on the traditional TF-IDF term
weighting scheme. Our motivation is based on the idea that the terms of the
documents in a same cluster have similar importance compared to the terms of the
documents in a different cluster. We concentrated on the terms that are important
within a cluster and considered the other terms as irrelevant and redundant. We
presented this idea by giving more weight to the terms that are common within a
cluster but uncommon in other clusters.

In our new term weighting scheme, we used unsupervised partitional (K-means)
clustering algorithms [2, 13, 14]. First, we ran the K-means algorithm with the four
term weighting schemes, to show that the CBT term weighting scheme improves
the quality of the clusters generated by a partitional clustering algorithm.
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From our experiment, we found that the new term weighting scheme based on
the clusters gives better results than the other well-known term weight schemes
traditionally used for both partitional and hierarchical clustering algorithms.

3.1 The Proposed Term Weighting Scheme

We introduce our new term weighting scheme. For the term termt, document di

and cluster Cj, CBT is given as:

witj ¼ tfit � idft � dftj � icft

¼ fit � log
N
Nt

� dfj

jcjj
� log

K
Kt

Here, dftj ¼ dfj

jCjj is the document frequency of the term termt within the cluster Cj, where dfj

is the number of documents in the cluster Cj that contain the term termt, and jCjj is
the total number of documents in the cluster Cj.

Our new term weighting scheme has four components. The first two compo-
nents are based on the term weighting components discussed in [15]. The last two
components are the cluster components as shown in Table 2. In other words, CBT
assigns a weight to a term which is

• Highest when the term occurs more frequently in the documents of a cluster and
uncommon in other clusters.

• Higher when the term occurs less frequently in the documents of a cluster and
uncommon in other clusters.

• Lower when the term occurs often in a few clusters.

Lowest when the term occurs in most of the documents in a collection.

Table 1 Term weighting
schemes Norm� TFwit ¼ f itffiffiffiffiffiffiffiffiffiffiffiP

T
f2

it

q

TF� IDE wit ¼ fitlog N
Nt

TF� IDE� ICF witj ¼ fitlog N
Nt

log K
Kt

Table 2 List of components in CBT term weighting scheme

tfif Term frequency component. High when term t occurs often in a document i
idft Collection frequency component. High when term t occurs less of ten in the entire collection
dftj Intra-cluster frequency component. High when term t occurs more often in a cluster j
icft Inter-cluster frequency component. High when term t occurs less often in clusters other than

cluster j
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4 K-Means Algorithm with CBT

Initially, the K-means algorithm doesn’t have any information about the cluster
components, so we start the algorithm by setting dftj and icf t to 1 and update the
inter- and intra-cluster components on each iteration. If a document has a set of
terms that doesn’t belong to a cluster, then its term weight will be reduced so that it
will move to other clusters. It will be repeated until it finds a suitable cluster of its
type.

Require: An integer K C 1, Document Collection f
1: if K = 1 then
2: return f
3: else
4: Initialize l = 0

5: fC 0ð Þ
1 ; � � � � � � ;C 0ð Þ

k  RANDOM CLUSTERSðf;KÞ
6: repeat
7: for all di 2 f; i : 1. . .. . .N do
8: m ¼ arg minjjcj � dij
9: C lþ1ð Þ

m  C iþ1ð Þ
m [ di

10: end for
11: l / l+1 + 1
12: witjtfit � idft � dftj � icft;
for each term termt in a document di for a cluster

CðtÞj ; t : 1. . .T, i : 1. . .N, j : 1. . .K

13: for j = 1 to K do

14: Cj  1

jCðlÞj j

P
di2C

ðlÞ
j

di

15: end for
16: until No change in K centroids

17: return C lð Þ
1 ; � � � � � � ;C

0lð Þ
k

n o

18: end if

4.1 Data Collections for CBT

We used the TREC [16], 20 Newsgroup and Reuters-21578 [17] data collections
for our experiment. TR11, TR12, TR23, TR31, and TR45 collections are taken
from TREC-5, TREC-6 and TREC-7. 20 NG S1–S5 are the five randomly chosen
subsets of 20 Newsgroup documents [18]. RE S1 and RE S2 data sets are from
Reuters-21578 collection. We got 4645 documents that have only one category. In
addition to that, we used the Reuters transcribed subset (RE S2) [19]. For all the
data sets shown in Table 3, we removed the stop words and stemmed using the
Porter stemming algorithm [20].
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Table 3 Data sets

Data set Collection No of documents No of class

TR11 TREC 414 9
TR12 TREC 313 8
TR23 TREC 204 6
TR31 TREC 927 7
TR45 TREC 690 10
20 NG S1 20 newsgroup 2,000 20
20 NG S2 20 newsgroup 2,000 20
20 NG S3 20 newsgroup 2,000 20
20 NG S4 20 newsgroup 2,000 20
20 NG S5 20 newsgroup 2,000 20
RE S1 Reuters-21578 4,645 59
RE S2 Reuters-21578 200 10

Table 4 K-means clustering algorithm—avg. Entropy measured for norm TF, CBT, TF IDF ICF
and TF IDF term weighting schemes

Data sets Term weighting schemes

Norm TF TF-IDF CBT TF-IDE-ICF

TR11 0.8413 0.7905 0.8535 0.7749
TR12 0.9009 0.6834 0.6139 0.6261
TR23 1.0424 0.9246 0.839 0.8501
TR31 0.9379 1.2781 0.9657 1.0822
TR45 1.0787 1.3469 1.0443 1.1485
20 NG S1 2.4824 0.4037 0.2995 0.4475
20 NG S2 2.4954 0.5791 0.4164 0.801
20 NG S3 2.4727 0.9366 0.5082 0.7886
20 NG S4 2.4923 0.3138 0.2845 0.521
20 NG S5 2.7464 0.2983 0.3274 0.5665

Table 5 Bisecting K-means clustering algorithm—avg. Entropy, avg. F-measure and avg. Purity
measured for the TF-IDF and CBT term weighting schemes

Data
source

CBT TF-IDF

Avg
entropy

Avg F-
measure

Avg
purity

Avg
entropy

Avg F-
measure

Avg
purity

TR11 1.3435 0.2067 0.5039 1.4102 0.2478 0.485
TR12 1.548 0.2256 0.3936 1.7344 0.1946 0.3514
TR23 1.3337 0.1803 0.4853 1.3351 0.1719 0.4853
TR31 1.2539 0.1473 0.515 1.4105 0.1407 0.4344
TR45 1.507 0.3003 0.4404 1.5922 0.2627 0.421
RE S1 2.0039 0.0504 0.414 2.0061 0.0519 0.4137
RE S2 1.9169 0.2663 0.2764 1.9981 0.2444 0.2518
20 NG 2.8548 0.09863 0.1079 2.2575 0.1894 0.2141
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5 Conclusion

Importance of using inter- and intra- cluster components in the term weights using
the average entropy measure. Since the K-means clustering algorithm is unstable
and sensitive to initial centroids, we ran the algorithm 10 times with different
random seed for the initial centroids on each run. We repeated this experiment for
the four term weighting schemes on the data collections listed in Table 3.

We calculated the entropy for the term weighting schemes, as given in Eq. (2.13),
for each run after the algorithm converged. Then, we computed the average of the
entropies obtained in each run. Similarly, we computed the average F-measure and
average purity measures. Table 4 shows the average entropy calculated for each
data set. Table 5 shows the average entropy, average F-Measure and average
purity measured for the TF-IDF and CBT term weighting schemes for the K-means
clustering algorithm. Both experiments show that the results obtained from the
K-means clustering algorithms with the CBT term weighting scheme have shown
better results compared to the other term weighting schemes on each data set.
According to the cluster-based term weighting scheme, a term is considered
important to a cluster if it is unique to that cluster and occurs frequently within the
documents of that cluster. The inter- and intra- cluster components try to identify
these important terms by analyzing the term frequency distribution at three levels:
document, cluster and collection. And our experimental results have shown that
adding these cluster components in the term weighting scheme significantly
improves the results on each data set. We believe that some of the deviations in the
results are due to the clustering algorithms’ lack of handling the noise in the data
collection.
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Performance of Poled Organic Polymeric
Films by ANOVA in Terms of SHG
Conversion Efficiency

Renu Tyagi, Yuvraj Singh Negi and Millie Pant

Abstract In this work we have studied the influence of applied DC electric field
on the SHG conversion efficiency of poled organic polymeric films. Regression
analysis is carried out to get the desired relationship between the input and output
parameters. Statistical testing of the models are performed with F-test to obtain the
mathematical relationship between input and output parameters. To examine the
goodness of fit of a model, the test for significance of regression model is per-
formed and ANOVA is applied to the response data. Curve fitting analysis has
been done to perform the accuracy of observed data.

Keywords Curve fitting � Statistical analysis � ANOVA � Polymeric film � SHG

1 Introduction

Organic conjugated polymers are increasingly studied for application in nonlinear
optics [1–3]. Materials possessing a strong v(2) nonlinearity are particularly prized
for second-order nonlinear applications such as electro-optic modulation and
active doped polymer components are currently on the verge of being commercial
products. These polymers have been considered interesting materials for appli-
cations in different fields such as electronics, photonics, corrosion protection, etc.
[4–6]. They present numerous advantages: light-weight, high chemical inertness,
high corrosion resistance, high performance low cost, possibility of transitions
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from metallic to insulating or semiconducting states and vice versa. In particular,
semiconducting polymers can be used in the fabrication of field effect transistors,
solar cells, lasers [7–9] etc. Polymeric materials with large values of second and
third order optical susceptibilities are potentially applicable to optical data storage,
optical computing, imaging and dynamic holography applications [10, 11]. In
addition their potential applications are extended also in the field of telecommu-
nications. In order to produce second-order effects and ordered arrangement of
molecules in films, they need to be polarized by using such as electric-field poling
and all-optical poling [12]. In recent years, second harmonic generation (SHG)
intensity has been induced in NLO polymer materials by electric field poling
process [13].

On the other hand, PMMA is one of the most commonly used non-linear
organic substrate materials, easy to prepare and compatible with the chromophore
[12]. Under normal circumstances, it has no interaction with the chromophore
molecules. The work done in this paper are twofold: (1) Experiments are carried
out on mNA doped polymeric films and the influence of applied DC electric field
on the SHG conversion efficiency of doped films is shown, (2) the effect of mNA
doping concentration on the SHG intensity of PMMA films is studied with the help
of regression analysis. In the next subsection we give some preliminary concepts
about regression analysis.

1.1 Regression Analysis-Concept

Regression analysis is carried out to get the desired relationship between the input
and output parameters. Statistical testing of the models are performed with F-test
to obtain the mathematical relationship between input and output parameters. To
examine the goodness of fit of a model, the test for significance of regression
model is performed and ANOVA is applied to the response data. The following
points are taken into consideration for determining the best fit of a model.

• Significance analysis is performed based on the P-values. The terms with
P value B 0.05 are significant.

• P-value for the model should also be significant, i.e., p B 0.05.
• P-value for lack of fit should be insignificant. The insignificant lack of fit ([0.05)

is good for data fitness to the model.
• The model maximizing the correlation coefficients, ‘‘R-Square’’ values such as

‘‘R-square’’, ‘‘adjusted R-square’’ and ‘‘predicted R-square’’, is the best model.
• The ‘‘predicted R-square’’ value must be in reasonable agreement with the

values of ‘‘adjusted R-square’’ and ‘‘R-square’’.
• A difference of \0.2 between ‘‘R-square’’ and ‘‘predicted R-square’’ is an

indication of a suitable model.
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• The predictive power of the model, as evidenced by ‘‘predicted R-square’’ value,
must be greater than 0.5. Larger the ‘‘predicted R-square’’ value, better the
model.

• Moreover, a classical analysis of variance (ANOVA) using F-tests allows us to
analyze the total response variation by identifying the parts corresponding to the
sources of variation (regression model, pure experimental error) and to analyze
the residuals in order to point out the possible lack of fit of the postulated model
when replicates are available.

2 Experimental and Characterization Details

Materials Used
Commercial grade Polymethyl metahacrylate and optical grade meta nitro aniline
manufactured by Merck, Germany is used to prepare the films. Dimethyl Sulfoxide
(Merck, India) is used as a solvent.
Film Sample Preparation
Tough, transparent and flexible films of PMMA doped with appropriate amount of
m-NA were prepared by solution cast method in particular solvent. The films were
dried in vacuum oven for 4–5 h at 100 �C to remove all residual solvent. Meta
nitro aniline is incorporated into PMMA as dopant material from 2 to 18 wt.% of
PMMA with step size of 2. It is observed that optical grade mNA can incorporate
up to18 wt.% of PMMA in polymer matrix without showing any visible aggregate
of m-NA. After drying colored transparent films were obtained and were subjected
to optical characterization. Doped films are denoted by PM-X where X indicates
wt.% of mNA (X = 2 to 18 wt.%) in polymer. The compositions to make the films
are given in the Table 1.
Poling Procedure
To align the NLO active m-NA molecule in the amorphous matrix a contact
electrode poling of doped films was carried out. For this doped polymer films were
heated from room temperature to 120 �C. To analyze the effect of applied poling
voltage on the SHG intensity, the film samples were poled with an applied dc
electric field (EF) of 4 and 6 kV/cm for 30 min at a given poling temperature and
poled films are denoted by EF-4 and EF-6 respectively. The samples are then
cooled to room temperature and the poling field is subsequently removed which
results a system where the dipole moment of NLO molecules i.e. m-NA are
aligned in the electric field direction within the polymer matrix.
Characterization of Doped Films
For second harmonic generation (SHG) signal, poled doped polymer film samples
are illuminated with a Q-switched Nd: YAG laser (wavelength 1,064 nm, pulse
width 40 ns and 1 pps) beam. The generated SHG signal at 532 nm carries
information about the material’s properties is separated from the fundamental
wave by using filters. SHG signal is measured relative to an input signal and SHG
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conversion efficiency is calculated as the ratio of output signal to input signal
multiplied by 100. SHG signal conversion efficiency is analyzed as a function of
input laser energy and concentration of mNA in polymer matrix.

3 Results and Discussion

In this paper SHG conversion efficiency is measured as the ratio of output SHG power
to input power multiplied by 100 and is represented in terms of percentage (%).
The obtained results are analyzed by ANOVA to establish relative significance.

ANOVA results for SHG conversion efficiency of film samples poled at
4KV/cm electric field (EF-4) and 6KV/cm electric field (EF-6) are shown in
Tables 1 and 2 respectively. In these tables F- value is the variance ratio and p-
value is the probability. In ANOVA the F-value and p-value determines whether
an effect is significant or insignificant. The significant effect is observed for all
parameters. The correlation coefficients R-square, adjusted R-square and predicted
R-square are in reasonable agreement. Non linear models for film samples EF-4
and EF-6 are tabulated in Tables 3 and 4.

The SHG conversion efficiency versus laser input power for EF-4 film samples
are shown in Fig. 1a and for EF-6 film samples are shown in Fig. 1b. Graph shows
that SHG conversion efficiency increases as the density of mNA molecules
increases in polymer matrix. Higher electric field strength produces higher SHG
conversion efficiency (Fig. 1b).

Curve fitting plots for EF-4 film samples are represented in Fig. 2 and for EF-6
film samples are represented in Fig. 3. It has been seen that observed SHG con-
version efficiency are nearer to predicted SHG conversion efficiency.

Table 1 ANOVA analysis of EF-4 film samples

Film
sample

Observed
R square

Adj
R square

Predicted
R square

F value P value Significance

PM-2 0.9905 0.9275 1 116.05 2.73E-13 Significant
PM-4 0.9901 0.9318 1 123.94 1.44E-13 Significant
PM-6 0.987 0.9383 1 137.85 4.49E-14 Significant
PM-8 0.9871 0.9367 1 134.35 3.69E-14 Significant
PM-10 0.9872 0.9380 1 137.24 1.9E-14 Significant
PM-12 0.9893 0.9418 1 146.52 9.29E-15 Significant
PM-14 0.9881 0.9389 1 139.45 8.09E-15 Significant
PM-16 0.9856 0.9387 1 139.03 5.18E-15 Significant
PM-18 0.9857 0.9398 1 141.70 4.05E-15 Significant
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Table 2 ANOVA analysis of EF-6 film samples

Film
sample

Observed
R square

Adj
R square

Predicted
R square

F value P value Significance

PM-2 0.9919 0.9656 1 253.35 6.26E-15 Significant
PM-4 0.9998 0.9690 1 282.89 2.37E-15 Significant
PM-6 0.9933 0.9634 1 239.99 2.78E-15 Significant
PM-8 0.9903 0.9565 1 198.96 4.5E-15 Significant
PM-10 0.9876 0.9398 1 141.58 1.22E-14 Significant
PM-12 0.9863 0.9356 1 131.83 1.39E-14 Significant
PM-14 0.9875 0.9361 1 133.02 9.26E-15 Significant
PM-16 0.9866 0.9402 1 142.43 5.4E-15 Significant
PM-18 0.9867 0.9431 1 150.24 3.2E-15 Significant

Table 3 Non linear models for EF-4 film samples

Film sample Predicted model Actual model

PM-2 -7E-15x2 ? 1.0069x ? 42.674 -1.073x2 ? 2.0866x ? 40.936
PM-4 7E-15x2 ? 1.0038x ? 44.574 -0.1026x2 ? 2.0364x ? 42.911
PM-6 0.9626x ? 46.913 -0.0891x2 ? 1.8593x ? 45.469
PM-8 4E-15x2 ? 0.9667 ? 48.902 -0.091x2 ? 1.8829x ? 47.427
PM-10 1E-14x2 ? 0.9368x ? 50.935 -0.0872x2 ? 1.8139x ? 49.523
PM-12 0.9215x ? 53.044 -0.0843x2 ? 1.7703x ? 51.677
PM-14 4E-15x2 ? 0.9183x ? 55.116 -0.0854x2 ? 1.777x ? 53.732
PM-16 0.899x ? 57.151 -0.0813x2 ? 1.7166x ? 55.835
PM-18 0.9079x ? 58.961 -0.0812x2 ? 1.7248x ? 57.645

Table 4 Non linear models for EF-6 film samples

Film sample Predicted model Actual model

PM-2 4E-15x2 ? 1.0143x ? 46.645 -0.068x2 ? 1.6989x ? 45.543
PM-4 -4E-15x2 ? 0.9927x ? 48.78 -0.0631x2 ? 1.6273x ? 47.758
PM-6 -4E-15x2 ? 0.9737x ? 50.91 -0.0695x2 ? 1.6731x ? 49.783
PM-8 -4E-15x2 ? 0.9755x ? 52.761 -0.0744x2 ? 1.7245x ? 51.555
PM-10 0.9668x ? 54.738 -0.0855x2 ? 1.8576x ? 53.303
PM-12 -7E-15x2 ? .9831x ? 56.726 -0.0929x2 ? 1.9179x ? 55.221
PM-14 4E-15x2 ? 0.9717x ? 58.725 -0.0926x2 ? 1.9031x ? 57.225
PM-16 7E-15x2 ? .9732x ? 60.806 -0.0878x2 ? 1.8563x ? 59.834
PM-18 0.9679x ? 62.869 -0.0843x2 ? 1.8166x ? 61.502
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Fig. 1 Relation of SHG conversion efficiency with laser input power for EF-4 film samples
(a) and for EF-6 film samples (b)

Fig. 2 Curve fitting plots for EF-4 film samples. (a) PM-2. (b) PM-6. (c) PM-12. (d) PM-18
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4 Conclusion

In present paper we have studied the statistical analysis of guest host systems
based on m-NA as guest and PMMA as host. The regression analysis shows the
excellent R square value which indicates a significant correlation between input
and output parameters. The possible lack of fit is insignificant. Curve fitting lines
are closer to observed lines. It is observed that prepared optical grade films results
in more than 40 % SHG conversion efficiency. Further rising of poling field
strength increases this conversion efficiency. In brief we can conclude that PMMA/
m-NA system show excellent NLO property as compared to other systems.
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Performance Analysis of Bio-Inspired
Techniques

Samiksha Goel, Arpita Sharma and V. K. Panchal

Abstract Increasing popularity of nature inspired meta-heuristics and novel
additions in the pool of these techniques at a rapid pace results in a need to
categorize and explore these meta-heuristics from different point of views. This
paper attempts to compare three broad categories of bio-inspired techniques-
Swarm Intelligence methods, Evolutionary techniques and Ecology based
approaches via three renowned algorithms, Ant Colony Optimization (ACO),
Genetic Algorithm (GA) and Biogeography Based Optimization (BBO) that fall
under three categories respectively, based on few varied characteristics. Six
benchmark functions are considered for comparison. The paper further suggests a
taxonomy of nature inspired methods based on the source of inspiration.

Keywords: Nature inspired meta-heuristics � Bio-inspired methods � ACO �
BBO � GA

1 Introduction

Nature is incessantly reckoned as a source of inspiration for human community in
diverse ambit. Numbers of optimization algorithms have been developed stirred by
the optimization approaches espoused by the nature [1]. These methods are often
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entitled as nature inspired meta-heuristics impersonating certain triumphant dis-
tinctiveness of the nature. In spite of the verity that the preeminent strategy is yet
to be discovered, or may not be present at all, this suite of techniques have
transpired remarkably in the last two decades [2]. They are often considered as
astonishingly proficient in solving difficult and challenging real-world optimiza-
tion problems, which may even sometimes required to deal with NP hard prob-
lems. They have the knack to portray and resolve intricate relationships from
essentially extremely simple initial conditions and rules with modest or no
knowledge of the search space. The span of this area is certainly enormous leading
to an innovative era in next generation computing, modeling and algorithm
engineering. An immense literature of nature inspired approaches exists to deci-
pher imposing range of problems [3].

A group of algorithms of this vast research area is inspired by biological
mechanisms occurring in the nature and its components and are fall under the
umbrella of bio-inspired meta-heuristics. Bio inspired algorithms are going to be a
new-fangled transformation in computer science. The key feature is the equilib-
rium between solution diversity and solution speed. Ideally, the aim is to find the
global best solution with the minimum computing effort. This study is an attempt
to compare the broad sub-categories of bio-inspired intelligence methods via three
well-known and well-established algorithms, Ant Colony Optimization (ACO) [4],
Biogeography Based Optimization (BBO) [5] and Genetic Algorithm (GA) [6]
based on assorted aspects. Study is supported by exploiting six benchmark func-
tions available for global optimization. In addition to this a better taxonomy is
suggested for the wide range of nature inspired intelligence algorithms based on
their source of inspiration.

The rest of the paper is organized as follows. Section 2 highlights the taxonomy
of the nature inspired techniques focusing more towards bio-inspired approaches.
The next section presents the brief overview of the three approaches, ACO, BBO
and GA used in the study. The comparison of these algorithms based on various
aspects will be carried out in Sect. 4. Section 5 illustrates the experiments per-
formed using the six benchmark functions. Analysis of the results obtained, are
also presented in the same section. The last section is dedicated to the conclusion
with some suggestions for the future work.

2 Taxonomy of Nature Inspired Meta-heuristics

The vast literature of Nature inspired techniques (NIT) successfully marked the
presence of more than 40 innovative algorithms under this category [2]. Numerous
researchers have tried to classify them based on assorted facets. It is truly an
exigent errand to categorize these algorithms analytically. The most recent tax-
onomy recommended by Yang [3] considered the higher level grouping of these
techniques based on broad source of inspiration areas of biology, physics or
chemistry. He has also conveyed that from the set theory point of view, SI-based
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algorithms are a subset of bio-inspired algorithms, which itself is a subset of
nature-inspired algorithms. This relationship can be easily represented as [2],

Swarm Intelligence Based Algorithms � Bio� Inspired Algorithms
� NatureInspiredAlgorithms

He has further specified that some algorithms do not fall under bio inspired
category but still they are developed by mimicking certain physical and/or
chemical laws. Thus they are specified under a sub category of NIT satisfying the
following relation [2].

Physics & Chemistry Based Algorithms
62 Bio� inspired Algorithm
� Nature Inspired Algorithm

�

Inspired by the above statements, we have proposed a taxonomy based on the
source of inspiration as illustrated in Fig. 1. Initially the broad categories of bio-
inspired methods are evolutionary techniques and swarm intelligence mechanisms.
However, it has been identified that methods inspired by human mechanisms also
spur a large number of approaches, which are nothing but the bio-inspired
methods. Recently few approaches have been developed which have proved their
competence in this pool but unable to find its place in any of these categories.
Hence, in the taxonomy we have proposed a new sub-category associating the
methods inspired by adopting some of the ecological mechanisms. A recent
addition to this category is Biogeography Based optimization. This paper is an
attempt to compare the three broad categories—Swarm Intelligence methods,
Evolutionary techniques and Ecology based approaches via three algorithms
namely ACO, GA and BBO that fall under these groups respectively. This com-
parison is an effort in support of the addition of a new subcategory under bio-
inspired methods. The Swarm Intelligence methods and Evolutionary techniques
have been chosen because the Ecology based techniques are thought of having the
competencies of both these categories.

3 Brief Overview of ACO, BBO and GA Algorithms

This section discusses three main algorithms selected for comparison with their
generalized pseudo codes.

3.1 Ant Colony Optimization

ACO is one of the most booming swarm based algorithms proposed by Dorigo in
1999 [4]. It is inspired by the foraging behavior of ants and based on the phenomena
known as stigmergy. The most fascinating facet of the collaborative behavior of
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numerous ant species is their knack to locate the shortest paths between the ants’
nest and the food sources by tracing pheromone trails: stronger the pheromone trail,
higher its desirability. The pseudo code [4] is illustrated below.

BEGIN
SET parameters, INITIALIZE and LOCATE individuals of the population
randomly in search space. Also INITIALIZE pheromone values
REPEAT UNTIL (TERMINATION CONDITION is satisfied)

EVALUATE the fitness of each ant solution
FOR each individual

UPDATE individual’s knowledge, position and pheromone values
by using the knowledge of other individuals

END LOOP
END LOOP

END

Nature Inspired Intelligence Meta-heuristics 

Physics 

/ Chemi-

stry Based 

Algorithms 

like Big Bang-
Big Crunch 
algorithm, 
Black hole 
optimization, 
Harmony 
Search, Intelli-
gent Water 
Drops, Simu-
lated Annealing, 
Water Cycle 
Algorithm etc.

Bio-inspired 

techniques 

Human In-

spired Algo-

rithms 

like Artificial 
Immune System, 
Clonal Selection 
Optimization, 
Cultural Algorithm, 
Human Inspired 
Algorithm, Neural 
Networks etc. 

Swarm 

Intelligence 

Algorithms 

like Ant Colony 
optimization, 
Artificial Bee 
Colony Optimi-
zation, Bacteria 
Foraging 
Algorithm, 
Firefly Algo-
rithm, Particle 
Swarm Optimi-
zation, Bat 
Algorithm, 
Cuckoo Search 
etc. 

Evolutionary 

Algorithms 

like Differential 
Evolution, Evolu-
tion Strategy, 
Genetic Algorithm, 
Genetic Program-
ming 
etc. 

Ecology 

Based Algo-

rithms 

like Biogeography 
Based Optimiza-
tion, Eco-inspired 
Evolution 
Algorithm etc. 

Fig. 1 Taxonomy of nature inspired meta-heuristics based on the source of information
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3.2 Biogeography Based Optimization

BBO is a global optimization algorithm developed by Simon in 2008 [5]. It is
inspired by mathematical models of biogeography. Each possible solution corre-
sponds to an island and their features that characterize habitability are termed as
suitability index variables (SIV). The fitness of each solution is called its habitat
suitability index (HSI) and depends on many features of the habitat. High-HSI
solutions tend to share their features with low by emigrating solution features to
other habitats. Low-HSI solutions accept a lot of new features from high-HSI
solutions by immigration from other habitats. Immigration and emigration tend to
improve the solutions and thus evolve a solution to the optimization problem [6].
The pseudo code [5] is discussed below.

BEGIN
FOR each Habitat Hi

FOR each Habitat feature s
Select Habitat Hi with probability proportional to ki (immigration rate)

If Habitat Hi is selected
Select Hj with probability proportional to li (emigration rate)

If Hj is selected
Hi (s) / Hj (s)

END LOOP
Next Habitat feature
Mutate Hi (Based on mutation probability)

END LOOP
END

3.3 Genetic Algorithms

GA is an evolutionary based stochastic optimization algorithm with a global search
potential proposed by Holland [7]. GA is inspired by the evolutionary ideas of
natural selection. They follow the principles of Charles Darwin Theory of survival
of the fittest. Population of solution (chromosome) is initialized randomly. Based
on the fitness function, the best chromosomes are selected into the mating pool,
where cross over and mutation are carried out to obtain new set of solutions
(offspring). The three principal genetic operators in GA involve selection, cross-
over, and mutation. The pseudo code [7] of the algorithm is as follows,
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BEGIN

INITIALIZE population of n chromosomes with random candidate solutions
EVALUATE each candidate with the fitness function f(x)

REPEAT UNTIL (TERMINATION CONDITION is satisfied)
SELECT two parent chromosomes based on the fitness values
CROSSOVER pair of parents to form new offspring using crossover probability
MUTATE the resulting offspring with mutation probability
EVALUATE the new candidates using f(x)
SELECT individuals for next generation based on the survival of fittest

END LOOP
END

4 Comparison of Bio-inspired Techniques

This section highlights the comparative study carried out for the three broad
categories of bio-inspired techniques—Swarm Intelligence methods [8, 9], Evo-
lutionary techniques [10] and Ecology based approaches. For this we have selected
three well-known and well-established algorithms, Ant Colony Optimization,
Genetic Algorithm and Biogeography Based Optimization one from each group
and compare them on the basis of various characteristic [11, 12]. Table 1 illus-
trates the summarized details of the assessment.

5 Experiments and Analysis

The six benchmark functions [13] have been used to compare the three algorithms
on various nodes as represented in the Table 2 with their properties.

Each algorithm is run for the above mentioned six benchmark functions for 50
generations considering 20 probable solutions in one generation. The results
obtained have been illustrated in Table 3 with their initial and final best and mean
minimum. To analyze the flow of convergence, i.e., the search strategy, initial
point is considered as same for each of the algorithm.

The Table 3 shows that the BBO converges quite fast towards the solution as
compared to the other two algorithms. Also, the trend followed by the BBO is
quite similar to GA in some functions. However, the ACO convergence strategy is
totally different. The next Table 4 shows the results obtained by 100 monte carlo
simulations run for 100 generations. Results clearly state that BBO outperforms
the other two methods in finding the solutions. Also, the average time taken by
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each of the algorithm during the monte carlo simulations has been specified in the
Table 5. It shows that the time taken by BBO algorithm is least followed by GA
and ACO.

6 Conclusion

The last two decades has experienced an astonishing growth in the nature inspired
meta-heuristics. Its frontiers have been expanding in multiple directions resulting
in the development of novel nature inspired computing techniques at rapid pace.
This paper presents a comparative study of ACO, BBO and GA-the three bio-
inspired mechanisms based on the various characteristics and six well-known
benchmark functions. The paper validates the better performance of BBO which
combines the features of swarm techniques and evolutionary approach, thereby re-
enforcing our belief to keep it under separate category of ecology based algo-
rithms. A more detailed comparison can be carried out by considering different
combinations of parameters involved. More techniques can be used for comparison
purpose to further support the statement.
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On a Class of Nondifferentiable
Multiobjective Continuous Programming
Problems

Iqbal Husain and Vikas Kumar Jain

Abstract Fritz John and Karush-Kuhn-Tucker type optimality conditions for a
nondifferentiable multiobjective variational problem with equality and inequality
constraints are obtained. Using Karush-Kuhn-Tucker type optimality conditions, a
Wolfe type second-order nondifferentiable multiobjective dual variational problem
is constructed. Various duality results for the pair of Wolfe type second-order dual
variational problems are proved under second-order pseudoinvexity. A pair of
Wolfe type dual variational problems having equality and inequality constraints
with natural boundary values is also formulated to prove various duality results.
Finally, the linkage between our results and those of their static counterparts
existing in the literature is briefly outlined.

Keywords Multiobjective variational problems � Wolfe type second-order
duality � Second-order generalized invexity � Multiobjective nonlinear program-
ming problems

1 Introduction

Second-order duality in mathematical programming has been widely researched.
As second-order dual to a constrained optimization problem gives a tighter bound
and hence enjoys computational advantage over the first-order dual to the problem.
Mangasarian [1] was the first to second-order duality in non-linear programming.
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Motivated with analysis of Mangasarian [1], Chen [2] presented Wolfe type
second-order dual to a class of constrained variational problems under an involved
invexity like conditions. Later Husain et al. [3] introduced second-order invexity
and generalized invexity and presented a Mond-Weir type second-order dual to the
problem of [2] in order to relax implicit invexity requirements to the generalized
second order invexity.

Multiobjective optimization has applications in various fields of science that
includes engineering, economics and logistics where optimal decisions need to be
taken in the presence of trade-off between two or more conflicting objectives.
Motivated with facts that multiobjective optimization models represent a variety of
real life problems, Husain and Jain [4] formulated a multiobjective version of the
variational problem considered by Chen [2] with equality and inequality con-
straints which represent more realistic problems than those variational problems
with an inequality constraint only. In [4], they studied optimality and duality for
their variational problem. In this paper, optimality conditions for a multiobjective
variational problem which contains a term of square root of certain quadratic form
in each component of the vector valued objective function of the problem, are
obtained and Wolfe type second-order duality is investigated for this problem.
Finally, our results are shown to be the dynamic generalization of those of non-
differentiable multiobjective mathematical programming problems, already stud-
ied in the literature.

2 Definitions and Related Pre-requisites

Let I = [a, b] be a real interval, K and / : I � Rn � Rn ! Rm be twice continu-
ously differentiable functions. In order to consider / t; x tð Þ; _x tð Þð Þ; where x : I !
Rn is differentiable with derivative _x; denoted by /x and / _x; the first order
derivatives of / with respect to x(t) and _x tð Þ; respectively, that is,

/x ¼
o/
ox1

;
o/
ox2

; � � � ; o/
oxn

� �T

; / _x ¼
o/
o _x1

;
o/
o _x2

; � � � ; o/
o _xn

� �T

Further Denote by /xx and wx the n 9 n Hessian matrix and m 9 n Jacobian
matrix respectively. The symbols / _x;/ _xx;/x _x and w _x have analogous
representations.

Designate by X, the space of piecewise smooth functions x : I ! Rn; with the
norm xk k ¼ xk k1þ Dxk k1; where the differentiation operator D is given by

u ¼ Dx, x tð Þ ¼
Z t

a

u sð Þds;

Thus d
dt ¼ D except at discontinuities.
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We incorporate the following definitions which are required for the derivation
of the duality results.

Definition 1 (Second-order Invex): If there exists a vector function g ¼
g t; x;�xð Þ 2 R where g : I � Rn � Rn ! Rn and with g = 0 at t = a and t = b such
that for a scalar function / t; x; _xð Þ; the functional

R
I

/ t; x; _xð Þdt where / :

I � Rn � Rn ! R satisfies
Z

I

/ t; x; _xð Þdt �
Z

I

/ t;�x; _�xð Þ � 1
2
b tð ÞT Gb tð Þ

ffi �
dt

�
Z

I

gT/x t;�x; _�xð Þ þ Dgð ÞT/ _x t;�x; _�xð Þ þ gT Gb tð Þ
� �

dt

then
R
I

/ t; x; _xð Þdt is second-order invex with respect to g,where G ¼ /xx �
2D/x _x þ D2/ _x _x � D3/ _x€x and b 2 C I;Rnð Þ the space of n-dimensional continuous
vector functions.

Definition 2 (Second-order Pseudoinvex): If the functional
R
I

/ t; x; _xð Þdt satisfies

Z

I

gT/x þ Dgð ÞT/ _x þ gT Gb tð Þ
� �

dt� 0

)
Z

I

/ t; x; _xð Þdt�
Z

I

/ t;�x; _�xð Þ � 1
2

bT tð ÞGb tð Þ
ffi �

dt

then
R
I

/ t; x; _xð Þdt is said to be second-order pseudoinvex with respect to g.

Definition 3 (Second-order strict-pseudoinvex): If the functional
R
I

/ t; x; _xð Þ dt

satisfies
Z

I

gT/x þ Dgð ÞT/ _x þ gT Gb tð Þ
� �

dt� 0

)
Z

I

/ t; x; _xð Þdt [
Z

I

/ t;�x; _�xð Þ � 1
2

b tð ÞT Gb tð Þ
ffi �

dt

then
R
I

/ t; x; _xð Þdt is said to be second-order pseudoinvex with respect to g.

The following inequality will also be required in the forthcoming analysis of the
research:

It states that

x tð ÞT B tð Þz tð Þ� x tð ÞT B tð Þx tð Þ
� 	1=2

z tð ÞT B tð Þz tð Þ
� 	1=2

with equality in above if B tð Þx tð Þ � q tð Þz tð Þ ¼ 0; for some q tð Þ 2 R; t 2 I:
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Throughout the analysis of this research, the following conventions for the
inequalities will be used:

If d; s 2 Rn with d ¼ d1; d2; . . .; dnð Þ and s ¼ s1; s2; . . .; snð Þ; then

d= s, di
= si; i ¼ 1; 2; . . .; nð Þ

d� s, d= s and d 6¼ s

d [ s, di [ si; i ¼ 1; 2; . . .; nð Þ

3 Optimality Conditions

We consider the following nondifferentiable multiobjective variational problems
containing terms of square root functions.

(NWVEP): Minimize

Z

I

f 1 t; x tð Þ; _x tð Þð Þ þ x tð ÞT B1 tð Þx tð Þ
� 	1=2

n o
dt; . . .;

0
@

Z

I

f p t; x tð Þ; _x tð Þð Þ þ x tð ÞT Bp tð Þx tð Þ
� 	1=2

n o
dt

1
A

subject to
x að Þ ¼ 0; x bð Þ ¼ 0 ð1Þ

g t; x tð Þ; _x tð Þð Þ5 0; t 2 I ð2Þ

h t; x tð Þ; _x tð Þð Þ ¼ 0; t 2 I ð3Þ

where

(i) f i : I � Rn � Rn ! R; i 2 K ¼ 1; 2; . . .; pf g; g : I � Rn � Rn ! Rm and h : I �
Rn � Rn ! Rk are assumed to be continuously differentiable functions, and

(ii) for each t 2 I; i 2 K ¼ 1; 2; . . .; pf g;Bi tð Þ is an n 9 n positive semi definite
(symmetric) matrix, with Bi :ð Þ continuous on i.

If Bi (t) = 0 for all i and t, then the above problem reduces to the problem of [4].
In order to obtain optimality condition for the problem (NWVEP) we consider

the following nondifferentiable single objective continuous programming problem
considered by Chandra et al. [5]:

(CP): Minimize
R
I

/ t; x tð Þ; _x tð Þð Þdt

Subject to x að Þ ¼ 0; x bð Þ ¼ 0
g t; x tð Þ; _x tð Þð Þ5 0; h t; x tð Þ; _x tð Þð Þ ¼ 0; t 2 I
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where / : I � Rn � Rn ! R is a continuous differentiable functions, and g and h
as the same as given for (NWVEP).

Chandra et al. [5] derive the following Fritz John type optimality conditions:

Lemma 1 (Fritz John type optimality conditions): If �x is an optimality solution of
the problem (NWVEP), and if hx :;�x tð Þ; _�x tð Þð Þ maps X onto a closed subspace of
C I;Rk
� 	

; then there exist Lagrange multipliers s 2 R; piecewise smooth �y : I !
Rm and �z : I ! Rk such that

sfx t;�x tð Þ; _�x tð Þð Þ þ �y tð ÞT gx t;�x tð Þ; _�x tð Þð Þ þ �z tð ÞT hx t;�x tð Þ; _�x tð Þð Þ
� D sf _x t;�x tð Þ; _�x tð Þð Þ þ �y tð ÞT g _x t;�x tð Þ; _�x tð Þð Þ

�

þ�z tð ÞT h _x t;�x tð Þ; _�x tð Þð Þ
	
¼ 0; t 2 I

�x tð ÞT B tð Þw tð Þ ¼ �x tð ÞT B tð Þ�x tð Þ
� 	1=2

; t 2 I

w tð ÞT B tð Þw tð Þ5 1; t 2 I

y tð ÞT g t;�x tð Þ; _�x tð Þð Þ ¼ 0; t 2 I

s; y tð Þð Þ= 0; s; y tð Þ; z tð Þð Þ 6¼ 0; t 2 I

The above Fritz-John type necessary optimality conditions if s ¼ 1 (then �x may
called normal). For s ¼ 1; it suffice to assume that the Robinson conditions [5]
holds or Slater’s condition [5] holds, i.e. for some v 2 X and all t 2 I;

t 2 Ig t;�x tð Þ; _�x tð Þð Þ þ gx t;�x tð Þ; _�x tð Þð Þv tð Þ þ g _x t;�x tð Þ; _�x tð Þð Þ _v tð Þ[ 0:

The following lemma relates an efficient of (NWVEP) with an optimal solution
of p-single objective variational problems.

Lemma 2 (Chankong and Haimes): A point �x tð Þ 2 X is an efficient solution of
(NWVEP) if and only �x tð Þ is an optimal solution (NWVEPr) for each
r 2 K ¼ 1; 2; . . .; pf g

(NWVEPr): Minimize
Z

I

f r t; xðtÞ; _xðtÞð Þ þ xðtÞT BrðtÞxðtÞ
� 	1=2


 �
dt

subject to

x að Þ ¼ 0; x bð Þ ¼ 0

g t; x tð Þ; _x tð Þð Þ5 0; h t; x tð Þ; _x tð Þð Þ ¼ 0; t 2 IZ

I

f i t; x tð Þ; _x tð Þð Þ þ x tð ÞT Bi tð Þx tð Þ
� 	1=2


 �
dt

5

Z

I

f i t;�x tð Þ; _�x tð Þð Þ þ �x tð ÞTBi tð Þ�x tð Þ
� 	1=2


 �
dt;

i 2 Kr ¼ K � rf g
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Since the variational problem (NWVEP) does not contain integral inequality, it
can easily be shown that Lemma 2 still remains valid for the constraint without
integral sign. That is,

f i t; x tð Þ; _x tð Þð Þ þ x tð ÞTBi tð Þx tð Þ
� 	1=2

5 f i t;�x tð Þ; _�x tð Þð Þ þ �x tð ÞT Bi tð Þ�x tð Þ
� 	1=2

;
i 2 Kr

Theorem 1 (Fritz John type optimality conditions): Let �x tð Þ be an efficient
solution of (NWVEP) and if hx :;�x tð Þ; _�x tð Þð Þ map X onto a closed subspace of
C I;Rk
� 	

: Then there exist �ki 2 R and piecewise smooth functions �y : I ! Rm;

�z : I ! Rk and wi : I ! Rm; i 2 K such that

Xp

i¼1

ki f i
x t;�x tð Þ; _�x tð Þð Þ þ Bi tð Þwi tð Þ � Df i

_x t;�x tð Þ; _�x tð Þð Þ
� 	

þ y tð ÞT gx t;�x tð Þ; _�x tð Þð Þ þ z tð ÞT hx t;�x tð Þ; _�x tð Þð Þ
� D y tð ÞT g _x t;�x tð Þ; _�x tð Þð Þ þ z tð ÞT h _x t;�x tð Þ; _�x tð Þð Þ

� 	
¼ 0; t 2 I

�x tð ÞT Bi tð Þwi tð Þ ¼ �x tð ÞT Bi tð Þ�x tð Þ
� 	1=2

; wi tð ÞT Bi tð Þwi tð Þ
� 	1=2

5 1; i 2 K; t 2 I

�k1; �k2; . . .; �kp; y tð Þ
� 	

= 0; �k1; �k2; . . .; �kp; y tð Þ; z tð Þ
� 	

6¼ 0; t 2 I

Proof: Since �x tð Þ is an efficient solution of (NWVEP), by Lemma 1, �x tð Þ is an
optimal solution of (NWVEPr) for each r 2 K and hence of (NWVEP1). Hence by
Lemma 2, there exist �ki 2 R; i 2 K and piecewise smooth functions �y : I ! Rm;

�z : I ! Rk such that

Xp

i¼1

ki f i
x t;�x tð Þ; _�x tð Þð Þ þ Bi tð Þwi tð Þ � Df i

_x t;�x tð Þ; _�x tð Þð Þ
� 	

þ y tð ÞT gx t;�x tð Þ; _�x tð Þð Þ þ z tð ÞT hx t;�x tð Þ; _�x tð Þð Þ
� D y tð ÞT g _x t;�x tð Þ; _�x tð Þð Þ þ z tð ÞT h _x t;�x tð Þ; _�x tð Þð Þ

� 	
¼ 0; t 2 I

�x tð ÞT Bi tð Þwi tð Þ ¼ �x tð ÞT Bi tð Þ�x tð Þ
� 	1=2

; wi tð ÞT Bi tð Þwi tð Þ
� 	1=2

5 1; i 2 K; t 2 I

�k1; �k2; . . .; �kp; y tð Þ
� 	

= 0; t 2 I

which give the required optimality conditions.

Theorem 2 (Karush-Kuhn-Tucker necessary optimality conditions): Assume
that

(i) �x tð Þ be an efficient solution of (NWVEP) and
(ii) for each r 2 K; the constraints of (NWVEPr) satisfy Slater’s [5] or Robinsons

[5] condition at �x tð Þ:

Then there exist �k 2 Rp and piecewise smooth functions �y : I ! Rm; �z : I ! Rk

and wi : I ! Rm; i 2 K such that
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Xp

i¼1

ki f i
x t;�x tð Þ; _�x tð Þð Þ þ Bi tð Þwi tð Þ � Df i

_x t;�x tð Þ; _�x tð Þð Þ
� 	

þ y tð ÞT gx t;�x tð Þ; _�x tð Þð Þ þ z tð ÞT hx t;�x tð Þ; _�x tð Þð Þ
� D y tð ÞT g _x t;�x tð Þ; _�x tð Þð Þ þ z tð ÞT h _x t;�x tð Þ; _�x tð Þð Þ

� 	
¼ 0; t 2 I

y tð ÞT g t;�x tð Þ; _�x tð Þð Þ ¼ 0; y tð Þ= 0; t 2 I; k [ 0;
Xp

i¼1

ki ¼ 1:

�x tð ÞT Bi tð Þwi tð Þ ¼ �x tð ÞT Bi tð Þ�x tð Þ
� 	1=2

; wi tð ÞT Bi tð Þwi tð Þ
� 	1=2

5 1; i 2 K

Proof: Since �x tð Þ is an efficient solution of (NWVEP), by Lemma 1 �x tð Þ is an
optimal solution of (NWVEPr), by the Karush-Kuhn-Tucker conditions given
earlier, for each r 2 K; there exist �vi

r 2 R; r 2 Kr and piecewise smooth functions

l j
r 2 R; j ¼ 1; 2; . . .;m; dl

r 2 R; l ¼ 1; 2; . . .; k such that

f r
x ðt;�x; _�xÞ þ BiðtÞwiðtÞ � Df r

_x ðt;�x; _�xÞ
þ
X
i2Kr

�vi
rðf i

xðt;�x; _�xÞ þ BiðtÞwiðtÞ � Df i
_xðt;�x; _�xÞÞ

Xm

j¼1

l j
rg j

x t;�x; _�xð Þ � D l j
rg j

_x t;�x; _�xð Þ
� 	� 	

þ
Xk

l¼1

dl
rh

j
x t;�x; _�xð Þ � D dl

rh
j
_x t;�x; _�xð Þ

� 	� 	
¼ 0

Xm

j¼1

l j
r tð Þg j t;�x; _�xð Þ ¼ 0;�vi

r = 0; i 2 Kr; y tð Þ= 0; t 2 I

Summing over i 2 K; we get

Xp

i¼1

�vi
1 þ �vi

2 þ � � � þ �vi
p


 �
f i
x t;�x; _�xð Þ þ Bi tð Þwi tð Þ � Df i

_x t;�x; _�xð Þ
� 	

þ
Xm

j¼1

l j
1 tð Þ þ l j

2 tð Þ þ � � � þ l j
p tð Þ


 �
g j

x t;�x; _�xð Þ
n

�D l j
1 tð Þ þ l j

2 tð Þ þ � � � þ l j
p tð Þ


 �
g j

_x t;�x; _�xð Þ
o

þ
Xk

l¼1

dl
1 tð Þ þ dl

2 tð Þ þ � � � þ dl
p tð Þ


 �
hl

x t;�x; _�xð Þ
n

�D dl
1 tð Þ þ dl

2 tð Þ þ � � � þ dl
p tð Þ


 �
hl

_x t;�x; _�xð Þ
o
¼ 0

Xm

j¼1

l j
1 tð Þ þ l j

2 tð Þ þ � � � þ l j
p tð Þ


 �
g j t;�x; _�xð Þ ¼ 0; t 2 I

On a Class of Nondifferentiable Multiobjective Continuous Programming Problems 851



where �vi
r ¼ 1 for each i 2 K:

Equivalently,

Xk

i¼1

�vi f i
x t;�x; _�xð Þ þ Bi tð Þwi tð Þ � Df i

_x t;�x; _�xð Þ
� 	

þ
Xm

j¼1

l jg j
x t;�x; _�xð Þ

� 	
� D l jg j

_x t;�x; _�xð Þ
� 	� �

þ
Xk

l¼1

dlh j
x t;�x; _�xð Þ � D dlh j

_x t;�x; _�xð Þ
� 	� 	

¼ 0

where �vi ¼ 1þ
P

r2Kr

vi
r [ 0; i 2 K; l j tð Þ ¼

Pk
r¼1

l j
r tð Þ= 0; t 2 I; j ¼ 1; 2; . . .;m and

dl tð Þ ¼
Xk

r¼1

dl
r tð Þ= 0; t 2 I; l ¼ 1; 2; . . .; k:

) ki ¼ �vi

Pp
r¼1

�vi

; i 2 K;

y j tð Þ ¼ l j tð Þ
Pp
r¼1

�vi

; j ¼ 1; 2; . . .;m;

zl tð Þ ¼ dl tð Þ
Pp
r¼1

�vi

; l ¼ 1; 2; . . .; k:

We get

Xp

i¼1

ki f i
x t;�x tð Þ; _�x tð Þð Þ þ Bi tð Þwi tð Þ � Df i

_x t;�x tð Þ; _�x tð Þð Þ
� 	

þ
Xm

j¼1

y j tð Þg j
x t;�x tð Þ; _�x tð Þð Þ � D y j tð Þg j

_x t;�x tð Þ; _�x tð Þð Þ
� 	� 	

þ
Xk

l¼1

zl tð Þhl
x t;�x tð Þ; _�x tð Þð Þ � D zl tð Þhl

x t;�x tð Þ; _�x tð Þð Þ
� 	� 	

¼ 0

Xm

j¼1

y j tð Þg j t;�x; _�xð Þ ¼ 0; t 2 I

or
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X
ki f i

x t;�x; _�xð Þ þ Bi tð Þwi tð Þ � Df i
_x t;�x; _�xð Þ

� 	

þ y tð ÞT gx t;�x; _�xð Þ þ z tð ÞT hx t;�x; _�xð Þ
� 	

� D y tð ÞT g _x t;�x; _�xð Þ þ z tð ÞT h _x t;�x; _�xð Þ
� 	

¼ 0; t 2 I

y tð ÞT g t;�x; _�xð Þ ¼ 0; y tð Þ ¼ y1 tð Þ; y2 tð Þ; . . .; ym tð Þ
� 	

= 0; t 2 I

k ¼ k1; k2; . . .; kk� 	
[ 0;

Xk

i¼1

ki ¼ 1

4 Wolfe Type Second-Order Duality

We construct the following problem as the dual to the problem (P):

ðDÞ: Maximize
R
I

f 1 t; u tð Þ; _u tð Þð Þ þ u tð ÞT B1 tð Þw1 tð Þ þ y tð ÞT g t; u tð Þ; _u tð Þð Þ
��

þz tð ÞTh t; u tð Þ; _u tð Þð Þ � 1
2 b tð ÞTH1b tð Þ

	
dt; . . .;R

I
f p t; u tð Þ; _u tð Þð Þ þ u tð ÞT Bp tð Þwp tð Þ þ y tð ÞT g t; u tð Þ; _u tð Þð Þ
�

þz tð ÞTh t; u tð Þ; _u tð Þð Þ � 1
2 b tð ÞTHpb tð Þ

	
dt
	

subject to

u að Þ ¼ 0 ¼ u bð Þ ð4Þ

Xp

i¼1

ki f i
u t; u tð Þ; _u tð Þð Þ þ Bi tð Þwi tð Þ � Df i

u t; u tð Þ; _u tð Þð Þ
� 	

þ y tð ÞT gu t; u tð Þ; _u tð Þð Þnþ z tð ÞT hu t; u tð Þ; _u tð Þð Þ
� D y tð ÞT g _u t; u tð Þ; _u tð Þð Þ þ z tð ÞT h _u t; u tð Þ; _u tð Þð Þ

� 	

þ Hb tð Þ ¼ 0; t 2 I

ð5Þ

wi tð ÞT Bi tð Þwi tð Þ5 1; i 2 K ð6Þ

y tð Þ= 0; t 2 I ð7Þ

k[ 0;
Xp

i¼1

ki ¼ 1 ð8Þ

where
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Hi ¼ f i
xx � 2Df i

x _x þ D2f i
_x _x � D3f i

_x€x þ y tð ÞT gx þ z tð ÞT hx

� 	
x
�2D y tð ÞT gx þ z tð ÞT hx

� 	
_x

þ D2 y tð ÞT g _x þ z tð ÞT h _x

� 	
_x�D3 y tð ÞT g _x þ z tð ÞT h _x

� 	
€x

H ¼ kT fxx � 2DkT fx _x þ D2kT f _x _x � D3kT f _x€x þ y tð ÞT gx þ z tð ÞT hx

� 	
x

� 2D y tð ÞT gx þ z tð ÞT hx

� 	
_xþD2 y tð ÞT g _x þ z tð ÞT h _x

� 	
_x�D3 y tð ÞT g _x þ z tð ÞT h _x

� 	
€x:

Theorem 3 (Weak Duality): Let x tð Þ 2 Cp and u tð Þ; k; y tð Þ; z tð Þ;ð
w1 tð Þ; . . .;wp tð ÞÞ 2 CD such that for

R
I

f i t; :; :ð Þ þ :ð ÞT Bi tð Þwi tð Þ þ y tð ÞT g t; :; :ð Þþ
�

z tð ÞT h t; :; :ð ÞÞdt; i 2 K; is second-order pseudoinvex for all wi tð Þ 2 Rn; i 2 K with
respect to g: Then

Z

I

f i t; x tð Þ; _x tð Þð Þ þ x tð ÞT Bi tð Þx tð Þ
� 	1=2


 �
dt

\
Z

I

f i t; u tð Þ; _u tð Þð Þ þ u tð ÞT Bi tð Þwi tð Þ þ y tð ÞT g t; u tð Þ; _u tð Þð Þ
�

þ z tð ÞT h t; u tð Þ; _u tð Þð Þ � 1
2
b tð ÞT Hib tð Þ

�
dt; i 2 K ¼ 1; 2; :::; pf g

and
Z

I

f j t; x tð Þ; _x tð Þð Þ þ x tð ÞT B j tð Þx tð Þ
� 	1=2


 �
dt

5

Z

I

f j t; u tð Þ; _u tð Þð Þ þ u tð ÞT B j tð Þw j tð Þ þ y tð ÞT g t; u tð Þ; _u tð Þð Þ
�

þ z tð ÞT h t; u tð Þ; _u tð Þð Þ � 1
2
b tð ÞT H jb tð Þ

�
dt; for all j 2 K; j 6¼ i:

cannot hold.

Proof: Suppose to the contrary that there is �x tð Þ feasible for (VP) and
u tð Þ; k; y tð Þ; z tð Þ;w1 tð Þ; . . .;wp tð Þð Þ feasible for (DV) such that
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Z

I

f i t; x tð Þ; _x tð Þð Þ þ x tð ÞT Bi tð Þx tð Þ
� 	1=2


 �
dt

\
Z

I

f i t; u tð Þ; _u tð Þð Þ þ u tð ÞT Bi tð Þwi tð Þ þ y tð ÞT g t; u tð Þ; _u tð Þð Þ
�

þ z tð ÞT h t; u tð Þ; _u tð Þð Þ � 1
2

b tð ÞT Hib tð Þ
�

dt; for some i 2 1; 2; . . .; pf g

and
Z

I

f j t; x tð Þ; _x tð Þð Þ þ x tð ÞT B j tð Þx tð Þ
� 	1=2


 �
dt

5

Z

I

f j t; u tð Þ; _u tð Þð Þ þ u tð ÞT B j tð Þw j tð Þ þ y tð ÞT g t; u tð Þ; _u tð Þð Þ
�

þ z tð ÞT h t; u tð Þ; _u tð Þð Þ � 1
2
b tð ÞT H jb tð Þ

�
dt; for all j 2 K; j 6¼ i:

Then, using x tð ÞT Bi tð Þwi tð Þ� x tð ÞT Bi tð Þx tð Þ
� 	1=2

wi tð ÞT Bi tð Þwi tð Þ
� 	1=2

; i 2 K

We have
Z

I

f i t; x tð Þ; _x tð Þð Þ þ x tð ÞT Bi tð Þwi tð Þ þ y tð ÞT g t; x tð Þ; _x tð Þð Þ þ z tð ÞT h t; x tð Þ; _x tð Þð Þ
� 	

dt

\
Z

I

f i t; u tð Þ; _u tð Þð Þ þ u tð ÞT Bi tð Þwi tð Þ þ y tð ÞT g t; u tð Þ; _u tð Þð Þ
�

þ z tð ÞT h t; u tð Þ; _u tð Þð Þ � 1
2

b tð ÞT Hib tð Þ
�

dt; i 2 K
Z

I

f j t; x tð Þ; _x tð Þð Þ þ x tð ÞT B j tð Þw j tð Þ þ y tð ÞT g t; x tð Þ; _x tð Þð Þ þ z tð ÞT h t; x tð Þ; _x tð Þð Þ
� 	

dt

5

Z

I

f j t; u tð Þ; _u tð Þð Þ þ u tð ÞT B j tð Þw j tð Þ þ y tð ÞT g t; u tð Þ; _u tð Þð Þ
�

þ z tð ÞT h t; u tð Þ; _u tð Þð Þ � 1
2

b tð ÞT H jb tð Þ
�

dt; for all j with j 6¼ i:

Since
R
I

f i t; :; :ð Þ þ :ð ÞT Bi tð Þwi tð Þ þ y tð ÞT g t; :; :ð Þ þ z tð ÞT h t; :; :ð Þ
� 	

dt; is second-

order pseudoinvex for all i 2 K; then
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Z

I

gT f i
u þ Bi tð Þwi tð Þ þ y tð ÞT gu t; u tð Þ; _u tð Þð Þ þ z tð ÞT hu t; u tð Þ; _u tð Þð Þ
� 	�

þ dg
dt

� �T

f i
_u þ y tð ÞTg _u þ z tð ÞT h _u

� 	
þ gT Hib tð Þ

#
\0; for all i 2 K;

and
Z

I

gT f j
u þ B j tð Þw j tð Þ þ y tð ÞT gu t; u tð Þ; _u tð Þð Þ þ z tð ÞT hu t; u tð Þ; _u tð Þð Þ
� 	�

þ dg
dt

� �T

f j
_u þ y tð ÞT g _u þ z tð ÞT h _u

� 	
þ gT H jb tð Þ

#
5 0; j 6¼ i:

Thus

0 [
Z

I

gT
Xp

i¼1

ki f i
u þ Bi tð Þwi tð Þ
� 	

þ y tð ÞT gu t; u tð Þ; _u tð Þð Þ þ z tð ÞT hu t; u tð Þ; _u tð Þð Þ
 !"

þ dg
dt

� �T

kT f _u þ y tð ÞT g _u þ z tð ÞT h _u

� 	
þ gT H b tð Þ

#
dt

¼
Z

I

gT
Xp

i¼1

ki f i
u þ Bi tð Þwi tð Þ
� 	

þ y tð ÞT gu t; u tð Þ; _u tð Þð Þ þ z tð ÞT hu t; u tð Þ; _u tð Þð Þ
 !" #

dt

�D kT f _u þ y tð ÞT g _u þ z tð ÞT h _u

� 	
þ H b tð Þ


dt þ gT kT f _u þ y tð ÞT g _u þ z tð ÞT h _u

� 	 t ¼ b

t ¼ a

�����

Using g ¼ 0; at t = a and t = b, we obtain,

)
Z

I

gT
Xp

i¼1

ki f i
u þ Bi tð Þwi tð Þ
� 	

þ y tð ÞT gu t; u tð Þ; _u tð Þð Þ þ z tð ÞT hu t; u tð Þ; _u tð Þð Þ
"

�D kT f _u þ y tð ÞT g _u þ z tð ÞT h _u

� 	
þ Hb tð Þ


dt\0

contradicting the constraint of (NWVED). Thus the validity of the conclusion of
the theorem follows.

Theorem 4 (Strong Duality): Let �x tð Þ be efficient and normal solution for
(NWVEP), then there exist k 2 Rk and piecewise smooth y : I ! Rm; z : I ! Rl;

and wi : I ! Rn; i 2 K such that �x; k; y; z;w1; . . .;wp; b ¼ 0ð Þ is feasible for
(WVED) and the two objective functionals are equal. Furthermore, if the
hypothesis of theorem hold, then �x; k; y; z;w1; . . .;wp;bð Þ is efficient for the
problem (NWVED).
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Proof: By Theorem 2, there exist k ¼ k1; k2; . . .; kp� 	
2 Rp and piecewise smooth

y : I ! Rm; z : I ! Rl and wi : I ! Rl; i ¼ 1; 2; . . .; p such that

Xp

i¼1

ki f i
x t;�x; _�xð Þ þ �x tð ÞBi tð Þwi tð Þ � D f i

_x t;�x; _�xð Þ
� 	

þ y tð ÞT gx t;�x tð Þ; _�x tð Þð Þ þ z tð ÞT hx t; x tð Þ; _x tð Þð Þ
� D y tð ÞT g _x t;�x tð Þ; _�x tð Þð Þ þ z tð ÞT h _x t; x tð Þ; _x tð Þð Þ

� 	
¼ 0; t 2 I

y tð ÞT g t;�x tð Þ; _�x tð Þð Þ ¼ 0; y tð Þ= 0; t 2 I; k [ 0;
Xp

i¼1

ki ¼ 1:

�x tð ÞT Bi tð Þwi tð Þ ¼ �x tð ÞTBi tð Þ�x tð Þ
� 	1=2

; wi tð ÞT Bi tð Þwi tð Þ5 1; t 2 I; i 2 K

Thus �x; k; y; z;w1; . . .;wp; b ¼ 0ð Þ is feasible for (NWVED) and for all i 2 K:
Z

I

f i t;�x tð Þ; _�x tð Þð Þ þ �x tð ÞTBi tð Þ�x tð Þ
� 	1=2


 �
dt

\
Z

I

f i t;�x tð Þ; _�x tð Þð Þ þ �x tð ÞTBi tð Þ�wi tð Þ
�

þ y tð ÞT g t;�x tð Þ; _�x tð Þð Þ þ z tð ÞTh t;�x tð Þ; _�x tð Þð Þ
	
dt; t 2 I; i 2 K

This implies that, the objective functional values are equal.
If �x; k; y; z;w1;w2; . . .;wp; b ¼ 0ð Þ is not efficient solution of (NWVED), then

there exists feasible uffi; kffi; yffi; zffi;w1; ; . . .;wp; bffið Þ for (NWVED) such that
Z

I

f i t; uffi; _uffið Þ þ uffi tð ÞT Bi tð Þwi tð Þ þ yffi tð ÞTg t; uffi; _uffið Þ
�

þ zffi tð ÞTh t; uffi; _uffið Þ � 1
2
bffi tð ÞT Hibffi tð Þ

�
dt

[
Z

I

f i t;�x; _�xð Þ þ �x tð ÞT Bi tð Þwi tð Þ þ yffi tð ÞT g t;�x; _�xð Þ
�

þ zffi tð ÞT h t;�x; _�xð Þ � 1
2
bffi tð ÞT Hibffi tð Þ

�
dt; i 2 K:

and
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Z

I

f j t; uffi; _uffið Þ þ uffi tð ÞT B j tð Þwi tð Þ þ yffi tð ÞTg t; uffi; _uffið Þ
�

þ zffi tð ÞTh t; uffi; _uffið Þ � 1
2
bffi tð ÞT Hffijbffi tð Þ

�
dt

=

Z

I

f j t;�x; _�xð Þ þ �x tð ÞT B j tð Þw j tð Þ þ yffi tð ÞT g t;�x; _�xð Þ
�

þ zffi tð ÞT h t;�x; _�xð Þ � 1
2

bffi tð ÞT H jbffi tð Þ
�

dt; j 6¼ i

Since
R
I

f i t; :; :ð Þ þ :ð ÞT Bi tð Þwi tð Þ þ y tð ÞT g t; :; :ð Þ þ z tð ÞT h t; :; :ð Þ
� 	

dt; is second-

order pseudoinvex with respect to g, as earlier
Z

I

gT f i
u t; uffi; _uffið Þ þ Bi tð Þwffii � Df i

_u t; uffi; _uffið Þ
� 	�

þ yffi tð ÞT gu t; uffi; _uffið Þ þ zffi tð ÞT hu t; uffi; _uffið Þ
�D yffi tð ÞT gu t; uffi; _uffið Þ þ zffi tð ÞT hu t; uffi; _uffið Þ þ Hffib tð Þ
� 	

dt \ 0; i 2 KZ

I

gT f j
u t; uffi; _uffið Þ þ B j tð Þwffii � Df j

_u t; uffi; _uffið Þ
� 	�

þ yffi tð ÞT gu t; uffi; _uffið Þ þ zffi tð ÞT hu t; uffi; _uffið Þ
�D yffi tð ÞT gu t; uffi; _uffið Þ þ zffi tð ÞT hu t; uffi; _uffið Þ þ Hffib tð Þ
� 	

dt 5 0; j 6¼ i:

Thus

Z

I

gT
Xp

i¼1

ki

"
f i
u t; uffi; _uffið Þ þ Bi tð Þwffii � Df i

_u t; uffi; _uffið Þ
� 	

þ yffi tð ÞTgu t; uffi; _uffið Þþ

zffi tð ÞT h t; uffi; _uffið Þ�D yffi tð ÞT g _u t; uffi; _uffið Þ þ zffi tð ÞT h _u t; uffi; _uffið Þ þ Hffib tð Þ
� 	

dt\0
contradicting the feasibility of uffi; kffi; yffi; zffi;wffi1;wffi2; . . .;wffip;bffið Þ for (NWVED).
Thus �x; k; y; z;w1;w2; . . .;wp; b ¼ 0ð Þ is efficient for the dual (NWVED).

Below is the Mangasarian [1] type Strict-Converse duality theorem:

Theorem 5 (Strict-Converse duality): Let �x tð Þ and �u tð Þ; k; y tð Þ; z tð Þ;ð
w1 tð Þ; . . .;wp tð ÞÞ be efficient solutions for the problems (NWVEP) and (NWVED)
such that
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Xp

i¼1

ki
Z

I

f i t;�x tð Þ; _�x tð Þð Þ þ �x tð ÞT Bi tð Þwi tð Þ
� 	

dt

¼
Z

I

Xp

i¼1

ki f i t; �u tð Þ; _�u tð Þð Þ þ �u tð ÞT Bi tð Þwi tð Þ
� 	

 

þ y tð ÞT g t; �u tð Þ; _�u tð Þð Þ þ z tð ÞT h t; �u tð Þ; _�u tð Þð Þ � 1
2

b tð ÞT Hb tð Þ
�

dt

ð9Þ

If
R
I

Pp
i¼1

ki f i t; :; :ð Þ þ :ð ÞT Bi tð Þwi tð Þ þ y tð ÞT g t; :; :ð Þ þ z tð ÞT h t; :; :ð Þ
� 	�

dt is sec-

ond-order strictly pseudoinvex with respect to g, then �x tð Þ ¼ �u tð Þ; t 2 I:

Proof: Suppose �x tð Þ 6¼ �u tð Þ; for t 2 I: By second-order strict pseudoinvexity with
respect to g; (9) yields,

0 [
Z

I

gT
Xp

i¼1

ki f i
u t; �u tð Þ; _�u tð Þð Þ þ Bi tð Þwi tð Þ � Df i

_u t; �u tð Þ; _�u tð Þð Þ
� (

þy tð ÞT gu t; �u tð Þ; _�u tð Þð Þ þ z tð ÞT hu t; �u tð Þ; _�u tð Þð Þ
	

þ dg
dt

� �T

kf i
_u þ y tð ÞT g _u þ z tð ÞT h _u t; u; _uð Þ

� 	
þ gT Hb tð Þ

)
dt

¼
Z

I

gT
Xp

i¼1

ki f i
u t; �u tð Þ; _�u tð Þð Þ þ Bi tð Þwi tð Þ � Df i

_u t; �u tð Þ; _�u tð Þð Þ
�

(

þy tð ÞT gu t; �u tð Þ; _�u tð Þð Þ þ z tð ÞT hu t; �u tð Þ; _�u tð Þð Þ
	

�D f i
_u þ y tð ÞT g _u þ z tð ÞT h _u t; u; _uð Þ

� 	
þ Hb tð Þ

�
dt

þgT kf i
_u þ y tð ÞT g _u þ z tð ÞT h _u t; u; _uð Þ

� 	�� t ¼ b

t ¼ a

Using g ¼ 0; at t = a and t = b, we have

Z

I

gT
Xp

i¼1

ki f i
u t; �u tð Þ; _�u tð Þð Þ þ Bi tð Þwi tð Þ � Df i

_u t; �u tð Þ; _�u tð Þð Þ
�

(

þ y tð ÞT gu t; �u tð Þ; _�u tð Þð Þ þ z tð ÞT hu t; �u tð Þ; _�u tð Þð Þ
	

� D f i
_u þ y tð ÞT g _u þ z tð ÞT h _u t; u; _uð Þ

� 	
þ Hb tð Þ

�
dt\0:

contradicts the equality constraint of the dual variational problem (NWVED).
Hence
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�x tð Þ ¼ �u tð Þ; t 2 I:

The following is the Huard [6] type converse duality:

Theorem 6 (Converse duality): Let �x; k; y; z;w1; . . .;wp; b tð Þð Þ be an efficient
solution of (NWVED) for which

C1ð Þ H is non� singular

C2ð Þ
r tð ÞT Hir tð Þ
� 	

x
�D r tð ÞT Hir tð Þ
� 	

_x
þD2 r tð ÞTHir tð Þ

� 	
€x

� D3 r tð ÞT Hir tð Þ
� 	

v
x
þD4 r tð ÞTHir tð Þ

� 	
{

x

" #

þ2
r tð ÞT Hr tð Þð Þx�r tð ÞT D Hr tð Þð Þ _xþr tð ÞT D2 Hr tð Þð Þ€x
� r tð ÞTD3 Hr tð Þð Þv

x
þr tð ÞT D4 Hr tð Þð Þ{

x

" #
¼ 0) r tð Þ ¼ 0;

where r tð Þ is a vector function.

Then �x tð Þ is feasible for (NWVEP) and the two objectives functional have the
same value. Also, if the weak duality theorem holds for all feasible of (NWVEP)
and (NWVED), then �x tð Þ is efficient.

Proof: Since �x; k; y; z;w1; . . .;wp; b tð Þð Þ is an efficient solution of (NWVED),
there exists a; n 2 Rp; d 2 R and piecewise smooth h : I ! Rn; g : I ! Rm; qi :
I ! R; i 2 K such that following Fritz John conditions (Theorem 1)are satisfied at
�x; k; y; z;w1; . . .;wp;b tð Þð Þ :

Xp

i¼1

ai f i
x þ Bi tð Þwi tð Þ þ yT gx þ zT hx

� 	
� D f i

x
: þ yT gx

: þ zT hx
:

� 	�

� 1
2

b tð ÞT Hib tð Þ
� 	

x
þ 1

2
D b tð ÞTHib tð Þ
� 	

x
:� 1

2
D2 b tð ÞT Hib tð Þ
� 	

x
::

þ 1
2

D3 b tð ÞT Hib tð Þ
� 	

x
:::� 1

2
D4 b tð ÞT Hib tð Þ
� 	

x
::::

�

þ h tð ÞT H þ Hbð Þx�D Hbð Þx:þD2 Hbð Þx::�D3 Hbð Þx:::þD4 Hbð Þ x
::::

� 
¼ 0

ð10Þ

aT e
� 	

g j � 1
2
b tð ÞT g j

xxb tð Þ
� �

þ h tð ÞT g j
x � Dg j

_x

�

þ g j
xx � 2Dg j

x _x þ D2g j
_x _x � D3g j

_x x
::


 �
b tð Þ

i
þ gi tð Þ ¼ 0

ð11Þ

aT e
� 	

h� 1
2

b tð ÞT hxxb tð Þ
� �

þ h tð ÞT hx � Dh _x½

þ hxx � 2Dhx _x þ D2h _x _x � D3h _x x
::

� 	
b tð Þ


¼ 0

ð12Þ
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h tð Þ � aT e
� 	

b
� 	

H ¼ 0 ð13Þ

h tð ÞT f i
x þ Bi tð Þ � Df i

_x � HibðtÞ
� 	

þ ni þ di ¼ 0 ð14Þ

aiBi tð Þ�x tð Þ þ hBi tð Þ � 2qi tð ÞBi tð Þwi tð Þ ¼ 0; t 2 I; i 2 K ð15Þ

qi tð Þ 1� wi tð ÞT Bi tð Þwi tð Þ
� 	

¼ 0 ð16Þ

g tð ÞT y tð Þ ¼ 0; t 2 I ð17Þ

nik ¼ 0 ð18Þ

d
Xp

i¼1

ki � 1

 !
¼ 0 ð19Þ

a; g; n; q tð Þ; dð Þ= 0 ð20Þ

a; h tð Þ; g; n; q tð Þdð Þ 6¼ 0 ð21Þ

Since k[ 0; (18) implies n ¼ 0:
Since H is non singular, (13) implies

h tð Þ ¼ aT e
� 	

b tð Þ; t 2 I ð22Þ

Using the equality constraint of the dual and (22), we

�
P

ai0
Hb tð ÞT� 1

2 b tð ÞT Hib tð Þ
� 	

x
þ 1

2 D b tð ÞT Hib tð Þ
� 	

_x
� 1

2 D2 b tð ÞT Hib tð Þ
� 	

€x

þ1
2 D3 b tð ÞT Hib tð Þ

� 	
v

x
� 1

2 D4 b tð ÞT Hib tð Þ
� 	

{
x

" #

þ aT eð Þ Hb tð ÞTþb tð ÞT Hbð Þx�b tð ÞT D Hbð Þ _xþb tð ÞT D2 Hbð Þ€x
�b tð ÞT D3 Hbð Þv

x
þb tð ÞT D4 Hbð Þ{

x

" #
¼ 0

b tð ÞT Hib tð Þ
� 	

x
�D b tð ÞT Hib tð Þ
� 	

_x
þD2 b tð ÞT Hib tð Þ

� 	
€x

�D3 b tð ÞT Hib tð Þ
� 	

v
x
þD4 b tð ÞT Hib tð Þ

� 	
{

x

" #

þ2
b tð ÞT Hbð Þx�b tð ÞT D Hbð Þ _xþb tð ÞT D2 Hbð Þ€x

�b tð ÞT D3 Hbð Þv
x
þb tð ÞT D4 Hbð Þ{

x

" #
¼ 0

This because of the hypothesis (C2), yields b tð Þ ¼ 0; t 2 I
Using b tð Þ ¼ 0; t 2 I in (22), we have h tð Þ ¼ 0; t 2 I
Let ai ¼ 0; i 2 K; then (11) and (14) respectively give gi ¼ 0 and di ¼ 0; i 2 K:
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Consequently (15) and (16) imply qi tð Þ ¼ 0; t 2 I; i 2 K
Thus a; h tð Þ; g; n; q tð Þ; dð Þ ¼ 0; i 2 K; where q tð Þ ¼ q1 tð Þ; q2 tð Þ; . . .; qp tð Þð Þ;

contradicting the Fritz John condition (21). Hence ai [ 0; i 2 K:
Using h tð Þ ¼ 0; a [ 0 and b tð Þ ¼ 0; t 2 I, from (11), we have

g j ¼ � gi tð Þ
aT eð Þ 5 0; t 2 I; ð23Þ

yielding

g t; x; _xð Þ5 0; t 2 I

The relations (23) and (12) respectively imply that

y tð ÞT g t; x; _xð Þ ¼ 0; t 2 I and z tð ÞT h t; x; _xð Þ ¼ 0 ð24Þ

Also g t; x; _xð Þ5 0 and h t; x; _xð Þ ¼ 0; t 2 I imply that �x is feasible for
(NWVEP).

Using h tð Þ ¼ 0; t 2 I; ai [ 0; i 2 K; (15) implies

Bi tð Þ�x tð Þ ¼ 2qi tð Þ
ai

� �
Bi tð Þwi tð Þ ¼ 0; t 2 I; i 2 K ð25Þ

This yields the equality in the Schwartz inequality. That is,

�x tð ÞT B tð Þwi tð Þ ¼ �x tð ÞT B tð Þ�x tð Þ
� 	1=2

wi tð ÞT B tð Þwi tð Þ
� 	1=2

; t 2 I; i 2 K ð26Þ

If qi tð Þ[ 0; 8i 2 K; t 2 I; then (16) gives wi tð ÞT B tð Þwi tð Þ ¼ 1; t 2 I and so

(26) gives �x tð ÞTB tð Þwi tð Þ ¼ �x tð ÞT B tð Þ�x tð Þ
� 	1=2

; t 2 I; i 2 K

If qi tð Þ ¼ 0; 8i 2 K; t 2 I; then (15) gives Bi tð Þ�x tð Þ ¼ 0; 8i 2 K; t 2 I
So we will still have

�x tð ÞT B tð Þwi tð Þ ¼ �x tð ÞT B tð Þ�x tð Þ
� 	1=2

; t 2 I; i 2 K ð27Þ

In view of (24) and (26) we have
Z

I

f i t;�x tð Þ; _�x tð Þð Þ þ �x tð ÞT Bi tð Þ�x tð Þ
� 	1=2ffi �

dt ¼
Z

I

f i t;�x tð Þ; _�x tð Þð Þ þ �x tð ÞT Bi tð Þwi tð Þ
�

þ y tð ÞTg t;�x tð Þ; _�x tð Þð Þ þ z tð ÞT h t;�x tð Þ; _�x tð Þð Þ � 1
2

b tð ÞTHib tð Þ
�

dt

i.e. the objective values of the problem are equal. By Theorem 1 the efficiency of
�x tð Þ for (NWVEP) follows.
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5 Nondifferentiable Multiobjective Variational Problems
with Natural Boundary Values

The following is a pair of Wolfe type second-order nondifferentiable multiob-
jective variational problems with natural boundary values:

NVEPð Þ1: Minimize

R
I

f 1 t; x tð Þ; _x tð Þð Þ þ x tð ÞT B1 tð Þx tð Þ
� 	1=2


 �
dt; . . .;

�

R
I

f p t; x tð Þ; _x tð Þð Þ þ x tð ÞTBp tð Þx tð Þ
� 	1=2


 �
dt

�

subject to g t; x; _xð Þ5 0; h t; x; _xð Þ ¼ 0; t 2 I
WNVEDð Þ2: Maximize

R
I

f 1 t; u tð Þ; _u tð Þð Þ þ u tð ÞT B1 tð Þw1 tð Þ
��

þy tð ÞT g t; u tð Þ; _u tð Þð Þ þ z tð ÞTh t; u tð Þ; _u tð Þð Þ
	
dt;

. . .;
R
I

f p t; u tð Þ; _u tð Þð Þ þ u tð ÞT Bp tð Þwp tð Þ
�

þy tð ÞT g t; u tð Þ; _u tð Þð Þ þ z tð ÞTh t; u tð Þ; _u tð Þð Þ
	
dt

�

subject to
Xp

i¼1

ki f i
u t; u tð Þ; _u tð Þð Þ þ Bi tð Þwi tð Þ � D f i

_u t; u tð Þ; _u tð Þð Þ þ y tð ÞT gu t; u tð Þ; _u tð Þð Þ
�

þz tð ÞT hu t; u tð Þ; _u tð Þð Þ � D y tð ÞT g _u t; u tð Þ; _u tð Þð Þ þ z tð ÞT h _u t; u tð Þ; _u tð Þð Þ
� 		

¼ 0; t 2 I

wi tð ÞT Bi tð Þwi tð Þ5 1; i 2 K

y tð Þ= 0; t 2 I; k [ 0; kT e ¼ 1:

kT f _u t; u tð Þ; _u tð Þð Þ þ y tð ÞTg _u t; u tð Þ; _u tð Þð Þ þ z tð ÞT h _u t; u tð Þ; _u tð Þð Þ ¼ 0; t 2 I

The duality theorems validated in the preceding section can easily be estab-
lished with slight modifications.

6 Wolfe Type Second-Order Nondifferentiable
Multiobjective Mathematical Programming Problems

If f, g and h variational problems (NWVEP) and (NWVED) are independent of t
i.e. functions do not depend explicitly on t, these problems reduce to the following
second-order nondifferentiable multiobjective mathematical programming
problems:
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NVEPð Þ0: Minimize f 1 xð Þ þ xT B1xð Þ1=2
; . . .; f p xð Þ þ xT Bpxð Þ1=2


 �

subject to gðxÞ5 0 h xð Þ ¼ 0

NWVED : Maximize

f 1 uð ÞþuT B1w1þyT g uð ÞþzT h uð Þ�1
2
bTr2 kT f 1 uð ÞþyT g uð ÞþzT h uð Þ

� 	
b; . . .;

�

f p uð ÞþuT BpwpþyT g uð ÞþzT h uð Þ�1
2
bTr2 kT f p uð ÞþyT g uð ÞþzT h uð Þ

� 	
b

�

subject to
P

kT f i
u uð ÞþBiwi
� 	

þyT gu uð ÞþzT hu uð Þ¼0

wiTBiwi
5 1

y=0; k[0;kT e¼1;e¼ 1; . . .;1ð Þ:

7 Conclusion

Both Fritz John and Karush-Kuhn-Tucker type optimality conditions for a class of
nondifferentiable multiobjective variational problems with equality and inequality
constraints are obtained. Here the nondifferentiability occurs due to appearance of
a square root function in each component of the objective functional. As an
application of Karush-Kuhn-Tucker type optimality conditions Wolfe and Mond-
Weir type duals to the problem treated in the research are formulated. Lastly, the
relationship between our results and those of their static counterparts has been
indicated. The research exposition in this paper has scope to revisit in the context
of mixed type second-order duality which has some computational advantage over
either of Wolfe or Mond-Weir type duality.
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Three Echelon Supply Chain Design
with Supplier Evaluation

Kanika Gandhi, P. C. Jha, Kannan Govindan and Diego Galar

Abstract An effective supply chain management (SCM) facilitates companies to
react to changing demand by swiftly communicating their needs to the supplier.
Optimizing a supply chain (SC) performance is a key factor for success in long
term SC relationships. Substantial information such as price, delivery time per-
centage and acceptance percentage are discussed in the process. Imprecise demand
as one of the factors is added in the same process that fuzzifies coordination
between buyer and supplier. The paper considers non-deterministic conditions in
the environment of business, coordination in procurement and distribution in a
supplier selection problem and a fuzzy model with two objectives is defined. The
proposed model is a ‘‘fuzzy bi-objective mixed integer nonlinear’’ problem. To
process the solution the fuzzy model is converted into crisp and further fuzzy goal
programming approach is employed. The model is validated with the help of a real
case problem.
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Keywords Fuzzy logics � Supplier selection � Supply chain coordination �
Truckload and less than truckload

1 Introduction

A key issue in SCM is developing mechanisms to align objectives of independent
SC members and coordinating decisions to optimize system performance. Hence to
reduce global cost, companies are forced to coordinate all SC activities. Manu-
facturers have to cooperate with suppliers to maximize productivity in least cost
while satisfying customer requirements, as discussed by [1]. A well integrated SC
requires coordinated flow of materials and information between suppliers, manu-
facturers, retailers and other SC components, shown by [2]. An integration of SC
activities with discounts and freight policies in two stages is discussed by [3].

For effective coordination, some models on supplier selection are discussed in
the literature. The vendor selection problem under quality, delivery, and capacity
constraints as well as price-break regimes is considered by [4]. Linear and mixed
integer models were formulated for a single objective (cost) problem. The problem
of supplier selection and determination of supply quotas from selected vendors
when quantity discounts are granted, are dealt by [5]. A mixed integer program-
ming model to select right suppliers to maximize revenue while satisfying cus-
tomer needs is developed by [6]. Changes in suppliers’ capabilities are considered
along with customer requirements. In the model, suppliers meeting many parts of
the ideal procurement condition are selected more often than other suppliers.

In continuation of the supplier selection problem, the issue of coordination
between the suppliers and buyer is also addressed. A minimization model with
single objective for the total cost of SC is proposed by [7]. The chain includes a
buyer and some potential suppliers. The aim of their model is minimizing total cost
of chain (a buyer and suppliers) by selecting suppliers and determining orders from
each of them. The study shows that minimizing total SC cost (including cost of
buyer and suppliers) ensures better results for SC rather than individual decision-
making. Further, some more literature on supplier selection and fuzzy optimization
was discussed. A fuzzy goal programming approach applied to the problem of
selecting vendors in a SC is proposed by [8]. This problem is a mixed-integer and
fuzzy goal programming problem with three objectives; to minimize the net cost of
vendor network, rejects within the network and delays in deliveries. With this
approach, the author uses triangular fuzzy number for each fuzzy objective. The
solution applies a minimum operator on the intersection of the membership
function of the fuzzy objectives. A similar problem is solved by [9], using the
multi-objective fuzzy programming approach proposed by [10]. Further,
the problem of adequately selecting suppliers within a SC is discussed by [11]. The
literature discussed above has revealed models for supplier selection or to show
coordination between supplier and buyer by minimizing the cost.
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To manage the minimum coordination cost and simultaneously measuring
suppliers’ performances in the conditions of uncertainty, the paper explains two
objectives of the mixed integer non-liner model. The first objective of the model
shows an integration of procurement and distribution of a three echelon SC model
with multi sources (suppliers), one warehouse & one destination (buyer), incor-
porating transportation policies. The second objective concentrates on suppliers’
performance and their selection on the basis of delivery time percentage and
acceptance percentage of the ordered lot. The model integrates inventory, pro-
curement and transportation mechanism to minimize all costs discussed above and
also chooses the best supplier. The total cost of the model becomes fuzzy due to
fuzzy holding cost and consumption. On the other hand, performance level is also
fuzzy as percentage of on-time delivery and acceptances are fuzzy. So the model
discussed above is fuzzy bi-objective mixed integer non-linear model.

In the solution process, the fuzzy model is converted into crisp and further
fuzzy goal programming approach is employed where each objective is assigned
with a different weight. The imprecise objectives and imprecise demands con-
sidered are related to cutting costs, increasing quality and improved service to
selected suppliers.

2 Model Assumptions, Sets and Symbols

2.1 Assumptions

The assumptions of this research are essentially the same as an EOQ model, except
for the transportation cost. The section considers a finite planning horizon. The
consumption at destination is uncertain, and no shortages are allowed. The initial
inventory of each product is positive at the start of planning. Inventory deteriorates
with constant rate as a percentage of deterioration of stored units and inspection
cost is also assumed to be constant. No transportation is considered from source to
warehouse as it is taken care of by supplier.

2.2 Sets

Products set with Cardinality P and indexed by i, whereas periods set with Car-
dinality T and indexed by t. Supplier set with cardinality J and indexed by j.
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2.3 Parameters

C
�

is fuzzy total cost, C0&C�0 are aspiration & tolerance level of fuzzy total cost,
fPR & PR are fuzzy & de-fuzzified performance of supplier, PR�0&PR0 are toler-

ance & aspiration level of fuzzy performance of supplier, fHSit&HSit & are fuzzy &
de-fuzzified holding cost per unit of product i in period t at warehouse, /it is unit
purchase cost for product i in period t, s is cost per weight of transportation in LTL

policy, bt is fixed freight cost for each truck load in period t, gHDit & HDit are
fuzzy & defuzzified holding cost per unit of product i for tth period at destination,

kit is inspection cost per unit of product i in period t, fCRit & CRit are fuzzy &
defuzzified consumption at destination for product i in period t, ISNi1 is inventory
level at warehouse in beginning of planning horizon for product i, IDNi1 is
inventory level at destination in beginning of planning horizon for product i, g is
deterioration percentage of ith product at destination, wi is per unit weight of

product i, x is weight transported in each full truck, fDTijt&DTijt are fuzzy &
defuzzified percentage of on-time delivery time for product i in period t for sup-

plier j, fACijt&ACijt are fuzzy & defuzzified percentage of acceptance for product
i in period t for supplier j, CPij is capacity at supplier j for product i.

2.4 Decision Variables

ISit is inventory level at warehouse at the end of period t for product i, IDit is
inventory levels at warehouse at the end of period t for product i, Xijt is optimum
ordered quantity of product i ordered in period t from supplier j, Xit is total
optimum quantity ordered from all the suppliers, Lt is total weighted quantity
transported in stage I & II respectively of period t, Jt is total number of truck loads
in period t, yt is weighted quantity in excess of truckload capacity, ut is usage of
modes, either TL & LTL mode (where value is 1) or only TL mode (where value is
0), Vijt is defined as, if ordered quantity is transported by supplier j for product i in
period t then the variable takes value 1, otherwise zero, Dit is demand for product
i in period t.

3 Model Formulation

3.1 Formulation of Objectives

Fuzzy optimization is a flexible approach that permits adequate solutions of real
problems when vague information is available, providing well defined mechanisms
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to quantify uncertainties directly. Therefore, we formulate fuzzy optimization
model for vague aspiration levels on total cost, consumption, on-time delivery
percentage and acceptance percentage where the decision maker may decide his
aspiration levels on the basis of past experience and knowledge possessed by him.

Initially a bi-objective fuzzy model is formulated which discusses about fuzzy
total cost and performance of the suppliers. The first objective of the model
minimizes the total cost, including purchasing cost of goods from supplier, holding
cost at warehouse for ordered quantity, transportation cost from warehouse to
destination, cost of holding at destination and finally inspection cost of the reached
quantity at destination.

Minimize C
�
¼
XT

t¼1

XJ

j¼1

XP

i¼1

/ijtXijtVijt þ
XT

t¼1

XP

i¼1

fHSitXit

þ
XT

t¼1

syt þ jtbtð Þut þ jt þ 1ð Þbt 1� utð Þ½ �

þ
XT

t¼1

gHDitIDit þ
XP

i¼1

XT

t¼1

kitXit

The second objective discusses the performance of suppliers and maximizes the
performance percentage of supplier as per delivery time percentage and accep-
tance percentage of ordered lot.

Maximize fPR ¼
XT

t¼1

XJ

j¼1

XP

i¼1

fDTijt þ fACijt

� �
Vijt

3.2 Constraints’ Formulation

The constraints in the model handle the capacity restrictions, shortages restrictions.
The following constraint ensures that an activated supplier cannot supply more that
capacity.

XijtffiCPijVijt 8 i; j; t

Xit calculates total quantity to be supplied from all active suppliers.

Xit ¼
XJ

j¼1

Xijt 8 i; t

In a period, for a particular product, only one supplier will be allowed to supply

goods is assured by the constraint
PJ
j¼1

Vijt ¼ 1 8 i; t
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Following three equations calculate inventory in period t at warehouse and
ensure no shortage at destination.

ISit ¼ ISit�1 þ Xit � Dit 8 i; t [ 1
ISit ¼ ISNit þ Xit � Dit 8 i; t ¼ 1
PT
t¼1

ISit þ
PT
t¼1

Xij�
PT
t¼1

Dit 8 i

Next equation is an integrator and calculates the total weighted quantity to be
transported from warehouse to destinations.

Lt ¼
XP

i¼1

xiXit 8 t

The constraint mentioned below checks the transportation policy as per the
weighted quantity. It clearly specifies that, if the total weighted quantity is above
the capacity of truck then LTL policy will get activated and otherwise only TL
policy will be used.

Ltffi yt þ jtwð Þut þ jt þ 1ð Þw 1� utð Þ 8 t

The equation measures the overhead weights from truckload capacity.

Lt ¼ yt þ jtw 8 t

Next three constraints calculate inventory and optimum demand size at the
destination, while considering deterioration percentage and ensuring no shortages.

IDit ¼ IDit�1 þ Dit � fCRit � gIDit 8 i; t [ 1
IDit ¼ IDNit þ Dit � fCRit � gIDit 8 i; t ¼ 1

1� gð Þ
PT
t¼1

IDit þ
PT
t¼1

Dit �
�

PT
t¼1

fCRit 8 i

Finally constraint mentioned below enforces the binary and non-negativity
restrictions on decision variables.

Xijt;Xit; Lt; Dit � 0; Vijt; ut 2 0; 1½ �; ISit; IDit; yt; jt are integer:

3.3 Formulated Fuzzy Model

Minimize ~C ¼
XT

t¼1

XJ

j¼1

XP

i¼1

/ijtXijtVijt þ
XT

t¼1

XP

i¼1

fHSitXit þ
XT

t¼1

syt þ jtbtð Þut þ jt þ 1ð Þbt 1� utð Þ½ �

þ
XT

t¼1

gHDitIDit þ
XP

i¼1

XT

t¼1

kitXit

ð1Þ

872 K. Gandhi et al.



Maximize fPR ¼
XT

t¼1

XJ

j¼1

XP

i¼1

ðfDTijt þ fACijtÞVijt ð2Þ

Subject to Xijt ffiCPijVijt 8i; j; t ð3Þ

Xit ¼
XJ

j¼1

Xijt 8 i; t ð4Þ

XJ

j¼1

Vijt ¼ 1 8 i; t ð5Þ

ISit ¼ ISit�1 þ Xit � Dit 8 i; t [ 1 ð6Þ

ISit ¼ ISNit þ Xit � Dit 8 i; t ¼ 1 ð7Þ

XT

t¼1

ISit þ
XT

t¼1

Xij�
XT

t¼1

Dit 8 i ð8Þ

Lt ¼
XP

i¼1

xiXit 8 t ð9Þ

Ltffi yt þ jtwð Þut þ jt þ 1ð Þw 1� utð Þ 8 t ð10Þ

Lt ¼ yt þ jtw 8 t ð11Þ

IDit ¼ IDit�1 þ Dit � fCRit � gIDit 8 i; t [ 1 ð12Þ

IDit ¼ IDNit þ Dit � fCRit � gIDit 8 i; t ¼ 1 ð13Þ

1� gð Þ
XT

t¼1

IDit þ
XT

t¼1

Dit �
�

XT

t¼1

fCRit 8 i ð14Þ

Xijt;Xit; Lt; Dit � 0; Vijt; ut 2 0; 1½ �; ISit; IDit; yt; jt are integer: ð15Þ

4 Solution Algorithm

4.1 Fuzzy Solution Algorithm

The following algorithm specifies the sequential steps to solve the fuzzy mathe-
matical programming problems, discussed by [12].
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Step 1. Compute the crisp equivalent of the fuzzy parameters using a defuzzifi-
cation function. Here, ranking technique is employed to defuzzify the
parameters as F2ðAÞ ¼ al þ 2am þ auð Þ=4, where al, am, au are the Tri-
angular Fuzzy Numbers (TFN).

Let CRit be the defuzzified value of fCRit and ðCR1
it;CR2

it;CR3
itÞ for each i & t be

triangular fuzzy numbers then, CRit ¼ CR1
it þ 2CR2

it þ CR3
it

ffi �
=4. Similarly, HSit

and HDit are defuzzified aspired holding cost at warehouse and destination.

Step 2. Since industry is highly volatile and customer demand changes in every
short span, a precise estimation of cost and performance aspirations is a
major area of discussion. Hence the better way to come out of such
situation is to incorporate tolerance and aspiration level with the main
objectives. So the model discussed in Sect. 3.3 can be re-written as
follows:

Find X
X 2 S

1� gð Þ
PT
t¼0

IDit þ
PT
t¼0

Dit �
�

PT
t¼0

CRit 8 i

CðXÞ ffi
�

C0

PR �
�

PR0

Xijt;Xit; Lt; Dit � 0; Vijt; ut 2 0; 1½ �; ISit; IDit; yt; jt are integer

Step 3. Define appropriate membership functions for each fuzzy inequalities as
well as constraint corresponding to the objective functions.

lCðXÞ ¼
1 ; CðXÞffiC0

C�0�CðXÞ
C�0�C0

; C0ffiCðXÞ\C�0;

0 ; CðXÞ[ C�0

8><
>:

lPRðXÞ ¼
1 ; PR�PR0
PR�PR�0
PR0�PR�0

; PR�0ffiPR\PR0

0 ; PR\PR�0

8><
>:

lIDit
ðXÞ ¼

1 ; IDitðXÞ�CR0

IDitðXÞ�CR
�
0

CR0�CR
�
0

; CR
�
0ffi IDitðXÞ\CR0

0 ; IDitðXÞ[ CR
�
0

8>><
>>:

where CR0 ¼
PT
t¼1

CRit is the aspiration and CR
�
0 is the tolerance level for inventory

constraints.
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Step 4. Employ extension principles to identify the fuzzy decision, which results
in a crisp mathematical programming problem given by

Maximize a
Subject to lcðXÞ�w1a

lPRðXÞ�w2a
lIDit
ðXÞ� a

X 2 S
w1� 0; w2� 0; w1 þ w2 ¼ 1; a 2 0; 1½ �

where, a represents the degree to which the aspiration of the decision-maker is
met. The above problem can be solved by the standard mathematical programming
algorithms.

Step 5. Following [13], while solving the problem by following steps 1–4, the
objective of the problem is also treated as a constraint. Each constraint is
considered to be an objective for the decision-maker and the problem is
looked at as a fuzzy bi objective mathematical programming problem.
Further, each objective can have a different level of importance and can be
assigned weights to measure relative importance. The resulting problem
can be solved by the weighted min max approach. On substituting values
for lPRðxÞ and lCðxÞ the problem becomes

Maximize a
subject to PRðXÞ�PR0 � ð1� w1aÞðPR0 � PR�0Þ

CðXÞffiC0 þ ð1� w2aÞðC�0 � C0Þ
lIDit
ðXÞ� a

X 2 S
w1� 0; w2� 0; w1 þ w2 ¼ 1; a 2 0; 1½ �

ðP1Þ

Step 6. If a feasible solution is not possible in Step 5, then fuzzy goal program-
ming approach is resorted to obtain a compromised solution given by [14].
The method is discussed in detail in the next section.

4.2 Fuzzy Goal Programming Approach

On solving the problem, we found that the problem (P1) is not feasible; hence the
management goal cannot be achieved for a feasible value of a [ [0,1]. We then
apply the fuzzy goal programming technique to obtain a compromised solution.
The approach is based on the goal programming technique to solve the crisp goal
programming problem given by [14]. The maximum value of any membership
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function can be 1; maximization of a [ [0,1]. This can be achieved by minimizing
the negative deviational variables of goal programming (i.e., g) from 1. The fuzzy
goal programming formulation for the given problem (P1) introducing the negative
and positive deviational variables gj, qj is given as

Minimize u
subject to lPR Xð Þ þ g1 � q2 ¼ 1

lCðXÞ þ g2 � q2 ¼ 1
u�wj � gj j ¼ 1; 2
gj � qj ¼ 0 j ¼ 1; 2

w1 þ w2 ¼ 1
a ¼ 1� u

gj; qj� 0; X 2 S; u 2 0; 1½ �; w1;w2� 0

The above described model is coded into Lingo 11.0 to find the optimal solution.

5 Case Study

The modern food industry has developed and expanded due to its ability to deliver
a wide variety of high quality food products to consumers on a nationwide/
worldwide basis. This feat has been accomplished by building stability into the
product through processing, packaging, and additives that enable foods to remain
fresh and wholesome throughout the distribution process. The reasons for pro-
cessed food deterioration may be microbiological spoilage, sometimes accompa-
nied by pathogen development or chemical and enzymatic activity.

The same is the problem of BTR Co. (named changed), who purchases fruits &
vegetables from wholesale suppliers, processes them at a processing point
(warehouse) to increase their shelf life so that deterioration is reduced at retail
stores; then they are transported to different retail stores. In this case, we are
discussing a tiny problem of three suppliers (source point) and one retail outlet
(destination) with one processing point (warehouse). Four products including
Spinach (P1), broccoli (P2), peas (P3) and corn (P4) are considered for managing
procurement and distribution for 3 weeks in summer. The major objectives of the
company are to manage optimal order quantity from suppliers, as consumption at
the retail end is uncertain, reducing fuzziness in environment to ensure that the
company can calculate precise consumption, cost for future and select the best
supplier, who can deliver the required quantity on-time with an acceptable lot. The
company desires to reduce procurement cost, holding cost at warehouse, cost of
transportation from warehouse to retail outlet, inspection cost of reached quantity
at outlet and ending inventory carrying cost at outlet. From the above discussion it
is clear that for the company, both the objectives i.e. minimizing the cost and
maximizing the performance are equally important. That helps the solution process
to consider both the objectives equal. A fuzzy optimization model is developed,
converted into a crisp form and a fuzzy goal programming approach is employed
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to reach at a feasible and optimal solution for company’s current situation. The
company’s data is as follows:

The purchase cost of each product discussed as P1 costs `45, `48, `50 per
1.03 kg, P2 costs `64, `62, `67 per 0.5 kg, P3 costs `53, `56, `54 per 1 kg and
cost of P4 is `59, `54, `57 per 0.5 kg. Initial inventory at warehouse in the
beginning of the planning horizon is 70, 80, 40, and 59 packets. Similarly initial
inventory at destination is 90, 85, 79, and 83 packets. The inspection cost per unit
is `1 for P1 & P3 and `1.5 for P2 & P4. While transporting weighted quantity from
warehouse to destination, TL&LTL policies may be used. In such a case, cost per
full truck is `950, `1000, and `1200, and capacity per truck is 250 kg. In the case
of LTL policy, per extra weight costs `4. The deterioration percentage at desti-
nation is 6 % (Tables 1, 2, 3, 4, 5, 6).

5.1 Results and Managerial Implications

The total cost incurred in coordinating all entities is `92,734.72, keeping the fuzzy
aspiration levels as `81,000, `89,000, `93,000 and defuzzified aspirations cost as
`88,000 with tolerance level of `115,000. On the other side the suppliers’ per-
formance is 10.6 with respect to level of aspiration 11 keeping three fuzzy aspi-
rations as 10.3, 11.1, 11.5 and tolerance level as 10 of the supplier. Nearby 78 % of
the aspiration level of cost and performance has been attained which makes the
environment more certain and crisp for future discussions. The model tries to

Table 1 Holding cost at warehouse (in INR) per packet

PDT Period 1 Period 2 Period 3

Fuzzy DF Fuzzy DF Fuzzy DF

P1 3, 2, 3 2.5 2.5, 3, 2.7 2.8 2.5, 2, 2.7 2.3
P2 2, 2.6, 2 2.3 2.6, 3.5, 2.4 3 2.3, 2.6, 2.5 2.5
P3 3, 3.4, 3.8 3.4 2.5, 3, 2.3 2.7 2.5, 2, 1.5 2
P4 3, 3.5, 2.8 3.2 2, 2.5, 1.8 2.2 2, 2.4, 1.6 2.1

Where PDT Product type; DF Defuzzified

Table 2 Holding cost at retail outlet (in INR) per packet

PDT Period 1 Period 2 Period 3

Fuzzy DF Fuzzy DF Fuzzy DF

P1 3, 3.5, 2.8 3.2 3.3, 3, 3.1 3.1 2.5, 3.2, 3.1 3.0
P2 3, 2.6, 3 2.8 2.6, 3, 3 2.9 2.3, 2.9, 2.3 2.6
P3 3, 3.8, 3.4 3.5 3.4, 2.3, 3.6 2.9 2.3, 2.8, 2.1 2.5
P4 3.9, 3.5, 3.5 3.6 2.7, 2.5, 2.7 2.6 2, 2.4, 2.4 2.3
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employ high performers to procure ordered quantity and ensure that only the best
supplier shall fulfill the demand. Table 7 shows the exact quantity procured from
suppliers per product per period as per the performance.

The positive quantity in the table indicates that only the corresponding supplier
is activated to supply goods as they have highest performance among the three.
Some exceptions also exist, as in period 2 for product 1 and 2, supplier 2 is
activated but no supply takes place.

Table 3 Consumption at retail outlet per packet

PDT Period 1 Period 2 Period 3

Fuzzy DF Fuzzy DF Fuzzy DF

P1 160, 169, 178 169 134, 139, 140 138 189, 184, 183 185
P2 137, 133, 137 135 179, 174, 177 176 186, 179, 184 182
P3 170, 165, 168 167 187, 183, 183 184 168, 163, 182 169
P4 176, 172, 176 174 180, 182, 172 179 160, 164, 172 165

Table 4 On-time delivery percentage

PDT Period 1 Period 2 Period 3

Fuzzy DF Fuzzy DF Fuzzy DF

P1 0.91, 0.95, 0.91 0.93 0.95, 0.93, 0.99 0.95 0.93, 0.91, 0.89 0.91
P2 0.95, 0.93, 0.95 0.94 0.89, 0.96, 0.91 0.93 0.89, 0.96, 0.91 0.93
P3 0.92, 9.96, 9.96 0.95 0.86, 0.91, 0.92 0.90 0.91, 0.95, 0.99 0.95
P4 0.88, 0.93, 0.90 0.91 0.90, 0.95, 0.92 0.93 0.89, 0.93, 0.89 0.91

Table 5 Acceptance percentage

PDT Period 1 Period 2 Period 3

Fuzzy DF Fuzzy DF Fuzzy DF

P1 0.90, 0.95, 0.92 0.93 0.91, 0.95, 0.95 0.94 0.93, 0.97, 0.89 0.94
P2 0.89, 0.93, 0.89 0.91 0.89, 0.96, 0.99 0.95 0.88, 0.92, 0.88 0.90
P3 0.89, 0.91, 0.89 0.90 0.86, 0.91, 0.96 0.91 0.91, 0.95, 0.95 0.94
P4 0.88, 0.93, 0.94 0.92 0.90, 0.95, 0.88 0.92 0.89, 0.93, 0.93 0.92

Table 6 Supplier’s capacity
(in no. of packets)

PDT S1 S2 S3

P1 250 300 130
P2 120 220 170
P3 350 150 340
P4 230 120 240

Where S Supplier
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Table 8 shows the ending inventory figures. It is observed that in almost all
cases in the last periods, in-hand inventory is consumed and reaches zero or a
small positive value.

The demand at destinations for source is shown in Table 9 and depends on
consumption at the destination. The demand of the product gives the basic idea of
the quantity to be ordered.

While transporting weighted quantity to the demand point, policy type, number
of trucks and overhead weights are to be checked as each of them incurs cost to the
company. In Table 10, it is observed that in period 1 TL&LTL policy is employed,
as there is a positive overhead quantity. And in the other two periods only TL

Table 7 Optimum ordered quantity from supplier (S1–S3)

PDT Period 1 Period 2 Period 3

S1 S2 S3 S1 S2 S3 S1 S2 S3

P1 0 269 0 0 0 0 0 70 0
P2 0 216 0 0 0 0 0 118 0
P3 0 0 114 0 0 190 0 0 102
P4 230 0 0 0 120 0 0 32 0

Table 8 Inventory (in no. of packets)

PDT Warehouse inventory Destination inventory

Period 1 Period 2 Period 3 Period 1 Period 2 Period 3

P1 176 92 0 79 23 0
P2 153 54 0 87 10 0
P3 0 41 0 62 25 0
P4 156 75 0 39 58 48

Table 9 Demand at
destination (in no. of packets)

PDT Period 1 Period 2 Period 3

P1 163 84 162
P2 143 99 172
P3 154 149 144
P4 133 201 107

Table 10 Transported
weights, no. of trucks,
transportation mode,
overhead weight

Period 1 Period 2 Period 3

Transported quantity 613 250 250
No. of trucks 2 1 1
Transportation mode TL&LTL TL TL
Overhead quantity 113 0 0
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policy as there is no overhead quantity. In the case of TL&LTL policy, if overhead
weighted quantity is transported through full TL, the cost of transportation will
become much higher than using LTL policy.

6 Conclusion

To handle uncertainty in SCM, a fuzzy two-objective mixed integer nonlinear model
is proposed in this paper. The considered model includes the supplier selection and
procurement, distribution and coordination. Since many parameters are imprecise in
nature, a fuzzy goal programming is employed in the solution process. The current
study proposes a two objective fuzzy mathematical model for the literature gap
identified and mentioned in this study. The first objective is to provide optimum cost
by selecting right transportation policies for optimum quantity. The first objective is
not completed without the help of the second, as the second objective selects the best
supplier for each with respect to delivery and acceptance percentage. Finally, the
current study finds a balance between cost and suppliers.
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A Carbon Sensitive Multi Echelon
Reverse Logistics Network Design
for Product Value Recovery

Jyoti Dhingra Darbari, Vernika Agarwal and P. C. Jha

Abstract Increase in environmental concerns and consumer awareness together
with imposition of government regulations are forcing electronic industries to set
up their own reverse logistics network. An evaluation of the impact of their reverse
logistics activities is also imperative for the design of an effective and efficient
reverse supply chain. This paper presents a bi objective mixed integer linear
programming model for a reverse logistics network design that considers value
added recovery of return of end of life (EOL) products and also focuses on con-
trolling the transportation activities involved in the reverse logistics system, a
major contributor to the increase in carbon emission. The objectives are to max-
imise the product’s value recovery by determining the optimum flow of products
and components across facilities in the network and minimise the carbon emission
by determining the optimum routes to be taken by vehicles and by appropriate
selection of vehicles. The reverse logistics model developed is goal programming
model and it takes into account two objectives with almost equal weightage. The
model captures the trade-offs between total profit and emission of CO2. The model
is justified by a case study in the context of the reverse logistics network design of
an Indian company manufacturing air conditioners and refrigerators.
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1 Introduction

The Electronics industry is one of the most dynamic industries in the world. The
continuous upgradation of the electronic products requires large inputs of material
and resources and also results in large surplus of unwanted electronics products.
An effective reverse supply chain should be designed to handle the tremendous
increase in the return flows of these products by allowing the product to renter the
network at a facility where some value can be recovered. Typically, the product
return process is more complicated than forward logistics operations. Recognizing
this inherent complexity of the product return process many researchers have
worked in this field. Reverse Logistics (RL) design models have traditionally
focused on minimizing costs such as those of [1] and [2] or maximising profit
proposed by [3] and [4]. Recently, the focus has also been on reducing the carbon
emission generated by the reverse logistics activities. Waste and pollutant gases
released due to transportation activities are biggest issue in the supply chain as
35 % ratio of transportation greenhouse gas emission is actualized via heavy and
light trucks used in supply chain [5]. Elhedhli and Merrick [6] Present a problem
formulation that minimizes the combined expenses associated with the fixed costs,
transportation and cost of emissions generated on the shipping lanes. Sundarakani
et al. [7] Examine the carbon footprint across supply chains. [8] Proposed three
echelons, supply chain design model that derives nonlinear concave expressions
relating vehicle weight to CO2 emissions. Vehicle routing has also been an
important factor in RL as an efficient routing helps in minimising both the cost and
carbon emission associated with the network and has been studied by [9] and [10].

In this paper, a mixed integer linear programming model has been designed for
a RL network which maximizes profit while managing the returns of products and
also accounts for reducing the carbon emission. The bi-objective model is single
period, multi echelon and multi product and it coordinates the collection,
inspection, fabrication, dismantling, recycling and component fabrication of the
returned products. A vehicle routing approach for the transport of the returned
products is used to minimize the distance of transportation between the collection,
fabrication and dismantling centres. For the flow of fabricated components,
selection of vehicle is done based on optimum vehicle capacity. The goal of the
model is to simultaneously maximise profit by optimally determining the flow of
products and components across various facilities and minimize the CO2 emission
by strategically routing the vehicles and selecting the vehicles optimally.

Following the introduction, the rest of the paper is organised as follows: Sect. 2
which provides a discussion of research problem, the mathematical model and the
formulation of the model; in Sect. 3, we present a case study and Sect. 4 concludes
the paper.
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2 Model Description and Formulation

This study aims at designing a RL network for value recovery of end of use,
defective and broken electronic products returned by customers as well as the
obsolete products discarded by the manufacturer. Managing huge number of dis-
carded products is one of the major concerns of the manufacturer. Through product
fabrication, the life span of the product can be extended and it creates an oppor-
tunity for reselling these at the secondary market. Old and defective products can
be disassembled and key components can be recovered and reused after fabrica-
tion. Increase in profitability can be attained through resale of the fabricated
components at the spare market.The amount of carbon emissions resulting from
the transportation activities is also a growing concern for the manufacturer. The
RL operations are therefore aimed at avoiding unnecessary transportation moves
thereby helping to reduce carbon emissions.

The network includes customer zones, one collection zone consisting of col-
lection/inspection centers (CIC), a fabrication center (FC), an integrated disas-
sembly(DC) and component fabrication center (CFC), a recycling center, a
disposal center, secondary markets, spare market and a company owned service
center as shown in Fig. 1. The customers are grouped in zones and all customer
zones are allocated one collection zone consisting of CICs. A CIC can cater to
more than one customer zone depending on its capacity and its approximately so
the transportation between them is negligible. Manufacturer has a reliable estimate
of the amount of returns from each customer zone. The returned products are
transported from customer zones to the allocated CIC by a collection agent. After
inspection at CIC, the returned products are bifurcated into products that can be
fabricated and the rest that are to be dismantled. A fraction of the returned
products are sent for fabrication depending upon the condition k of the products
and also on their demand in the secondary markets. The remaining volumes of
products are transported to DC for disassembling into components. The compo-
nents are further inspected at the integrated facility and are classified according to
the best component recovery decision which includes component fabrication,
recycling or disposal. A fraction of the suitable disassembled components are
fabricated at CFC unit of the same center. The fabricated components are further
sent to either FC (to be used as new components) or the service centre after
realising the demand at FC and service center and the rest are sold in the spare
market. The components which are not fit to be reused are either collected by a
recycling agent for recycling or sent further for disposal. The old components
which are replaced at FC are either send for disposal or are sold to the recycling
agent. The recycling agent pays per unit revenue for the components collected but
the cost of disposal for the remaining components which includes the transpor-
tation cost is to be borne by the manufacturer. Currently, there is one collection
zone (a cluster of collection center), one DC and one FC. The manufacturer has a
contract with a 3PL which provides a fleet of vehicles of substantial capacities
(assumed to be identical) for the product flow and smaller trucks of different
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capacities for the component flow. We use vehicle routing problem to develop the
logistics for transportation of the returned products. The vehicles are stationed at
FC and DC which act as central depots. The vehicles start from FC/DC and collect
the returned products which need to be fabricated/dismantled from the CICs and
return to the FC/DC after having finished their tour. The components are trans-
ported via two routes (1) from CFC to FC and service center and (2) from CFC to
spare market. The routes for transportation of components are fixed and compo-
nents are carried by smaller trucks stationed at CFC chosen as per capacity and
requirement.

The company gains revenue from secondary markets, service center, spare
market and from the recycling agent. The costs borne by the company includes the
cost of inspection, dismantling, fabrication, component fabrication, disposal and
the various transportation costs. The first objective is to maximize the total profit.
Second objective is to minimize the CO2 emission by determining routes for the
vehicles such that the total distance travelled is minimized and also choosing a
vehicle of suitable capacity as per requirement.

2.1 Assumptions and Limitations

• Locations and capacities of CICs are known and fixed.
• The locations of DC, FC and disposal center are known and fixed.
• Demand of the fabricated products and components are known.
• There is no holding of inventory at any facility.
• The estimated emission rates of CO2 for vehicles available are known.

Fig. 1 Reverse logistics network design
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2.2 Sets

Customer Zones with cardinality C indexed by c, Collection/Inspection centres with
cardinality I indexed by i, Product Set with cardinality N indexed by n, Component
Set with cardinality A indexed by a, Secondary markets with cardinality M indexed
by m, Vehicle set for product flow with cardinality K indexed by k, Small truck set
with cardinality T indexed by t, V ¼ I [ 0f g where 0 represents fabrication center
node and V 0 ¼ I [ 00f g where 00 represents dismantling center node.

2.3 Parameters

CICn is per unit cost of inspection of nth product at CIC, CDMn is per unit cost of
dismantling of nth product at DC, CFCn is per unit cost of fabrication of nth
product at FC, CCFa is per unit cost of component fabrication of ath component at
CFC, CDCa is per unit cost of disposal of ath component at disposal center, TC is
transportation cost (per km) of the returned products transported from CIC to DC,
TS is unit transportation cost of the disassembled components transported from
DC to disposal center, TI and TK are unit transportation costs of the fabricated
components transported from CFC to FC and service center respectively and
finally TCFt is hiring cost of the tth truck for transporting components from CFC.

Xcn are units of nth product returned to customer zone c, Capi is capacity of the
ith CIC, SDEMa is the demand of the ath component at the service center, FDEMa

is demand of the ath component at FC, Yci is defined as, if customer zone c returns
to ith CIC then it is 1, otherwise zero, Qna is defined as, if nth product consists of
ath component then it is 1, otherwise zero, an is the fraction of total unit of nth
products returned by the customers qn is fraction of total units of nth product to be
transported for fabrication from ith CIC, la is fraction of total units of ath com-
ponent transported to recycling center from FC, ca and da are fractions of total
units of ath component transported from DC to CFC and recycling center
respectively, ua and xa are fractions of total units of ath component transported
from CFC to FC and service centre respectively, DEMmn and PREVmn are the
demand of per unit revenue generated by the nth product at mth secondary market
respectively, CREVa, RREVa and SREVa are per unit revenue generated by ath
component at spare market, recycling center and service center respectively, dij

and dij
0

are distances between nodes i and j of V and V0 respectively, ej and ej
0 are

real numbers used to avoid subtouring in the route from DC to CIC s to DC and FC
to CICs to FC respectively, Cmax is the maximum capacity of vehicle k (in kg),
Dmax is the maximum allowable route length (in km) for transportation of
returned products, Wn is weight of nth product and Wta is weight of ath component,
CO2

k and CO2
t are carbon emission per km of the kth and tth vehicle respectively,

Route1 is the distance travelled from CFC to FC to service centre and Route2 is
the distance travelled from CFC to spare market.
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2.4 Decision Variables

RXni are units of nth product collected at ith CIC, Zn and On are units of nth
product transported from CICs to DC and FC respectively, Bmn is number of
returned units of nth product transported from FC to mth secondary market, Ga, Va

and DISa are units of ath component transported to CFC, recycling center and
disposal center, RKa, RIa and RFa are units of ath component transported from
CFC to service center, FC and spare market respectively, aa and ba take value 1 if
the ath component transported to the service center and FC do not exceed the
respective demands, else take value 0, xijk and xijk

0 are defined as, if vehicle k
travels from node i to node j of set V and V0 respectively then it is 1, otherwise
zero awi and awi

0 are returned amounts at CIC to be sent to FC and DC respec-
tively, Ht and Lt are defined as, if vehicle t is selected for Route 1 and Route 2
respectively then it is 1, otherwise zero, R and RS are total weight of the com-
ponents transported via Route 1 and Route 2 respectively.

2.5 Constraints

RXni ¼ an
P

c
Xcn � Yci 8n; i

P
i

Yci ¼ 1 8c
P
n

RXni�Capi 8i

These constraints determine the number of returned products collected at CICs.

On ¼
P

i
qn � RXni 8n

P
m

Bmn � On 8n
Bmn� DEMmn 8m; n

These constraints determine the total number of units of each product trans-
ported to fabrication center after initial inspection and after realizing the total
demand at the secondary markets.

Zn ¼
X

i

ð1� qnÞ � RXni 8n

Ga ¼
X

n

ca � Qna � Zn 8a

Va ¼
X

n

da � Qna � Zn þ laRIa 8a

DISa ¼
X

n

1� ca�ð daÞ � Qna � Zn þ 1� lað Þ � RIa 8a
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These constraints determine the volume flow of products/components at various
facilities.

RKa � xa � Ga 8a
RIa � /a � Ga 8a

RKa � SDEMa 8a
RIa � FDEMa 8a
RFa ¼ Ga � RKa � RIað Þ 8a

These constraints determine the volume flow of components at service center,
fabrication center and spare market while satisfying the demand of service and
fabrication center.

awi ¼
X

n

On �Wn 8i = 1. . .I

XI

j¼0

XK

k¼1

xijk ¼ 1 8 i 6¼ j; i 2 V

XI

i¼0

XK

k¼1

xijk ¼ 1 8 i 6¼ j; j 2 V

X
i2V

xijk ¼
X
i2V

xjik 8 k 2 K ; j = 1. . .I; j 6¼ i

X
j2I

x0jk � 1 8 k 2 K

X
i2I

xi0k � 1 8 k 2 K

X
i2V

X
j2V

dijXijk � Dmax 8 k 2 K; i 6¼ j

X
i2I

ai

X
j2V

xijk � Cmax 8 k 2 K; i 6¼ j

ej � ei� ðI þ 1Þ
X
k2K

xijk � I 8 j 6¼ i ; i, j 2 I

awi
0 ¼

X
n

ZnWn 8i = 1. . .I

XI

j¼0

XK

k¼1

xijk
0 ¼ 1 8 i 6¼ j; i 2 V 0

XI

i¼0

XK

k¼1

xijk
0 ¼ 1 8 i 6¼ j; j 2 V 0

X
i2V 0

xijk
0 ¼

X
i2V 0

xijk
0 8 k 2 K ; j = 1. . .I; j 6¼ i

A Carbon Sensitive Multi Echelon Reverse Logistics Network Design 889



X
j2I

x0jk
0 � 1 8 k 2 K

X
i2I

xi0k
0 � 1 8 k 2 K

X
i2V 0

X
j2V 0

dij
0Xijk

0 � D0max 8 k 2 K; i 6¼ j

X
i2I

ai
0
X
j2V 0

xijk
0 � C0max 8 k 2 K; i 6¼ j

e0j � e0i� ðI þ 1Þ
X
k2K

xijk
0 � I 8 j 6¼ i; i, j 2 I

These constraints ensure that minimum distance is covered between the depot
(DM) and CICs while not exceeding the capacity of the vehicle and the maximum
allowable distance.

R ¼
X

a

ðRKa þ RIaÞwta

RS ¼
X

a

RFa � wta

R�
X

t

capt � Ht

X
t

Ht ¼ 1

RS�
X

t

cap � Lt

X
t

Lt ¼ 1

These constraints determine the selection of vehicle for component flow.
Bmn; RXni; Xcn; Zn; On; Va; Ga; DISa; RKa; RIa; RFa; awi; awi

0 � 0 8 m; n; a; i; c
and integers Yci;Ht; Lt; xijk; xijk

0; aa; ba 2 0; 1f g 8 c, i, a, j, k, t
These are the integer and binary restrictions.

2.6 Objectives

• Total revenue generated:

TRG ¼
X

m

X
n

PREVmn � Bmn

þ
X

a

SREVa � RKa þ RREVa � Va þ FREVa � RIa þ CREVa � RFað Þ

890 J. D. Darbari et al.



The equation represents the revenue generated from (a) secondary markets; (b) the
company’s service center; (c) recycling of components; (d) fabrication center and
(e) spare markets.

• Total transportation costs:

TTC ¼
X

a

Tð S � DISa þ TK � RKa þ TI:RIaÞ þ
X

t

TCFt Ht � Route1þ LtRoute2ð Þ

þ TC
X

i

X
j

X
k

dij � xijk þ dij
0 � xijk

0� � !

The equation represents the transportation cost incurred by transporting (f)
transporting components from disassemble center to disposal; (g) transporting
fabricated components from component fabrication to company’s service center;
(h) transporting fabricated components from component fabrication to fabrication
center; (i) transporting cost for fabricated components to service center, fabrication
center and spare market; (j) transportation cost from FC to CIC to FC and DC to
CIC to DC.

• Total facility/processing cost:

TFC ¼
X

n

CICn

X
i

RXni þ CDMnZn þ CFCn

X
m

Bmn

 !

þ
X

a

CCFa � Ga þ DISa � CDCað Þ

The equation represents the cost parameters which include (k) cost of inspecting
units; (l) cost of dismantling units; (m) cost of fabricating units; (n) cost of
component fabricating and (n) cost of disposal.

Max Profit ¼ TRG� TTC� TFC

Finally, the equation represents the objective which intents to maximize profit
which is the difference between the total revenue generated and the various costs
namely transportation cost and cost incurred at various facilities.

Min Carbon Emission ¼ COk
2

X
i

X
j

X
k

dij � xijk þ dij
0 � xijk

0� � !

þ
X

t

COt
2 Ht � Route1þ LtRoute2ð Þ

The equation represents the carbon emission by the trucks used in transporta-
tion of product and components across facilities.
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We use goal programming approach to find the solution of the problem.

Problem P1:

Objectives :MaximizeProfit¼
X

m

X
n

PREVmn �Bmnþ
X

a

ðSREVa �RKaþRREVa �Va

þFREVa �RIaþCREVa �RFaÞ�
X

a

TS�DISaþTK �RKaþTI �RIað Þ

�
X

t

TCFt Ht �Route1þLtRoute2ð Þ�TC
X

i

X
j

X
k

ðdij �xijkþd0ij �x0ijkÞ
 !

�
X

n

CICn

X
i

RXniþCDMnZnþCFCn

X
m

Bmn

 !

�
X

a

CCFa �GaþDISa �CDCað Þ ð1Þ

Min Carbon Emission ¼ COk
2

X
i

X
j

X
k

dij � xijk þ dij
0 � x0ijk

ffi � !

þ
X

t

COt
2 Ht � Route1þ LtRoute2ð Þ ð2Þ

Subject to:

RXni ¼ an

X
c

Xcn � Yci 8n; i ð3Þ

P
i

Yci ¼ 1 8c ð4Þ
X

n

RXni�Capi 8i ð5Þ

On ¼
P

i
qn:RXni 8n ð6Þ

P
m

Bmn� On 8n ð7Þ

Bmn�DEMmn 8m; n ð8Þ

Zn ¼
P

i
ð1� qnÞ � RXni 8n ð9Þ

Ga ¼
P
n

ca � Qna � Zn 8a ð10Þ

Va ¼
P

n
da � Qna � ZnþlaRIa 8a ð11Þ
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DISa ¼
P
n

1� ca�ð daÞ � Qna � Znþ 1� lað Þ � RIa 8a ð12Þ

RKa�xa � Ga 8a ð13Þ

RIa�/a � Ga 8a ð14Þ

RKa� SDEMa 8a ð15Þ

RIa�FDEMa 8a ð16Þ

RFa ¼ Ga � RKa � RIað Þ 8a ð17Þ

awi ¼
X

n

On �Wn 8i = 1. . .I ð18Þ

XI

j¼0

XK

k¼1

xijk ¼ 1 8 i 6¼ j; i 2 V ð19Þ

XI

i¼0

XK

k¼1

xijk ¼ 1 8 i 6¼ j; j 2 V ð20Þ

X
i2V

xijk ¼
X
i2V

xjik 8 k 2 K ; j = 1. . .I; j 6¼ i ð21Þ

X
j2I

x0jk� 1 8 k 2 K ð22Þ

X
i2I

xi0k � 1 8 k 2 K ð23Þ

X
i2V

X
j2V

dijXijk �D max 8 k 2 K; i 6¼ j ð24Þ

X
i2I

ai

X
j2V

xijk �C max 8 k 2 K; i 6¼ j ð25Þ

ej � ei�ðI þ 1Þ
X
k2K

xijk � I 8 j 6¼ i ; i, j 2 I ð26Þ

awi
0 ¼

X
n

ZnWn 8i = 1,. . .; I ð27Þ

XI

j¼0

XK

k¼1

xijk
0 ¼ 1 8 i 6¼ j; i 2 V 0 ð28Þ
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XI

i¼0

XK

k¼1

xijk
0 ¼ 1 8 i 6¼ j; j 2 V 0 ð29Þ

X
i2V 0

xijk
0 ¼

X
i2V 0

xjik
0 8 k 2 K ; j = 1. . .I; j 6¼ i ð30Þ

X
j2I

x0jk
0 � 1 8 k 2 K ð31Þ

X
i2I

xi0k
0 � 1 8 k 2 K ð32Þ

X
i2V 0

X
j2V 0

dij
0Xijk

0 �D0 max 8 k 2 K; i 6¼ j ð33Þ

X
i2I

ai
0
X
j2V 0

x0ijk �C0 max 8 k 2 K; i 6¼ j ð34Þ

e0j � e0i�ðI þ 1Þ
X
k2K

x0ijk � I 8 j 6¼ i ; i, j 2 I ð35Þ

R ¼
X

a

RKa þ RIað Þwta ð36Þ

RS ¼
X

a

RFa � wta ð37Þ

R�
X

t

capt � Ht ð38Þ

X
t

Ht ¼ 1 ð39Þ

RS�
X

t

capt � Lt ð40Þ

X
t

Lt ¼ 1 ð41Þ

Bmn;RXni;Xcn; Zn;On;Va;Ga;DISa;RKa;RIa;RFa; awi; aw0i� 0 8 m; n; a; i; c

and integers

ð42Þ

Yci;Ht; Lt; xijk; x0ijk; aa; ba 2 0; 1f g 8 c, i, a, j, k, t ð43Þ
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2.7 Solution Methodology: Goal Programming

In goal programming, management sets goals and relative importance (weights)
for different objectives. An optimal solution is defined as one that minimizes both
positive and negative deviations from set goals simultaneously or minimizes the
amount by which each goal can be violated. First the problem is solved using only
rigid constraints and then goals of objectives are incorporated depending upon the
priorities or relative importance of different objectives being well defined or not.

The problem can be solved in as follows:
Step 1: Solve two problems considering one objective at a time to obtain the

target (aspiration) for each objective as follows:

Problem P2:

Maximize Profit ¼
X

m

X
n

PREVmn � Bmn

þ
X

a

SREVa � RKa þ RREVa � Va þ FREVa � RIa þ CREVa � RFað Þ

�
X

a

TS � DISa þ TK � RKa þ TI � RIað Þ

�
X

t

TCFt Ht � Route1þ LtRoute2ð Þ

� TC
X

i

X
j

X
k

dij � xijk þ d0ij � x0ijk
ffi � !

�
X

n

CICn

X
i

RXni þ CDMnZn þ CFCn

X
m

Bmn

 !

�
X

a

CCFa � Ga þ DISa � CDCað Þ

Subject to
Constraints (3)–(43)

Problem P3:
Min Carbon Emission ¼ COk

2

X
i

X
j

X
k

dij � xijk þ d0ij:x
0
ijk

ffi � !

þ
X

t

COt
2 Ht � Route1þ LtRoute2ð Þ

Subject to
Constraints (3)–(43).
f �1 and f �2 are the optimal values obtained on solving (P2) and (P3) respectively.

Step 2A: Now convert the problem (P1) as vector optimization goal pro-
gramming problem as follows:

Let f (X) and b be the function and its goal respectively and g and q be the over
and under achievement (negative and positive deviational) variables then the
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choice of deviational variable in the goal objective functions which has to be
minimized depend upon the following rule:

if f (X) \= b, q is minimize under the constraints f (X) ? g - q = b
if f (X) [= b, g is minimized under the constraints f (X) ? g - q = b and
if f (X) = b, g ? q is minimized under the constraints f (X) ? g - q = b.

Step 2B: The problem (P1) can be reformulated as vector goal programming
problem incorporating optimal objective function values of the problem (P2) and
(P3) as aspirations of their respective objectives using Step 2A.

Problem P4:

VMin gðg; q;XÞ ¼ g1ðg; q;XÞ
g2 g; q;Xð Þ

� �

Subject to:

RXni þ g1ni � q1ni ¼ an
P

c
Xcn � Yci 8n; i ðC1Þ

P
n

RXni þ g2ni � q2ni ¼ Capi 8i ðC2Þ

On þ g3n � q3n ¼
P

i
qn � RXni 8n ðC3Þ

P
m

Bmn þ g4n � q4n¼On 8n ðC4Þ

Bmn þ g5mn � q5mn ¼ DEMmn 8m; n ðC5Þ

Zn þ g6n � q6n ¼
P

i
ð1� qnÞ � RXni 8n ðC6Þ

Ga þ g7a � q7a ¼
P
n

ca � Qna � Zn 8a ðC7Þ

Va þ g8a � q8a ¼
P

n
da � Qna � ZnþlaRIa 8a ðC8Þ

DISa þ g9a � q9a ¼
P
n

1� ca�ð daÞ � Qna � Znþ 1� lað Þ � RIa 8a ðC9Þ

RKa þ g10a � q10a ¼ xa � Ga 8a ðC10Þ

RIa þ g11a � q11a ¼ /a � Ga 8a ðC11Þ

RKa þ g12a � q12a ¼ SDEMa 8a ðC12Þ

RIa þ g13a � q13a ¼ FDEMa 8a ðC13Þ

RFa þ g14a � q14a ¼ Ga � RKa � RIað Þ 8a ðC14Þ

896 J. D. Darbari et al.



awi þ g15i � q15i ¼
X

n

On � Wn 8i = 1. . .I ðC15Þ

X
i2V

X
j2V

dijXijk þ g16k � q16k ¼ D max 8 k 2 K; i 6¼ j ðC16Þ

X
i2I

ai

X
j2V

xijk þ g17k � q17k ¼ C max 8 k 2 K; i 6¼ j ðC17Þ

aw0i þ g18i � q18i ¼
X

n

zn �Wn 8i = 1. . .I ðC18Þ

X
i2V 0

X
j2V 0

d0ijX
0
ijk þ g19k � q19k ¼ D0max 8 k 2 K; i 6¼ j ðC19Þ

X
i2I

a0i
X
j2V

x0ijk þ g20k � q20k ¼ C0max 8 k 2 K; i 6¼ j ðC20Þ

X
a

RKa þ RIað Þwta þ g21a � q21að Þ ¼ R ðC21Þ

X
a

RFawta þ g22a � q22að Þ ¼ RS ðC22Þ

X
t

capt � Ht þ g23� q23 ¼ R ðC23Þ

X
t

capt � Lt þ g24� q24 ¼ RS ðC24Þ

f 1=f �ð Þ þ g1� q1 ¼ 1 ðC25Þ

f 2=f �ð Þ þ g2� q2 ¼ 1 ðC26Þ

g1ni; q1ni; g2ni; q2ni; g3n; q3n; g4n; q4n; g5mn; q5mn; g6n; q6n; g7a; q7a; g8a; q8a;

g9a; q9a; g10a; q10a; g11a; q11a; g12a; q12a; g13a;q13a; g14a; q14a; g15i; q15i;

g16k; q16k; g17k; q17k; g18i; q18i; g19k;q19k; g20k;q20k; g21a; q21a; g22t; q22t � 0

ðC27Þ

where giðg; q;XÞ is goal deviation of the ith objective and f 1=f �ð Þ and f 2=f �ð Þ are
used as normalized objectives functions to make these scale free.

We first solve the problem using rigid constraints only with the objective to
minimize the non-achievement of those constraints by minimizing specific devi-
ational variables using Step 2A.
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Problem P5:

MIN ¼
X

n

X
i

g1ni þ q1ni þ g2ni þ q2nið Þ þ
X

n

g3n þ q3n þ q4n þ g6n þ q6nð Þ

þ
X

n

X
m

q5mn þ
X

a

g7a þ q7a þ g8a þ q8a þ g9a þ q9a þ q10a þ q11a

þ g12a þ g13a þ g14a þ q14a þ g21a þ q21a þ g22a þ q22a

 !

þ
X

i

g15i þ q15i þ g18i þ q18ið Þþ
X

k

q16k þ q17k þ q19k þ q20kð Þþg23þ g24

Subject to:
(C1)–(C24), (C27).

Problem P6: The problem (P4) can be reformulated incorporating the optimal
solution of the problem (P5) and assigning the weights ki (i = 1, 2) to the ith goal
as follows:

min ¼ k1g1þ k2q2

Subject to:

f 1=f �ð Þ þ g1� q1 ¼ 1
f 2=f �ð Þ þ g2� q2 ¼ 1P
n

RXni þ g2ni ¼ Capi 8i
P
m

Bmn þ g4n¼On 8n
Bmn þ g5mn ¼ DEMmn 8m; n
RKa þ g10a ¼ xa � Ga 8a
RIa þ g11a ¼ /a � Ga 8a

RKa � q12a ¼ SDEMa 8a
RIa � q13a ¼ FDEMa 8aP

i2V

P
j2V

dijXijk þ g16k ¼ Dmax 8 k 2 K; i 6¼ j
P
i2I

ai
P
j2V

xijk þ g17k ¼ Cmax 8 k 2 K; i 6¼ j
P
i2V 0

P
j2V 0

d0ijX
0
ijk þ g19k ¼ D0max 8 k 2 K; i 6¼ j

P
i2I

a0i
P
j2V

x0ijk þ g20k ¼ C0max 8 k 2 K; i 6¼ j
P

t
capt � Ht � q23 ¼ R

P
t

capt � Lt � q24 ¼ RS

and (3), (4), (9)–(12), (17)–(23), (26)–(32), (35)–(37), (39), (41)–(43).
Since both objectives are equally important, for the organization, equal weights

can be assigned to both the objectives to obtain the solution of the problem (P6).
However a trade-off between goals can be obtained to satisfy the management, a
numerical illustration through case has been discussed in the following section
giving equal weight to both the goals.
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3 Case Study

The company ABC under study is an established manufacturing company which
manufactures air conditioners (AC) and refrigerators. It is already handling all its
operations in the reverse flow but needs to redesign the network to make it more
profitable and environmentally sustainable. Hence while the main focus of the
company has always been to maximise profit but now it also wants to minimise the
carbon emission generated due to the transportation activities in their reverse
logistic activities. The company aims to capitalise on the high demand of fabricated
products in the secondary markets and of fabricated components at the service
centre and spare market and wants to minimise the carbon emission by controlling
the transportation activities. Since both objectives are equally important, for any
supply chain system, equal weights are attached to each of the objectives. The
resulting solution may provide a lead to the management for further analysis/
improvement over the present scenario if required. A suitable tradeoff can be
obtained based on various relative importances of the objectives provided by the
management. The particular case of equal relative importance is presented in the
following case illustration. In this study, there are 6 customer zones, 4 collection
centers (capacity 400) and 2 secondary markets. 4 vehicles (of capacity 80,000 kg)
for distribution of returned products, 4 vehicles of varying capacities for distribu-
tion of fabricated components.

The major components are: Compressor (A1), Condenser (A2), Orifice Tube/
Expansion Valve (A3), Evaporator (A4), Accumulator/Drier (A5), Refrigerant
(A6), Valve (A7), Compressor Clutch (A8), Refrigerant Oil (A9), Hose Assembly
(A10), Switch (A11), Control Panel (A12), Metal and plastics (A13). Components
A5, A7, A8, A9, A10 and A12 are only in AC and the rest are common to both.

Transportation cost (per km) of the returned products from FC/DC to CICs and
back is Rs. 10, Unit transportation cost(per component) from DC to disposal center
is Rs. 7, from CFC to FC is Rs. 8 and from CFC to service center is Rs. 7.
Hiring ? cost of the tth truck for transporting components from the CFC is Rs. 20,
30, 40, 25 respectively. The value of CIC is Rs. 70, Rs. 60, CDM is Rs. 70, Rs. 95,
CFC is Rs. 110, Rs. 115 for AC and refrigerator and their weights are 35 kg and
50 kg respectively. We assume a as 0.4, 0.4 while q as 0.32 and 0.3 for AC and
refrigerator respectively. The value of returned AC at different CIC is 60, 80, 75,
88 and 40 while for refrigerator it is 100, 72, 108, 110 and 64. The revenue,
demand of AC from each secondary market is Rs. 5,000, 50 and Rs. 5,400, 44
while for refrigerator is Rs. 5,000, 60 and Rs. 5,800, 51

The maximum distance allowed for the route between FC/DC and CICs per trip
is 100 km/120 km per trip. The CO2 emission by the truck is 515.2 g/km. [11] The
maximum distance allowed for route1 is 60 km and route2 is 40 km. The CO2

emission for four trucks is 390.2 g/km, 400.2 g/km, 412.2 g/km and 450.2 g/km
and their capacities are 1,000, 1,900, 3,000, 5,000 kg (Tables 1, 2).

The revenues from recycling agent for different components is Rs. 10, 20, 10,
20, 10, 20, 10, 10, 10, 30, 10, 20, 30 respectively. The revenues from fabrication
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center and service center for different components is Rs. 400, 200, 200, 190, 150,
0, 200, 250, 0, 0, 190, 100,100 respectively. The revenues from spare market for
different components is Rs. 400, 200, 200, 190, 150, 0, 200, 250, 0, 0, 190, 100,100
respectively.

3.1 Result

Above data is entered to validate the proposed model. A LINGO code for gener-
ating the proposed mathematical models of the given data was developed and
solved using LINGO11.0 for the given set of data, the optimal profit or cost of the
network is obtained as Rs. 8,53,341 and minimum carbon emission is 91,192 g/km.

Allocation to Customer zones 1, 2, 3-CIC 1, Customer Zone 4, 5-CIC 2 and
Customer zone 6-CIC 3 (Table 3).

Number of ACs sold at secondary markets-5, 44 and refrigerators-11, 51.
49/104 units of ACs and 62/145 refrigerators are transported to FC/DC.
Figure 2 show the vehicle routing between FC and CICs, Truck 2 is selected.

Figure 3 show the vehicle routing between DC and CICs, Truck 4 is selected. In
our study, since there is only one collection zone and therefore the quantity of the

Table 1 Distance FC/DC and collection centers (CIC)

Node FC/DC FC/DC CC1 CC2 CC3 CC4

FC/DC 0/0 10/20 15/15 20/10 15/25
CC 1 10/20 0/0 20/10 25/15 10/20
CC2 15/15 20/10 0/0 15/25 20/20
CC3 20/10 25/15 15/25 0/0 25/15
CC4 15/25 10/20 20/20 25/15 0/0

Table 2 Costs (in Rs), demands, fractions and weights (in kg) for components

CCF CDC FDEM SDEM c d l U X WT

A1 45 1 5 20 0.98 0 0.43 0.03 0.43 3
A2 45 2 8 30 0.94 0 0.54 0.04 0.54 1.94
A3 20 2 8 20 0.97 0 0.54 0.04 0.54 2.97
A4 30 3 12 25 0.94 0 0.66 0.06 0.66 1.94
A5 35 1 6 26 0.97 0 0.67 0.07 0.67 1.97
A6 0 4 0 0 0 0 0 0 0 2
A7 20 2 4 25 0.98 0 0.45 0.05 0.45 2.98
A8 25 2 7 26 0.98 0 0.38 0.08 0.38 2.98
A9 0 3 0 0 0 0 0 0 0 2
A10 0 1 0 0 0 1 0 0 0 1
A11 35 2 4 31 0.98 0 0.62 0.02 0.62 0.98
A12 35 1 6 35 0.99 0 0.47 0.07 0.47 1.99
A13 30 2 0 13 0.1 0 .54 0.04 0.54 1
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returned products does not exceed the available capacity of the trucks and hence
products that are transported for fabrication/dismantling are carried by a single
truck.

For Route 1, truck 3 is selected (weight of components 685 kg) and for Route 2,
truck 1 is selected (weight of components 2,951 kg) (Table 4).

4 Conclusion

Due to Extended producer Responsibility, manufactures are facing the challenge
of developing a reverse logistics network which meets environmental and
economic goals. However, achieving desired optimality from both perspectives is

Table 3 Optimal values of returned products at collection centres

CIC1 CIC2 CIC3 CIC4

RX1l 0 153 0 0
RX2l 0 207 0 0
awi 4,823 4,823 4,823 4,823
awi
0 10,898 10,898 10,898 10,898

Fig. 2 Route from
fabrication center

Fig. 3 Route from
dismantling center
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unlikely in most situations and trade-offs are required. In this paper, a bi objective
optimisation model is developed which provides the manufacturer an optimal
strategy to maximise his profit while reducing the environmental impact by taking
carbon emissions into account. Profit is generated by selling of the fabricated
products and components. The mixed-integer linear programming model deter-
mines the amount of returned products to be fabricated and disassembled and
the number of components to be fabricated, recycled or disposed. Further, the
paper determines a strategic routing for distribution of the returned product and
appropriate selection of vehicle for transporting the components to reduce CO2

emission. The above model can be extended for multi period and multi collection
zones.
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Multi Period Advertising Media Selection
in a Segmented Market
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Abstract A product passes through different life cycle phases once it comes in the
market. During the launch phase it is promoted on mass level, second phase
stresses on capturing maximum potential, and in later phases company emphasizes
on retention of the product in the minds of the customers until its continuation in
the market. The advertising budget and media mix used to advertise the product
must be planned according to the current phase of the product. Thus it becomes
imperative for a company to look at media planning problems in a dynamic
manner over a planning period as the market conditions change and the product
moves through its cycle with time. In this paper we have formulated a multi-period
mathematical programming problem that dynamically computes the optimal
number of insertions and allocates advertising budget in various media channels of
a segmented market. The aim is to maximize the reach obtained through each
media from all the segments in each time period under budgetary constraints and
bounds on the decision variables. The reach in any period for a media is taken as a
sum of current period reach and retention of the previous periods reach. Goal
programming technique is used to solve the problem. A case study is presented to
show the real life application of the model.
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1 Introduction

Companies allocate a huge percentage of their overall promotional budget on
advertising. To efficiently use this budget a well thought media plan is developed.
Different media exist in the market from television to websites and their usage
changes with time. The selection of media mix depends on a number of factors
like, specific objectives of the advertisement campaign, customer profiles of dif-
ferent market segments, market and competitive situation, and the product’s stage
in its life cycle. In the introductory stage, a large portion of advertising budget is
allocated to induce trial. In the growth stage, however, advertising efforts are used
primarily to capture maximum market potential. And when a product moves to the
maturity stage, advertising is primarily a reminder to keep consumers aware of the
product. In the decline stage of its life cycle, most of the advertising support is
removed. The selection of media mix in a planning period varies according to the
product’s life cycle stage in the market. This calls for dynamic media planning.

A successful integrated marketing campaign also looks at to which media their
target customers get exposed to, as it affect their decisions to buy the product;
accordingly the media mix is selected. Advertising in a media is effective only if a
significant number of targeted customers are exposed to that media. The impact of
media can also vary in different segments and so is the choice of media mix.
Distinct segments of the target population respond differently to different media
and each medium plays a distinguishing role in advertising the product. Consider a
shoe firm that comes up with a promotional campaign targeting female athletes for
its new line of women’s athletic shoes. In this case advertising would be targeted
to the female athletes. The advertisements will be aired in those slots of television
in which majority female athletes are expected to get exposed, or placed in that
section of the newspaper which is read by most of the female athletes based on
previous research. On the other hand if the marketer is advertising for an energy
drink meant for school going children then they will target through children’s most
preferred channels on television. With an aim to capture maximum market
potential, firms often look for maximizing the reach of their advertisements from
each media in all the segments of its potential market.

Often marketers build media plans based on prior-period advertising response.
Making suitable changes in the media mix according to present market scenario
can yield significant increase in product performance. In the light of above con-
siderations it becomes important for companies to study its present target market,
consumer behavior towards different media, the stage of product cycle and
accordingly select and place its advertising in media categories in different time
periods. In this paper we propose a media planning optimization model for a
segmented market to determine the optimal number of insertions to be given in
different media categories maximizing the reach obtained from each media over
the planning horizon. The dynamic nature of the target market is captured by
dividing the planning horizon into multiple time periods. At the beginning of
each period, the market is analyzed to understand the consumer behavior towards
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different media in each segment, the changing advertisement cost, media popu-
larity and its circulation. On the basis of this information, the multi-objective
optimization problem is formulated with an objective of maximizing reach for all
chosen media from all the segments with constraints on total budget allocated to
the time period and lower and upper bound constraints on the number of insertions.
The reach objective for each media is taken as a sum of current period reach and
the retention factor on previous periods reach. The resultant integer programming
problem is solved using goal programming approach with aspirations on reach to
be attained from different media. A case study of a health insurance company is
provided to illustrate and validate the proposed model.

The paper is organized as follows: Sect. 2 gives a brief review of literature on
media planning problems. Section 3 discusses the model development and solution
methodology. In Sect. 4, we present a case study to illustrate applicability of the
proposed model. Section 5 concludes the paper.

2 Literature Review

In the literature lot of research work has been carried on media planning problems
[9]. Charnes et al. [3] introduced a Goal Programming model for media selection
to address problems associated with the critical advertising measurement of fre-
quency and reach. A media model to get maximum reach in the press media while
minimizing the cost was proposed by Kumar [6]. Moynihan et al. [8] contended
that the mathematical requirements of the multi criteria decision making model for
media selection force the media planner to create an artificial structuring of the
media selection criteria. Balakrishnan and Hall [1] developed a computational
procedure to calculate the time between the insertions within a pulse in order to
maximize the minimum effectiveness level at any point in time with budget
constraint. A mathematical programming model that gives the way a given product
should be advertised on television in order to achieve the highest rating under
specific restrictions was given by Mihiotis and Tsakiris [7]. Bhattacharya [2]
developed a model to decide the number of advertisements in different advertising
media and the optimal allocation of the budget assigned to the different media. Jha
et al. [5] formulated a media planning problem for allocating the budget in mul-
tiple media that are found suitable for the advertising of multiple products con-
sidering marketing segmentation aspect of advertising with an objective of
maximizing the reach. Royo et al. [10] proposed and analyzed a model to optimize
the advertising investment for several products on a planning horizon that enables
to compute the optimal advertising budget and its optimal allocation. However, the
existing research ignores the dynamism involved in media planning. With the
product growth in the market and change in the lifecycle stage of the products,
impact of media vehicles and consumer behavior towards them also varies.
To yield maximum reach from all chosen media it is important to base the
selection of advertisements in various media on the current market conditions and
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media performance. In this paper we have proposed a multi-objective program-
ming problem to maximize the reach obtained in each media from all the segments
and find the number of insertions to be given in different media by dividing the
planning horizon in multiple periods. In the beginning of each time period the
market is analyzed on the basis of which media planning is done with an aim to
maximize reach from each media in all the segments under budgetary and system
constraints.

3 Model Development

3.1 Notations

i Index representing segments (i = 1,2,…,N)
j Index representing medium of advertisement (j = 1,2…,M)
kj Media option of jth media (kj = 1,2,…K)
lj Slot in jth media (lj = 1,2,…L)
r Customer profile criteria under consideration for the potential population
Tq Starting point of qth time period (q = 1,2,…,D)
T Length of the total planning horizon
aijkjljq Reach to the target audience for one advertisement in ith segment, jth

medium, kjth media option, ljth slot/insertion in qth time period
Cijkjljq Average number of readers/viewers/listeners in ith segment, jth medium,

kjth media option, ljth slot/insertion in qth time period
cijkjljq Cost of inserting one advertisement in ith segment, jth medium, kjth

media option, ljth slot/insertion in qth time period
vijkjljq Minimum number of advertisements in different positions in ith segment,

jth medium, kjth media option, ljth slot/insertion in qth time period
uijkjljq Maximum number of advertisements in different positions in ith segment,

jth medium, kjth media option, ljth slot/insertion in qth time period
xijkjljq Decision variable corresponding to number of advertisements in ith

segment’s jth medium, kjth media option, ljth slot/insertion in qth time
period

pirjkjljq Percentage of people in ith segment who fall under rth criteria and read/
view jth medium, kjth media option, ljth slot/insertion in qth time period

aijkjljq Retention factor of (q-1)th period advertisement given in jth medium,
kjth media option, ljth slot of in qth time period

Wrj Weight corresponding to rth criteria and jth medium
Aq Total advertisement budget to be allotted to different media in qth time

period.
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3.2 Problem Formulation

Firms market their products by means of advertising in various media such as
newspaper, television, radio, websites, etc. The advertising media mix varies in
different segments of the market in different time periods. Here we divide the total
planning horizon T for which advertisement planning is to be carried into D time
periods. The model proposed here will enable firms to allocate the total advertising
budget Aq, in qth time period to M different media catering to the N market seg-
ments such that the reach is maximized from each media. The problem is for-
mulated under the budgetary constraints. Upper bound and lower bound are
imposed on number of insertions in each media. In the beginning of each time
period the market is analyzed to determine the changing impact of media on
segments, advertisement cost, its circulation, retention factor of previous period
advertisements, etc. on the basis of which the media planning is done for the
sequential time periods of the planning horizon. The model is based on the fol-
lowing assumptions

1. The market for the product is divided into N distinct segments.
2. The planning horizon is divided into multiple periods (say D periods, where qth

time period starts at time Tq and ends at Tq+1).
3. Medias are independent of each other, thus one media has no impact on others.
4. Consumer behavior of segments is independent of each other and advertising in

one segment has no impact on others.
5. At the beginning of the planning horizon, retention factor is zero.
6. For a particular time period, the retention factor is taken as a proportion of

reach from previous periods advertising.

The multi-objective optimization model for the qth time period for determining
the optimal number of insertions in different media that maximizes the reach
obtained from each media from all the segments is formulated as follows

Maximize Zq ¼

Z1q ¼
PN
i¼1

PK
k1¼1

PL
l1¼1

ai1k1l1q�xi1k1l1q

Z2q ¼
PN
i¼1

PK
k2¼1

PL
l2¼1

ai2k2l2q�xi2k2l2q

..

.

ZMq ¼
PN
i¼1

PK
kM¼1

PL
lM¼1

aiMkMlMq�xiMkMlMq

2
6666666666664

3
7777777777775
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subject to
XN

i¼1

XM
j¼1

XK

kj¼1

XL

lj¼1

cijkjljqxijkjljq�Aq

xijkjljq� uijkjljq 8 i ¼ 1; 2; ; j ¼ 1; 2; . . .;M;

kj ¼ 1; 2; . . .;K; lj ¼ 1; 2; . . .; L

xijkjljq� vijkjljq 8 i ¼ 1; 2; ; j ¼ 1; 2; . . .;M;

kj ¼ 1; 2; . . .;K; lj ¼ 1; 2; . . .; L

and xijkjljq takes integral values

ðP1Þ

where aijkjljq ¼ aijkjljq þ aijkjljqaijkjljq�1 and aijkjljq ¼
PR
r¼1

wrjpirjkjljq

� �
Cijkjljq

Each objective in the multi-objective function maximizes the total reach in
current time period q for a media in all the segments. First constraint ensures that
the total amount of budget allocated to the medias in different segments in qth time
period does not exceed the total amount of advertising budget available for this
period i.e. Aq. Second and third constraint ensures that the number of advertise-
ments in each media does not exceed its upper and lower bounds set by the firm.
Last constraint ensures that the decision variable takes integral value for the
allocated number of advertisements (can be taken greater than equal to zero when
lower bound is not specified).

The multi-objective problem formulated here can be solved either by weighted
sum approach where weights are assigned according to the relative importance of
media or by assigning priorities to the different objectives, i.e. prioritising the goal
for more preferable media and using lexicographic approach. Here we have used
weighted sum approach to solve the problem.

Management might also wish to target each media so as to obtain maximum
reach from all medias collectively under the limited resources. In such a situation
one can fix high aspiration goals for those media. To fix goals/aspirations for the
media, optimization model (P1) can be solved considering single objective cor-
responding to each media under the model constraints at a particular time period,
which determines the maximum achievable reach for each media. These reach
aspiration are expected to vary in different time periods and will depend on the
current marketing conditions. For a particular time period q, once we solve and fix
the goal or aspirations Z1q*, Z2q*,…, ZMq* to be obtained from jth media, the
resulting problem can be formulated as follows
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Maximize Zq ¼

Z1q ¼
PN
i¼1

PK
k1¼1

PL
l1¼1

ai1k1l1q�xi1k1l1q

Z2q ¼
PN
i¼1

PK
k2¼1

PL
l2¼1

ai2k2l2q�xi2k2l2q

..

.

ZMq ¼
PN
i¼1

PK
kM¼1

PL
lM¼1

aiMkMlMq�xiMkMlMq

2
6666666666664

3
7777777777775

subject to
XN

i¼1

XM
j¼1

XK

kj¼1

XL

lj¼1

cijkjljqxijkjljq�Aq

xijkjljq� uijkjljq 8 i ¼ 1; 2; . . .N; j ¼ 1; 2; . . .;M;

kj ¼ 1; 2; . . .;K; lj ¼ 1; 2; . . .; L

xijkjljq� vijkjljq 8 i ¼ 1; 2; . . .N; j ¼ 1; 2; . . .;M;

kj ¼ 1; 2; . . .;K; lj ¼ 1; 2; . . .; L

Zjq� Z�jq 8 j ¼ 1; 2; . . .;M

and xijkjljq takes integral values

ðP2Þ

Since high goal/aspiration of each objective has been incorporated into the
constraint set of the original problem (P1), the problem (P2) becomes infeasible
due to limitation on budget. The problem (P2) is solved to obtain compromised
solution using goal programming approach.

3.3 Solution Methodology: Goal Programming

The goal programming formulation of the optimization model (P2) can be for-
mulated using Appendix A as follows

Vector Minimize gðg; q;XÞ ¼

g1ðg; q;XÞ
g2ðg; q;XÞ
:

:

:

gmðg; q;XÞ

2
666666664

3
777777775

subject to
XN

i¼1

XM
j¼1

XK

kj¼1

XL

lj¼1

cijkjljqxijkjljq þ g1 � q1 ¼ Aq

xijkjljq þ gijkjljq � qijkjljq ¼ uijkjljq 8i ¼ 1; 2; . . .N; j ¼ 1; 2; . . .;M;

kj ¼ 1; 2; . . .;K; lj ¼ 1; 2; . . .; L
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xijkjljq þ g
0

ijkjljq
� q

0

ijkjljq
¼ vijkjljq 8 i ¼ 1; 2; z. . .N; j ¼ 1; 2; . . .;M;

kj ¼ 1; 2; . . .;K; lj ¼ 1; 2; . . .; L

Zjq þ gjq � qjq ¼ Z�jq 8 j ¼ 1; 2; . . .;M

and xijkjljq takes integral values

g1; q1� 0

gijkjljq; qijkjljq; g
0

ijkjljq
; q
0

ijkjljq
� 0 8 i ¼ 1; 2; . . .N; j ¼ 1; 2; . . .;M;

kj ¼ 1; 2; . . .;K; lj ¼ 1; 2; . . .; L

gjq; qjq� 0 8 j ¼ 1; 2; . . .;M

ðP3Þ

where g and q’s are the positive & negative deviation variable of the goals for their
respective objective/constraint function.

In weighted sum approach, the rigid constraints are first satisfied by minimizing
the deviational variables corresponding to them and then, goals on objective
function are incorporated in the second stage. In first stage all rigid constraints are
weighted equally and in stage II, the objective is expressed as the weighted sum of
the deviational variables to be minimized corresponding to the objective function’s
goal. When all goals have equal relative importance, weight of each objective can
be taken to as one. Here we have assumed differential weights for the reach
objectives for different media. The problem (P3) can be solved in two stages as
follows

Stage 1

Minimize q1 þ
XN

i¼1

XM

j¼1

XK

kj¼1

XL

lj¼1

qijkjljq þ
XN

i¼1

XM

j¼1

XK

kj¼1

XL

lj¼1

g
0

ijkjljq

subject to
XN

i¼1

XM

j¼1

XK

kj¼1

XL

lj¼1

cijkjljqxijkjljq þ g1 � q1 ¼ Aq

xijkjljq þ gijkjljq � qijkjljq ¼ uijkjljq 8i ¼ 1; 2; . . .N; j ¼ 1; 2; . . .;M;

kj ¼ 1; 2; . . .;K; lj ¼ 1; 2; . . .; L

xijkjljq þ g
0

ijkjljq
� q

0

ijkjljq
¼ vijkjljq 8 i ¼ 1; 2; . . .N; j ¼ 1; 2; . . .;M;

kj ¼ 1; 2; . . .;K; lj ¼ 1; 2; . . .; L

g1; q1� 0

gijkjljq; qijkjljq; g
0

ijkjljq
; q
0

ijkjljq
� 0 8 i ¼ 1; 2; . . .N; j ¼ 1; 2; . . .;M;

kj ¼ 1; 2; . . .;K; lj ¼ 1; 2; . . .; L

and xijkjljq takes integral values

ðP4Þ
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Let (g0, q0, X0) be the optimal solution of problem (P4), and g0 (g0, q0, X0) be
the corresponding objective function value. The stage 2 formulation assigning
weights to the reach objectives is as follows.

Stage 2

Minimize kT g g; q;Xð Þ ¼
XM
j¼1

kjqgjq

subject to
XN

i¼1

XM
j¼1

XK

kj¼1

XL

lj¼1

cijkjljqxijkjljq þ g1 � q1 ¼ Aq

xijkjljq þ gijkjljq � qijkjljq ¼ uijkjljq 8 i ¼ 1; 2; . . .N; j ¼ 1; 2; . . .;M;

kj ¼ 1; 2; . . .;K; lj ¼ 1; 2; . . .; L

xijkjljq þ g0ijkjljq
� q0ijkjljq

¼ vijkjljq 8 i ¼ 1; 2; . . .N; j ¼ 1; 2; . . .;M;

kj ¼ 1; 2; . . .;K; lj ¼ 1; 2; . . .; L

Zjq þ gjq � qjq ¼ Z�jq 8 j ¼ 1; 2; . . .;M

where xijkjljg takes integral values

g1; q1� 0

gijkjljq; qijkjljq; g
0
ijkjljq

; q0ijkjljq
� 0 8 i ¼ 1; 2; . . .N; j ¼ 1; 2; . . .;M;

kj ¼ 1; 2; . . .;K; lj ¼ 1; 2; . . .; L

gjq; qjq� 0 8 j ¼ 1; 2; . . .;M

g0ðg; q;XÞ ¼ g0ðg0; q0;X0Þ

ðP5Þ

where kjq are weights assigned to jth media in qth time period,
PM
j¼1

kjq ¼ 1; kjq� 0:

By Solving (P5) we obtain an efficient solution of model (P3) (Lemma 1,
Appendix B). A suitable tradeoff amongst the goals (reach targets) for different
media can be obtained at the management satisfaction level and resulting solution
will be one of the properly efficient solution for qth period. Importance for the
different goals can change for different time periods.

4 Case Study

Application of the proposed model is illustrated here with a case study of an
insurance company that wants to advertise its health insurance policy through
different newspapers, television and radio channels in four metropolitan cities
(treated as segments) of India. Based on popularity and the number of audiences,
in each city, two newspapers, three television and radio channels have been
chosen. In a single newspaper, we may have different possibilities i.e.
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advertisement on front page (FP), last page and other pages (OP) etc. Similarly,
two different time slots (prime time (PT) and other time (OT)) for each of tele-
vision and radio channels has been decided based on the importance and number of
viewers/listeners. The target market is divided in accordance with the income
levels of population in three groups: low (R1), middle (R2) and high (R3) level
income groups. The advertisement planning horizon (one year) is divided into four
sub-periods. In the beginning of each quarter, market is studied to analyze the
behavior of population towards different media in each city. Data for circulation of
the media options, advertisement cost, percentage profile matrix, retention factor
in different media is gathered. The aim is to advertise insurance company’s
product dynamically over a planning horizon, in different media so as to maximize
reach in each media in all segments of target market within its specified
constraints.

The total advertising budget is taken to be `20 crore which is divided into four
time periods as `7 crore, `5 crore, `4 crore, and `4 crore respectively. Circulation
figures for media are given in Tables 3.1, 4.1 and 5.1 in Appendix C. It is the
average number of readers (for Ànewspapers)/viewers (for television)/listeners
(for radio). Data for per insertion advertisement cost in different media is given in
Tables 3.2, 4.2, and 5.2 of Appendix C. In case of newspaper, advertisement cost

Table 1.1 Solution for Newspaper

City Channel 1 Channel 2

PT OT PT OT

Time period 1
City 1 20 36 12 24
City 2 18 28 15 34
City 3 15 25 12 28
City 4 18 36 15 30
Time period 2
City 1 3 33 4 26
City 2 20 30 12 32
City 3 15 28 10 30
City 4 15 34 2 32
Time period 3
City 1 2 36 2 26
City 2 12 32 12 34
City 3 14 28 2 26
City 4 1 32 2 32
Time period 4
City 1 1 38 1 26
City 2 20 30 15 36
City 3 18 28 8 24
City 4 1 26 1 32
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Table 1.2 Solution for Radio

Channel 1 Channel 2 Channel 3

PT OT PT OT PT OT

Time period 1
65 4 50 10 24 10
68 6 20 6 14 5
72 6 34 10 16 10
48 8 19 8 14 8
Time period 2
18 6 17 12 22 12
72 4 22 8 35 3
14 5 16 10 19 12
26 6 14 6 16 7
Time period 3
16 5 18 10 18 8
13 7 22 10 13 4
15 8 12 6 19 12
20 6 14 8 14 7
Time period 4
12 8 20 15 12 7
9 5 18 12 12 4
19 12 10 5 18 10
16 6 13 7 13 6

Table 1.3 Solution for Television

Channel 1 Channel 2 Channel 3

PT OT PT OT PT OT

Time period 1
120 68 110 20 90 32
118 54 90 42 80 30
124 52 78 24 90 18
130 65 95 20 75 12
Time period 2
118 64 112 45 86 28
24 30 94 12 75 14
120 10 38 10 32 15
128 8 100 16 78 10
Time period 3
124 61 110 40 90 33
108 47 98 12 75 18
127 12 90 8 90 19
118 16 98 21 90 8
Time period 4
130 65 115 38 88 35
89 47 95 18 80 17
129 16 34 11 40 12
22 8 110 25 85 18
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is per column centimetre for a 100 column cm advertisement, for television and
radio it is for 10 second spot. Upper and lower bound on the number of adver-
tisements in various media is given in Tables 3.4, 4.3, and 5.3 of Appendix C. The
data for customer profile given in Tables 3.5, 4.5, and 5.5 of Appendix C repre-
sents the proportion of people in different criteria (i.e. lower, middle and higher
income group) who are reading, viewing or listening the advertisement in the
media. These profile matrices are based on a random sample of size 200 across all
the cities and time periods. The data for retention factor has been given in
Tables 3.3, 4.4, and 5.4 of Appendix C. The assignment of weights for a particular
customer profile criteria in a media is based on the expert’s judgment which is
given in Table 6 of Appendix C. The optimization model (P1) is programmed as a
single objective problem to obtain reach aspirations for each media. The optimal
values so obtained are then set as aspiration level to be achieved for reach cor-
responding to each media and problem (P2) is solved. This gives an infeasible
solution; Goal Programming technique is used to obtain a compromised solution to
the problem. First we solve for stage 1 (P4) with rigid constraints and compute
stage one solution and then in stage 2 (P5), the deviational variables that become
zero in stage 1 are removed and the deviations corresponding to goals are mini-
mized. Weights are assigned (Table 7, Appendix C) to media on the basis of
management decisions considering different tradeoff solutions, consumer response
to different media and media effectiveness in the market. This process is repeated
for time period 2, 3, and 4. All optimizations models are programmed on LINGO
software [11] to obtain optimal solutions. Optimal solution is guaranteed as the
proposed optimization model is a convex programming problem. The solution
obtained for number of advertisements to be given in different media at different
time periods is given in Tables 1.1, 1.2 and 1.3 below.

The reach aspired and achieved from different media in different time periods
on solving the problem is displayed in Table 2 below.

In time period 1, it can be seen that the total reach obtained is higher than any
other time periods, this is because the highest budget allocated to this period. It
matches with the fact that it is the initial stage of the product and the firm wants to
advertise at large scale and reach maximum people in this period. In every period,
there is a compromise from the aspired reach, except for newspaper media in
period 1 and total compromise is increasing from period 1 to 4. Reach obtained
through television is highest in all the periods possibly due to the visual impact of
television. However compromise percentage for television is also highest in every
period and from period 1 to period 4, the percentage by which it is compromised
keeps on increasing. Higher cost of insertion is the most possible reason for higher
compromise. Lot of further analysis of the case is done by the author but is not
discussed here due to limitation on pages of the manuscript.
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5 Conclusion

In this paper, we have formulated and solved an optimization model which can be
applied for planning and scheduling of appropriate media for the advertisement of
a product. The model allocates the advertising efforts to each of the media
dynamically in the market segments by dividing the planning horizon into small
planning periods. The optimal number of advertisements to be given in media in
different time periods changes based on the behaviour of consumer towards the
media and the position of the media in the market. The objective is to maximize
the total reach which comes from the current period reach and the proportional
retention of the previous periods reach in each media. This allows us to capture
clearer picture of the market by planning according to the current behaviour of the
market. The model is formulated under budget and lower and upper bounds on
frequency constraint in each media. The problem is solved using goal program-
ming approach. A case is given to illustrate the applicability of the proposed
optimization model. The paper offers a lot of scope for further research such as
explicit consideration for multiple products, interaction between the advertising of
different products of the firm, and fuzzy environment.

Appendix A

Let f (X) and b be the function and its goal respectively and g and q be the over and
under achievement (negative and positive deviational) variables then the choice of
deviational variable in the goal objective functions which has to be minimized
depend upon the following rule:

if f (X) \= b, q is minimize under the constraints f (X) ? g - q = b
if f (X) [= b, g is minimized under the constraints f (X) ? g - q = b and
if f (X) = b, g ? q is minimized under the constraints f (X) ? g - q = b

Appendix B

Definition 1[4]: A solution x0 is said to be efficient solution if x0[S and there exist
no other feasible point x such that F(x) C F(x0) and F(x) = F(x0).

Definition 2[4]: A solution x0 is said to be a properly efficient solution if it is
efficient and if there exist a scalar M [ 0 such that, for each i, we have
fiðxÞ�fiðx0Þ
fjðx0Þ�fjðxÞ �M. For some j such that fj(x) \ fj(x

0) whenever x[X and fi(x) [ fi(x
0)

Lemma 1:Through definition 1 and 2, optimal solution of the problem (P5) will be
properly efficient solution to the problem (P3).
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Appendix C

Table 3.1 Circulation in Newspapers (‘0000)

City Newspaper 1 Newspaper 2

Time Period 1
City 1 56 35
City 2 86 67
City 3 75 49
City 4 89 72
Time Period 2
City 1 54 36
City 2 86 65
City 3 76 49
City 4 88 74
Time Period 3
City 1 55 38
City 2 90 65
City 3 76 48
City 4 87 74
Time Period 4
City 1 57 38
City 2 89 67
City 3 77 45
City 4 84 76

Table 3.2 Advertisement Cost in Newspapers(‘000)

Newspaper 1 Newspaper 2

FP OP FP OP

Time Period 1
55 25 37 20
60 29 52 22
55 28 42 21
62 30 53 29
Time Period 2
53 22 37 24
62 34 48 18
55 35 42 22
58 25 56 32
Time Period 3
55 24 40 25
65 35 48 20
55 29 41 21
60 32 57 32
Time Period 4
56 22 44 28
66 36 45 23
56 30 40 23
58 32 60 34
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Table 3.3 Retention Factor in Newspapers (%)

Newspaper 1 Newspaper 2

FP OP FP OP

Time Period 1
_ _ _ _
_ _ _ _
_ _ _ _
_ _ _ _
Time Period 2
8 5 5 4
6 5 3 2
7 6 5 2
8 5 6 3
Time Period 3
5 7 6 8
7 6 4 4
7 6 6 4
8 7 4 5
Time Period 4
5 7 4 6
4 8 9 5
9 8 4 4
6 7 3 8

Table 3.4 Upper and Lower Bounds on Advertisement in Newspapers

City Newspaper 1 Newspaper 2

FP OP FP OP

Time Period 1
City 1 [3,20] [6,36] [3,12] [10,24]
City 2 [3,18] [8,28] [3,15] [10,34]
City 3 [3,15] [8,25] [312] [12,28]
City 4 [3,18] [12,36 [3,15] [10,30]
Time Period 2
City 1 [3,18] [7,33] [4,12] [10,26]
City 2 [2,20] [6,30] [2,12] [12,32]
City 3 [4,15] [8,28] [2,10] [13,30]
City 4 [2,15] [14,34] [2,18] [8,32]
Time Period 3
City 1 [2,18] [7,36] [2,12] [8,26]
City 2 [1,20] [5,32] [3,12] [12,34]
City 3 [2,15] [10,28] [2,10] [12,26]
City 4 [1,130 [12,32] [2,16] [7,32]
Time Period 4
City 1 [1,20] [8,38] [1,12] [6,26]
City 2 [1,20] [4,30] [1,15] [10,36]
City 3 [1,18] [8,28] [1,8] [10,24]
City 4 [1,10] [10,26] [1,19] [7,32]
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Table 3.5 Readership Profile Matrix for Newspapers

Newspaper 1 Newspaper 2

R1 R2 R3 R1 R2 R3

Time Period 1
.14 .36 .21 .19 .36 .27
.17 .42 .25 .23 .42 .32
.16 .40 .24 .22 .40 .30
.13 .33 .20 .18 .33 .25
Time Period 2
.17 .40 .25 .23 .43 .27
.16 .38 .24 .22 .42 .26
.20 .48 .30 .27 .52 .32
.14 .34 .21 .19 .37 .23
Time Period 3
.21 .49 .33 .28 .51 .39
.19 .44 .29 .25 .45 .35
.19 .44 .30 .25 .46 .35
.16 .36 .24 .20 .38 .29
Time Period 4
.25 .45 .32 .27 .5 .39
.21 .38 .27 .23 .42 .33
.26 .46 .33 .28 .51 .40
.17 .30 .21 .18 .33 .26

Table 4.1 Average Viewership in Television (‘0000)

City Channel 1 Channel 2 Channel 3

PT OT PT OT PT OT

Time Period 1
City 1 160 90 120 92 60 25
City 2 175 85 90 32 134 37
City 3 178 85 87 69 125 79
City 4 98 56 150 78 165 84
Time Period 2
City 1 140 78 160 67 68 41
City 2 180 89 80 32 120 52
City 3 170 90 101 69 108 73
City 4 88 60 160 79 145 88
Time Period 3
City 1 142 84 156 78 95 45
City 2 167 75 67 27 125 47
City 3 164 94 120 72 98 48
City 4 100 64 154 72 162 90
Time Period 4
City 1 134 80 86 56 120 75
City 2 170 90 98 46 140 45
City 3 78 42 145 57 97 54
City 4 85 45 128 67 178 96
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Table 4.2 Advertisement Cost in Television(‘000)

Channel 1 Channel 2 Channel 3

PT OT PT OT PT OT

Time Period 1
105 50 101 43 65 34
106 48 82 45 100 56
120 56 78 38 110 49
69 34 110 52 115 67
Time Period 2
90 40 120 30 80 40
115 55 75 40 80 65
120 60 80 38 105 30
56 35 120 55 110 70
Time Period 3
92 40 118 28 88 41
110 40 70 35 81 52
115 60 100 40 85 30
56 35 115 55 120 70
Time Period 4
124 60 76 25 98 40
136 67 80 30 110 56
89 52 128 70 100 59
86 45 120 70 142 78

Table 4.3 Upper and Lower bounds on advertisement in Television

City Channel 1 Channel 2 Channel 3

PT OT PT OT PT OT

Time Period 1
City 1 [16,65] [4,36] [20,50] [10,24] [24,32] [10,20]
City 2 [12,68] [6,40] [20,40] [6,30] [14,52] [5,25]
City 3 [14,72] [6,50] [18,48] [10,25] [16,60] [10,30]
City 4 [23,48] [8,48] [19,62] [8,35] [14,75] [8,40]
Time Period 2
City 1 [18,60] [6,33] [17,54] [12,20] [22,35] [12,24]
City 2 [12,72] [4,38] [22,35] [8,30] [15,48] [3,30]
City 3 [14,68] [5,52] [16,50] [10,25] [19,58] [12,26]
City 4 [26,40] [6,28] [14,65] [6,40] [16,70] [7,42]
Time Period 3
City 1 [16,54] [5,34] [18,58] [10,22] [18,39] [8,26]
City 2 [13,70] [7,35] [22,32] [10,26] [13,50] [4,24]
City 3 [15,65] [8,54] [12,58] [6,30] [19,50] [12,24]
City 4 [20,45] [6,30] [14,63] [8,38] [14,72] [7,45]
Time Period 4
City 1 [12,50] [8,30] [20,38] [15,20] [12,69] [7,35]
City 2 [9,65] [5,38] [18,35] [12,28] [12,55] [4,25]
City 3 [19,35] [12,24] [10,66] [5,35] [18,50] [10,25]
City 4 [16,49] [6,25] [13,55] [7,30] [13,75] [6,45]
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Table 4.4 Retention Factor in Television (%)

Channel 1 Channel 2 Channel 3

PT OT PT OT PT OT

Time Period 1
_ _ _ _ _ _
_ _ _ _ _ _
_ _ _ _ _ _
_ _ _ _ _ _
Time Period 2
5 5 8 8 3 1
7 4 5 5 5 3
6 4 5 3 6 8
5 3 8 5 7 5
Time Period 3
4 3 7 4 7 5
9 5 6 3 8 2
5 3 1 4 3 3
5 2 7 3 3 4
Time Period 4
6 4 4 6 3 4
4 7 5 3 6 8
4 4 6 6 5 6
6 4 5 3 8 5
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Table 5.1 Average no. of listeners in Radio (‘0000)

City Channel 1 Channel 2 Channel 3

PT OT PT OT PT OT

Time period 1
City 1 44.7 18.67 28.4 13.7 19.78 9.2
City 2 24 1.8 18 7.8 13.5 7.8
City 3 34.5 15 9.7 5.6 14.5 7.6
City 4 27.8 14.35 11 4.5 13.5 3.4
Time period 2
City 1 3.5 17.8 30 16 14.5 8
City 2 19 9 26 10 9.5 5.7
City 3 25 10 13.5 6.7 22.1 12
City 4 23.45 13.8 16.58 8.9 15.9 7.8
Time period 3
City 1 38.5 14 19 9.8 29 11
City 2 17 7.2 24 9 14 6.7
City 3 28 1.5 21 8.5 13 5.8
City 4 17 8.79 19 8.7 22 11
Time period 4
City 1 37.5 14 25 9 28 12
City 2 15 7.2 21 8 17 8.5
City 3 29 11 23 8.5 12 5.6
City 4 24.85 9 21 8.6 19 7.6

Table 5.2 Advertisement cost in Radio(‘00)

Channel 1 Channel 2 Channel 3

PT OT PT OT PT OT

Time period 1
95 32 57 25 43 21
78 21 50 19 41 20
97 35 45 15.5 68 26.7
80 28.9 55 24.5 65 26
Time period 2
87 27.6 63 32 38 18.9
64.2 19 64 22.5 35.5 18.6
86 31 54 18 75 30
74 22 64 32.4 62 28
Time period 3
89 22 35 12 65 19.8
54.2 13 71 30 42 20
96 33 72 22 58 18
58.9 17.8 69 31 74 34
Time period 4
87 25 54 12.5 60 22
32.5 1.5 67 28.9 50 22
92 30 72.5 25.8 42 17.5
86 25.6 62 20 48 15.5
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Table 5.3 Upper and Lower Bounds on Advertisement in Radio

City Channel 1 Channel 2 Channel 3

PT OT PT OT PT OT

Time period 1
City 1 [15,120] [6,68] [34,110] [13,40] [48,90] [25,32]
City 2 [18,118] [15,54] [40,90] [17,42] [48,80] [12,30]
City 3 [22,124] [8,52] [45,78] [12,24] [36,90] [18,32]
City 4 [23,130] [6,65] [40,95] [20,34] [30,75] [12,28]
Time period 2
City 1 [12,118] [8,64] [32,112] [10,45] [52,86] [28,28]
City 2 [22,114] [18,52] [36,94] [12,46] [52,75] [14,26]
City 3 [26,120] [10,48] [38,82] [10,26] [32,94] [15,34]
City 4 [24,128] [8,68] [38,100] [16,36] [32,78] [10,30]
Time period 3
City 1 [10,124] [12,61] [36,110] [14,40] [50,90] [25,33]
City 2 [24,108] [20,47] [34,98] [12,42] [51,75] [18,30]
City 3 [25,127] [12,52] [34,90] [8,32] [36,90] [19,30]
City 4 [28,118] [13,62] [36,98] [20,42] [30,90] [8,36]
Time period 4
City 1 [12,130] [8,65] [30,115] [12,38] [52,88] [23,35]
City 2 [32,89] [24,47] [36,95] [18,40] [42,80] [17,34]
City 3 [28,129] [16,55] [34,95] [11,32] [36,85] [22,28]
City 4 [22,120] [8,59] [37,110] [25,40] [32,85] [18,45]

Table 5.4 Retention Factor in Radio (%)

Channel 1 Channel 2 Channel 3

PT OT PT OT PT OT

Time period 1
_ _ _ _ _ _
_ _ _ _ _ _
_ _ _ _ _ _
_ _ _ _ _ _
Time period 2
7 6 5 4 3 3
7 2 8 5 4 2
8 4 4 3 6 8
8 4 5 2 4 5
Time period 3
9 6 6 4 7 6
7 5 8 6 4 2
8 5 5 3 4 3
9 6 8 4 8 4
Time period 4
8 5 4 4 7 6
6 6 8 4 5 2
8 4 6 2 6 1
7 6 6 3 5 3
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Fuzzy Multi-criteria Approach
for Component Based Software System
Under Build-or-Buy Scheme

P. C. Jha, Ramandeep Kaur, Sonam Narula and Sushila Madan

Abstract With the rising awareness of advancements in Information technology
amongst various industries, the predilection to selection of commercial-off the
shelf (COTS) components have increased invariably. It provides the ability to
reuse the software components, thereby, maximizing the reliability while reducing
the developmental cost. The decision of whether to buy the component or build
from scratch, is known as build-or-buy decision. In order to prevent the software
from failure, redundant components have to be incorporated which can be ascer-
tained using fault tolerant schemes. Further, the innovation in the field of Appli-
cation Package Software (APS) has supplemented the industry with highly
configurable, sophisticated applications. Through this paper, we shall discuss a
framework concentrating upon whether to build or buy the software components
while designing a fault-tolerant modular software system. The objective of the
paper is to maximize the reliability of the software while minimizing the overall
cost. Further, the components with comparatively less execution time are chosen
over the ones which require more time for executing the software. Hence the
objective of the paper shall further be elaborated upon minimizing the execution
time with the aid of a case study on supplementing an APS for Airline Industry.
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1 Introduction

Today’s need for ready-made application software has generated a great interest in
employing Component Based Software Engineering (CBSE) approach for soft-
ware development. These software are built by independent software development
companies by way of integrating various software components that are designed to
fulfill a whole range of business functions, and these offerings are popularly known
as Application Package Software (APS). Most of the large organizations have
already adopted these software and more of small- and medium-sized enterprises
(SMEs) too are finding it cost effective and a competitive necessity for sustain-
ability. Packaged software, although ready-made, rarely comes ready-to-run. It
typically requires weeks or months of integration effort to set up for the specific
needs of the client’s or business. Development of APS using CBSE approach has a
great potential for reducing development time, cost and effort. It follows a well-
defined process, which starts with the identification of functional requirements by
the client organization. Each functional requirement can be performed by invoking
at least one module. Furthermore, the number of modules in the software system
are decided by software development team. Each module is then built by inte-
grating at least one component, also termed as alternative. These alternative
components can be obtained either as Commercial off-the Shelf (COTS) compo-
nents or as in-house built components. The schematic representation of the soft-
ware system developed using CBSE approach is given in Fig. 1.

Most of the software companies have now adopted build-or-buy strategy [1] for
software development. COTS are the readymade software components that are
available in the software market. The software vendor provides information on
cost, reliability, execution time and delivery time of the COTS components. If
COTS components are not available in the market for a particular functional
requirement then it becomes a mandatory decision to build it which can be cost
effective also. The parameters of cost, reliability, delivery time and execution time
of in-house built components can be estimated by software development team. In
this paper, we are throwing light on problem of optimal selection of components
during the design phase of the software development. During this phase the
software development team ends up with n number of components for selection.
Each component is then evaluated on the basis of different parameters such as cost,
reliability, delivery time, execution time etc. It is beyond human tendency to
evaluate all the alternatives simultaneously on the basis of different parameters and
then select the best component. Therefore, the technique of mathematical opti-
mization will help in taking the best decision.

Since software has become a life line of the business organization, therefore, it
would expect failure free software system to be developed for their organization.
In reality none of the software can be made failure free but there are techniques
available in the literature that can minimize the probability of failure. One such
technique is called fault tolerance. A system in known as a Fault tolerant system if
it has an inbuilt ability to tolerate faults and prevents the system from failure. Two
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widely known fault-tolerant techniques exist in the literature are Recovery Block
(RB) and N-version Programming (NVP). As already mentioned, software com-
ponents are available for each module. So, we allow redundancy, i.e., at least one
component is selected for a module. If the first component fails then the other
component will take over and hence reliability is improved.

The objective of this paper shall be to focus on a framework that will aid the
developers to resolve upon the issue of whether to build or buy the software
components on the basis of various factors, viz., cost, reliability, execution time
and delivery time. Since human judgments about cost, reliability, delivery time
and execution time are often vague and imprecise. Therefore, we shall formulate a
fuzzy multi-criteria optimization model which maximizes reliability and mini-
mizes cost and execution time of the software system with the threshold on reli-
ability, execution time and delivery time. The optimization model is based on
Recovery Block scheme of fault tolerance.

2 Literature Review

Vast research has been carried out on CBSE approach for software development.
Jung and Choi [2] introduced two optimization models for COTS selection in the
development of modular software system considering cost-reliability trade-off.
Ashrafi and Berman [3] presented optimization models which addresses the trade-
off between reliability and cost in development of large software packages that
consist of large software programs. Another important criteria that need to be
considered while developing a software system is fault tolerance. It can be realized
through various techniques of fault tolerance such as NVP, RBS and Consensus
Recovery Block (CRB). Tremendous efforts have been spent to study fault tolerant

Fig. 1 Structure of software
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architecture in software systems. Scott et al. [4–7] conducted incredible research
and introduced data domain reliability models of several fault-tolerant software
schemes, including NVP, RB, and CRB. Levitin et al. [8] proposed a simple
straightforward algorithm for evaluating reliability and expected execution time
for software systems consisting of fault-tolerant components. He formulated a
universal model both for NVP and RBS where the components are built from
functionally equivalent but independently developed versions characterized by
different reliability and performance. Tang et al. [9] proposed an optimization
model to solve component selection problem by considering the concept of
reusability and compatibility matrix. The model can be used to assist software
developers in selecting software components when multi-applications are under-
taken concurrently. Jadhav et al. [10] proposed hybrid knowledge based system
approach which can be used by decision makers as a tool for software selection as
it supports various software evaluation activities such as: choosing criteria for
software evaluation; specifying and changing user requirements of the software
package; determining the fit between software package and user needs of that
package; and for reusing knowledge/experience. Daneshgar et al. [11] proposed
that an understanding of the deeply rooted reasons for adoption of a particular
method for acquiring software systems by the SMEs, among other things, will
enhance effectiveness of these decisions. The most relevant factors that are uni-
versally acceptable and important to both SMEs and large organizations include
‘Cost’, ‘Scale & Complexity’, ‘Support Structure’ and ‘Operational factors’.

3 Decision Framework for Component Selection Using
Build-or-Buy Strategy

An optimization model has been formulated for a software system under recovery
block fault tolerant scheme. The model is formulated for the structure given in
Fig. 1. Recovery Block requires n alternatives of a program and a testing segment
called acceptance test (AT). Whenever an alternative fails, the testing segment
activates the succeeding alternative. The function of the testing segment is to
ensure that the operation performed by an alternative is correct. If the output of the
alternative is incorrect, then the testing segment recovers the initial state and
activates the next alternative.

3.1 Notations

RB System reliability measure
CT Overall system cost
ET Overall execution time
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Fl Frequency of use, of function l
Sl Set of modules required for function l
Ri Reliability of ith module
L Number of functions the software is required to perform
n Number of modules in the software
mi Number of alternatives available for ith module
Ntot

ij Total number of test cases performed on jth in-house component of ith
module

Nsuc
ij Total number of successful test cases performed on jth in-house component

of ith module
t1 Probability that next alternative is not invoked upon failure of the current

alternative
t2 Probability that a correct result is judged wrong
t3 Probability that an incorrect result is accepted as correct
Xij Event that output of jth component of ith module is rejected
Yij Event that correct result of jth component of ith module is accepted
rij Reliability of jth component of ith module
fCij

Fuzzy cost of jth COTS component of ith module

Cij Defuzzified cost of jth COTS component of ith module
esij Fuzzy reliability of jth COTS component of ith module
sij Defuzzified reliability of jth COTS component of ith module
edij Fuzzy delivery time of jth COTS component of ith module

dij Defuzzified delivery time of jth COTS component of ith module
ecij Fuzzy unitary development cost of jth in-house component of ith module
cij Defuzzified unitary development cost of jth in-house component of ith

module
etij Fuzzy estimated development time of jth in-house component of ith

module
tij Defuzzified estimated development time of jth in-house component of ith

module
sij Average time required to perform a test case on jth in-house component of

ith module
pij Probability that a single execution of software fails on a test case chosen

from a certain input distribution of jth in-house component of ith module
qij the probability that the jth in-house developed component of ith module is

failure free during a single run given that Nij
suc test cases have been

successfully performed
Ro Threshold on module reliability
Do Threshold on delivery time
El Threshold on execution time of the lth function
eTij Fuzzy execution time of jth COTS component of ith module

Tij Defuzzified execution time of jth COTS component of ith module
eT eij Fuzzy execution time of jth in-house component of ith module
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Teij Defuzzified execution time of jth in-house component of ith module
yij 1 if jth component of ith module is in - house developed

0 otherwise

�

xij 1; if jth component of ith module is COTS
0; otherwise

�

zij 1; if jth component of ith module is selected
0; otherwise

�

3.2 Model Assumptions

The optimization model is based on the following assumptions:

1. Software is developed using modular approach where the number of modules
considered are finite.

2. Each module is a logical collection of several independent developed com-
ponents. The components available are also finite in number.

3. A software system is required to perform a known number of functions. The
program written for a function can call a series of modules. A failure occurs if
a module fails to carry out an intended operation.

4. Codes written for integration of modules don’t contain any bug.
5. Several alternatives are available for each module.
6. Fault tolerant architecture is desired in the modules (it has to be within the

specified budget). Independently developed alternatives (COTS or in-house
build components) are attached in the modules and work similar to the
recovery block scheme discussed in [12, 13]

7. Redundancy is allowed in the modules. For each module more than one
component can be selected.

8. The cost of an alternative is the development cost, if developed in house;
otherwise it is the buying price for the COTS product. Reliability for all the
COTS components are known and no separate testing is done.

9. Cost and reliability of an in-house component can be specified by using basic
parameters of the development process, e.g. a component cost may depend on
a measure of developer skills, or the component reliability depends on the
amount of testing.

10. Different COTS alternatives, with respect to cost, reliability, delivery time and
execution time of a module are available.

11. Different In-house alternatives with respect to unitary development cost,
estimated development time, average time and testability of a module are
available.
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3.3 Model Formulation

Optimization model formulated in this paper aims at optimal selection of com-
ponents so as to maximize system reliability and minimize cost and execution time
of the software system. Let S be a software architecture made of n modules, with a
maximum number of mi alternatives (i.e. COTS or in-house) available for each
module.

In order to select components for the modular software system, the following
criteria may be used.

3.3.1 Build Versus Buy Decision

If jth alternative of ith module is bought (i.e. some xij = 1), then no in-house
development of the module will take place (i.e. yij = 0) and vice versa.

Hence

yij þ xij ¼ zij

zij � 1; i ¼ 1; 2; . . . n; j ¼ 1; 2; . . . mi

Also, to incorporate redundancy at modular level for both build-or-buy com-
ponents we have

Xmi

j¼1
zij� 1; i ¼ 1; 2. . . n

3.3.2 Test Cases Performed

The number of successful test cases Nsuc
ij performed on the jth alternative of ith

module can be given as:

Nsuc
ij ¼ ð1� pijÞNtot

ij ; i ¼ 1; 2; . . .; n; j ¼ 1; 2; . . .;mi

3.3.3 Reliability of In-house Components

Consider an event A characterized by accomplishment of Nsuc
ij failure fee test cases

while event B as the failure-free execution of alternative during a single run.
Then, the probability qij that the in-house developed alternative of a module is

failure free during a single run may be written as below from the Baye’s theorem:

qij ¼ PðB=AÞ ¼ PðA=BÞPðBÞ
PðA=BÞPðBÞ þ PðA=BÞPðBÞ
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The following equalities can be ascertained as:

• PðA=BÞ ¼ 1
• PðBÞ ¼ 1� pij

• PðA=BÞ ¼ ð1� pijÞN
suc
ij

• PðBÞ ¼ pij

Therefore, we have

qij ¼
1� pij

1� pij

� ffi
þ pij 1� pij

� ffiNsuc
ij

; i ¼ 1; 2; . . .; n and j ¼ 1; 2; . . .;mi

3.3.4 Reliability for Both In-house and COTS Components

The probability of failure free operation of jth alternative of ith module is given as:

rij ¼ qijyij þ esijxij; i ¼ 1; 2; . . .; n; j ¼ 1; 2; . . .;mi

3.3.5 Reliability of Recovery Block Scheme

Reliability of ith module under recovery block scheme with mi alternatives is given
by:

Ri ¼
Xmi

j¼1

zij

Yj�1

p¼1

PðXijÞzip

" #
PðYijÞzij ; i ¼ 1; 2; . . .; n

where

PðXijÞ ¼ ð1� t1Þ ð1� rijÞð1� t3Þ þ rijt2
� �

PðYijÞ ¼ rijð1� t2Þ

3.3.6 Threshold on Reliability

The threshold on reliability of each module is gives as:

Ri� Ro; i ¼ 1; 2; . . .; n
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3.3.7 Threshold on Delivery Time

The total delivery includes development, integration and system testing time. The
maximum threshold Do has been given on the delivery time of the whole system. If
the component is COTS then the delivery time is simply given by dij, whereas for
in-house developed component the delivery time is given as ðtij þ sijNtot

ij Þ. Hence
delivery time of jth alternative of ith module is given by Dij which is expressed as:

ðetij þ sijN
tot
ij Þyij þ edijxij ¼ Dij; i ¼ 1; 2; . . .; n; j ¼ 1; 2; . . .;mi

maxðDijÞ � Do

3.3.8 Threshold on Execution Time

Threshold is set on the total execution time of the lth function and can be written
as:

X
i2Sl

Xmi

j¼1

½fTeijyij þ eTijxij� � El; l ¼ 1; 2; . . .; L

3.3.9 Reliability

Reliability objective function maximizes the system quality (in terms of reliability)
through a weighted function of module reliabilities. Reliability of modules that are
invoked more frequently during use is given higher weights. Analytic Hierarchy
Process can be effectively used to calculate these weights.

Maximize RB ffi
XL

l¼1

fl

Y
i2Sl

Ri

where Ri is the reliability of the ith module under recovery block scheme and is
calculated as discussed in Sect. 3.3.7.

3.3.10 Cost

The overall cost of all the modules calculated from the selection of components
obtained as a result of build-or buy strategy is minimized using the cost objective.
The development cost of in-house components of jth alternative of ith module can
be expressed as ecijðtij þ esijNtot

ij Þ
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Minimize CT ffi
Xn

i¼1

Xmi

j¼1

ecij etij þ sijN
tot
ij

� �
yij þ eCijxij

h i

3.3.11 Execution Time

Long execution time for performing a function may causes dissatisfaction to the
user and hence can result in low productivity. The following objective function
minimizes execution time of the software system.

Minimize ET ffi
XL

l¼1

fl

X
i2Sl

Xmi

j¼1

fTeijyij þ eTijxij

h i

4 Optimization Model

The optimization model incorporates fault tolerance using Recovery Block
Scheme. The modules are bought from the vendor in the form of COTS compo-
nents. More than one alternative may exists for a given module. When a module
gets selected for a particular function, its corresponding first alternative is sub-
mitted to the recovery block for execution and the result is presented for accep-
tance testing. If the first alternative is rejected, the second module is executed. This
process follows till all the alternatives are either rejected i.e. the entire module fails
or any one is accepted. This fault tolerance is achieved by incorporating redun-
dancies in the components.

Problem (P1)

Maximize RB ffi
XL

l¼1

fl
Y
i2Sl

Ri ð1Þ

Minimize CT ffi
Xn

i¼1

Xmi

j¼1

eT cij eT tij þ sijN
tot
ij

� �
yij þ eT Cijxij

h i
ð2Þ

Minimize ETffi
XL

l¼1

fl
X
i2Sl

Xmi

j¼1

eT Teijyij þ eTijxij

� �

Subject to X 2 S ¼ fxij; yij; zij are decision variables

ð3Þ

X
i2Sl

Xmi

j¼1

½fTeijyijþeTijxij� �El; l ¼ 1; 2; . . .; L ð4Þ
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ðetij þ sijN
tot
ij Þyij þ edijxij ¼ Dij; i ¼ 1; 2; . . .; n; j ¼ 1; 2; . . .;mi ð5Þ

maxðDijÞ�Do ð6Þ

qij ¼
1� pij

1� pij

� ffi
þ pij 1� pij

� ffiNsuc
ij

; i ¼ 1; 2; . . .; n and j ¼ 1; 2; . . .;mi ð7Þ

rij ¼ qijyij þ esijxij; i ¼ 1; 2; . . .; n; j ¼ 1; 2; . . .;mi ð8Þ

Ri ¼
Xmi

j¼1

zij

Yj�1

p¼1

PðXijÞzip

" #
PðYijÞzij �R0; i ¼ 1; 2; . . .; n ð9Þ

PðXijÞ ¼ ð1� t1Þ ð1� rijÞð1� t3Þ þ rijt2
� �

ð10Þ

PðYijÞ ¼ rijð1� t2Þ ð11Þ

Nsuc
ij ¼ ð1� pijÞNtot

ij ; i ¼ 1; 2; . . .; n; j ¼ 1; 2; . . .;mi ð12Þ

yij þ xij ¼ zij ð13Þ

zij � 1; i ¼ 1; 2; . . .n and j ¼ 1; 2; . . .mi ð14Þ
Xmi

j¼1
zij � 1; i ¼ 1; 2. . .n ð15Þ

xij ¼ f0; 1g; i ¼ 1; 2; . . .; n; j ¼ 1; 2; . . .;mi ð16Þ

yij ¼ f0; 1g; i ¼ 1; 2; . . .; n; j ¼ 1; 2; . . .;mi ð17Þ

zij ¼ f0; 1g; i ¼ 1; 2; . . .; n; j ¼ 1; 2; . . .;mi ð18Þ

5 Fuzzy Approach for Finding Solution

Under many situations, crisp data are inadequate to model real life scenarios. Since
human judgments about cost, reliability, delivery time and execution time etc. are
often vague and cannot be estimated with an exact numerical value. Therefore,
fuzzy optimization is a flexible approach that permits more adequate solutions of
real problems in the presence of vague information.

Following algorithm specifies the sequential steps to solve the fuzzy mathe-
matical programming problems.

Step 1. Compute the crisp equivalent of the fuzzy parameters using a defuzzifi-
cation function. Ranking technique F2ðAÞ ¼ ða1 þ 2a2 þ a3Þ=4 is used for
defuzzification of parameters. Same defuzzification function is to be used
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for each of the parameters where a1, a2, a3 are the triangular fuzzy
numbers.

Step 2. Since software industry is volatile and development team changes time to
time frequently, a precise estimation of cost, reliability and execution time
aspirations are a big question mark. Hence the better way to come out in
such situation is that the problem should be allowed to have some toler-
ance with respect to aspiration of each objective. The resulting problem
can be formulated in fuzzy environment as follows:

Problem (P2)
Find X
Subject to RB �

�
R0

CT �
�

C0

ET �
�

E0

X 2 S ¼ f xij; yij; zij are decision variables
P
i2Sl

Pmi

j¼1
½Teijyij þ Tijxij� �El; l ¼ 1; 2; . . .; L

ðtij þ sijNtot
ij Þyij þ dijxij ¼ Dij; i ¼ 1; 2; . . .; n; j ¼ 1; 2; . . .;mi

maxðDijÞ�Do

qij ¼
1�pij

1�pijð Þþpij 1�pijð ÞN
suc
ij

; i ¼ 1; 2; . . .; n and j ¼ 1; 2; . . .;mi

rij ¼ qijyij þ sijxij; i ¼ 1; 2; . . .; n; j ¼ 1; 2; . . .;mi

Ri ¼
Pmi

j¼1
zij
Qj�1

p¼1
PðXijÞzip

" #
PðYijÞzij �R0; i ¼ 1; 2; . . .; n

PðXijÞ ¼ ð1� t1Þ ð1� rijÞð1� t3Þ þ rijt2
� �

PðYijÞ ¼ rijð1� t2Þ
Nsuc

ij ¼ ð1� pijÞNtot
ij ; i ¼ 1; 2; . . .; n; j ¼ 1; 2; . . .;mi

yij þ xij ¼ zij

zij � 1; i ¼ 1; 2; . . .n and j ¼ 1; 2; . . .miPmi
j¼1 zij � 1; i ¼ 1; 2. . .n

xij ¼ f0; 1g; i ¼ 1; 2; . . .; n; j ¼ 1; 2; . . .;mi

yij ¼ f0; 1g; i ¼ 1; 2; . . .; n; j ¼ 1; 2; . . .;mi

zij ¼ f0; 1g; i ¼ 1; 2; . . .; n; j ¼ 1; 2; . . .;mig

where R0, C0 and E0 are defuzzified aspiration levels of system reliability, cost and
execution time.

Step 3. Define appropriate membership functions for each fuzzy inequalities as
well as constraint corresponding to the objective function. The member-
ship function for the fuzzy less than or equal to and greater than or equal
to type are given as
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lRðXÞ ¼
1; RB�R0
RB�R	0
R0�R	0

; R	0�RB\R0

0; CT�C0

8><
>:

lCðXÞ ¼
1; RB�R0
C	0�CT
C	0�C0

; C0�CT\C	0

0; CT [ C	0

8><
>:

lEðXÞ ¼
1; ET�E0
E	0�ET
E	0�E0

; E0�ET\E	0

0; ET [ E	0

8><
>:

where R0 is aspiration level and R	0 is the tolerance levels to the fuzzy reliability
objective function constraint. C	0 is aspiration level and C0 is the tolerance levels to
the fuzzy cost objective function constraint. E	0 is aspiration level and E0 is the
tolerance levels to the fuzzy cost objective function constraint.
Step 4. Employ extension principles to identify the fuzzy decision, which results

in a crisp mathematical programming problem (P3) given by

Problem (P3)

Maximize a

Subject to k1a� lRðxÞ

k2a� lCðxÞ

k3a� lEðxÞ

0� ki� 1;
X3

i¼1

ki ¼ 1

X 2 S

Step 5. Following Bellman-Zadeh’s maximization principle [14] and using the
above defined fuzzy membership functions; the fuzzy multi-objective
optimization model for the problem (P1) is formulated as follows.

Problem (P4)

Maximize a

s:t

RðXÞ�R0 � ð1� k1aÞðR0 � R	0Þ
CðXÞ�C0 þ ð1� k2aÞðC	0 � C0Þ
EðXÞ�E0 þ ð1� k3aÞðE	0 � E0Þ

0� ki� 1;
P3
i¼1

ki ¼ 1

X 2 S
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The optimal value of a represents the best compromise solution between three
objective functions. In software industry, priorities and relative importance can be
obtained by interacting with the management. The optimal solution to the problem
(P4) will also be the solution of problem (P1). The solution will provide the
optimal mix of components (COTS or In-house) that gives the trade-off between
Reliability, Cost and Execution time.

6 Case Study

A case study of ‘Airlines Industry’ software system is presented to illustrate the
given methodology. The methodology is applied to select right mix of components
for development of fault-tolerant modular software system. The optimal solution of
the optimization model will give a set of components, either in-house built or
COTS, so as to have a system which is highly reliable, delivered on time, within a
budget and also takes less execution time. A real world case problem is selected to
illustrate the application of the given approach. The selected organization is an
airline company. The company was facing a problem in integration and functional
performance of various departments as well as in booking and cancellation of air
tickets, estimation of airfares, calculation of discounts, estimation of the food that
is to be served to the customers during travel, allocation of flights to pilots,
scheduling of flights, optimal procurement of fuel, simulation and training, airport
management and more. The present system which they have is not efficient and up
to date. Therefore, the members in the top management decided to procure a new
system for their company. The Airline Company invited proposals from various
software companies for development of a customized software package for them
so as to bring out smoothness in functioning and managing of the airport and
airplanes. The top management evaluated numerous proposals on the basis of
various parameters such as delivery time, execution time, reliability, budget,
functionality etc. and then they selected and signed a contract with one of the
software companies.

Software Company adopts CBSE approach for development of software system
for this airline company. On the basis of functional requirements given by Airlines
Company, software development team has identified nine software modules which
can perform almost all the functions given by the airline company and is given in
Table 1.

Since, each module is build-up by integrating components, they can be either
COTS or in-house build components. COTS vendor provides information on cost,
reliability, delivery time and execution time of each component. The software
development team estimates values of cost, reliability, development time, execu-
tion time of in-house build components. The objective of the software develop-
ment team is to take a decision on selection of right mix of components which will
help in developing software which is highly reliable, within a budget, delivered on
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time and also takes less execution time. The software development team collected
information on various parameters of COTS component that is given in Table 2.

The software development team compares in-house build components with that
of COTS, with respect to cost, reliability, delivery time and execution time. The
components (COTS or in-house) which satisfy these criterions will get selected for
the final development of software. Sometimes, there may be a situation that for
particular module a COTS component is not available in the market, and then in-
house development of that component becomes a mandatory decision. We can see
from Table 2 that for modules 8 and 9 no COTS components are available, there-
fore, development of these components becomes a mandatory decision irrespective
of the cost involved. Data set for in-house built component is given in Table 3.

The initial parameters, given in Table 3, help in estimating cost, reliabilities
and development time of in-house build components. In total thirty components

Table 1 Functional requirements for airline company software

Modules Functional requirements

Reservation system 4 Provides online booking and cancellation,
4 flight fare search,
4 seat availability and
4 schedule etc.

Flight management 4 Flight data monitoring
4 Flight tracking
4 Flight crew scheduling

Marketing and planning 4 Cargo management
4 On board catering
4 Schedule management

Pricing and revenue
management

4 Fares management
4 Passenger revenue management
4 Revenue analysis

CRM 4 Helps improve the interaction and involvement of customer
Accounts/finance 4 Periodic and as on date balance sheet

4 Periodic profit & loss
4 Ratio analysis
4 Cash flow
4 Fund flow
4 Budget analysis
4 Fixed asset management
4 Asset purchase sale
4 Asset scraps

Airport management 4 Fleet Management
4 Baggage Handling
4 Fuel Management

Safety management
system

4 Provides a systematic way to identify hazards and control risks
while maintaining assurance that these risk controls are effective

Simulation and training 4 Artificially re-creates aircraft flight and the environment in which it
flies, for pilot training, design, or other purposes
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are available to the software development team, out of these nine are in-house
build components and twenty one are COTS components. The decision maker has
to evaluate each component on the basis of different parameters viz., cost, reli-
ability, delivery time and execution time. Therefore, a scientific method of
mathematical optimization has been adopted to deal with such a situation that
involves too many decision variables. For this an optimization model was

Table 2 Defuzzified data set of cots components

Module Module specification Alternatives Cost Reliability Delivery
time

Execution
time

M1 Reservation system x11 24 0.97 1 0.29
x12 20 0.93 2 0.35
x13 18 0.90 2 0.34
x14 26 0.98 1 0.25
x15 19 0.87 2 0.32

M2 Flight management x21 32 0.94 2 0.92
x22 36 0.94 2 0.90

M3 Marketing and planning x31 12 0.89 2 0.27
x32 18 0.92 1 0.25
x33 15 0.90 1 0.24

M4 Pricing and revenue
management

x41 18 0.92 2 0.35
x42 12 0.87 2 0.40
x43 16 0.91 2 0.37

M5 CRM x51 18 0.93 2 0.43
x52 17 0.92 1 0.52
x53 18 0.91 2 0.50

M6 Accounts/finance x61 6.5 0.97 1 0.57
x62 5.5 0.96 2 0.62
x63 5.3 0.93 2 0.67

M7 Airport management x71 34 0.99 4 0.82
x72 28 0.95 5 0.91

M8 Safety management system Nil
M9 Simulation and training Nil

Table 3 Defuzzified data set for in-house components

Module Components Cost Development time Execution time

M1 y1 20 7 0.36
M2 y2 30 8 0.5
M3 y3 15 4 0.84
M4 y4 13 5 0.85
M5 y5 15 3 0.78
M6 y6 4 2 0.92
M7 y7 25 5 0.94
M8 y8 20 7 0.97
M9 y9 16 5 0.96
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formulated and is given in Sect. 4. The formulated model is solved using software
package LINGO.

Solution
The aspiration and tolerance for each Objective function is assumed to be as

follows:

Objective Aspiration Tolerance

Reliability 0.89 0.935 0.96 0.45 0.50 0.67
Cost 335 344.5 355 372 375.5 384
Execution time 2.5 3.40 4.98 8.79 8.97 9.31

The various thresholds on different constraints were assumed as follows:

El Do Ro ki fl

k1 k2 k 3 f1 f2 f3

25 10 0.80 0.4 0.3 0.3 0.3 0.3 0.4

The fuzzy problem is developed and solved using a software package LINGO
[15] and the solution thus obtained is:

Module 1 2 3 4 5 6 7 8 9
Components selected x13 x21 x33 x41 y51 x62 x71 y81 y91

Reliability Cost Execution time a

0.69 360.95 4.97 1.0

7 Conclusion

In the present research, we have formulated a multi-criteria optimization model for
optimal component selection using build-or-buy strategy under recovery block
fault tolerant scheme. The objective functions comprise of simultaneously maxi-
mizing reliability and minimizing cost and execution time of the software system
under the restriction of delivery time, threshold on execution time and threshold on
modular reliability. The formulated methodology involves subjective judgment
about each component from the software development team and hence the
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proposed solution by crisp optimization may not produce better results. For the
same reason fuzzy optimization technique is used to deal with the imprecision or
vagueness caused due to subjective judgment. The utility of the model is illustrated
using a case study of ‘Airline Industry’. The solution to the case study gives the
optimal mix of COTS and in-house components selected that will give the optimal
value of reliability, cost and execution time for the software system under the
above mentioned limitations.
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A Novel Lossless ECG Compression
Technique for Transmission in GSM
Networks

Diana Moses and C. Deisy

Abstract This paper presents a novel Lossless ECG Compression using Symbol
substitution (LECS) deployable on low computational devices (LCD) like mobile
phones for effective use in telecardiology. Of the few LCD deployable compres-
sion algorithms, even losslessly compressed ECG suffers transmission loss in
Global System for Mobile (GSM) networks due to the reduced character set
supported by the SMS protocols. The LECS encodes using the Standard GSM
Character ETSI GSM 03.38 set for un-trimmed ECG transmission. The evaluation
using MIT-BIH Arrhythmia database showed an average compression-ratio (CR)
of 7.03, Percentage-Root-mean-square-Distortion (PRD) as low as 0.0211 proving
superior performance in both compression and quality for real-time mobile based
telecardiology applications.

Keywords Lossless ECG compression � ECG in SMS � ECG transmission �
Telecardiology � ECG transmission in GSM network � Symbol substitution based
compression

1 Introduction

Telecardiology is the electronic transmission of cardiac data wiz the Electrocar-
diograph (ECG) acquired from the patient to a health care service provider for
diagnostic purposes. The current availability of doctors is only 14 per 10,000
patients as indicated by the WHO [1]. Increase in aged population living alone and
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lifestyle modifications are few factors that account for the inevitability of tele-
cardiology based applications.

The Electrocardiogram is a noninvasive, transthoracic device used to record the
electrical activity of the heart. Figure 1 shows a sample ECG waveform depicting
the key features that aid in diagnosis of a heart disease. The key features used for
diagnosis are HRV (Heart Rate Variability), RR Interval and Width of the QRS
Complex [2]. The reflection of Cardiovascular Diseases (CVDs) occurs in the
shape and size of the P-QRS-T waves randomly on the ECG timescale. Thus ECG
is recorded for extended periods of time (24–48 h). This calls for compression of
the acquired data both for remote monitoring and archival purposes.

The existing ECG compression algorithms can be classified into lossless and
lossy based on the reconstruction potential of the algorithm. Lossless compression
methods ensure no loss of information and exact reconstruction of original signal
from the compressed signal. The basic approaches for lossless compression are
based on Entropy, Dictionaries and Sliding windows. Entropy based methods
include Huff-man, Shannon-Fano Coding and Arithmetic coding. Lempel–Ziv
Welsch (LZW) and some of its variations employ dictionaries for compression.
LZ77 and DEFLATE apply sliding window based compression [3, 4]. Antidic-
tionary and ASCII based me-thods are also reported for lossless ECG compression.
Lossless methods generally provide low compression ratios of 2:1 to 4:1 [5].

Lossy compression algorithms provide compression ratios of up to 10:1 to 20:1
where the high compression ratio is achieved by retaining only the important part
of the data to be encoded while discarding others [5]. Lossy compression algo-
rithms can be classified as: spatial, frequency, and time–frequency domain
methods. Methods like direct data compression, model based and parameter
extraction methods exploit redundancy in the spatial domain [5]. Model based
methods such as Neural networks build mathematical models that are losslessy
encoded by other coding schemes [6, 7]. Fourier transforms and Discrete Cosine
Transforms exploit the redundancy at different energy levels of the transformed
ECG signal [8, 9]. Multilevel resolution in both time and frequency domains is
provided by wavelet transforms [9]. Wavelets are the most commonly used
methods for lossy compression because of the efficient compression and the ability
of the transform coefficients to intricately quantify the signal in both time and
frequency domains for further analysis [9]. Generally transforms are not recom-
mended for low computational devices such as mobile phones due to higher power
consumption, requirement of buffering caused by data dependencies and increased
latency.

Lossless methods are encouraged to avoid the possibility of losing biomedical
signal artifacts of potential diagnostic significance. Lossless compression methods
employ predictive preprocessing methods followed by an encoding scheme. Chua
and Fang [10] employed a predictive discrete pulse code modulation (DPCM) and
used Go-lumb Rice coding for encoding them along with a highly integrated VLSI
design to losslessly compress ECG with very low power consumption. Koski
adopted a structural method for recognition of ECG complexes and encoded them
using complex extraction Huffman coding for improved compression performance
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[11]. Sriraam [12], proposed a correlation dimension based predictor followed by
arithmetic coding for EEG signal. Srinivasan et al. [13], employed the correlation
dimension based predictor on wavelet transform coefficients and encoded them
using arithmetic coding. Takiharo and Morita [14], proposed a novel arithmetic
coding scheme based on antidictionaries which bypassed the predictive prepro-
cessing phase and also yielded higher compression ratio. Boucheham [15], on the
other hand extended the predictive phase into two stages. Line simplification
methods for short-term prediction and Curve simplification methods for long term
prediction were used.

Muhopadhyay et al. [16], applied a simple but efficient ASCII based encoding
technique after grouping based preprocessing. He also proposed a lossy counter
part with a comparatively high quality score [17]. The method adopted the stan-
dard ASCII character set with 128 characters of which 33 are non-printable control
characters. To avoid loss of data due to use of non-printable characters when
encoding with the ASCII table forward and reverse grouping methods are
employed to encode the characters using the available 95 printable ASCII char-
acters. Nevertheless compressed ECG suffers data loss when transmitted in SMS
due to restricted character set supported by the SMS protocol. Sufi et al. [18]
proposed a novel lossy compression scheme using the extended ETSI GSM 03.38
character set defined for the SMS protocol. A computationally light, lossless
compression using this character set is required to transmit ECG in real-time
telemonitoring systems. Towards achieving the aforementioned goals, a simple
and efficient ECG compression algorithm called Lossless ECG Compression using
Symbol substitution (LECS) for lossless storage and retrieval, untrimmed trans-
mission via messaging protocols and applicable on low computational devices is
proposed. Moreover, the high compression ratio coupled with lossless compression
renders the proposed algorithm for ECG archival purposes as well. The remaining
portion of the paper is organized as follows: Sect. 2 explains the LECS

Fig. 1 An ideal ECG
waveform and its features
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Compression algorithm; Sect. 3 details the LECS Decompression procedure. The
experimental setup is explained in Sect. 4. The results and discussions presented in
Sects. 5 and 6 concludes the work and provides directions for further research.

2 Proposed Lossless ECG Compression Using Symbol
Substitution (LECS) Algorithm

Lossless compression of data ensures no data loss and exact reconstruction of
original ECG from the compressed ECG. Unlike media files where data loss can be
acceptable for the amount of compression offered, ECG and other health data
cannot be risked with the loss of data. The proposed technique is simple and
efficient. The compression is based on symbol substitution using a symbol table
constructed from the 124 printable characters in ETSI GSM 03.38 character set.
The use of this reduced character set ensures that data transmitted is not trimmed
because of reduced character set supported by SMS protocols. The LECS algo-
rithm involves a series of preprocessing phases followed by ECG Compaction and
symbol substitution based encoding. The block representation of the proposed
algorithm is given in Fig. 2. The essential steps include Normalization, Differ-
encing, Sign epoch marking, ECG Compaction, Symbol substitution based coding.
Normalization and differencing have been the basic preprocessing steps in com-
pression in many ECG Compression methods. In the proposed approach at every
phase a compression parameter is appended to the compressed ECG header to aid
in exact reconstruction. The compression parameters include normalization coef-
ficient, first value of the normalized ECG signal and Sign epoch marker symbol.
These parameters are explained in the following sections.

Each sample of ECG signal is represented by floating values and the plot is
shown in Fig. 3a. Normalization is the process of converting these floating point
values to integers thus reducing the computational cost required for further pro-
cessing. This is achieved by multiplying each of the samples by an integer called
normalization coefficient (such as 200) as in Eq. 1. The Normalized ECG is shown
in Fig. 3b. The normalization coefficient and the first value in the normalized ECG
are appended to the normalized ECG signal.

ECGn = ECGorg � NC ð1Þ

where ECGn is the Normalized ECG, ECGorg is the Original ECG, NC is the
Normalization coefficient.

The normalization process reduces the number of bytes required to store the
data from 4 bytes (floating point value) to 2 bytes (integer value). This also
reduces the amount of computation needed, by cutting down the floating point
operations. This allows the compression algorithm to be successfully implemented
on a low computational device such as a mobile phone.
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The normalized ECG signal differenced as given in Eq. 2. The Differenced
Norma-lized ECG, ECGd, is shown in Fig. 3c.

ECGd ¼ ECGnðiÞ � ECGnðiþ 1Þ ð2Þ

The key process before encoding is the Sign Epoch Marking (SEM). Sign
Epoch Marking is done by inserting the Marker symbol at the start of a series of
values with the negative sign value. After sign marking the negative values are
translated as to positive given by ECGst prior to encoding as shown in Fig. 3d.

The sign translated values represented by ECGst are then encoded using a
symbol substitution table. The table may be commonly agreed upon by both sender
and receiver to avoid the transmission of the symbol substitution table for every
acquired ECG signal. While compacting consecutive pairs of values are taken

Fig. 2 Block diagram for LECS compression

Fig. 3 Compression steps for record 100
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from ECGst. To amplify the compression, the ECG is compacted by employing the
following steps.

Values are taken in pairs. If both the values in the pair are single digit values, it
is then encoded using a single symbol indexed by SSref (given in Eq. 3) in the
symbol substitution table.

SSref ¼ ECGstði)� 10þ ECGstðiþ 1Þ ð3Þ

When double digit values are encountered in ECGst, each value in the pair
(either single digit or double digit) value is encoded using a separate character
indexed by SSref1, SSref2 (Given in Eqs. 4, 5). The Compacted ECG is shown in
Fig. 3e.

SSref1 ¼ 100þ ECGstði) ð4Þ

SSref2 ¼ 100þ ECGstðiþ 1Þ ð5Þ

Occasionally occurring three digit values are encoded using the symbol indexed
using the whole three digit value prefixed by a fixed symbol used to denote that the
symbol has been used to encode a three digit value. The output produced is a text
file with symbols used in the symbol table that could be transmitted through SMS.

3 Proposed LECS Decompression Algorithm

Decompression is the exact reverse process of compression as given in Fig. 4. The
compressed ECG is first decoded using the symbol table. The indices of the
symbols constitute decompressed output. The values are then incorporated with
sign using the marker symbol used in SEM step of LECS Compression algorithm.
The compression parameters appended in the front of the compressed ECG consist
of NC, first value of normalized signal. The first value of the normalized symbol is
used for reverse differencing followed by division by NC called Inverse Nor-
malization. The complete reverse of the compression method ensures exact
reconstruction of the ECG signal.

4 Experimental Setup

4.1 Data Description

Experimental evaluation was carried out for all ECG samples from the Massa-
chusetts Institute of Technology Arrhythmia database (MIT BIH adb) and MIT
Compression Test Database (MIT cdb). The MIT BIH Arrhythmia database
contains 48 half hour excerpts of two channel (Modified Limb Leads MLII, V1)
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ambulatory ECG recordings. The modified limb leads are used since Holter
monitoring is carried for extended periods of time (over 24 h), physical activity is
obstructed when ECG is acquired using standard limb leads. The modified limb
leads are use to avoid the interference and positioned to closely match signals
acquired from the standard limb leads. Normal QRS Complexes and ectopic beats
are prominent in the modified limbs. MIT ADB includes 23 random recordings and
25 selected recordings to represent clinically significant but less common
arrhythmias. Each recording is sam-pled at 360 Hz, each sample represented by
11 bits over a 10 mV range [19].

4.2 Symbol Table from ETSI Character Set

SMS, MMS protocols support only limited character sets (like ETSI GSM 03.38)
wherein even lossless compression methods are susceptible to truncation and data
loss during transmission. Generally text in an SMS may be encoded using any of
the three available standards: GSM 8-bit character set, GSM 7-bit character set or
Unicode UCS-2. The maximum size of an SMS is limited to 1,120 bits in the GSM
network. When using GSM 8-bit character each character is encoded using an 8-bit
character code. Therefore when encoding using GSM 8-bit character set the
maximum size of an SMS is 140 characters. Special characters in SMS text which
are not present in the GSM 8-bit character set are encoded using Unicode UCS-2
where each character is represented using 16 bits reducing the maximum character
limit of SMS to 70. But it is possible to squeeze in a few more characters into the
SMS if the SMS contains only characters available in the GSM 7-bit character set.
160 characters encoded using GSM 7-bit code can be accommodated in the limited
140 8-bit codes. Thus using characters present in GSM 7-bit character set increases
the 140 character limit and allows 160 characters to be transmitted in a single
SMS. Both GSM 7-bit and GSM 8-bit character sets are defined in the ETSI
GSM03.38 standard. Constructing a symbol table with only characters from the
GSM 7-bit character set allows more characters to be accommodated in a single
SMS and ensures untrimmed data transmission. The proposed method employs a
symbol table constructed from 124 printable characters of GSM 7-bit character set
defined by the ETSI GSM 03.38 standard to encode the sign translated ECG.
Figure 5 shows all the 124 characters used for constructing the LECS symbol
table.

Fig. 4 Block diagram for LECS decompression
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5 Performance Measures

Generally compression schemes are evaluated on two aspects: the compression
and distortion performances. The compression performance is quantified as
compression ratio, and is defined as the ratio between the number of bits in the
compressed signal number of bits in the original signal (As in Eq. 6).

Compression Ratio (CR):

CR = nðECGorgÞ
�

n(ECGcompÞ ð6Þ

where n() represents the number of bits in original ECG signal (ECGorg) and com-
pressed ECG(ECGcomp) respectively.

The distortion of the compression scheme is measured by different metrics such as
Percent Root-mean-square Distortion (PRD). PRD quantifies the error percentage
between the original signal and the reconstructed signal (Given in Eq. 7).

Percentage Root mean square Distortion (PRD):

PRD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½ðECGorg � ECGdecompÞ2

�
ECGorgÞ2�

q
ð7Þ

where ECGorg represents samples in the original signal and ECGdecomp represents
the decompressed signal.

However, in ECG Compression the clinical acceptability of the reconstructed
signal plays an important role. The fuzzy and non-algorithmic nature of this factor
propels the need for an efficient lossless compression algorithm.

6 Results and Discussions

The LECS compression, decompression algorithm was implemented in J2ME
(Java Micro Edition) deployable on low computational devices such as mobile
phones and the visualization of results was obtained using LabView8.5. The LECS
algorithm for records The LECS was evaluated using all the records from both
MIT ADB. The Compression phases and the compressed ECG data for record 100
from MIT ADB are shown in Fig. 6.

Fig. 5 GSM 03.38 based
reduced character set for
encoding
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Fig. 6 LECS compression phases for MIT BIH ADB 100
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The Comparison of original ECG signal with the reconstructed signal for the
records 100 is shown in Fig. 7.

The different performance measures for records in MIT ADB (48 records) are
given in Table 1. The maximum compression ratio of 7.47 was achieved for record
101. The Minimum compression ratio of 4.52 was obtained for record MIT ADB
203.

The comparison of existing near lossless, lossless with proposed algorithm is
presented in Table 2. Sriraam [12], achieved an average CR of 3.23 with PRD of
0.02. Mukhopadhyay et al. [16] achieved a CR of 7.18 and PRD of 0.023 and

Original 

Reconstructed

Fig. 7 LECS
decompression—MITBIH
ADB 100

Table 1 Results of proposed LECS for MIT BIH arrhythmia dataset

Record no. CR PRD Record no. CR PRD

100 7.42 0.0200 201 7.29 0.0200
101 7.47 0.0224 202 7.45 0.0173
102 7.35 0.0224 203 4.52 0.0224
103 7.29 0.0224 205 7.34 0.0173
104 7.09 0.0265 207 7.35 0.0245
105 7.02 0.0245 208 6.75 0.0173
106 6.92 0.0200 209 7.14 0.0265
107 6.03 0.0332 210 7.21 0.0224
108 7.27 0.0224 212 6.93 0.0245
109 6.74 0.0245 213 6.37 0.0245
111 6.99 0.0200 214 6.91 0.0141
112 7.35 0.0200 215 6.83 0.0316
113 7.17 0.0265 217 6.38 0.0141
114 7.41 0.0173 219 7.15 0.0224
115 7.38 0.0173 220 7.34 0.0224
116 6.78 0.0141 221 7.17 0.0173
117 7.32 0.0224 222 7.45 0.0200
118 6.61 0.0141 223 7.18 0.0300
119 7.11 0.0173 228 7.17 0.0283
121 7.39 0.0173 230 7.09 0.0173
122 6.90 0.0200 231 7.19 0.0200
123 7.41 0.0173 232 7.31 0.0173
124 7.25 0.0245 233 6.76 0.0141
200 6.86 0.0200 234 7.27 0.0200
Avg CR 7.04 Avg PRD 0.0211
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Boucheham [15] achieved a CR of 7.71 and PRD of 0.025. Although the com-
pression ratio of Mukhopadhyay et al. [16] and Boucheham [15] are higher than
the proposed LECS algorithm the Percentage Root mean square Distortion (PRD)
of the proposed algorithm is lower yielding higher quality in the compressed ECG.

7 Conclusions

This paper presents a simple yet efficient lossless compression algorithm using
symbol substitution based encoding. The performance of the proposed scheme is
evaluated using all records from MIT BIH Arrhythmia database and MIT BIH
Compression Test database. The method performs well with both normal and
abnormal ECG data, and achieves good CR with low distortion, preserving the
morphological features in the reconstructed signal. The simplicity if the technique
renders it compatible in low-computational devices such as mobile phones. The
symbol table constructed using GSM 7-bit character set ensures lossless trans-
mission through SMS in GSM Networks. Compared with some of the existing
methods, the higher compression ratio coupled with higher quality and simplicity
can be efficiently put to use in telecardiology and other remote monitoring
systems.

Acknowledgments The authors acknowledge their cordial gratitude to Dr. Moses. K. Daniel,
Professor and head of Medicine Department, Government Rajaji Hospital, Madurai, India for the
valuable clinical advice and the effort and time spent in evaluating the quality of numerous
reconstructed ECG samples.

Table 2 Comparison of proposed LECS with existing algorithms

Author Signal Dataset Algorithm CR PRD

Prediction Coding

Sriraam [12] EEG
(12 bit)

University of
Bonn &
Acquired

Correlation
dimension based
Prediction

Arithmetic
coding

3.23 0.02

Mukhopadhyay
et al. [16]

ECG PTB Differencing,
normalization
grouping

ASCII based
encoding

7.18 0.023

Boucheham
[15]

ECG
(11 bit)

MITBIH
ADB

Line, curve
simplification
based prediction

– 7.71 0.025

Proposed ECG
(11 bit)

MITBIH
ADB

Differencing,
normalization &
sign epoch
marking

Symbol
table
based
encoding

7.04 0.0211
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Disaster Relief Operations
and Continuous Aid Program
in Human Supply Networks:
Are they congruent?—An analysis

V. G. Venkatesh, Rameshwar Dubey and Sadia Samar Ali

Abstract Humanitarian supply chain and logistics has succeeded in attracting
research attention in recent years as the special field of attention. Purpose of this
paper is to introduce the difference between the Continuous Aid programmes from
the disaster relief chains in a Humanitarian Supply System. So far the literature
was so biased towards only Disaster relief chains. Through the case study and
other research, this paper is to establish and advocate that all Humanitarian Supply
networks are not having the disaster management orientation and also to establish
scope for further discussions and analysis to the area of Continuous aid category.
This paper is primarily the conceptual framework for researching the internal
operations strategy of any human Supply Network Operations. It reviews the
existing literature in Humanitarian supply network and disaster relief measure to
establish the current meaning of Humanitarian Supply network. It adopts the micro
case based approach to authenticate the concept of including the Continuous Aid
programs in ‘‘Humanitarian Supply network’’ which is currently biased towards
Disaster relief management. The paper has found the usage of Humanitarian
Supply network term in a complement way with Disaster Relief operations/man-
agement so far. However, there are operations which do not support the disaster
relief measures; On the other hand—it supports the livelihood of the society.
Those operations should also be called and classified under the Continuous Aid
Category under Humanitarian Supply network operations. Further research and
arguments are indispensable to differentiate the Operations dynamics of
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Continuous Aid Program from the disaster relief management. The discussions can
help the re-orientation of research to strengthen and streamline the definitions and
areas of Human Supply network. The conceptual paper is analyzing the operations
of Humanitarian Supply Chains in detail and gives a new dimension and school of
thought with a definition towards Humanitarian Supply networks. This is the
original paper written based on the author’s experience with NGOs operating in
this field. The concept ‘‘Humanitarian Supply Networks’’ should be established
and explored carefully, not to be used extensively only on the disaster relief
measures, based on the facts established through this paper. The points discussed
in the paper will help to widen the discussions on the Humanitarian Supply
Networks field.

Keywords Humanitarian supply network � Disaster relief operations � Compet-
itive strategy � Humanitarian logistics

1 Introduction

Humanitarian supply network organizations work to get relief services to areas of
need in the shortest possible time. Disaster relief organizations, such as the
International Red Cross Society, need to move quickly and effectively. This
requires agile supply chains and logistics systems. The pursuit of this agility has
attracted many researchers, with the development of new theories and models [1].
However, many, such as [2] argue that fragmentation and discontinuity rather than
agility and effectiveness characterize humanitarian organizations’ interventions
during and after catastrophes.

The literature makes it clear that any firm involved in the collection and dis-
tribution of material to areas of catastrophe is part of the humanitarian supply
network and such logistics account for 80 % of disaster relief [3].

Kovacs and Spens [1] shows that the challenges of humanitarian logistics
depend on the types of disasters and the activities related to different phases of
disaster relief. This paper argues that organizations that collect and distribute
material to areas of ongoing need also need to be recognized as part of humani-
tarian supply networks. The objectives of such continuous aid programs and their
supply chain networks are different to disaster relief networks. Based on a review
of the literature around humanitarian supply networks and a case study, the paper
argues that lessons from continuous aid programs could improve the speed and
effectiveness of disaster relief operations.

One of the biggest challenges that organizations face relates to the resilience
and effectiveness of their supply chains. For ‘‘ordinary’’ firms, such resilience and
effectiveness can be the source of temporary competitive advantage. In times of
recession and slowdown, the ability to deliver a wide range of items and services
to customers at the requested times and places can maintain and increase market
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share. Firms that fail to adapt to gradual structural shifts and firms whose supply
chains are unresponsive to market needs lose. Timeliness and market respon-
siveness are vital factors in business success and failure.

According to Balcik and Beamon [4], for humanitarian organizations both the
challenges of timeliness and the costs of failure are amplified by the unpredict-
ability of demand, the suddenness of need, the high human costs involved and the
lack of resources. The magnitude of the challenges underlines how much logistics
and supply chain operations are pivotal in humanitarian relief and rescue opera-
tions—they determine the effectiveness and efficiency of the disaster response and
relief operations.

2 Humanitarian Supply Chain: What the Researchers Say
so Far?

The logistics of disaster relief and the workings of humanitarian supply chains
interest researchers and practitioners and the literature is growing rapidly. The aim
of this paper is to establish a re-engineered perspective on the emerging orthodoxy
around humanitarian supply networks. The literature equates such networks with
disaster relief: the speedy delivery of relief material to areas of acute need in a
moment of crisis. Such relief management systems have been investigated well by
researchers.

However, this paper argues that humanitarian supply networks could also
include the delivery of material to areas of chronic need over time. For example,
Thomas and Kopczak [5] define humanitarian logistics as ‘‘the process of plan-
ning, implementing and controlling the efficient, cost-effective flow of relief goods
and materials/aid as well as related information, from point of origin to point of
consumption for the purpose of meeting the ultimate requirements of the end
beneficiary in a situation of humanitarian concern’’ (emphasis added). Such a
definition allows for the inclusion of networks that operate to meet chronic rather
than solely acute need. The paper argues that such continuous aid programs have
both different outlooks and operations compared with disaster relief networks and
chains of supply.

Ertem [6] outlines the difference between the commercial SCM and humani-
tarian supply network. The general logistics literature has tended to focus on leaner
supply chains through improving efficiency and reducing costs [7]. More recently,
the emphasis has shifted towards more agile supply chains for highly dynamic
environments with more emphasis on innovation and responsiveness [8]. The
analysis has been made in the lines of lead time, competency requirements,
inventory requirements, performance measurements and other important points.
There is a clear demarcation in terms of inner operations between the Direct or
Normal supply networks and humanitarian supply network.
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Such questioning is inline with Glenn’s (2009) conclusion that everything from
agility to working in partnership is under discussion in research around humani-
tarian networks. This partly fueled by comparisons between disaster relief and
normal business practices and conditions. For example, [5] defines the humani-
tarian supply chain as:

The process of planning, implementing and controlling the efficient, cost-
effective flow and storage of goods and materials, as well as related information,
from the point of origin to the point of consumption for the purpose of alleviating
the suffering of vulnerable people. The function encompasses a range of activities,
including preparedness, planning, procurement, transport, warehousing, tracking
and tracing, and customs clearance.

This perspective presents disaster relief as if it was the practice of logistics in
unexceptional circumstances and conditions. However, disaster relief, by defini-
tion, should concern itself with the impact of unpredictability. As Chang et al. [9]
noted, generally, the predictability of a disaster plays a role in the possibilities of
responding to it and the occurrence of particular types of disasters can be tied to
specific geographical areas. Humanitarian supply networks are concerned to work
with the predictable unpredictable. And, according to Sowinski [10] learning from
humanitarian logistics is important for business logistics and commercial supply
chains, as disaster relief operations show how to manage unpredictable
environments.

Thomas and Mizushima [8] notes that humanitarian logistics is a bridge
between the disaster preparedness and disaster response, between procurement and
distribution and between headquarters and the field. Logistical coordination is
needed between humanitarian organizations and within the humanitarian supply
chain [2, 11, 12].

For example, in a typical humanitarian relief mission, large stocks of a wide
range of goods (water cans, tents, canned foods, clothes, blankets, cots, bedding,
hygiene items and medical equipment and supplies) are inventoried in warehouses
for distribution to the end beneficiaries (people affected by the calamity or natural/
artificial disaster). These supplies need to be protected and transported. They also
need to be part of a distribution system with reverse logistics capabilities.

Most of the literature strongly supports the idea that humanitarian logistics
involves moving materials to the disaster prone area (in terms of practical/real time
experience) rather than to people, communities places where the need is great.
Kovacs and Spens [1] argues that humanitarian supply chains are grounded in
disruptions and natural disasters that demolish markets, not simply ongoing pov-
erty or need. They emphasize governments’ role in handling the humanitarian
supply network. Humanitarian logistics contributes most to disaster relief. Most
reliable estimates put logistics accounting for at least 80 % of the costs of disaster
relief efforts [12].

Given this emphasis, there is little discussion in the literature of supply net-
works operated by Non-Government Organizations (NGOs) to service the chronic
rather than acute needs of communities. This is despite the work of [8] which does
not differentiate between the supply networks operated in different target
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environments. Continuous aid can be part of the humanitarian supply network and
part of disaster relief operations and depends on the work of NGOs, argue [4].
Even so, there is no specific recognition for the NGOs who work to meet the
chronic and ongoing development needs of the people. Whilst they do not feature
in the literature, they act as mediating agencies or enablers for entire humanitarian
supply networks.

Oloruntoba and Gray [2] cite [13] classification of humanitarian aid organiza-
tions and NGOs into two broad types of activities:

(a) Relief activities: Relief for victims of large-scale emergencies. These short-
term activities focus on providing goods/aid (such as food, water, shelter,
clothing, bedding) and rehabilitation services to minimize immediate risks to
human health and survival.

(b) Development activities: These are longer-term aid activities that focus on
community self-sufficiency and sustainability. These activities include,
establishing permanent and reliable transportation, health care, housing, and
food.

This paper argues that there needs to be greater recognition of and attention
given to the various segments of humanitarian supply networks (minus the disaster
relief operations). It identifies two new fields of research based on the services
offered by humanitarian organizations/NGOs in mitigating disasters and managing
social development.

3 A Re-look into the Typology of Humanitarian Supply
Chains

Kovacs and Spens [1] argue that there are two streams of humanitarian logistics
identified in the literature: continuous aid work (without any disaster orientation)
and disaster relief. However, the different characteristics of these two relief chains
have not been established or given much detailed attention. This gap allows scope
for this paper to develop such a conceptual framework based on a detailed liter-
ature review and interviews and discussions with humanitarian logistics and
supply chain managers. The conclusions are demonstrated through a micro case
study of an Indian NGO.

It is very important to define a typology the humanitarian supply chains based
on the views of participants and the realities of the operating environment. This
paper places the entire humanitarian network into a architecture called Disaster
Relief Chains and Continuous Aid Programs (CAP) and identifies two different
versions of continuous aid supply chains: Disaster oriented Continuous Aid Pro-
grams (D-CAP) and Need/societal based Continuous Aid programs (N-CAP).

Kovacs and Spens [1] differentiates the participating organizations into various
types based on the operations are handled by them. These go from supranational
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aid agencies (such as UN agencies) and governmental organizations (GOs) to big
international non-governmental organizations (BI-NGOs) and non-governmental
organizations (NGOs) (Fig. 1).

3.1 Disaster Relief Supply Chains (DRC)

According to the UN Charter:
Disaster is described as an event that causes a serious disruption of the func-

tioning of society, posing a significant, widespread threat to human life, health,
property or the environment, whether caused by accident, nature or human
activity, and whether developing suddenly or as a result of complex, long-term
processes.

[29] and [14] present clear classifications of disasters. They argue that sudden
natural disasters cannot be assessed in the same ways as most man-made disasters,
as there is the possibility of preparedness. Many aid agencies are focused on relief
after natural disasters [20] and for many of them the disaster is the trigger for the
design and operation their entire supply chain and their use of various strategies to
manage the impact of the disaster. Any disaster relief chain operates, in principle,
purely on the service perspective to restore normal life in the affected area. During
this process, it is dependent on its agility to collect the materials and respond to
need at the site of action, argue [2].

Fig. 1 Proposed new typology of humanitarian supply chains
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The character of the material supply chain is more reactive in the case of relief
delivered through non-established networks. They tend not to be selective in
product portfolio handling and to exhibit intrinsic imbalances in the supply–
demand equilibrium of the material supply chain. This phase of the operation is
highly dependent upon the assessors/surveyor’s initial assessment report and there
is little possibility of standardization for material handling or operations along the
entire supply chain, due to the complexity of the operations and lack of appro-
priately trained personnel in this field of operations. The nature of relief material
(food, medicinal goods and supplies) is such that they require greater attention in
terms of appropriate storage and safe transportation. In this, DRC shows a better
response than D-CAP and N-CAP.

There is a huge literature available on the operations of various operations in
this category (sudden disaster relief chains), but the focus of this paper are the
continuous aid programs/operations of NGOs and similar organizations, where
there established networks of communication, supply and demand prior to any
sudden disaster.

3.2 Continuous Aid Supply Chains (CAS)

Supply chains can respond differently to disasters based on their preparedness to
face the situations. These NGOs and BINGOs are well exposed to their supply
chain systems and delivery formats to the site of disasters. These factors help
networks make agile responses to disasters, when active material collection and
distribution is triggered. This type of supply network we term a Disaster-oriented
Continuous supply program (D-CAP).

At the same, all the humanitarian supply is not meant for disaster relief. There
are some networks, predominantly operated by NGOs, established to meet peo-
ple’s ongoing basic livelihood needs. In this paper, these are termed Need based/
societal Continuous Aid Programs (N-CAPs) and presented as a separate category,
with different characteristics of operation and delivery to disaster relief chains
(DRCs). The overall argument is that continuous aid supply chains allow for the
systematization of humanitarian operations, stronger forecasting and more effec-
tive analysis. They also offer the possibility of a completely different outlook on
handling and researching operations. The following sections detail the characters
of both D-CAP and N-CAP to support these conclusions.

Chandes and Paché [15] argues that it is impossible to have a standardized
environment for supply chain operations in humanitarian aid and cite the Kashmir
earthquake as an example. This paper argues that this need not be the case if there
is a shift towards a model based on principles derived from a continuous aid
environment, where there are standardized procedures for distributing aid to the
needy. Such a shift would allow for greater speed/turnaround time and allow the
inclusion of all contemporary practices in SCM, such as Vendor/Donor Managed
Inventory (VMI) and innovative strategies in attracting the materials to the system.
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The available evidence indicates that the DRC gives less scope for such stan-
dardization, experimentation and innovation.

3.2.1 Disaster Oriented Continuous Aid Program (D-CAP)

Many NGOs/BINGOs investigate disasters and their impacts using sophisticated
technologies and well–researched reports. Such investigations help all partners to
face the situation and establish the network to respond to it. This paper contends
that disasters can be well prepared for where agencies’ activities have a proactive
aspect and have material collection programs throughout the year. The system
might only respond after the disaster, but would be supported by much longer
preparation time than that characteristic of the DRC model. This significantly
helps the standardization of material handling along the supply chain, as the
throughput time is really high.

Tomasini and van Wassenhove [16] said that the resources available in the D-
CAP and DRC are unknown in the system and that suppliers’ contribution is
unpredictable. Simpson [17] argues that this creates redundancy and duplication.
But NGOs may take proactive steps to cover up and lessen the negative impact
created by the D-CAP and DRC approaches.

The drivers for this supply chain are entirely different from DRC. Forecasting
and material handling are its core drivers and there can be some selectivity in
terms of the material needs and to the product portfolio. The advantage is that it is
possible to match any product to the disaster site, irrespective of preferences, as
any material can be put into the system without any restriction. There is also space
for products to be re-engineered due to its larger band in the throughput time.

This system is as dependent as DRCs on the surveyor’s report on the impact of
the disasters. It is difficult to predict the quantities of material to be loaded in the
supply chain, as this depends on the impact of the disaster. However, the material
handling costs will be at the higher level, as storage costs are involved in the pre-
determined place as a part of the preparedness.

D-CAP can create savings in the supply chain that are not practical in the DRC
model. The triggered relief measures can be operated professionally in D-CAP, as
they have pre-processed goods, and this can reduce material handling costs. One of
the areas of research could be the areas of costs under NGO distribution opera-
tions. For D-CAP, disaster chart analysis (including forecasts of possible disasters)
is a vital tool for the distribution and handling of materials. D-CAP supply chains
are handled by the professionals in the field with a cost saving orientation and
more innovation in product handling.

Where NGOs assess their total distribution costs and coverage, they can take a
cautious trade off approach to enter into DRC or D-CAP. The key considerations
that may help them to decide are:

• Overhead costs
• Coverage area
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• Total cost of distribution
• Cost of supplies
• Number of predicted donors
• Material handling ability
• Trained personnel to handle the inventory and
• Potential inventory investments (including all setups and material handling).

For example, the International Federation of Red Cross and Red Crescent
Society (IFRC) has established its Regional Logistics Units (RLUs) in Kuala
Lumpur and Dubai. They cover the entire South East and Middle—East Asia
regions respectively during any major natural disaster. Although, this pre-posi-
tioning gives them the ability to get material to the site, they are still dependent on
the assessor/surveyor’s report and the supply chain managers. Even so, the D-CAP
model allows for the testing or application of best practices to supply chains, less
of an option with DRC. For example, the best distribution practices exist at
International Red Cross in Forecasting, Fleet operations Monitoring and Human-
itarian Logistics System (HLS), best Coordination practices are all core operations
that can be implemented in D-CAP and N-CAP too. However, even these initia-
tives do not resolve the issue of standardization across all phases of supply chain.

3.2.2 Need Based/Societal-Continuous Aid Program (N-CAP)

The next category in the humanitarian framework is the Need based/Societal
Continuous Aid Program (N-CAP). This research shows that humanitarian net-
works have not taken on board this concept. N-CAPs tend to be run by NGOs with
strong social distribution networks. NGOs that collect material throughout the year
according to emerging social needs can be seen as part of N-CAP supply chains.
N-CAP exhibits many characteristics that differentiate it from DRC and D-CAP.
Some of these are described below.

Demand forecasting can be very accurate and the products necessary to meet
particular demands can be sourced and provided. N-CAP assessments can be
precise, as supply chain programs can be monitored and controlled and there is a
high degree of delivery flexibility in terms of planning and distribution, as they are
triggered by any disaster/event. The profit outlook can also be considered and
calculated rather better than with DRC and D-CAP. Even though in DRC there are
fewer holding costs and in D-CAP there is a close monitoring step on the same.

But in N-CAP, collection and delivery can be planned through assessments at
the various phases on the cost of the operations. The demand–supply equilibrium
can be well maintained through continuous supply and close follow ups with the
donors. There can also be a higher degree of control over the quality and quantity
of the products and a greater probability that they can be delivered according to the
needs than there are with the D-CAP and DRC models. There is evidence that the
DRC and D-CAP systems can include non-useful material. The N-CAP approach
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allows NGOs both to raise and distribute existing materials necessary on the
ground and to innovate and re-engineer products into the system.

Steps of quality check and grading processes are the unique differentiating and
advantage operations in N-CAP operations. These can result in better efficiency in
terms of usage of the product. Less coordination is required, as everything can be
well organized/planned prior to any actual disaster and distribution planning can
be very precise. Above all, there is no pressure in N-CAP to retrieve the livelihood
in comparison with the magnitude of the operations handled by DRC and D-CAP.

This is very similar to the normal supply chain, except for the quantity of
material and the practice of inventory. Still, it carries the uncertainties in terms of
material supply, which has to be focused differently. It also offers the flexibility
of handling the disaster as the DRC lead member. In Tsunami 2004 event, many
of the NGOs took the charge of the particular coastal areas in Indonesia, India
and Sri Lanka. Along with D-CAP, N-CAP offers a clearer platform than DRC to
assess their performance through the metric system, due to its transparency and
control in the entire supply chain. A supply chain based on N-CAP offers checks
on inventory value and returns, spoilages, cost spent on the particular aid reci-
pient, donor/acceptor—amount received per time and year-long fill rate
achievement. It gives the room for the application of IT to improve the processes
and increase the efficiency of the system, unlike the DRC and D-CAP models.

The attributes of the networks can be analyzed using Charles’ [18] frame work.
Charles identifies various attributes of the supply chain from control through to
flexibility and the comparison highlights the overall gains in efficiency, effec-
tiveness, economy and equity of N-CAP over both DRC and D-CAP (Table 1).

4 Goonji: Micro Case Study on N-CAP

The case study focuses on an Indian NGO, Goonji. Based in New Delhi, it was
established in 1998 to deliver ‘‘clothing for all’’. It now acts as the lead organi-
zation/initiator in a humanitarian network that transfers used clothing and
household goods from India’s rich to its poorest communities. Its story facilitates
an understanding of N-CAP and its place in the entire supply chain system.

Goonji is primarily focused on distributing materials to needy people through a
humanitarian supply chain system supported by more than 250 partner organiza-
tions, including Indian Army. 75 % of these are primary partners who work with
Goonji throughout the year and the remaining 25 % give support during disasters.

Initially, Goonji collected and distributed clothes to remote villages of the
interior. It founders felt that NGOs often forgot the basic need for clothing as part
of their disaster relief measures. However during 2001 Gujarat earthquake and the
2004 Tsunami relief operations, NGOs were flooded with clothing surpluses that
were not needed at the disaster sites, whilst Goonji distributed their continuously
collected product in the far flung villages of India with the dignity and pride.
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The target customers for Goonji are the rural poor, who are often unable to
afford two per day let alone fresh clothing. It also works to supply poor school
children with stationary through an initiative largely managed by urban school
children.

The nature of poverty in the remote villages encouraged Goonji to deal with
their social needs in a different way. It wanted to establish a humanitarian supply
chain system by partnering with the Channel (for collection and distribution)
partners wanted to charge for the clothes that it distributed. It needs to be
emphasized that both of these decisions are new in the Indian context: most NGOs
distribute material free of charge and deal with disaster relief or different forms of
social development.

Goonji has developed an extensive network of initiatives to collect clothing and
materials in partnership with major retailers, manufacturers, volunteering organi-
zations, schools and colleges from all parts of India throughout the year. There are
specific and seasonal campaigns to maximize the resource collection before and
after climatic seasons and there are more than 8 distribution and processing
centers.

Goonji’s track record of effective partnerships and flexibility has meant that it
also acts as the leading NGO in many DRC and D-CAP activities, such as
responses to the 2004 tsunami and annual flood relief measures in Northern India.

4.1 Network Operations

Goonji has built up a network of partners across twenty-one Indian states and holds
yearly summits for them. It maintains its partner list as a dynamic document in its
network operations and take great care in selecting them. Potential partners are
usually assessed on the basis of their credibility in the local community, media
reports, strong local references and previous local program implementation
experience. Goonji’s works with partners because it needs their strengths in par-
ticular localities and to provide a distribution infrastructure to reach far reaching
communities across a much wider range than it could manage by itself.

Whilst Goonji is active 365 days a year collecting materials, their distribution
system works in a different way. It has a centralized warehouse and processing
center, where materials are sorted, graded, reengineered into new products and
packed for distribution. The center processes 80 tons of materials (clothing, sta-
tionery and furniture) every month. Re-engineering is an important aspect of this
process. For example, unusable clothes are converted into cloth-based sanitary
napkins. 1.8–2.4 million of these are made per year. Newspapers are converted
into paper bags and note books re-engineered from one side used papers from
offices.

In Goonji forecasting works on the basis of a continuous feedback system with
partner organizations. The partners work in particular locations to assess material
needs. The details can be matched with the forecasting figures for the supply
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system studying the details of village and its needs based on the population and
age-group. The figures are always validated before any distribution exercise by site
visits from Goonji volunteers and the partner. The partner NGOs are responsible
for the administration of the distribution network, whilst Goonji works to establish
its supply chain system to act on the inventory management and its backlog
maintenance. Goonji keeps communicating with partners about their warehoused
materials and encourages them to explore possibilities for their use. Every year
Goonji’s performance is calculated based on the number of programs implemented
in a particular region, the total amount of materials distributed against the goods
received and the turn over times in managing supply requests from partners. A key
feature of their work is continuous nature of their collection, communication,
assessment and distribution. This allows for better planning and more responsive
and effective interventions.

Another important feature of this humanitarian network that distinguishes it
from DRC and D-CAP is that the materials are NOT free to beneficiaries. They
have to execute the social and necessary project in their community area and in
turn, they get the material for their contribution in work. The school materials are
distributed in a similar way. The way in which the product portfolio is managed is
highly relevant here. It closely monitors distribution costs through better planning
and the use of domestic trucking companies (such as, Transport Corporation of
India, AFL and Safe Express). The service providers give a reasonable discount for
Goonj’s distribution operations and Goonji passes on these costs to local partners.

4.2 Learning and Discussions from Goonj

Many NGOs operate humanitarian supply networks only during disasters. They are
judged on their ability to handle and operate the relief supply chains. However,
operations like Goonji offer evidence that there should be the separate category of
relief supply chain that operates continuously. It could be seen as a nodal or
Mother NGO according to Spens framework [1] (Table 2).

The above points support the recognition of Goonji in the N-CAP framework
and underline the importance of a separate field for research in humanitarian
supply chain management where continuous aid programs have different operating
objectives to disaster relief chains.

5 Concluding Remarks

The research field of humanitarian logistics is undergoing strong and dynamic
development, as evidenced by the recent increase in publications around the
humanitarian supply chain system. However, those research outputs concentrate
on disaster relief chains and that leaves scope for the analysis of continuous aid
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programs (CAP) as a separate field of research. This paper is the first step towards
a separate category of humanitarian network and discussions around NGO par-
ticipation in such networks.

There are few characters that can be established for the continuous aid oper-
ations. Nevertheless, the paper opines the fact of the established facts of the
Humanitarian Supply Chain framework and tried to analyze the entire framework
in a different angle aimed for the knowledge development in the particular field of
research. Further, the paper can lead to the discussions of establishing the Key
performance metrics/indices for the Continuous aid operations through the N-CAP
model. Further, it would leave the argument of calling all NGO operated relief
chains to be put under ‘‘Humanitarian Supply Chain Operations’’. It welcomes the
discussions from the practitioners across the world for the useful deliberations,
considering the importance of the discussions put forwarded in this paper.

References

1. Kovacs, G., Spens, K.M.: Identifying challenges in humanitarian logistics. Int. J. Phys.
Distrib. Logistics Manage. 39(6), 506–528 (2009)

2. Oloruntoba, R., Gray, R.: Humanitarian aid: an agile supply chain? Supply Chain Manage.
11(2), 115–120 (2006)

3. Trunick, P.A.: Special report: delivering relief to tsunami victims. Logistics Today 46(2), 1–3
(2005)

4. Balcik, B., Beamon, B.M.: Performance measurement in humanitarian relief chains. Int.
J. Public Sect. Manage. 21(1), 4–25 (2008)

5. Thomas, A., Kopczak, L.: From Logistics to Supply Chain Management: The Path Forward
in the Humanitarian Sector. Fritz Institute, San Francisco, CA (2005)

Table 2 Analysis of Goonji network under humanitarian network characteristics

Aim of the network To serve the basic clothing and materials to the mankind

Actor structure Goonji has more than 250 partners, of which 75 % have the primary
purpose of supporting its humanitarian supply network

Set-up phases Collection, sorting, re-engineering and distribution to the villages
Basic features The goods are not given freely. They are exchanged for work rather than

money
The service operates throughout the year to match the needs of deprived

communities with available resources
The infrastructure also has disaster relief capabilities

Supply chain
philosophy

The supply chain works through the ongoing coordination of supply with
demand by continuous communication with partners and necessary
adjustments

Time effects The appropriate and timely distribution of goods meets ongoing social and
material needs, but does not have the ‘impact’ of DRC

Control aspects Demand and transparency in the supply chain are well controlled. Donors
can be informed of product movement at any stage and costs are also
monitored very closely

972 V. G. Venkatesh et al.



6. Ertem, A.M., Buyurgan, N., Manuel D.R.: Multiple-buyer procurement auctions framework
for humanitarian supply chain management. Int. J. Phys. Distrib. Logistics Manage. 40(3),
202–227 (2010)

7. Lee, H.L.: The triple-a supply chain. Harvard Bus. Rev. 82, 102–112 (2004)
8. Thomas, A., Mizushima, M.: Logistics training: necessity or luxury? Forced Migr. Rev. 22,

60–61 (2005)
9. Chang, M.-S., Tseng, Y.-L., Chen, J.-W.: A scenario planning approach for the flood

emergency logistics preparation problem under uncertainty. Transp. Res. Part E 43(6),
737–754 (2007)

10. Sowinski, L.L.: The lean, mean supply chain and its human counterpart. World Trade 16(6),
18 (2003)

11. Altay, N., Prasad, S., Sounderpandian, J.: Strategic planning for disaster relief logistics:
lessons from supply chain management. Int. J. Serv. Sci. 2(2), 142–161 (2009)

12. Wassenhove, L.N.: Humanitarian aid logistics: supply chain management in high gear.
J. Oper. Res. Soc. 57(5), 475–489 (2006)

13. Byman, D., Lesser, I.O., Pirnie, B.R., Benard, C., Waxman, M.: Strengthening the
Partnership: Improving Military Coordination with Relief Agencies and Allies in
Humanitarian Operations. Rand Corporation, Santa Monica, CA. Available at: www.rand.
org/pubs/monograph%20reports/MR1185/ (accessed April, 2012)

14. Pettit, S.J., Beresford, A.K.C.: Emergency relief logistics: an evaluation of military, non-
military, and composite response models. Int. J. Logistics Res. Appl. 8(4), 313–331 (2006)

15. Chandes, J., Paché, G.: Investigating humanitarian logistics issues: from operations
management to strategic action. J. Manuf. Technol. Manage. 21(3), 320–340 (2010)

16. Tomasini, R.M., van Wassenhove, L.N.: Pan-American health organization’s humanitarian
supply management system: de-politicization of the humanitarian supply chain by creating
accountability. J. Public Procurement 4(3), 437–449 (2004)

17. Simpson, G.R.: Just in time: in year of disasters, experts bring order to chaos of relief;
logistics pros lend know-how to volunteer operations; leasing a fleet of forklifts; bottlenecks
on the tarmac. Wall Street J. (Eastern edition), Nov 22, p. A1 (2005)
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Graduate School Application Advisor
Based on Neural Classification System

Devarsh Bhonde, T. Sri Kalyan and Hari Sai Krishna Kanth

Abstract Neural classification systems are widely used in many fields for making
logical decisions. This paper envisages a neural classification system based on
back propagation algorithm to suggest an advisory model for graduate school
admissions. It uses real and synthetically generated data to advise the students
about the group of graduate schools where they have the maximum probability of
getting selected. The system takes into consideration all the important aspects of
the student’s application such as: the GPA, GRE score, number of publications,
professor recommendation, parent institute rating and work experience in order as
to suggest the group of potential schools. A new parameter named Student Rating
Index (SRI) is also defined for a better representation of the quality of professor
recommendation. The system comprises of a two-layer feed-forward network, with
sigmoid hidden and output neurons to classify the data sets. The results are verified
using mean square error method, Receiver Operator Characteristic (ROC) curve
and confusion matrices. The verification confirms that the proposed system is an
accurate and reliable representation. Thus the proposed advisory system can be
used by the students to make more focused applications in the graduate schools.

Keywords Neural classification � Graduate school application � Advisory
model � Back propagation algorithm

1 Introduction

Across the globe, there may be numerous schools offering a particular graduate
program. The students generally shortlist the graduate schools based on their rank-
ings and on the recommendation of peers currently studying in those schools. There
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are discussion forums and admission counselors available for admission advice but
no advisory model is present for the students to suggest the graduate schools where
their chances of getting selected are the best. The total cost of completing the
application procedure for different potential graduate schools can be very high.

In this project a neural classification system based on back propagation algo-
rithm is proposed to advise the students about the group of graduate schools where
have maximum probability of getting selected. The system takes into consideration
all the important aspects of an application, such as: the Grade Point Average
(GPA) of the student, GRE score, professor recommendation, number of publi-
cations, parent institute rating and work experience to suggest the result. A new
parameter named Student Rating Index (SRI) is defined for a better representation
of the quality of professor recommendation. The system is trained based on data
available from prominent sources and it predicts the suitability of the student to get
selected into each defined group of graduate schools. The system proposed is
useful for the students to make more focused applications in the graduate schools
where their chances of getting selected are high. It may also be used to reduce
unnecessary expenditure on application costs for the group of graduate schools
where their probability of selection is not good.

2 Neural Classification System

The neural network classification system helps in classifying various cases into a set
of target categories based on various input parameters that represent the input cases.
It has wide variety of applications in market forecasting, mortgage screening, loan
advising etc. The graduate applications consists of various parameters that repre-
sents their academic and research performance during their undergraduate study.
Due to the large number of input parameters available, a neural classification
system based on back-propagation algorithm using real and synthetic data is
developed. Artificial neural networks analyze data sets one by one, and learn by
comparing the predicted classification of the data set with its actual classification.
The calculated errors from the initial classification of the first set are fed back into
the network, and are then used to modify the networks algorithm the second time
and this process is repeated for n iterations. This process of learning from the error
and updating the model is the basis of back-propagation algorithm.

2.1 Model Formulation

The model is formulated based on back-propagation algorithm using MATLAB’s
Neural Network Pattern Recognition Tool. This tool helps in developing a neural
network to classify inputs into a set of target classes. The tool employs a two-layer
feed-forward network, with sigmoid hidden and output neurons to classify the data
sets.
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A total of 1,000 data sets with 6 input parameters, 10 neurons in the hidden
layer and 3 neurons in the output layer are used for the creation of the model as
shown in Fig. 1. In the model 70 % of the data sets are used for training, 15 % of
the sets are used for validation and the rest 15 % are used for testing of the model.
The input parameters used for each data set are:

1. Grade Point Average (GPA) of the student
2. Graduate Record Examination (GRE) score
3. Student Rating Index
4. Number of Publications
5. Parent Institute Rating
6. Work Experience.

2.2 Result Representation

The proposed neural classification system takes the input parameters for an
applicant into consideration and suggests the group of schools suitable for his
profile. In order to group the schools, three grades of schools namely: Grade A,
Grade B and Grade C are defined based on the ranking of schools available from the
reputed ranking organization: QS Rankings (http://www.topuniversities.com/)
Grade A schools have been defined as the graduate schools with ranking between 1
and 30, Grade B schools comprise of the schools having ranking between 31 and 70
and Grade C schools are defined as the schools having ranking between 71 and 100.

3 Input Data Collection

The input data sets required for training and formulating the neural network are
collected from prominent sources or generated synthetically on the basis of
observed trends. Detailed explanation of the input data used for representing
different input parameters are as follows.

Fig. 1 Schematic of neural network (Source MATLAB Neural Network Pattern Recognition
toolbox)
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3.1 Grade Point Average (GPA) of the Student

The GPA of a student is one of the most influential parameter in deciding the
outcome of the application and hence is employed in the formulation of the pro-
posed neural network model. The GPA of students studying at various graduate
schools are collected from the online discussion forums: Gradcafe (http://forum.
thegradcafe.com/) and Edulix (http://www.edulix.com/forum/index.php). From the
data collected, it is observed that the GPA varies over the range of 6–10 on a 10
point scale. A histogram representing the range of GPA used for data description is
shown in Fig. 2.

3.2 Graduate Record Examination (GRE) Score

The GRE score is a prerequisite for many universities and hence forms an essential
part of every application. The GRE scores for previous year applicants are also
collected from the online discussion forums: Gradcafe (http://forum.thegradcafe.
com/) and Edulix (http://www.edulix.com/forum/index.php). The range of score
observed in the data set is from 300 to 340 mostly ranging between 315 and 325.

3.3 Student Rating Index

A new parameter called as Student Rating Index is defined to account for more
accurate representation of the professor recommendation value. This index is
dependent on the rating of student given by the professor and also on the repu-
tation of professor in their field of research. The h-index values of the professors
measures the productivity and impact of their published work. The h-index values
for various professors are collected from the citation website Scopus (https://www.
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scopus.com/home.url). Thus the final student rating index values ranging from 0 to
1 is formulated based on the following equation:

Student rating index ¼ 0:7 � rating of studentð Þ þ 0:3 � normalized h-indexð Þ
ð1Þ

Where the rating of student is done on scale of 0–1 and normalized h-index
values are also on a scale of 0–1. It is evident from Eq. 1 that more weightage is
given to the rating given by the professor to the student.

3.4 Number of Publications

The publications of an applicant represents their research background and is given
a high weightage while judging different applications. On account to the inbuilt
difficulty in collecting real world data for the number of publications, it is assumed
that it follows a normal probability distribution function with mean of three
(l = 3) and standard deviation of one (r = 1). The histogram depicting the dis-
tribution can be seen in Fig. 3.

3.5 Parent Institute Rating

The reputation of an applicant’s parent institute is considered an influential
parameters towards the selection of an application as it represents the level of the
competition they experienced and in-depth exposure to their respective fields. The
rating values of various universities are collected from the ranking organization:
QS Rankings (http://www.topuniversities.com/).
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3.6 Work Experience

The work experience represents first hand application of a student’s knowledge in
a given field, which can be in the form of a job or an internship. Large data sets of
work experience for different applicants was not available in the resources, hence
synthetic data is generated for its representation. On observing the available trends
of work experience for various applicants, a skewed distribution like lognormal
probability distribution function is found to be more suitable to represent this
parameter, since a large number of applicants have work experience mostly
ranging from 1 to 2 years and there are fewer applicants with higher work
experience. The lognormal distribution used for its representation can be seen in
Fig. 4.

4 Example Application

The contribution of the applicant’s GPA, GRE score, number of publications,
parent institute rating, work experience and professor recommendation (which is
reflected in the student rating index) in determining the probable grade of schools
in which they can get admitted can be seen in Table 1. In the first example
application, the student has a high GPA, two publications and good work expe-
rience. Even though the applicant has a GRE score which may be termed as low,
the rest of his profile is too good to be rejected by a top notch university. The
system takes these factors into consideration and suggests that the applicant has
high probability of getting selected in Grade A schools. Similar trends are
observed in the real world data, where the academic profile is given a higher
importance than the GRE score. In the second case, the applicant has a low profile
(low GPA and other important factors) and hence is suggested applying to Grade C
schools with a suitability of 1. In the third case, the student has a good profile with
moderate GPA as a result, the system suggests him to apply for Grade B schools to
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improve his selection chances. In the fourth case, the overall profile of the
applicant is great, which is in-turn reflected in the professor recommendation index
too, hence the system recommends him to apply for Grade A schools. In the fifth
case, the applicant has an above average profile, which is more appropriate for
Grade B and Grade C schools. The system rightly predicts the suitability of the
student getting admitted into a Grade B and Grade C schools as 0.624 and 0.376
respectively so that the student is advised to apply for both Grade B and Grade C
schools for best results. Similar results are observed for the sixth case where the
applicant’s profile is a border case between Grade A and Grade B schools. The
model duly predicts the suitability of getting admitted to Grade A and Grade B
schools as 0.57 and 0.43 respectively. Hence the results obtained are in agreement
with the statistics available from various universities regarding their graduate
admissions.

4.1 Verification of Results

The performance of the system is verified by determining the mean square errors,
the Receiver Operator Characteristic (ROC) curve and by computing the confusion
matrix.

The Mean Square Error (MSE). It is the average squared difference between
the target and the outputs which indicates how accurate a model is. The MSE
values obtained in the model during training, validation and testing are 4.27e-3,
6.64e-3 and 4.83e-3 respectively (as shown in Table 2), indicating that the
model is very accurate. The percent error which indicates the fraction of samples
misclassified, has a very low value of 6.67e-1 percent for the proposed model. It
implies that the system fails just 6 in 1,000 times (or has accuracy of 99.33 %)
thereby verifying the accuracy and the reliability of the results.

Receiver Operator Characteristic (ROC) curve. Another useful diagnostic
tool used to get an idea about the accuracy of the model is the Receiver Operator
Characteristic (ROC) curve. If threshold values are assigned to output in the range
of 0–1 for each class of the classifier, the ROC represents the curve of true positive

Table 1 Sample example results for the proposed model

Sr.
No

CPA GRE
store

No. of
publication

Parent
institute
rating

Work
experience

Student
rating
index

Suitability of getting
admitted into grade

Probable
grade of
school

A B C

1 9 316 2 3 4 0.8 1 0 0 A
2 6.7 313 0 5 0 0.6 0 0 1 C
3 8.2 320 1 3 2 0.7 0 0.998 0.002 B
4 8.76 327 2 4 1 0.9 1 3E-04 0 A
5 8 315 1 4 1 0.75 0 0.624 0.376 B
6 8.5 320 2 4 2 0.75 0.57 0.43 0 A
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rate against the false positive rate, where the false positive rate is the ratio of the
number of output values that are less than the threshold to the number of targets
having a value of 0, and the true positive rate represents the ratio of the number of
output values greater than or equal to the threshold to the number of targets having

Table 2 The mean square error and the percentage error for the proposed system (Source
MATLAB Neural Network Pattern Recognition toolbox)

Process Samples MSE Error (%)

Training 700 4.27709e-3 0
Validation 150 6.64836e-3 6.66666e-1
Testing 150 4.83072e-3 6.66666e-1

Fig. 5 Receiver operator characteristic curve for the proposed system (Source MATLAB Neural
Network Pattern Recognition toolbox)
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a value 1. This curve represents the inherent capacity of the model to discriminate
different classes of outputs. From Fig. 5 it can clearly be seen that the upper left
corner points have near 100 % specificity (false positive rate) and almost 100 %
sensitivity (true positive rate). Hence it can be concluded that the model can
accurately distinguish a particular class from the others.

Confusion matrices. The confusion matrices for training, validating, testing
and the overall process can be seen in Fig. 6. It is observed that the output is
accurate as the number of correct responses which are indicated in the green
squares [squares with indices (1, 1), (2, 2), (3, 3)] are high and the number of
incorrect responses represented in the red squares [squares with indices (1, 2), (1,
3), (2, 1), (2, 3), (3, 1), (3, 2)] are low. The overall accuracies indicated in the

Fig. 6 Confusion matrices for the proposed system (Source MATLAB Neural Network Pattern
Recognition toolbox)
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lower right blue squares [squares with index (4, 4)] are high, justifying the reli-
ability of the system.

It can be inferred from the verification of the results that the graduate school
application advisory model based on neural classification system developed in this
project is an accurate and reliable model which closely resembles the statistics
available.

5 Conclusion

An applicant can have numerous options while applying for graduate school
programs. In the present scenario, the applicants finalize potential graduate schools
based on their rankings and advice of peers currently studying in those schools.
The total cost of completing the application procedure for different schools can be
very high. In this project a neural classification system is proposed to advice the
applicants about the graduate schools where their chances of selection are good
based on the student’s application aspects namely: the Grade Point Average (GPA)
of the student, GRE Score, professor recommendation, number of publications,
parent institute rating and work experience to suggest the result. A new parameter
named Student Rating Index (SRI) is defined for a better representation of the
quality of professor recommendation. The model is trained based on the data from
prominent sources and the results are verified using mean square error method,
Receiver Operator Characteristic (ROC) curve and confusion matrices. The veri-
fication confirms that the proposed system is an accurate and reliable represen-
tation. Hence it can be used by the applicants to make more focused applications in
the graduate schools where their chances of selection are the best. The model can
also be used by the applicant as an advisor to reduce expenditure on the application
costs of those graduate schools where his chances of selection are not good.
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