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Abstract Home agents (HAs) maintain the binding information of mobile node
(MN). The binding cache of HA stores the associated data of MN. It represents a
single point of failure in Mobile IPv6 networks. An efficient fault-tolerant method
is essential to defend these information without any loss. This paper focuses on the
revitalization of HA at the time of failure. The standby HAs are formed as clusters
within the redundant HA set. Every home agent synchronize its bindings to the
next highest preference value home agent. In this paper, we propose clustered
redundant home agent (CRHA) protocol to maintain the binding association within
the cluster. The simulation results show that our approach is better than the
existing recovery schemes.
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1 Introduction

In MIPv6 network, when the Mobile node (MN) gets away from the home and
changes its point of attachment to the Internet, home agents (HA) maintain current
location (IP address) information of MN [1]. Correspondent node (CN) is the
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network entity on another end for communication, i.e., any node that communicates
with MN is called CN. HA is a router on MN’s home network, which tunnels
datagram for delivery to MN when it is away from home network. In Mobile IPv6,
MN should assign three IPv6 addresses to their network interfaces, when they are
roaming away from their home network. First is its home address (HoA), which is a
stable IP address assigned to the MN. It is used for two reasons: (1) allows a MN
which is having a stable entry in the DNS and (2) to hide the IP layer mobility from
upper layers. The second is MN’s current link, i.e., local address, and the third
address is care-of-address (CoA) which is related with MN only when it visits
foreign network. The association between the MN’s HoA and its CoA along with the
remaining life time is known as binding. The central data structure used in MIPv6 is
binding cache (BC), a volatile memory consisting of number of bindings for one or
more MNs. BC is maintained by both CN and HA. Each entry contains the MN’s
HoA, CoA, and life time. The life time is valid, if the MN does not refresh the BC
entry; the entry is deleted after the lifetime expiry. After configuring its CoA, the
MN has to register its binding with HA to determine the current location of MN.

The remainder of this paper is organized as follows: Sect. 2 comprises of related
work. The MIPv6 network architecture is described in Sect. 3. Section 4 briefly
illustrates the proposed clustered redundant home agent (CRHA) scheme, and its
performance analysis with the existing approach is described in Sect. 5. The
conclusion is provided in Sect. 6.

2 Related Work

The HA in MIPv6 network transmits packet via tunneling to the MN. The network
comprises of active home agent (AHA) and redundant standby home agents
(SHASs). The HAs are identified via DHAAD mechanism [2], and the selection of
HA is based on the highest preference value [3]. Every HA must maintain a
separate HA list [4]. The binding update (BU) is retained to hold this list between
MN and HA [5]. This list contains the binding information of MN, and if the AHA
gets failed, it is transferred to one of the SHA.

In Mobile IPv6, fault-tolerant methods can be classified into three categories.
Central management method is difficult to deploy and least expandable [6, 7].
Passive failure detection and recovery method MN detects HA failure during
registration and produces long service break time, and the signaling cost is high. In
binding backup, AHA backup its bindings with SHA. At the time of HA failure,
one of the SHA will take over the service from AHA. This method deploys
different solutions. Full backup method [8] deploys every home agent in a network
to maintain all MN bindings. The stable storage method [9] is used to keep all MN
bindings in the network. In partial backup method [10], each home agent in a
network selects a SHA. All the HAs in virtual home agent method [11] share one
global address, and only one home agent is active. IETF draft proposes redundant
home agent set (RHAS) method [12, 13] in which every AHA has a SHA from
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RHAS. If the AHA fails, the SHAs in the RHAS are responsible for failure
detection and service takeover. This method comprises of two switch methods,
namely RHAS virtual and RHAS hard which works with HARP protocol [14].
In all the discussed approaches, the recovery duration of a HA at the time of AHA
failure is high. Even though it has a selected SHA, the continuous failure of AHAs
will lead to loss of binding information. If the replaced new AHA gets failed sud-
denly without selecting a new SHA, the information in such failed HA will be lost
and cannot be recovered. Our approach provides an efficient solution to overcome
such issue, and we have also compared our method with other existing approaches.

3 Network Architecture

In Internet topology, the movement of MN can be identified by unique prefix of each
network. If the network has one or more prefix, it can be advertised by the neighbor
discovery. The global address of the router in R-flag depicts that the network has
different routers with same prefix and the MN is connected to one router among
them. Too many MNs for a single HA cause overload problem. To mitigate this
problem, MIPv6 provides DHAAD mechanism that determines the HA address and
permits the HA to distribute the load between multiple HAs in a same network by
using higher preference value. The network architecture is described in Fig. 1.

4 Proposed Clustered Redundant Home Agent Scheme
4.1 HA Access and Handover Mechanism

The flow chart Fig. 2 illustrates the HA access mechanism in our network. Ini-
tially, the incoming BU message from MN is authenticated by its respective AHA.
If the BU message is successfully authenticated, AHA sends the registration reply

Fig. 1 Network architecture
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Fig. 2 HA access and handover in MIPv6 network

message to MN else it rejects the MN. Then, the MN updates BU message in BC.
The sequence number is incremented by one based on the incoming BU. If the
advertisement timer of AHA has elapsed, two cases are to be noticed

e Case 1 (T = 0): SHA takeover the AHA.
e Case 2 (T > 0): Timer of AHA gets decrement by one and the binding syn-
chronization to SHA is initiated.

4.2 CRHA Mechanism

The network consists of a cluster of SHAs in a RHAS as shown in Fig. 3. Each
cluster of virtual SHAs in RHAS serves a single AHA. A single SHA with highest
preference value is connected to AHA, and other SHAs within the cluster are
connected among themselves and updated from connected SHA. When the SHA
knows that AHA fails, it converts itself as an active one and SHA with highest
preference value in RHAS is connected to new AHA.

HA-HA protocol is used for the communication between HAs. In RHAS, we
propose a new protocol named CRHA protocol for HA communication as in
Fig. 4. The number list field indicates the total number of HAs in a cluster. The
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preference value of SHA is based on the nearest distance from AHA. If a SHA
from the cluster is removed, the number list field gets decremented.

The type field is to identify the type of HA in a network. Mobility options field
consists of any option other than the specific section of message precised to
mobility.

Type O Assigned for SHA which is directly connected with
the AHA

Type 1 Denotes the cluster HA in a redundant HA set

Group ID Determines the ID for each cluster

A (acknowledgement flag) Verifies the sender is AHA through the cluster hello
message

Sequence Confirms that the incoming cluster hello message is

a most recent one
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HA preference value Based on the highest preference value, SHA from the
cluster is set as AHA at the time of AHA failure

Number list This field indicates the total number of HAs in a
cluster.

When the number list field value of cluster gets reduced to <2, the AHA
relieves from older cluster and binds with a new cluster in RHAS. The left HAs
batch up with a cluster constituting least number of HAs which is nearer. Figure 5a
shows that two AHAs are batched up with two clusters, i.e., serving clusters.
Consider AHA2 with cluster preference value 3 as in Fig. 5a. It gets failed, and
one of the SHAS in cluster serves as AHA as depicted in Fig. 5Sb. Now, the cluster
consists of only two standby virtual HAs, and so, it finds a new non-serving cluster
with number list 6 and joins it as in Fig. 5c. Finally, the remaining two HAs get
attached to the serving cluster with 4 HAs to make it as 6 as shown in Fig. 5d.

5 Performance Analysis

We have compared CRHA scheme with the existing RHAS hard and virtual
switching methods. Registration delay of a HA means the delay variation in
registration between before and after AHA failure. In all the other approaches,
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SHAs take time to switch position as AHA at failure, but in CRHA, the failure is
not transparent to MN since we use virtual address, and hence, there is no regis-
tration delay variation. Figure 6 illustrates the registration delay with recovery
HAs of different approach. Figure 7 depicts the additional registration message
with the mobility rate of MN. The registration delay is mitigated to negligible
count in CRHA approach. Figure 8 shows variations in registration delay with the
increased mobility rate. There is no need of exploring time for SHA in CRHA
method as it is within the cluster. Figure 9 shows the exploring time of SHA to the
number of SHAs explored. Since the AHA failure is not transparent and the
exploring time of SHA is negligible, the registration delay variation is constant in
CRHA.
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6 Conclusion

This paper proposes CRHA scheme with a protocol for an effective fault-tolerant
mechanism. The key point is to reduce the exploring time of SHA and registration
delay. Since the SHAs share binding information in the form of a chain within
cluster, the exploring time is unnecessary during AHA failure. In CRHA method,
registration delay is negligible, and hence, the binding information remains secure.
The simulation results reveal that CRHA method shows a better performance when
compared with the existing RHAS switching approaches.
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