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Preface

This short monograph is the first one to deal exclusively with the study of al-
most convergence and statistical convergence of double sequences. In almost every
branch of science, engineering, medical science, life science, social science, and
business, we often come across some sort of sequences. So the study of sequences
or sequence spaces in broader sense becomes a very important topic to deal with
such situations. To get or check the limit of a sequence, there are several ways and
methods. Sometimes, the limit of a sequence may not exist, but its generalized limit
or weak limit may exist to serve our purpose. The notion of almost convergence is
one of the most useful notions to obtain a weak limit of a bounded nonconvergent
sequence. There is another notion of convergence, known as the statistical conver-
gence, which was introduced by H. Fast, who attributed this concept to Hugo Stein-
haus. Fast introduced an extension of the usual concept of sequential limit, which
he called statistical convergence. In 1953, this concept arose as an example of “con-
vergence in density,” which was also studied as a summability method. Even un-
bounded sequences can be dealt with this method.

In Chap. 1, we give an overview of almost convergence, statistical convergence,
and some related methods for ordinary (single) sequences. In Chap. 2, we discuss
the notion of almost convergence and almost Cauchy for double sequences. Some
more related spaces for double sequences, associated sublinear functionals, and var-
ious inclusion relations are also studied. The theory of sequence spaces gave rise
to another important topic, matrix transformations, where we study the methods
to transform one sequence space into the same or another sequence space. Such
a study of matrix transformations generalizes some special methods of summabil-
ity. These methods are studied in Chap. 3, in which we characterize the classes
of four-dimensional almost conservative, almost regular, strongly regular, and al-
most strongly regular matrices. In Chap. 4, we study the concept of absolute almost
convergence for double sequences and use this notion to characterize the absolute
almost conservative and absolute almost regular matrices. In Chap. 5, we define
different cores of double sequences and establish various core theorems analogous
to the well-known Knopp’s core theorem. In Chap. 6, we give some applications
of almost convergence of double sequences to prove Korovkin-type approximation

v



vi Preface

theorems for functions of two variables through different sets of test functions and
also show that these results are more applicable. Chapter 7 is devoted to the study
of statistical convergence of double sequences, and in Chap. 8, we apply this to sta-
tistical approximation of positive linear operators. The last chapter is devoted to the
study of convergence of double series and describe various convergence tests. We
give many interesting examples. For the convenience of the reader, all chapters of
this book are written in a self-contained style.

This brief monograph relies mostly on both authors’ recent research work as well
as other eminent authors’ work. Advanced courses can be taught out of this short
book. All necessary background and motivation are given per chapter. Besides ap-
plications in approximation theory, the presented results are expected to find appli-
cations in many other areas of pure and applied mathematics, such as mathematical
analysis, probability, fixed point theory, statistics, etc. As such, this brief monograph
is suitable for researchers, graduate students, and seminars on the above subjects.

This book was basically started when the first author visited King Abdulaziz
University, Jeddah, Tabuk University, Tabuk, Yildiz Technical University, Istanbul,
and University Putra Malaysia during 2011 and 2012, to whom he is greatly thankful
for providing him kind hospitalities during the stay at these institutions. Both the
authors would like to thank their respective families for their moral support during
the writing of this monograph.

M. Mursaleen
S.A. Mohiuddine

Aligarh, India
Jeddah, Saudi Arabia
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Chapter 1
Almost and Statistical Convergence of Ordinary
Sequences: A Preview

In this chapter, we recall the notion of almost convergence and statistical conver-
gence for single sequences x = (xk). We present here a brief survey on develop-
ments of almost convergence, statistical convergence, and some related methods,
e.g., absolute almost convergence and strong almost convergence for single se-
quences.

1.1 Introduction

Let c and l∞ denote the spaces of all convergent and bounded sequences x = (xk),
respectively. Note that c ⊂ l∞. In the theory of sequence spaces, an application of
the well-known Hahn–Banach extension theorem gave rise to the notion of Banach
limit, which further leads to a beautiful concept of almost convergence. That is, the
lim functional defined on c can be extended to the whole of l∞, and this extended
functional is known as the Banach limit [8]. In 1948, Lorentz [63] used this notion of
weak limit to define a new type of convergence, known as the almost convergence.
Since then, a huge amount of literature has appeared concerning various general-
izations, extensions, and applications of this method. In [109], Raimi gave a slight
generalization of the Banach limit, which is known as the invariant mean or σ -mean
and known as the σ -convergence. Another generalization of almost convergence
was given by Stieglitz [121] by using a sequence of infinite matrices, known as the
FB-convergence. Absolute and strong analogues of these methods have also been
studied by various authors (cf. [28–33, 64, 65, 84–87]). In this chapter, we provide to
the readers a good account of the developments of the notion of almost convergence
and some related methods. More information can be found in [1, 27, 42, 55, 89, 118].

We shall write ω for the set of all complex sequences x = (xk)
∞
k=0. Let φ

and c0 denote the sets of all finite and null sequences, respectively. We write
lp := {x ∈ ω :∑∞

k=0 |xk|p < ∞} for 1 ≤ p < ∞. By e and e(n) (n ∈ N) we denote

the sequences such that ek = 1 for k = 0,1, . . . , and e
(n)
n = 1 and e

(n)
k = 0 (k �= n).

For any sequence x = (xk)
∞
k=0, let x[n] =∑n

k=0 xke
(k) be its n-section.

M. Mursaleen, S.A. Mohiuddine, Convergence Methods for Double Sequences and
Applications, DOI 10.1007/978-81-322-1611-7_1, © Springer India 2014
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2 1 Almost and Statistical Convergence of Ordinary Sequences: A Preview

Note that c0, c, and l∞ are Banach spaces with the sup-norm ‖x‖∞= supk |xk|,
and lp (1 ≤ p < ∞) are Banach spaces with the norm ‖x‖p= (

∑ |xk|p)1/p , while
φ is not a Banach space with respect to any norm.

A sequence (b(n))∞n=0 in a linear metric space X is called a Schauder ba-
sis if for every x ∈ X, there is a unique sequence (βn)

∞
n=0 of scalars such that

x =∑∞
n=0 βnb

(n). A sequence space X with a linear topology is called a K-space if
each of the maps pi : X → C defined by pi(x) = xi is continuous for all i ∈ N.
A K-space is called an FK-space if X is complete linear metric space; a BK-
space is a normed FK-space. An FK-space X ⊃ φ is said to have AK if every
sequence x = (xk)

∞
k=0 ∈ X has a unique representation x = ∑∞

k=0 xke
(k), that is,

x = limn→∞ x[n], and X is said to have AD if φ is dense in X. It is evident that AK
implies AD.

1.2 Almost Convergence

1.2.1 Definitions and Examples

Definition 1.1 A linear functional L on l∞ is said to be a Banach limit if it has the
following properties:

(i) L(x) ≥ 0 if x ≥ 0,
(ii) L(e) = 1, and

(iii) L(Sx) = L(x), where S is a shift operator defined by (Sx)n = xn+1.

Definition 1.2 A bounded sequence x = (xk) is said to be almost convergent to the
value � if all its Banach limits coincide, i.e., L(x) = � for all Banach limits L.

Theorem 1.3 Let β denote the set of all Banach limits. If L ∈ β and x ∈ l∞, then

lim infxn ≤ −p(−x) ≤ L(x) ≤ p(x) ≤ lim supxn, (1.1)

where p(x) is a sublinear functional on l∞ defined by

p(x) = inf
n1,n2,...,np

lim sup
k→∞

1

p

p∑

i=1

xni+k. (1.2)

Lorentz [63] established the following characterization.

Theorem 1.4 A sequence x = (xk) is almost convergent to the number � if and only
if tmn(x) → � as m → ∞ uniformly in n, where

tmn = tmn(x) = 1

m + 1

m∑

i=0

xn+i . (1.3)
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The number � is called the generalized limit of x, and we write � = f - limx. We
denote the set of all almost convergent sequences by f , i.e.,

f :=
{
x ∈ l∞ : lim

m
tmn(x) = �,uniformly in n

}
. (1.4)

The sequences that are almost convergent are said to be summable by the method f ,
i.e., by x ∈ f we mean that x is almost convergent and f -limx = L(x).

Examples 1.5

(i) For z ∈ C on the circumference of |z| = 1, L(zn) = 0 everywhere except for
z = 1. The assertion follows immediately from

∣
∣
∣
∣
1

k

(
zn + zn+1 + · · · + zn+k−1)

∣
∣
∣
∣=

∣
∣
∣
∣z

n 1 − zk

k(1 − z)

∣
∣
∣
∣≤

2

k(1 − |z|) .

It is easy to see that the geometric series
∑

zn for |z| = 1, z �= 1, is almost
convergent to 1/(1 − z). Hence, it follows that the Taylor series of a function
f (z) that is regular for |z| < 1 and has simple poles on |z| = 1 is almost con-
vergent at every point of the circumference |z| = 1 with the limit f (z).

(ii) A periodic sequence (xn) for which there exist numbers N and p (the pe-
riod) such that xn+p = xn for n ≥ N is almost convergent to the value
L(xn) = 1

p
(xN + xN+1 + · · · + xN+p−1). For example, the periodic sequence

(1,0,0,1,0,0,1, . . .) is almost convergent to 1/3.
(iii) We say that a sequence (xn) is almost periodic if for every ε > 0, there are

two natural numbers N and r such that in every interval (k, k + r), k > 0,
at least one “ε-period” p exists. More precisely, |xn+p − xn| < ε for n ≥ N

must hold for this p. Thus, it is easy to see that every almost periodic sequence
is almost convergent. But there are almost convergent sequences that are not
almost periodic. For example, the sequence x = (xk) defined by

xk =
{

1 if k = n2,

0 if k �= n2, n ∈ N,

is almost convergent (to 0) but not almost periodic.

Recently, Başar and Kirişçi [11] (see also [10]) defined the following space f̂ ,
which is linearly isomorphic to f :

f̂ :=
{

x ∈ l∞ : lim
m

m∑

j=0

sxn−1+j + rxn+j

m + 1
= �,uniformly in n

}

,

where r and s are nonzero real numbers.
The notion of Banach limit and almost convergence was generalized by Duran

[40] to A-invariant mean and A-almost convergence, respectively, and further stud-
ied by Mursaleen [91].
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Let A be a positive regular matrix. It may be thought of as a bounded linear
operator on l∞. Let A be a semigroup of positive regular matrices A. Multiplication
can be thought of either as matrix multiplication or as composition of operators on
l∞.

Definition 1.6 A continuous linear functional φ on l∞ is said to be an A-invariant
mean if it has the following properties:

(i) φ(x) ≥ 0 if x ≥ 0,
(ii) φ(e) = 1, and
(iii) φ(Ax) = φ(x) for all A ∈A and x ∈ l∞.

We denote by L(A) the set of all A-invariant means. A is said to be admissible if
L(A) is nonempty.

Definition 1.7 Let A be an admissible semigroup of positive regular matrices.
A bounded sequence x = (xk) is said to be A-almost convergent to the number �

if φ(x) = � for all φ ∈ L(A), and we write this as F(A)-limx = � or simply F -
limx = � when the semigroup is clear from the context. The space of all A-almost
convergent sequences is denoted by F(A) or simply F .

Remark 1.8

(i) If A consists of the iterates of the shift matrix S defined by (Sx)n = xn+1, then
the A-invariant mean is reduced to the Banach limit, and A-almost convergence
is reduced to almost convergence due to Lorentz [63].

(ii) If A consists of the iterates of the operator T defined on l∞ by T x = (xσ(n)),
where σ is an injection of the set of positive integers into itself having no finite
orbits, then the A-invariant mean is reduced to the σ -mean, A-almost conver-
gence is reduced to σ -convergence due to Raimi [109] and Schaefer [114], and
the space F is reduced to the space Vσ of σ -convergent sequences.

Remark 1.9

(i) If x ∈ l∞ is A-summable by some matrix A ∈ A, say limAx = �, then F(A)-
limx = �, i.e., cA ⊂ F(A) with limit preserved.

(ii) It is clear that F is a direct sum of F0 and Re, where R is the set of real num-
bers, and F0 consists of sequences that are A-almost convergent to 0. F0 is a
closed subspace of l∞ since it is an intersection of kernels of continuous linear
functionals. Hence, F is closed as well. Note that both F and F0 are invariant
under A.

1.2.2 Properties of the Method f

(1) Note that c ⊂ f and for x ∈ c, L(x) = limx. That is, every convergent se-
quence is almost convergent to the same limit but not conversely. For example,
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the sequence x = (xk) defined by

xk =
{

1 if k is odd,

0 if k is even,

is not convergent, but it is almost convergent to 1/2.
(2) f is a nonseparable closed subspace of (l∞,‖ · ‖∞).
(3) f is a BK-space with ‖ · ‖∞.
(4) f is nowhere dense in l∞, dense in itself and closed, and therefore perfect.
(5) The method is not strong in spite of the fact that it contains certain classes of

matrix methods for bounded sequences.
(6) Most of the commonly used matrix methods contain the method f , e.g., every

almost convergent sequence is also (C,α) and (E,α)-summable (α > 0) to its
f -limit.

(7) The method f is equivalent to none of the matrix methods, i.e., the method f

cannot be expressed in the form of a matrix method.
(8) According to (1.3), the method f seems to be related to the Cesàro method

(C,1). In fact, the method (C,1) can be replaced in this definition by any other
regular matrix method A satisfying certain conditions.

(9) Since c ⊂ f ⊂ l∞, we have l1 = l
†∞ ⊂ f † ⊂ c† = l1. That is, the †-dual of f is

l1, where † stands for α, β , and γ .

Definition 1.10 Let A = (ank)
∞
n;k=0 be a regular matrix method, i.e., A trans-

forms convergent sequences into convergent sequences leaving the limit invari-
ant. A bounded sequence x = (xk) is said to be FA-summable to the value � if
ynp =∑

k ankxk+p → � as n → ∞ uniformly in p = 0,1,2, . . . .
Note that if A is replaced by the (C,1) matrix, then the FA-summability is re-

duced to the almost convergence.

We have the following result.

Theorem 1.11 If the method A is regular, then every FA-summable sequence is
also almost convergent.

1.3 Absolute and Strong Almost Convergence

It is natural to define the absolute and strong analogues of almost convergence in
the same way as in the case of ordinary convergence (cf. [28–33, 64, 65, 87]).

Given an infinite series
∑

an, which we will denote by a, let xn = a0 +a1 +· · ·+
an. Where limits are not stated, sums throughout are to be taken from 0 to ∞. We
now extend the definition of tmn(x) to m = −1 by taking t−1,n = t−1,n(x) = xn−1.
A straightforward calculation shows that

φmn = φmn(a) = tmn − tm−1,n =
{ 1

m(m+1)

∑m
ν=1 an+ν (m ≥ 1),

an (m = 0).
(1.5)
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Definition 1.12 We say that the series a (or the sequence x) is absolutely almost
convergent if

∑

m

|φmn| < ∞ uniformly in n, (1.6)

and we denote the set of all absolutely almost convergent sequences by l̂. Further,
l̂ is extended to l̂(p) in the same way as l was extended to l(p) (see Simon [117]).

Let p = (pm) be a bounded sequence of positive numbers. We write

ψn(a) =
∑

m

|φmn|pm (1.7)

whenever the series on the right converges. We write l̂(p) as the set of series for
which (1.7) converges uniformly in n. If pm is constant (say p), then l̂(p) = l̂p , and
we omit the suffix if p = 1. l̂(p) is a complete paranormed space, paranormed by
gp(a) = supn (ψn(a))1/H , where H = max(1, supm pm).

We may remark that the requirement in (1.6) and (1.7) a fortiori presupposes that
the series converges for each n. In fact, we have the result, which asserts that if the
series converges for one n, then it converges for any other value of n.

We note here some interesting properties of l̂p .

Theorem 1.13 We have the following:

(i) c and l̂ are not comparable.
(ii) l̂ is not closed in l∞.

(iii) It is possible for a series a to belong to l̂ and hence to l̂p for p > 1 without it
being true that an → 0 as n → ∞.

(iv) If p ≤ 1
2 , then a ∈ l̂p implies that an = 0 (n ≥ 1).

(v) If p ≥ 1, then lp ⊂ l̂p , and this inclusion is proper. Further, if a ∈ lp , then
‖a‖p̂ ≤ ‖a‖p .

(vi) If p < 1, it is false that lp ⊂ l̂p .
(vii) If p > 1

2 , the converse inclusion l̂p ⊂ lp is false.

(viii) For 1 ≤ p < ∞, l̂p does not have AD.
(ix) For 1 < p < ∞, l̂p is not separable (and hence not reflexive). In particular, it

is not a Hilbert space.

Theorem 1.14 Let pm be a constant p > 1
2 . If the series

∑
m |φmn|pmconverges for

one value of n, then it converges for any other value of n. In fact,

∑

m

|φmn|pm = o
(
np
)
, (1.8)

and the result is best possible in the sense that even if we replace o by O , we cannot
replace np by any function increasing less rapidly.



1.4 Statistical Convergence 7

It is natural to consider the situation where xni+k inside the summation in (1.2)
is replaced by its modulus. That is, we consider

P(x) = inf
n1,n2,...,np

lim sup
k→∞

1

p

p∑

i=1

|xni+k|, (1.9)

which leads to the following concept (cf. [64]).

Definition 1.15 A sequence x = (xk) is said to be strongly almost convergent to
the number � if and only if

lim
m

1

m + 1

m∑

i=0

|xn+i − �| = 0 uniformly in n. (1.10)

Then we write � = [f ]- limx, and by [f ] we denote the set of all strongly almost
convergent sequences. We have c ⊂ f ⊂ [f ] ⊂ l∞.

For more general cases, see (Mursaleen [84, 86]).
The following theorem gives the relation between absolute almost convergence

and strong almost convergence (see Das and Mishra [29]).

Theorem 1.16 l̂ ⊂ [f ], and if x ∈ [f ], then [f ]-limx = f -limx = �.

1.4 Statistical Convergence

In 1951, Fast [43] and Steinhaus [120] independently introduced an extension of the
usual concept of sequential limit, which they called statistical convergence. In most
convergence theories, it is desirable to have a criterion that can be used to verify the
convergence without using the value of the limit. For this purpose, an analogue of
the Cauchy convergence criterion is studied.

Definition 1.17 Let K ⊆ N. Then the natural density of K is defined by

δ(K) = lim
n

1

n

∣
∣{k ≤ n; k ∈ K}∣∣,

where |{k ≤ n; k ∈ K}| denotes the number of elements of K not exceeding n.

For example, the set of even integers has natural density 1
2 , and the set of primes

has natural density zero.
The number sequence x is said to be statistically convergent to the number L if

for each ε > 0,

δ(K) = lim
n

1

n

∣
∣
{
k ≤ n; |xk − L| ≥ ε

}∣
∣= 0,



8 1 Almost and Statistical Convergence of Ordinary Sequences: A Preview

i.e.,

|xk − L| < ε a. a. k. (1.11)

In this case, we write st- limxk = L. By the symbol st we denote the set of all
statistically convergent sequences, and by st0 the set of all statistically null se-
quences.

Note that every convergent sequence is statistically convergent to the same num-
ber, so that statistical convergence is a natural generalization of the usual conver-
gence of sequences.

The sequence that converges statistically need not be convergent and also need
not be bounded.

Example 1.18 Let x = (xk) be defined by

xk =
{

k if k is a square,
0 otherwise.

Then |{k ≤ n : xk �= 0}| ≤ √
n. Therefore, st- limxk = 0. Note that we could have

assigned any values to xk when k is a square, and we could still have st- limxk = 0.
But x is neither convergent nor bounded.

It is clear that if the inequality in (1.11) holds for all but finitely many k, then
limxk = L. It follows that limxk = L implies st- limxk = L, so that statistical con-
vergence may be considered as a regular summability method. This was observed
by Schoenberg [115] along with the fact that the statistical limit is a linear func-
tional on some sequence space. Salat [112] proved that the set of bounded statis-
tically convergent (real) sequences is a closed subspace of the space of bounded
sequences.

Definition 1.19 The number sequence x is said to be statistically Cauchy sequence
if for every ε > 0, there exists a number N(=N(ε)) such that

|xk − xN | < ε a. a. k, (1.12)

i.e.,

lim
n

1

n

∣
∣
{
k ≤ n : |xn − xN | ≥ ε

}∣
∣= 0.

In order to prove the equivalence of Definitions 1.17 and 1.19, we shall find it
helpful to use a third (equivalent) one. This property states that for almost all k, the
values xk coincide with those of a convergent sequence.

Theorem 1.20 The following statements are equivalent:

(i) x is a statistically convergent sequence.
(ii) x is a statistically Cauchy sequence.
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(iii) x is a sequence for which there is a convergent sequence y such that xk =
yk a. a. k.

Definition 1.21 Let K = {ki} be an index set, and let ϕK = (ϕK
j ) with

ϕK
j =

{
1 if j ∈ K,

0 otherwise.

For a nonnegative regular matrix A, if AϕK ∈ c (the space of convergent sequences),
then δA(K) = limn Anϕ

K is called the A-density [44] of K ; thus,

δA(K) = lim
n

∑

k∈K

ank = lim
n

∑

i

an,ki
.

A sequence x = (xk) is said to be A-statistically convergent to the number L if
δA(Kε) = 0 for every ε > 0, where Kε = {k : |xk − L| ≥ ε}. In this case, we write
stA-limxk = L. By the symbol stA we denote the set of all A-statistically convergent
sequences, and by st0

A the set of all A-statistically null sequences [57].

1.5 Statistical Limit Points and Statistical Cluster Points

The number L is an ordinary limit point of a sequence x if there is a subsequence
of x that converges to L; therefore, we define a statistical limit point by considering
the density of such a subsequence [46].

Definition 1.22 The number λ is a statistical limit point of the number sequence x

if there is a nonthin subsequence of x that converges to λ.

Notation For any number sequence x, let Λx denote the set of statistical limit points
of x, and Lx denote the set of ordinary limit points of x.

Example 1.23 Let xk = 1 if k is a square and xk = 0 otherwise; then Lx = {0,1}
and Λx = {0}. It is clear that Λx ⊆ Lx for any sequence x. To show that Λx and Lx

can be very different, we give a sequence x for which Λx = φ while Lx = R, the
set of real numbers.

Example 1.24 Let (rk)
∞
k=1 be a sequence whose range is the set of all rational num-

bers and define

xk =
{

rn if k = n2 for n = 1,2,3, . . . ,

k otherwise.

Since the set of squares has density zero, it follows that Λx = φ, while the fact that
{rk : k ∈N} is dense in R implies that Lx = R.
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A limit point L of a sequence x can be characterized by the statement “every
open interval centered at L contains infinitely many terms of x.” To form a statis-
tical analogue of this criterion, we require the open interval to contain a nonthin
subsequence, but we must avoid calling the center of the interval a statistical limit
point for reasons that will be apparent shortly.

Definition 1.25 The number γ is a statistical cluster point of the number se-
quence x if for every ε > 0, the set {k ∈ N : |xk − γ | < ε} does not have density
zero. For a given sequence x, we let Γx denote the set of all statistical cluster points
of x. It is clear that Γx ⊆ Lx for every sequence x. The inclusion relationship be-
tween Γx and Λx is a bit more subtle.

Proposition 1.26 For any number sequence x, Λx ⊆ Γx .

Our experience with ordinary limit points may lead us to expect that Λx and Γx

are equivalent. The next example shows that this is not always the case.

Example 1.27 Define the sequence x by

xk = l/p, where k = 2p−1(2q + 1);
i.e., p − 1 is the number of factors of 2 in the prime factorization of k. It is easy to
see that for each p, δ{k : xk = l/p} = 2−p > 0, whence 1/p ∈ Λx . Also, δ{k : 0 <

xk < l/p} = 2−p , so 0 ∈ Γx , and we have Γx = {0} ∪ {l/p}∞p=1. Now we assert that
0 /∈ Λx since if (x)K is a subsequence that has limit zero, then we can show that
δ(K) = 0. This is done by observing that for each p,

|Kn| =
∣
∣{k ∈ Kn : xk ≥ l/p}∣∣+ ∣

∣{k ∈ Kn : xk < l/p}∣∣
≤ O(1) + ∣

∣{k ∈ N : xk < l/p}∣∣≤ O(1) + n/2p.

Thus δ(K) ≤ 2−p , and since p is arbitrary, this implies that δ(K) = 0.

It is easy to prove that if x is a statistically convergent sequence, say st- limx = λ,
then Λx and Γx are both equal to the singleton set {λ}. The converse is not true, as
one can see by taking xk = [1+(−l)k]k. The following example presents a sequence
x for which Γx is an interval while Λx = φ.

Example 1.28 Let x be the sequence {0,0,1,0, 1
2 ,1,0, 1

3 , 2
3 ,1, . . . }. This sequence

is uniformly distributed in [0,1], so we have that not only Lx = [0,1] but also the
density of the xks in any subinterval of length d is d itself. Therefore, for any γ in
[0,1],

δ
({

k ∈N : xk ∈ (γ − ε, γ + ε)
})≥ ε > 0.

Hence, Γx = [0,1]. On the other hand, if λ ∈ [0,1] and (x)K is a subsequence that
converges to λ, then we claim that δ{K} = 0. To prove this assertion, let ε > 0 be
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given and note that for each n,

|Kn| ≤
∣
∣
{
k ∈ Kn : |xk − λ| < ε

}∣
∣+ ∣

∣
{
k ∈ Kn : |xk − λ| ≥ ε

}∣
∣

≤ 2εn + O(1).

Consequently, δ{k(j)} ≤ 2ε, and since ε is arbitrary, we conclude that δ{k(j)} = 0.
Hence, Λx = φ.

1.6 Statistical Limit Superior and Statistical Limit Inferior

Throughout the chapter, k and n will always denote positive integers; x, y, and z

will denote real number sequences; and N and R will denote the sets of positive
integers and real numbers, respectively. If K ⊆ N, then Kn = {k : k ≤ n}, and |Kn|
denotes the cardinality of Kn.

For a real number sequence x, denote

Bx = {
b ∈R : δ{k : xk > b} �= 0

};
similarly,

Ax = {
a ∈ R : δ{k : xk < a} �= 0

}
.

Note that, throughout this chapter, the statement δ{K} �= 0 means that either
δ{K} > 0 or K does not have natural density.

Definition 1.29 If x is a real number sequence, then the statistical limit superior of
x is given by

st- lim supx =
{

supBx if Bx �= φ,

−∞ if Bx = φ.

Also, the statistical limit inferior of x is given by

st- lim infx =
{

infAx if Ax �= φ,

+∞ if Ax = φ.

Example 1.30 A simple example will help to illustrate the concepts just defined. Let
the sequence x be given by

xk =

⎧
⎪⎪⎨

⎪⎪⎩

k if k is an odd square,
2 if k is an even square,
1 if k is an odd nonsquare,
0 if k is an even nonsquare.

Note that although x is unbounded above, it is “statistically bounded” because the
set of squares has density zero. Thus, Bx = (−∞,1) and st- lim supx = 1. Also,
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x is not statistically convergent since it has two (disjoint) subsequences of positive
density that converge to 0 and 1, respectively. Also note that the set of statistical
cluster points of x is {0,1} and st- lim supx equals the greatest element while st-lim
inf is the least element of this set. This observation suggests the main idea of the first
theorem, which can be proved by a straightforward least upper bound argument [47].

1.7 Knopp Core and Statistical Core

Definition 1.31 The core or K-core of a real number sequence x = (xk) is defined
to be the closed interval [lim infx, lim supx]. If x is a complex number sequence,
then its core is defined as

K-core{x} =
∞⋂

n=1

Cn(x),

where Cn(x) is the closed convex hull of (xk)k≥n.

The well-known Knopp core theorem states as follows (see Knopp [56]).

Theorem 1.32 (Knopp’s core theorem) In order that L(Ax) ≤ L(x) for every
bounded sequence x = (xk), it is necessary and sufficient that A = (ank) should
be regular and limn

∑∞
k=0 |ank| = 1, where L(x) = lim supx.

Definition 1.33 If x is a statistically bounded sequence, then the statistical core
of x is the closed interval [st- lim infx, st- lim supx]. In case x is not statistically
bounded, st-core{x} is defined accordingly as either [st- lim infx,∞), (−∞,∞),
or (−∞, st- lim supx]. We shall denote the statistical core of x by st-core{x}. It is
clear that for any real sequence x,

st-core{x} ⊆ K-core{x}.

1.8 Matrix Transformations

Definition 1.34 Let X and Y be two sequence spaces, and A = (ank)
∞
n;k=1 be an

infinite matrix of real or complex numbers. We write Ax = (An(x)), An(x) =∑
k ankxk if the series on the right converges for each n. If x = (xk) ∈ X implies

that Ax ∈ Y , then we say that A defines a matrix transformation from X into Y , and
we denote the class of such matrices by (X,Y ).

Definition 1.35 A matrix A = (ank)
∞
n;k=1 is said be conservative if Ax ∈ c for all

x ∈ c. In addition, if limAx = limx for all x ∈ c, then A is said to be regular.

The well-known Silverman–Toeplitz conditions for A to be regular are as fol-
lows.
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Theorem 1.36

(a) A = (ank)
∞
n;k=1 is conservative if and only if

(i) ‖A‖ = supn

∑
k |ank| < ∞,

(ii) limn→∞ ank = αk ∈ C for each k, and
(iii) limn→∞

∑
k ank = α ∈C.

(b) A is regular if and only if conditions (i), (ii) with αk = 0 for each k and (iii) with
α = 1 hold.

Lorentz defined and characterized the following class.

Definition 1.37 A is said to be strongly regular (cf. [63]) if it sums all almost
convergent sequences and limAx = f -limx for all x ∈ f .

Theorem 1.38 A is strongly regular if and only if

(i) A is regular, and
(ii) limn→∞

∑
k |ank − an,k+1| = 0.

King [55] used the idea of almost convergence to study the almost conservative
and almost regular matrices.

Definition 1.39 A matrix A = (ank)
∞
n;k=1 is said be almost conservative if Ax ∈ f

for all x ∈ c. In addition, if f - limAx = limx for all x ∈ c, then A is said to be
almost regular.

Theorem 1.40

(a) A = (ank)
∞
n;k=1 is almost conservative if and only if

(i) ‖A‖ < ∞,
(ii) limp→∞ t (n, k,p) = αk ∈ C for each k, uniformly in n, and

(iii) limp→∞
∑

k t (n, k,p) = α ∈C, uniformly in n, where

t (n, k,p) = 1

p + 1

n+p∑

j=n

ajk.

(b) A is almost regular if and only if conditions (i), (ii) with αk = 0 for each k and
(iii) with α = 1 hold.

Remark 1.41 Every regular matrix is almost regular (since c ⊂ f ), but an almost
regular matrix need not be regular. Let C = (cnk) be defined by

cnk =
{ 1

n+1 [1 + (−1)n], 0 ≤ k ≤ n,

0, n < k.
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Then it is easy to see that the method C is almost regular but not regular (since
limn

∑
k cnk does not exist).

Eizen and Laush [42] considered the class of almost coercive matrices.

Definition 1.42 A matrix A = (ank)
∞
n;k=1 is said be almost coercive if Ax ∈ f for

all x ∈ l∞.

Theorem 1.43 A = (ank)
∞
n;k=1 is almost coercive if and only if

(i) ‖A‖ < ∞,
(ii) limp→∞ t (n, k,p) = αk ∈ C for each k, uniformly in n, and

(iii) limp→∞
∑

k |t (n, k,p) − αk| = 0, uniformly in n.

Duran [39] considered the class of almost strongly regular matrices.

Definition 1.44 A matrix A = (ank)
∞
n;k=1 is said be almost strongly regular if Ax ∈

f for all x ∈ f .

Theorem 1.45 A = (ank)
∞
n;k=1 is almost strongly regular if and only if

(i) A is almost regular, and
(ii) limp→∞

∑
k |t (n, k,p) − t (n, k + 1,p)| = 0, uniformly in n.

Theorem 1.46 A complex matrix A ∈ ([f ], c) with limAx = [f ]-limx if and only
if A is regular and

∑

k∈E

|�ank| → 0 (n → ∞)

for each set E that is uniformly of zero density, where �ank = ank − an,k+1.

1.9 Exercises

1 Show that F is a BK-space with ‖.‖∞.

2 Prove that F is a nonseparable closed subspace of (l∞,‖.‖∞).

3 Find α-, β-, and γ -duals of the sequence space f̂ .

4 Show that l̂(p) is a complete paranormed space, paranormed by gp(a) =
supn (ψn(a))1/H , where H = max(1, supm pm), and ψn(a) is defined by (1.7).

5 Prove Theorem 1.13.
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6 Give an example of a sequence that is (i) almost convergent but not statistically
convergent, (ii) statistically convergent but not almost convergent.

7 Define the Banach core (B-core) of a real bounded sequence by using the sub-
linear functional p(x) defined by (1.2) and establish its relation with K-core and
st-core.

8 Define and characterize the σ -conservative, σ -regular, and σ -coercive matrices
by using the notion of σ -convergence as described in Remark 1.8(ii).



Chapter 2
Almost Convergence of Double Sequences

The notion of almost convergence for ordinary (single) sequences was given by
Lorentz [63], and for double sequences by Moricz and Rhoades [83]. In this chap-
ter, we discuss the notion of almost convergence and almost Cauchy for double
sequences. Some more related spaces for double sequences, associated sublinear
functionals, and various inclusion relations are also studied.

2.1 Introduction

A double sequence x = (xjk) of real or complex numbers is said to be bounded if
‖x‖∞ = supj,k |xjk| < ∞. The space of all bounded double sequences is denoted
by Mu.

A double sequence x = (xjk) is said to converge to the limit L in Pring-
sheim’s sense (shortly, P -convergent to L) [108] if for every ε > 0, there exists
an integer N such that |xjk − L| < ε whenever j, k > N . In this case L is called
the P -limit of x. If, in addition, x ∈ Mu, then x is said to be boundedly convergent
to L in Pringsheim’s sense (shortly, BP-convergent to L). The sets of P -convergent
and BP-convergent double sequences x = (xjk) will be denoted by Cp and Cbp ,
respectively.

A double sequence x = (xjk) is said to converge regularly to L (shortly,
R-convergent to L) if x ∈ Cp and the limits xj := limk xjk (j ∈ N) and xk :=
limj xjk (k ∈ N) exist. Note that, in this case, the limits limj limk xjk and
limk limj xjk exist and are equal to the P -limit of x.

In general, for any notion of convergence ν, the space of all ν-convergent double
sequences will be denoted by Cν , the space of all ν-convergent to 0 double sequences
by Cν0, and the limit of a ν-convergent double sequence x by ν- limj,k xjk , where
ν ∈ {P,BP,R}.

The idea of almost convergence for single sequences was introduced by Lorentz
[63], and for double sequences by Moricz and Rhoades [83].

M. Mursaleen, S.A. Mohiuddine, Convergence Methods for Double Sequences and
Applications, DOI 10.1007/978-81-322-1611-7_2, © Springer India 2014
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A double sequence x = (xjk) of real numbers is said to be almost convergent to
a limit L if

lim
p,q→∞ sup

m,n>0

∣
∣
∣
∣
∣

1

pq

m+p−1∑

j=m

n+q−1∑

k=n

xjk − L

∣
∣
∣
∣
∣
= 0. (2.1)

In this case, L is called the F -limit of x, and we shall denote by F the space of all
almost convergent double sequences, i.e.,

F =
{
x = (xjk) : lim

p,q→∞
∣
∣τpqst (x) − L

∣
∣= 0, uniformly in s, t

}
,

where

τpqst (x) = 1

(p + 1)(q + 1)

p∑

j=0

q∑

k=0

xj+s,k+t .

Note that throughout the book, the notation lim for double sequences will represent
P - lim.

If m = n = 1 in (2.1), then we get the (C,1,1)-convergence, and in this case, we
write xjk → �(C,1,1), where � = (C,1,1)- limx.

Recently, the concept of Banach limits for double sequences was defined in [101]
as follows.

A linear functional L on Mu is said to be a Banach limit if it has the following
properties:

(i) L(x) ≥ 0 if x ≥ 0 (i.e., xjk ≥ 0 for all j, k),
(ii) L(e) = 1, where e = (ejk) with ejk = 1 for all j, k, and

(iii) L(S11x) = L(x) = L(S10x) = L(S01x),

where the shift operators S01, S10, and S11 are defined by

S01x = (xj,k+1), S10x = (xj+1,k), S11x = (xj+1,k+1).

Let B2 be the set of all Banach limits on Mu. A double sequence x = (xjk) is said
to be almost convergent to a number L if L(x) = L for all L ∈ B2.

As in case of single sequences [63], Theorem 2.5 gives the equivalence of these
two definitions.

The idea of strong almost convergence for single sequences is due to Maddox
[64], and for double sequences, to Başarir [12].

A double sequence x = (xjk) is said to be strongly almost convergent to a number
L if

P - lim
p,q→∞

1

(p + 1)(q + 1)

p∑

j=0

q∑

k=0

|xj+s,k+t − L| = 0,

uniformly in s, t . By [F] we denote the space of all strongly almost convergent
double sequences. Note that [F] ⊂ F ⊂ Mu.
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In [26], Čunjalo introduced the idea of almost Cauchy for double sequences.
A double sequence x = (xjk) is said to be almost Cauchy if for every ε > 0, there
exits k ∈ N such that

∣
∣
∣
∣
∣

1

p1q1

p1−1∑

j=0

q1−1∑

k=0

xj+s1,k+t1 − 1

p2q2

p2−1∑

j=0

q2−1∑

k=0

xj+s2,k+t2

∣
∣
∣
∣
∣
< ε

for all p1,p2, q1, q2 > k and (s1, t1), (s2, t2) ∈ N×N.

2.2 Some Auxiliary Results

Note that, in contrast to the single sequences, a P -convergent double sequence need
not be almost convergent. However, every bounded convergent double sequence is
almost convergent, and every almost convergent double sequence is also bounded,
i.e., CBP ⊂ F ⊂ Mu, and each inclusion is proper.

We start with the following basic result.

Theorem 2.1 Let a double sequence x = (xjk) be BP-convergent to L. Then it is
almost convergent to L, but the converse is not true in general.

Proof For a given ε > 0, we choose N,M ∈ N with

|xjk − L| < ε

2
(j, k ≥ N), (2.2)

and for N , there are p0, q0 ∈ N such that p0 > N, q0 > M , and

2(N + 1)(M + 1)‖x‖∞
p0q0

<
ε

2
. (2.3)

Then, for s, t ∈N and p ≥ p0, q ≥ q0, we obtain

∣
∣
∣
∣
∣

1

pq

s+p−1∑

j=s

t+q−1∑

k=t

xjk − L

∣
∣
∣
∣
∣
≤ 1

pq

s+p−1∑

j=s

t+q−1∑

k=t

|xjk − L|

≤

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

1
pq

pq ε
2 if s ≥ N, t ≥ M,

1
pq

∑N
j=s

∑M
k=t |xjk − L|

+ 1
pq

∑s+p−1
j=N+1

∑t+q−1
k=M+1 |xjk − L| if s < N, t < M,

≤

⎧
⎪⎪⎨

⎪⎪⎩

ε
2 if s ≥ N, t ≥ M,

1
pq

(N − s + 1)(M − t + 1)2‖x‖∞
+ 1

pq
(s + p − 1 − N)(t + q − 1 − M)ε

2

if s < N, t < M,
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< ε
(
by (2.2), (2.3) and the choice of p0, q0 and N,M

)
.

Thus, x = (xjk) is almost convergent to L.
For converse, consider the double sequence x = (xjk) defined by

xjk =
⎧
⎨

⎩

1 if j = k odd,

−1 if j = k even,

0 otherwise.

It is easy to see that x = (xjk) is almost convergent to zero but not P -convergent,
that is, CBP �F . �

Theorem 2.2 Every almost convergent double sequence x = (xjk) is bounded, but
the converse is not true in general.

Proof Let x = (xjk) ∈ F and r0, q0 ∈N with

1

rq

∣
∣
∣
∣
∣

s+r−1∑

j=s

t+q−1∑

k=t

xjk

∣
∣
∣
∣
∣
≤ 1 (r ≥ r0, q ≥ q0, and s, t ∈ N) (2.4)

be given. Then, for s, t ∈N, we have

|xst | =
∣
∣
∣
∣
∣

s+r0−1∑

j=s

t+q0−1∑

k=t

xjk −
s+r0−1∑

j=s+1

t+q0−1∑

k=t+1

xjk

∣
∣
∣
∣
∣

=
∣
∣
∣
∣
∣

s+r0−1∑

j=s

t+q0−1∑

k=t

(xjk − L) −
s+r0−1∑

j=s+1

t+q0−1∑

k=t+1

(xjk − L) + L

∣
∣
∣
∣
∣

≤ (r0 + 1)(q0 + 1) + r0q0 + |L| by (2.4).

That is, x = (xjk) ∈ Mu.
For converse, let x = (xjk) be defined as

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎝

1 0 0 1 1 1 1 0 0 0 0 0 0 0 0 1 · · ·
1 0 0 1 1 1 1 0 0 0 0 0 0 0 0 1 · · ·
1 0 0 1 1 1 1 0 0 0 0 0 0 0 0 1 · · ·
· · · · · · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · · · · · ·

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎠

,

i.e., in each row, there is one 1, then two 0s, then four 1s, then eight 0s, then six-
teen 1s, etc.



2.2 Some Auxiliary Results 21

Now, for n, m odd, the sum of the first 2j 2k elements will be at least (2k−1 +
2k−3)2j , and so

1

2n2m

n∑

j=1

m∑

k=1

xjk ≥ 2n(2m−1 + 2m−3)

2n2m
= 5

8
.

Similarly, for n, m even,

1

2n2m

n∑

j=1

m∑

k=1

xjk ≤ 2n(2m−2 + 2m−3)

2n2m
= 3

8
,

i.e., x /∈F , but x ∈Mu. �

Theorem 2.3 Every double sequence x = (xjk) is almost convergent if and only if
it is almost Cauchy.

Proof Let x = (xjk) be almost convergent double sequence. Then, for every ε > 0,
there exists k ∈ N such that

∣
∣
∣
∣
∣

1

pq

p−1∑

j=0

q−1∑

k=0

xj+s,k+t − L

∣
∣
∣
∣
∣
< ε

for all p,q > k and (n,m) ∈ N×N. Therefore,

∣
∣
∣
∣
∣

1

p1q1

p1−1∑

j=0

q1−1∑

k=0

xj+s1,k+t1 − 1

p2q2

p2−1∑

j=0

q2−1∑

k=0

xj+s2,k+t2

∣
∣
∣
∣
∣

≤
∣
∣
∣
∣
∣

1

p1q1

p1−1∑

j=0

q1−1∑

k=0

xj+s1,k+t1 − L

∣
∣
∣
∣
∣
+
∣
∣
∣
∣
∣

1

p2q2

p2−1∑

j=0

q2−1∑

k=0

xj+s2,k+t2 − L

∣
∣
∣
∣
∣

<
ε

2
+ ε

2
= ε

for all p1,p2, q1, q2 > k and (s1, t1), (s2, t2) ∈ N × N. Hence, x = (xjk) is almost
Cauchy.

Conversely, let x = (xjk) be almost Cauchy. Then, for every ε > 0, there exists
k ∈N such that

∣
∣
∣
∣
∣

1

p1q1

p1−1∑

j=0

q1−1∑

k=0

xj+s1,k+t1 − 1

p2q2

p2−1∑

j=0

q2−1∑

k=0

xj+s2,k+t2

∣
∣
∣
∣
∣
<

ε

2

for all p1,p2, q1, q2 > k and (s1, t1), (s2, t2) ∈ N×N. Taking s1 = s2 = s0 and t1 =
t2 = t0 in the above equation, we obtain that ( 1

pq

∑p−1
j=0

∑q−1
k=0 xj+s0,k+t0)

∞
p,q=1 is
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a Cauchy sequence and hence convergent. Let

P - lim
p,q→∞

1

pq

p−1∑

j=0

q−1∑

k=0

xj+s0,k+t0 = L.

Then, for every ε > 0, there exists k1 ∈N such that

∣
∣
∣
∣
∣

1

pq

p−1∑

j=0

q−1∑

k=0

xj+s0,k+t0 − L

∣
∣
∣
∣
∣
<

ε

2

for all p,q > k1. It follows that

∣
∣
∣
∣
∣

1

pq

p−1∑

j=0

q−1∑

k=0

xj+s,k+t − L

∣
∣
∣
∣
∣

≤
∣
∣
∣
∣
∣

1

pq

p−1∑

j=0

q−1∑

k=0

xj+s,k+t − 1

pq

p−1∑

j=0

q−1∑

k=0

xj+s0,k+t0

∣
∣
∣
∣
∣
+
∣
∣
∣
∣
∣

1

pq

p−1∑

j=0

q−1∑

k=0

xj+s0,k+t0 − L

∣
∣
∣
∣
∣

<
ε

2
+ ε

2
= ε

for all p,q > max(k, k1) and (n,m) ∈N×N. Hence, x is almost convergent to L. �

2.3 Some Related Spaces of Double Sequences

In this section we introduce the following spaces involving the idea of Banach limit
and almost convergence for double sequences. Such type of spaces for single se-
quences were studied by Das and Sahoo [31], and for double sequences by Mur-
saleen and Mohiuddine [100, 101].

Let e = (ejk) with ejk = 1 for all j, k. Then

w2 =
{

x = (xjk) : 1

(m + 1)(n + 1)

m∑

p=0

n∑

q=0

τpqst (x − Le) −→ 0 as m,n −→ ∞,

uniformly in s, t, for some L

}

,

[w2] =
{

x = (xjk) : 1

(m+1)(n+1)

m∑

p=0

n∑

q=0

∣
∣τpqst (x −Le)

∣
∣−→ 0 as m,n −→ ∞,

uniformly in s, t, for some L

}

,
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[w]2 =
{

x = (xjk) : 1

(m + 1)(n + 1)

m∑

p=0

n∑

q=0

τpqst

(|x − Le|)−→ 0 as m,n −→ ∞,

uniformly in s, t, for some L

}

,

ŵ2 =
{

x = (xjk) :
∞∑

p=0

∞∑

q=0

|dpqst − dp−1,q,s,t − dp,q−1,s,t + dp−1,q−1,s,t |

converges uniformly in s, t

}

,

ˆ̂w2 =
{

x = (xjk) :

sup
s,t

∞∑

p=0

∞∑

q=0

|dpqst − dp−1,q,s,t − dp,q−1,s,t + dp−1,q−1,s,t | < ∞
}

,

where

dm,n,s,t = dm,n,s,t (x) = 1

(m + 1)(n + 1)

m∑

p=0

n∑

q=0

τpqst (x)

and

d0,0,s,t (x) = τ0,0,s,t = xs,t , d−1,0,s,t (x) = τ−1,0,s,t (x) = xs−1,t ,

d0,−1,s,t (x) = τ0,−1,s,t (x) = xs,t−1, d−1,−1,s,t (x) = τ−1,−1,s,t (x) = xs−1,t−1.

By (C2,2), we denote the space of Cesàro summable double sequences of or-
der 2, which is defined by

(C2,2) =
{

x = (xjk) : 1

(m + 1)(n + 1)

m∑

p=0

n∑

q=0

τp,q,0,0(x) −→ L as m,n −→ ∞
}

,

and by [C2,2], we denote the space of strongly Cesàro summable double sequences
of order 2, which is defined by

[C2,2] =
{

x = (xjk) : 1

(m + 1)(n + 1)

m∑

p=0

n∑

q=0

∣
∣τp,q,0,0(x) − L

∣
∣−→ 0

as m,n −→ ∞
}

.



24 2 Almost Convergence of Double Sequences

Remark 2.4 If [w2]- limx = L, that is,

1

(m + 1)(n + 1)

m∑

p=0

n∑

q=0

|τpqst − L| −→ 0

as m,n −→ ∞, uniformly in s, t , then

1

(m + 1)(n + 1)

m∑

p=0

n∑

q=0

∣
∣
∣
∣

1

p + 1

p∑

j=0

τjqst − L

∣
∣
∣
∣−→ 0

and

1

(m + 1)(n + 1)

m∑

p=0

n∑

q=0

∣
∣
∣
∣

1

q + 1

q∑

k=0

τpkst − L

∣
∣
∣
∣−→ 0.

2.4 Associated Sublinear Functionals

Let G be any sublinear functional on Mu. We write {Mu,G} to denote the set of all
linear functionals F on Mu such that F ≤ G, i.e., F(x) ≤ G(x) for all x = (xjk) ∈
Mu.

Now we define the following functionals on the space Mu of real bounded dou-
ble sequences:

φ(x) = lim sup
m,n

sup
s,t

1

(m + 1)(n + 1)

m∑

p=0

n∑

q=0

τpqst (x),

ψ(x) = lim sup
m,n

sup
s,t

1

(m + 1)(n + 1)

m∑

p=0

n∑

q=0

∣
∣τpqst (x)

∣
∣,

θ(x) = lim sup
m,n

sup
s,t

1

(m + 1)(n + 1)

m∑

p=0

n∑

q=0

τpqst

(|x|),

ξ(x) = lim sup
p,q

sup
s,t

τpqst (x),

η(x) = lim sup
p,q

sup
s,t

τpqst

(|x|),

where |x| = (|xjk|)∞j,k=1.
It can be easily verified that each of the above functionals is finite, well defined,

and sublinear on Mu.
A sublinear functional G is said to generate Banach limits if F ∈ {Mu,G} is

a Banach limit, and it is said to dominate Banach limits if F ∈ B2 implies F ∈
{Mu,G}.
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In the following theorem, we characterize the space Mu ∩ w2 in terms of the
sublinear functional φ.

Theorem 2.5 We have the following:

(i) The sublinear functional φ both dominates and generates Banach limits, i.e.,
φ(x) = ξ(x) for all x = (xjk) ∈Mu.

(ii) Mu ∩ w2 = {x = (xjk) ∈ Mu : φ(x) = −φ(−x)} = F .

Proof (i) By the definition of ξ , for given ε > 0, there exist p0, q0 such that

τpqst (x) < ξ(x) + ε

for p > p0, q > q0 and all s, t . This implies that

φ(x) ≤ ξ(x) + ε

for all x = (xjk) ∈ Mu. Since ε is arbitrary, we have φ(x) ≤ ξ(x) for all x = (xjk) ∈
Mu, and hence,

{Mu,φ} ⊂ {Mu, ξ} = B2 (2.5)

i.e., φ generates Banach limits.
Conversely, suppose that L ∈ B2. Since L is shift invariant, i.e., L(S11x) =

L(x) = L(S10x) = L(S01x), we have

L(x) = L
(

1

(p + 1)(q + 1)

p∑

j=0

q∑

k=0

xj+s,k+t

)

= L
(
τpqst (x)

)

= L
(

1

(m + 1)(n + 1)

m∑

p=0

n∑

q=0

τpqst (x)

)

. (2.6)

But it follows from the definition of φ that for given ε > 0, there exist m0, n0 such
that

1

(m + 1)(n + 1)

m∑

p=0

n∑

q=0

τpqst (x) < φ(x) + ε (2.7)

for m > m0, n > n0 and all s, t . Hence, by (2.7) and properties (i) and (ii) of Banach
limits, we have

L
(

1

(m + 1)(n + 1)

m∑

p=0

n∑

q=0

τpqst (x)

)

< L
((

φ(x) + ε
)
e
)= φ(x) + ε (2.8)
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for m > m0, n > n0 and all s, t , where e is defined at the beginning of Sect. 2.3.
Since ε was arbitrary, it follows from (2.6) and (2.8) that

L(x) ≤ φ(x) for all x = (xjk) ∈Mu.

Hence,

B2 ⊂ {Mu,φ}, (2.9)

that is, φ dominates Banach limits.
Combining (2.5) and (2.9), we get

{Mu, ξ} = {Mu,φ},

which implies that φ dominates and generates Banach limits and φ(x) = ξ(x) for
all x ∈ Mu.

(ii) As a consequence of the Hahn–Banach theorem, {Mu,φ} is nonempty, and a
linear functional F ∈ {Mu,φ} is not necessarily uniquely defined at any particular
value of x. This is evident in the manner the linear functionals are constructed. But
in order that all the functionals {Mu,φ} coincide at x = (xjk), it is necessary and
sufficient that

φ(x) = −φ(−x) (2.10)

and

lim sup
m,n

sup
s,t

1

(m + 1)(n + 1)

m∑

p=0

n∑

q=0

τpqst (x)

= lim inf
m,n

sup
s,t

1

(m + 1)(n + 1)

m∑

p=0

n∑

q=0

τpqst (x). (2.11)

Equality (2.11) holds if and only if

1

(m + 1)(n + 1)

m∑

p=0

n∑

q=0

τpqst (x) −→ L(say) as m,n −→ ∞,

uniformly in s, t , and hence, x = (xjk) ∈ w2 ∩ Mu for all x = (xjk) ∈ Mu, while
Eq. (2.10) is equivalent to

ξ(x) = −ξ(−x),

which holds if and only if x = (xjk) ∈ F . �

In the following theorem, we characterize the spaces [w2] ∩Mu and [w]2 ∩Mu

in terms of the sublinear functionals.



2.5 Some Basic Lemmas 27

Theorem 2.6 We have the following:

[w2] ∩Mu = {
x = (xjk) : ψ(x − Le) = 0, for some L

}

= {
x = (xjk) : F(x − Le) = 0 for all F ∈ {Mu,ψ} for some L

}
.

Proof Without loss of generality, we assume that L = 0. Now, as in Theorem 2.5(ii),
as a consequence of the Hahn–Banach theorem, {Mu,ψ} is nonempty, and a linear
functional F ∈ {Mu,ψ} is not necessarily uniquely defined at any particular value
of x. In order that all the functionals {Mu,ψ} coincide at x = (xjk), it is necessary
and sufficient that

ψ(x) = −ψ(−x).

Hence, in general, the construction of the sublinear functional ψ and the definition
of [w2] together suggest that x = (xjk) ∈ [w2] ∩Mu if and only if

ψ(x − Le) = −ψ(Le − x). (2.12)

Since ψ(x) = ψ(−x), (2.12) reduces to

ψ(x − Le) = 0. (2.13)

Now, if F ∈ {Mu,ψ}, then from (2.13) and from the linearity of F we have

F(x − Le) = 0.

Conversely, suppose that F(x − Le) = 0 for all F ∈ {Mu,ψ} and hence, by the
Hahn–Banach theorem, there exists F0 ∈ {Mu,ψ} such that F0(x) = ψ(x). Hence,

0 = F0(x − Le) = ψ(x − Le).

This completes the proof of the theorem. �

2.5 Some Basic Lemmas

In this section, we give some important lemmas, which will be used in the proofs of
our main results.

Lemma 2.7 (Abel’s transformation for double series)

p∑

j=1

q∑

k=1

vjk(ujk − uj+1,k − uj,k+1 + uj+1,k+1)

=
p∑

j=1

q∑

k=1

ujk(�11vjk)−
p∑

j=1

uj,q+1(�10vjq)−
q∑

k=1

up+1,k(�01vpk)+up+1,q+1vpq,
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where

�10vjq = vjq − vj−1,q , �01vpk = vpk − vp,k−1 and

�11vjk = vjk − vj−1,k − vj,k−1 + vj−1,k−1.

Proof Abel’s transformation for single series is

m∑

i=1

vi(ui ∓ ui+1) =
m∑

i=1

ui(vi ∓ vi−1) ∓ um+1vm. (2.14)

Now we prove Abel’s transformation for double series:

p∑

j=1

q∑

k=1

vjk(ujk − uj+1,k − uj,k+1 + uj+1,k+1)

=
q∑

k=1

[
p∑

j=1

vjk(ujk − uj+1,k) −
p∑

j=1

vjk(uj,k+1 − uj+1,k+1)

]

by using (2.14) we have

=
q∑

k=1

[
p∑

j=1

ujk(vjk − vj−1,k) − up+1,kvpk

−
p∑

j=1

uj,k+1(vjk − vj−1,k) + up+1,k+1vpk

]

=
p∑

j=1

[
q∑

k=1

vjk(ujk − uj,k+1) −
q∑

k=1

vj−1,k(ujk − uj,k+1)

]

−
q∑

k=1

up+1,kvpk

+
q∑

k=1

up+1,k+1vpk

and now again using (2.14), we get

=
p∑

j=1

[
q∑

k=1

ujk(vjk − vj,k−1) − uj,q+1vjq −
q∑

k=1

ujk(vj−1,k − vj−1,k−1)

+ uj,q+1vj−1,q

]

−
q∑

k=1

up+1,kvpk +
q∑

k=1

up+1,kvp,k−1 + up+1,q+1vpq

=
p∑

j=1

q∑

k=1

ujk(vjk − vj,k−1 − vj−1,k + vj−1,k−1) −
p∑

j=1

uj,q+1vjq
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+
p∑

j=1

uj,q+1vj−1,q −
q∑

k=1

up+1,kvpk +
q∑

k=1

up+1,kvp,k−1 + up+1,q+1vpq

=
p∑

j=1

q∑

k=1

ujk(�11vjk) −
p∑

j=1

uj,q+1(�10vjq) −
q∑

k=1

up+1,k(�01vpk)

+ up+1,q+1vpq. �

Another form of Abel’s transformation for double series is given by Altay and
Başar [4].

Lemma 2.8 [w2]- limx = L if and only if

(i) w2- limx = L;
(ii) 1

uv

∑u
m=1

∑v
n=1 |T1(m,n, s, t) − L| −→ 0 (u,v −→ ∞) uniformly in s, t ;

(iii) 1
uv

∑u
m=1

∑v
n=1 |T2(m,n, s, t) − L| −→ 0 (u,v −→ ∞) uniformly in s, t ;

(iv) 1
uv

∑u
m=1

∑v
n=1 |τmnst +dmnst −T1(m,n, s, t)−T2(m,n, s, t)| −→ 0 (u,v −→

∞) uniformly in s, t , where

T1(m,n, s, t) = 1

(m + 1)

m∑

p=0

τpnst and T2(m,n, s, t) = 1

(n + 1)

n∑

q=0

τmqst .

Proof Let [w2]- limx = L. Then, obviously, w2- limx = L. (ii) and (iii) follow im-
mediately from Remark 2.4. Now we have

1

uv

u∑

m=1

v∑

n=1

∣
∣τmnst + dmnst − T1(m,n, s, t) − T2(m,n, s, t)

∣
∣

= 1

uv

u∑

m=1

v∑

n=1

∣
∣τmnst − L + dmnst − L − T1(m,n, s, t) + L − T2(m,n, s, t) + L

∣
∣

≤ 1

uv

u∑

m=1

v∑

n=1

(|τmnst − L| + |dmnst − L| + ∣
∣T1(m,n, s, t) − L

∣
∣

+ ∣
∣T2(m,n, s, t) − L

∣
∣
)

−→ 0 as u,v −→ ∞, uniformly in s, t , since

(a) [w2]- limx = L implies that the first sum tends to zero;
(b) (ii) and (iii) imply that the third and fourth sums tend to zero;
(c) (i) implies that dmnst −→ L (m,n −→ ∞) uniformly in s, t , and so the second

sum tends to zero.
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Conversely, suppose that the conditions hold. We have

1

uv

u∑

m=1

v∑

n=1

|τmnst − L|

≤ 1

uv

u∑

m=1

v∑

n=1

∣
∣τmnst + dmnst − T1(m,n, s, t) − T2(m,n, s, t)

∣
∣

+ 1

uv

u∑

m=1

v∑

n=1

|dmnst − L| + 1

uv

u∑

m=1

v∑

n=1

∣
∣T1(m,n, s, t) − L

∣
∣

+ 1

uv

u∑

m=1

v∑

n=1

∣
∣T2(m,n, s, t) − L

∣
∣

−→ 0 as u,v −→ ∞, uniformly in s, t . �

Lemma 2.9 We have

τmnst + dmnst − T1(m,n, s, t) − T2(m,n, s, t)

= mn[dmnst − dm−1,n,s,t − dm,n−1,s,t + dm−1,n−1,s,t ].

Proof We shall use the equality

dmnst − dm−1,n,s,t − dm,n−1,s,t + dm−1,n−1,s,t

=
[

1

(m + 1)(n + 1)

m∑

p=0

n∑

q=0

τpqst − 1

m(n + 1)

m−1∑

p=0

n∑

q=0

τpqst

]

−
[

1

(m + 1)n

m∑

p=0

n−1∑

q=0

τpqst − 1

mn

m−1∑

p=0

n−1∑

q=0

τpqst

]

. (2.15)

First, we solve the expression in the first bracket:

[
1

(m + 1)(n + 1)

m∑

p=0

n∑

q=0

τpqst − 1

m(n + 1)

m−1∑

p=0

n∑

q=0

τpqst

]

= 1

m(m + 1)(n + 1)

[
n∑

q=0

(

m

m∑

p=0

τpqst − (m + 1)

m−1∑

p=0

τpqst

)]

= 1

m(m + 1)(n + 1)

n∑

q=0

[

mτmqst −
m−1∑

p=0

τpqst

]
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= 1

m(m + 1)(n + 1)

n∑

q=0

[

(m + 1)τmqst −
m∑

p=0

τpqst

]

= 1

m(n + 1)

n∑

q=0

[

τmqst − 1

(m + 1)

m∑

p=0

τpqst

]

= 1

m(n + 1)

n∑

q=0

τmqst − 1

m(m + 1)(n + 1)

m∑

p=0

n∑

q=0

τpqst

= 1

m(n + 1)

n∑

q=0

τmqst − 1

m
dmnst . (2.16)

For the expression in the second bracket, we have

1

(m + 1)n

m∑

p=0

n−1∑

q=0

τpqst − 1

mn

m−1∑

p=0

n−1∑

q=0

τpqst

= 1

n

n−1∑

q=0

[
1

m(m + 1)

{

m

m∑

p=0

τpqst − (m + 1)

m−1∑

p=0

τpqst

}]

= 1

n

n−1∑

q=0

[
1

m(m + 1)

{

mτmqst −
m−1∑

p=0

τpqst

}]

= 1

n

n−1∑

q=0

[
1

m(m + 1)

{

(m + 1)τmqst −
m∑

p=0

τpqst

}]

= 1

mn

n−1∑

q=0

τmqst − 1

m(m + 1)n

m∑

p=0

n−1∑

q=0

τpqst

= 1

mn

n−1∑

q=0

τmqst − 1

m
dm,n−1,s,t . (2.17)

Substituting (2.16) and (2.17) into (2.15), we get

dmnst − dm−1,n,s,t − dm,n−1,s,t + dm−1,n−1,s,t

= 1

m(n + 1)

n∑

q=0

τmqst − 1

mn

n−1∑

q=0

τmqst − 1

m
dmnst + 1

m
dm,n−1,s,t

= 1

mn(n + 1)

[

n

n∑

q=0

τmqst − (n + 1)

n−1∑

q=0

τmqst

]

− 1

m
(dmnst − dm,n−1,s,t )
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= 1

mn(n + 1)

[

nτmnst −
n−1∑

q=0

τmqst

]

− 1

m
(dmnst − dm,n−1,s,t )

= 1

mn(n + 1)

[

(n + 1)τmnst −
n∑

q=0

τmqst

]

− 1

m
(dmnst − dm,n−1,s,t )

= 1

mn

[

τmnst − 1

(n + 1)

n∑

q=0

τmqst

]

− 1

m
(dmnst − dm,n−1,s,t ). (2.18)

We know that

dmnst = 1

(m + 1)(n + 1)

m∑

p=0

n∑

q=0

τpqst

= 1

(m + 1)(n + 1)

[
m−1∑

p=0

n∑

q=0

τpqst +
n∑

q=0

τmqst

]

(2.19)

and

dm−1,n,s,t = 1

m(n + 1)

m−1∑

p=0

n∑

q=0

τpqst . (2.20)

From (2.19) and (2.20) we have

(m + 1)dmnst − mdm−1,n,s,t = 1

(n + 1)

n∑

q=0

τmqst . (2.21)

Thus, (2.18) becomes

= 1

mn

[
τmnst − (m + 1)dmnst + mdm−1,n,s,t

]− 1

m
(dmnst − dm,n−1,s,t )

= 1

mn

[
τmnst − dmnst − m(dmnst − dm−1,n,s,t ) − n(dmnst − dm,n−1,s,t )

]
. (2.22)

Also, (2.21) can be written as

m(dmnst − dm−1,n,s,t ) = 1

(n + 1)

n∑

q=0

τmqst − dmnst . (2.23)

Similarly, we can write

n(dmnst − dm,n−1,s,t ) = 1

(m + 1)

m∑

q=0

τpnst − dmnst . (2.24)
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Using (2.23) and (2.24) in (2.22), we get

= 1

mn

[

τmnst + dmnst − 1

(m + 1)

m∑

p=0

τpnst − 1

(n + 1)

n∑

q=0

τmqst

]

,

which implies that

τmnst +dmnst −Tm(n)−Tn(m) = mn[dmnst −dm−1,n,s,t −dm,n−1,s,t +dm−1,n−1,s,t ].
�

Lemma 2.10 Let Vmnst = ∑∞
p=m

∑∞
q=n |dpqst − dp−1,q,s,t − dp,q−1,s,t +

dp−1,q−1,s,t |. Then

Vmnst − Vm,n+1,s,t − Vm+1,n,s,t + Vm+1,n+1,s,t

= |dmnst − dm−1,n,s,t − dm,n−1,s,t + dm−1,n−1,s,t |.
Proof We have

Vmnst − Vm,n+1,s,t − Vm+1,n,s,t + Vm+1,n+1,s,t

=
∞∑

p=m

∞∑

q=n

|dpqst − dp−1,q,s,t − dp,q−1,s,t + dp−1,q−1,s,t |

−
∞∑

p=m

∞∑

q=n+1

|dpqst − dp−1,q,s,t − dp,q−1,s,t + dp−1,q−1,s,t |

−
∞∑

p=m+1

∞∑

q=n

|dpqst − dp−1,q,s,t − dp,q−1,s,t + dp−1,q−1,s,t |

+
∞∑

p=m+1

∞∑

q=n+1

|dpqst − dp−1,q,s,t − dp,q−1,s,t + dp−1,q−1,s,t |

=
∞∑

p=m

[ ∞∑

q=n

−
∞∑

q=n+1

]

|dpqst − dp−1,q,s,t − dp,q−1,s,t + dp−1,q−1,s,t |

−
∞∑

p=m+1

[ ∞∑

q=n

−
∞∑

q=n+1

]

|dpqst − dp−1,q,s,t − dp,q−1,s,t + dp−1,q−1,s,t |

=
∞∑

p=m

|dpnst − dp−1,n,s,t − dp,n−1,s,t + dp−1,n−1,s,t |

−
∞∑

p=m+1

|dpnst − dp−1,n,s,t − dp,n−1,s,t + dp−1,n−1,s,t |
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=
[ ∞∑

p=m

−
∞∑

p=m+1

]

|dpnst − dp−1,n,s,t − dp,n−1,s,t + dp−1,n−1,s,t |

= |dmnst − dm−1,n,s,t − dm,n−1,s,t + dm−1,n−1,s,t |. �

2.6 Inclusion Relations

We establish here some inclusion relations between the spaces defined in Sect. 2.3.

Theorem 2.11 We have the following inclusions with the limit preserved in each
case, while the reverse inclusions do not hold in general.

(i) ŵ2 ⊂ [w2] if conditions (ii) and (iii) of Lemma 2.8 hold.
(ii) ŵ2 ⊂ ˆ̂w2.

Proof (i) We have to show that ŵ2 ⊂ [w2]. If x ∈ ŵ2, then we have

Vmnst =
∞∑

p=m

∞∑

q=n

|dpqst − dp−1,q,s,t − dp,q−1,s,t + dp−1,q−1,s,t | (2.25)

−→ 0 as m,n −→ ∞, uniformly in s, t , and

dpqst −→ L (say) as p,q −→ ∞ uniformly in s, t,

that is, w2- limx = L.
In order to prove that x ∈ [w2], it is enough to show that condition (iv) of

Lemma 2.8 holds. By Lemmas 2.9 and 2.10 we have

τpqst + dpqst − T1(p, q, s, t) − T2(p, q, s, t)

= pq[dpqst − dp−1,q,s,t − dp,q−1,s,t + dp−1,q−1,s,t ]
and

|dpqst − dp−1,q,s,t − dp,q−1,s,t + dp−1,q−1,s,t |
= Vpqst − Vp,q+1,s,t − Vp+1,q,s,t + Vp+1,q+1,s,t ,

so that

1

mn

m∑

p=1

n∑

q=1

∣
∣τpqst + dpqst − T1(p, q, s, t) − T2(p, q, s, t)

∣
∣

= 1

mn

m∑

p=1

n∑

q=1

pq[Vpqst − Vp,q+1,s,t − Vp+1,q,s,t + Vp+1,q+1,s,t ]
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using Lemma 2.7 for Abel’s transformation, we have

= 1

mn

[
m∑

p=1

n∑

q=1

Vpqst − m

n∑

q=1

Vm+1,q,s,t − n

m∑

p=1

Vp,n+1,s,t + mnVm+1,n+1,s,t

]

−→ 0 as m,n −→ ∞, uniformly in s, t (by 2.25). Hence, by Lemma 2.8, x ∈ [w2].
(ii) Let x ∈ ŵ2. We have to show that

sup
s,t

∞∑

p=0

∞∑

q=0

|dpqst − dp−1,q,s,t − dp,q−1,s,t + dp−1,q−1,s,t | ≤ K,

where K is an absolute constant. As x ∈ ŵ2, there exist integers p0, q0 such that

∑

p>p0

∑

q>q0

|dpqst − dp−1,q,s,t − dp,q−1,s,t + dp−1,q−1,s,t | < 1, for all s, t. (2.26)

Hence, it is left to show that, for fixed p,q ,

|dpqst − dp−1,q,s,t − dp,q−1,s,t + dp−1,q−1,s,t | ≤ K for all s, t.

From (2.26) we have that

|dpqst − dp−1,q,s,t − dp,q−1,s,t + dp−1,q−1,s,t | < 1 (2.27)

for every fixed p > p0, q > q0 and all s, t . Since

m(m + 1)n(n + 1)(dmnst − dm−1,n,s,t − dm,n−1,s,t + dm−1,n−1,s,t )

=
m∑

p=1

n∑

q=1

pq(τpqst − τp−1,q,s,t − τp,q−1,s,t + τp−1,q−1,s,t ), (2.28)

we have

mn
[
(m + 1)(n + 1)(dmnst − dm−1,n,s,t − dm,n−1,s,t + dm−1,n−1,s,t )

− (m − 1)(n + 1)(dm−1,n,s,t − dm−2,n,s,t − dm−1,n−1,s,t + dm−2,n−1,s,t )

− (m + 1)(n − 1)(dm,n−1,s,t − dm−1,n−1,s,t − dm,n−2,s,t + dm−1,n−2,s,t )

+ (m − 1)(n − 1)(dm−1,n−1,s,t − dm−2,n−1,s,t − dm−1,n−2,s,t + dm−2,n−2,s,t )
]

=
n∑

q=1

q

[
m∑

p=1

p(τpqst − τp−1,q,s,t − τp,q−1,s,t + τp−1,q−1,s,t )

−
m−1∑

p=1

p(τpqst − τp−1,q,s,t − τp,q−1,s,t + τp−1,q−1,s,t )

]
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−
n−1∑

q=1

q

[
m∑

p=1

p(τpqst − τp−1,q,s,t − τp,q−1,s,t + τp−1,q−1,s,t )

−
m−1∑

p=1

p(τpqst − τp−1,q,s,t − τp,q−1,s,t + τp−1,q−1,s,t )

]

=
n∑

q=1

q
[
m(τmqst − τm−1,q,s,t − τm,q−1,s,t + τm−1,q−1,s,t )

]

−
n−1∑

q=1

q
[
m(τmqst − τm−1,q,s,t − τm,q−1,s,t + τm−1,q−1,s,t )

]
.

This implies that

(m + 1)(n + 1)(dmnst − dm−1,n,s,t − dm,n−1,s,t + dm−1,n−1,s,t )

− (m − 1)(n + 1)(dm−1,n,s,t − dm−2,n,s,t − dm−1,n−1,s,t + dm−2,n−1,s,t )

− (m + 1)(n − 1)(dm,n−1,s,t − dm−1,n−1,s,t − dm,n−2,s,t + dm−1,n−2,s,t )

+ (m − 1)(n − 1)(dm−1,n−1,s,t − dm−2,n−1,s,t − dm−1,n−2,s,t + dm−2,n−2,s,t )

= [τmnst − τm−1,n,s,t − τm,n−1,s,t + τm−1,n−1,s,t ]. (2.29)

Using (2.27) and (2.29), we have that

|τmnst − τm−1,n,s,t − τm,n−1,s,t + τm−1,n−1,s,t | ≤ K(m,n) (2.30)

for every fixed m > p0, n > q0 and all s, t , where K(m,n) is a constant depending
on m, n. Again, from the definition of τmnst we obtain, similarly to (2.25),

τmnst − τm−1,n,s,t − τm,n−1,s,t + τm−1,n−1,s,t

= 1

m(m + 1)n(n + 1)

m∑

u=1

n∑

v=1

uvau+s,v+t , (2.31)

so that

am+s,n+t

= (m + 1)(n + 1)(τmnst − τm−1,n,s,t − τm,n−1,s,t + τm−1,n−1,s,t )

− (m − 1)(n + 1)(τm−1,n,s,t − τm−2,n,s,t − τm−1,n−1,s,t + τm−2,n−1,s,t )

− (m + 1)(n − 1)(τm,n−1,s,t − τm−1,n−1,s,t − τm,n−2,s,t + τm−1,n−2,s,t )

+ (m − 1)(n − 1)(τm−1,n−1,s,t − τm−2,n−1,s,t − τm−1,n−2,s,t + τm−2,n−2,s,t ).
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Hence, it follows from (2.30) that, for any fixed m > p0 and n > q0,

|am+s,n+t | ≤ K(m,n) for all s, t. (2.32)

Now choose m = m0 + 1, n = n0 + 1. Let

K =max
{
K(m0 + 1, n0 + 1), |a1,n0+1|, |am0+1,1|, |a2,n0+1|, |am0+1,2|, . . . ,

|an0+1,n0+1|
}
.

It follows from (2.32) that

|au,v| ≤ K for all u,v

where K is independent of u, v. By (2.31) we have

|τmnst − τm−1,n,s,t − τm,n−1,s,t + τm−1,n−1,s,t | ≤ K for all m,n, s, t. (2.33)

Also, from (2.28) and (2.33) we have

|dpqst − dp−1,q,s,t − dp,q−1,s,t + dp−1,q−1,s,t | ≤ K for all p,q, s, t. �

Theorem 2.12 We have the following proper inclusions with the limit preserved in
each case:

[F] ⊂ [w]2 ⊂ [w2] ⊂ w2 ⊂ (C2,2).

Proof Let x ∈ [F] with [F]- limx = L, say. Then

τpqst

(|x − Le|)−→ 0 as p,q −→ ∞, uniformly in s, t.

This implies that

1

(m + 1)(n + 1)

m∑

p=0

n∑

q=0

τpqst

(|x − Le|)−→ 0 as p,q −→ ∞, uniformly in s, t.

This proves that x ∈ [w]2 and [F]- limx = [w]2- limx = L.
Since

1

(m + 1)(n + 1)

∣
∣
∣
∣
∣

m∑

p=0

n∑

q=0

τpqst (x − Le)

∣
∣
∣
∣
∣
≤ 1

(m + 1)(n + 1)

m∑

p=0

n∑

q=0

∣
∣τpqst (x − Le)

∣
∣

≤ 1

(m + 1)(n + 1)

m∑

p=0

n∑

q=0

τpqst

(|x − Le|),

this implies that [w]2 ⊂ [w2] ⊂ w2 and

[w]2- limx = [w2]- limx = w2- limx = L.
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Since

1

(m + 1)(n + 1)

m∑

p=0

n∑

q=0

τpqst (x − �e)

converges uniformly in s, t as m,n −→ ∞, we have the convergence for s = 0 = t .
It follows that w2 ⊂ (C2,2) and w2- limx = (C2,2)- limx = L. �

Example 2.13 [w]2 ∩Mu � [w2] ∩Mu.
Let x = (xjk) be defined by

xjk = (−1)k for all j,

that is,
⎛

⎜
⎜
⎜
⎜
⎝

−1 1 −1 1 · · ·
−1 1 −1 1 · · ·
−1 1 −1 1 · · ·
· · · · · · ·
· · · · · · ·

⎞

⎟
⎟
⎟
⎟
⎠

.

Then

∣
∣τpqst (x − 0)

∣
∣=

∣
∣
∣
∣
∣

1

(p + 1)(q + 1)

p∑

j=0

q∑

k=0

xj+s,k+t

∣
∣
∣
∣
∣

≤ q + 1

(p + 1)(q + 1)
= 1

p + 1
uniformly for s, t.

Hence,

1

(m + 1)(n + 1)

m∑

p=0

n∑

q=0

∣
∣τpqst (x − 0)

∣
∣≤ 1

(m + 1)(n + 1)

m∑

p=0

n∑

q=0

1

p + 1

= 1

(n + 1)(m + 1)

m∑

p=0

n + 1

p + 1

= 1

(m + 1)

m∑

p=0

1

p + 1
→ 0 as m → ∞,

i.e., x = (xjk) ∈ [w2] ∩ Mu, and hence, by Theorem 2.5, x ∈ F . But x /∈ [w]2 ∩
Mu, and hence x /∈ [F].
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2.7 Exercises

1 Check whether the double sequence x = (xnk) defined by

xnk =
{

1 if n and k are squares,
0 otherwise

is almost convergent or not. If yes, then what is its almost limit?

2 Show that the inclusion

[F] ⊂ F

is proper.

3 Prove that

[w]2 ∩Mu = {
x = (xjk) : θ(x − Le) = 0 for some L

}

= {
x = (xjk) : F(x − Le) = 0 for all F ∈ {Mu, θ} and some L

}
.

4 Prove that

[F] ⊂ [w2] ⊂ w2

and

[w2]- limx = w2- limx = L.

5 Show that the inclusion

[w]2 ⊂ [w2]
is proper.

6 Prove the following proper inclusions:

[F] ⊂ [w]2 ∩Mu ⊂ [w2] ∩Mu ⊂ F .



Chapter 3
Almost Regular Matrices

The Silverman–Toeplitz theorem is a well-known theorem that states necessary and
sufficient conditions to transform a convergent sequence into a convergent sequence
leaving the limit invariant. This idea was extended to RH-regular matrices by using
the notion of P -convergence (see [50] and [111]). In this chapter, we use the no-
tion of almost convergence to define and characterize almost conservative, almost
regular, strongly regular, and almost strongly regular four-dimensional matrices.

3.1 Introduction

Let Ω denote the vector space of all double sequences with the vector space oper-
ations defined coordinate-wise. Vector subspaces of Ω are called double sequence
spaces. In addition to the above-mentioned double sequence spaces, we consider the
double sequence space

Lu :=
{

x ∈ Ω | ‖x‖1 :=
∑

j,k

|xjk| < ∞
}

of all absolutely summable double sequences.
All considered double sequence spaces are supposed to contain

Φ := span
{
ejk | j, k ∈N

}
,

where

ejk
i� =

{
1 if (j, k) = (i, �),

0 otherwise.

We denote the pointwise sums
∑

j,k ejk ,
∑

j ejk (k ∈ N), and
∑

k ejk (j ∈N) by

e, ek , and ej , respectively.
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Let E be the space of double sequences converging with respect to a convergence
notion ν, F be a double sequence space, and A = (amnjk) be a four-dimensional
matrix of scalars. Define the set

F
(ν)
A :=

{

x ∈ Ω | [Ax]mn := ν-
∑

j,k

amnjkxjk exists, and Ax := ([Ax]mn

)
m,n

∈ F

}

.

Then we say that A maps the space E into the space F if E ⊂ F
(ν)
A and denote by

(E,F ) the set of all four-dimensional matrices A that map E into F .
We say that a four-dimensional matrix A is Cν -conservative if Cν ⊂ C(ν)

νA and
Cν -regular if, in addition,

ν- limAx := ν- lim
m,n

[Ax]mn = ν- lim
m,n

xmn (x ∈ Cν).

Note that a convergent double sequence need not be almost convergent. However,
every bounded convergent double sequence is almost convergent, and every almost
convergent double sequence is bounded.

Let A = (amnjk) (j, k = 0,1, . . . ) be a double infinite matrix of real numbers.
For all m,n = 0,1, . . . , the sums

ymn =
∞∑

j=0

∞∑

k=0

amnjkxjk

are called the A-means of the sequence x = (xjk). We say that a sequence x is A-
summable to the limit t if the A-means exist for all m,n = 0,1, . . . in the sense of
Pringsheim’s convergence:

P - lim
p,q→∞

p∑

j=0

q∑

k=0

amnjkxjk = ymn and P - lim
m,n→∞ymn = t.

We say that a matrix A is bounded-regular (or RH-regular) if every bounded-
convergent sequence x is A-summable to the same limit and the A-means are also
bounded.

Four-dimensional matrices that map every almost convergent double sequence
into a BP-convergent double sequence with the same limit were considered by
Móricz and Rhoades [83], four-dimensional matrices that map every almost con-
vergent double sequence into an almost convergent double sequence with the
same limit were characterized by Mursaleen [88], and in [128], authors charac-
terized the almost Cν -conservative matrices, i.e., the four-dimensional matrices
A = (amnjk) that map the double sequence space Cν into the space F , where
ν ∈ {BP,R,P }.
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3.2 Almost Cν-Conservative Matrices

In this section, we define and characterize almost Cν -conservative matrices, i.e., the
four-dimensional matrices A = (amnjk) that map the double sequence space Cν into
the space F , where ν ∈ {BP,R,P } (see [128]).

To derive them, we apply characterizations of four-dimensional matrices from
the class (Cν,Cbp) for ν ∈ {BP,R,P }.

The conditions for a four-dimensional matrix to map the spaces CBP, CR , CP into
the space CBP are well known (see, for example, [50] and [111]).

Theorem 3.1

(a) The matrix A = (amnjk) is in (CR,CBP) if and only if the following conditions
hold:

(i) supm,n

∑
j,k |amnjk| < ∞,

(ii) the limit BP- limm,n amnjk = ajk exists (j, k ∈N),
(iii) the limit BP- limm,n

∑
j,k amnjk = v exists,

(iv) the limit BP- limm,n

∑
j amnjk0 = uk0 exists (k0 ∈ N),

(v) the limit BP- limm,n

∑
k amnj0k = vj0 exists (j0 ∈ N).

In this case, a = (ajk) ∈ Lu, (uk), (vj ) ∈ l1, and

BP- lim
m,n

[Ax]m,n =
∑

j,k

ajkxjk +
∑

j

(

vj −
∑

k

ajk

)

xj +
∑

k

(

uk −
∑

j

ajk

)

xk

+
(

v +
∑

j,k

ajk −
∑

j

vj −
∑

k

uk

)

R- lim
m,n

xmn (x ∈ CR).

(b) The matrix A = (amnjk) is in (CR,CBP) and BP- limAx = R- limm,n xmn (x ∈
CR) if and only if conditions (i)–(v) hold with ajk = uk = vj = 0 (j, k ∈ N) and
v = 1.

Theorem 3.2

(a) The matrix A = (amnjk) is in (CBP,CBP) if and only if it satisfies conditions (i),
(ii), and (iii) of Theorem 3.1 and

(vi) BP- limm,n

∑
j |amnjk0 − ajk0 | = 0 (k0 ∈N),

(vii) BP- limm,n

∑
k |amnj0k − aj0k| = 0 (j0 ∈N).

In this case, a = (ajk) ∈ Lu, and

BP- lim
m,n

[Ax]m,n =
∑

j,k

ajkxjk +
(

v −
∑

j,k

ajk

)

BP- lim
m,n

xmn (x ∈ Cbp).

(b) The matrix A = (amnjk) is in (CBP,CBP) and BP- limAx = BP- limm,n xmn (x ∈
CBP) if and only if conditions (i), (ii), (iii) of Theorem 3.1 and (vi) and (vii) hold
with ajk = 0 (j, k ∈N) and v = 1.
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Theorem 3.3

(a) The matrix A = (amnjk) is in (CP ,CBP) if and only if conditions (i)–(iii) of
Theorem 3.1 hold and

(viii) for every j ∈ N, there exists K ∈ N such that amnjk = 0 for k > K

(m,n ∈N),
(ix) for every k ∈ N, there exists J ∈ N such that amnjk = 0 for j > J

(m,n ∈N),

In this case, a = (ajk) ∈ Lu, (ajk0)j , (aj0k)k ∈ ϕ (j0, k0 ∈N), and

BP- lim
m,n

[Ax]m,n =
∑

j,k

ajkxjk +
∑

j

(

v −
∑

j,k

ajk

)

P - lim
m,n

xmn (x ∈ CP ).

(b) The matrix A = (amnjk) is in (CP ,CBP) and BP- limAx = P - limm,n xmn (x ∈
CP ) if and only if conditions (ii) and (iii) of Theorem 3.1 and (viii)–(ix) hold
with ajk = 0 (j, k ∈N) and v = 1.

A four-dimensional matrix A = (amnjk) is said to be almost Cν -conservative if it
transforms every ν-convergent double sequence x = (xjk) into the almost conver-
gent double sequence, where ν ∈ {P,BP,R}, that is, A ∈ (Cν,F).

A four-dimensional matrix A = (amnjk) is said to be almost Cν -regular if it is
almost Cν -conservative and F- limAx = ν- limx for every x ∈ Cν .

Comparing this definition with the definition of an almost regular four-dimen-
sional matrix by Mursaleen and Savaş [103] we see that the authors in fact consid-
ered almost CBP-regular matrices. Almost conservative and almost regular matrices
for single sequences were characterized by King [55].

In this section we characterize the four-dimensional matrices A ∈ (Cν,F), where
ν ∈ {BP,R,P } [128].

Theorem 3.4

(a) A matrix A = (amnjk) is almost CBP-conservative if and only if the following
conditions hold:

(i) supm,n

∑
j,k |amnjk| =: M < ∞,

(ii) the limit BP- limp,q α(j, k,p, q, s, t) = ajk exists (j, k ∈ N) uniformly in
s, t ∈ N,

(iii) the limit BP- limp,q

∑
j,k α(j, k,p, q, s, t) = u exists uniformly in s, t ∈N,

(iv) the limit BP- limp,q

∑
k |α(j, k,p, q, s, t) − ajk| = 0 exists (j ∈ N) uni-

formly in s, t ∈ N,
(v) the limit BP- limp,q

∑
j |α(j, k,p, q, s, t) − ajk| = 0 exists (k ∈ N) uni-

formly in s, t ∈ N,

where

α(j, k,p, q, s, t) = 1

pq

s+p−1∑

m=s

t+q−1∑

n=t

amnjk.
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In this case, a = (ajk) ∈ Lu, and

F- limAx =
∑

j,k

ajkxjk +
(

u −
∑

j,k

ajk

)

BP- lim
i,l

xil , (3.1)

that is,

BP- lim
p,q

∑

j,k

α(j, k,p, q, s, t)xjk =
∑

j,k

ajkxjk +
(

u −
∑

j,k

ajk

)

BP- lim
i,l

xil

uniformly in s, t ∈N.
(b) A = (amnjk) is almost CBP-regular, i.e., A ∈ (CBP,F)reg if and only if conditions

(i)–(v) hold with ajk = 0 (j, k ∈N) and u = 1.

Proof (a) (Necessity.) Let A ∈ (CBP,F). Condition (i) follows since (CBP,F) ⊂
(CBP,Mu) (see [50, § 5(5)]). Since ejk and e are in CBP, conditions (ii) and (iii)
respectively follow.

It is obvious that if A ∈ (CBP,F), then the matrix Bst := (bst
pqjk)p,q,j,k :=

(α(j, k,p, q, s, t))p,q,j,k is in (CBP,CBP) for every s, t ∈ N. In particular, the double
sequence bst = (bst

jk) with bst
jk := BP- limp,q bst

pqjk = ajk is in Lu, and

BP- lim
p,q

∑

k

∣
∣bst

pqjk − bst
jk

∣
∣= BP- lim

p,q

∑

k

∣
∣α(j, k,p, q, s, t) − ajk

∣
∣= 0

for every s, t ∈ N.
To verify conditions (iv) and (v), we need to prove that these limits are uniform

in s, t ∈N. Suppose on the contrary that, for given j0 ∈N,

BP- lim
p,q

sup
s,t

∑

k

∣
∣α(j0, k,p, q, s, t) − aj0k

∣
∣ �= 0.

Then there exists ε > 0 and index sequences (pi), (qi) such that

sup
s,t

∑

k

∣
∣α(j0, k,pi, qi, s, t) − aj0k

∣
∣≥ ε (i ∈N).

So for every i ∈ N, we can choose si , ti ∈N such that

∑

k

∣
∣α(j0, k,pi, qi, si , ti) − aj0k

∣
∣≥ ε (i ∈ N).

Since
∑

k

∣
∣α(j0, k,pi, qi, si , ti)

∣
∣≤ sup

m,n

∑

j,k

|amnjk| < ∞,
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(ajk) ∈ Lu, and by (ii) going to a subsequence of (pi, qi, si , ti ) if necessary we may
find an index sequence (ki) such that

ki∑

k=1

∣
∣α(j0, k,pi, qi, si , ti ) − aj0k

∣
∣≤ ε

8
and

∞∑

k=ki+1+1

∣
∣α(j0, k,pi, qi, si , ti )

∣
∣+

∞∑

k=ki+1+1

|aj0k| ≤
ε

8
(i ∈ N).

So
ki+1∑

k=ki+1

∣
∣α(j0, k,pi, qi, si , ti ) − aj0k

∣
∣≥ 3ε

4
(i ∈ N).

We define the double sequence x = (xjk) by

xjk =
{

(−1)i sgn(α(j0, k,pi, qi, si , ti ) − aj0k) for ki < k ≤ ki+1 (i ∈N), j = j0,

0 for j �= j0.

Then x ∈ CBP0 with ‖x‖∞ ≤ 1, but for i even, we have

1

piqi

si+pi−1∑

m=si

ti+qi−1∑

n=ti

(Ax)mn −
∑

j,k

ajkxjk

=
∑

k

α(j0, k,pi, qi, si , ti )xj0k −
∑

k

aj0kxj0k

≥
ki+1∑

k=ki+1

(
α(j0, k,pi, qi, si , ti) − aj0k

)
xj0k −

ki∑

k=1

∣
∣α(j0, k,pi, qi, si , ti) − aj0k

∣
∣

−
∞∑

k=ki+1+1

∣
∣α(j0, k,pi, qi, si , ti)

∣
∣−

∞∑

k=ki+1+1

|aj0k|

≥
ki+1∑

k=ki+1

∣
∣α(j0, k,pi, qi, si , ti ) − aj0k

∣
∣− ε

8
− ε

8
≥ 3ε

4
− ε

4
= ε

2
.

Analogously, for i odd, we get

1

piqi

si+pi−1∑

m=si

ti+qi−1∑

n=ti

(Ax)mn −
∑

j,k

ajkxjk ≤ −ε

2
.

Hence, 1
pq

∑s+p−1
m=s

∑t+q−1
n=t (Ax)mn does not converge as p,q → ∞ uniformly in

s, t ∈ N, that is, Ax /∈ F , giving the contradiction. Hence, (iv) holds. In the same
way, we get that (v) holds.
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(Sufficiency.) Let conditions (i)–(v) hold. Then, for any s, t , the matrix Bst :=
(α(j, k,p, q, s, t))p,q,j,k is in (CBP,CBP). In particular,

BP- lim
p,q

∑

j,k

α(j, k,p, q, s, t)xjk

=
∑

j,k

ajkxjk +
(

u −
∑

j,k

ajk

)

BP- lim
i,l

xil (s, t ∈N).

To prove that the limit is uniform in s, t ∈N, we consider

∑

j,k

(
α(j, k,p, q, s, t) − ajk

)(
xjk − BP- lim

i,l
xil

)
.

Let ε > 0 and N ∈N be such that
∣
∣
∣xjk − BP- lim

i,l
xil

∣
∣
∣≤ ε

8M
for j, k ≥ N.

By (ii), (iv), and (v) we can choose S ∈ N such that for p,q ≥ S and every s, t ∈N,
we have

N−1∑

j=1

N−1∑

k=1

∣
∣α(j, k,p, q, s, t) − ajk

∣
∣≤ ε

8‖x‖∞
,

N−1∑

j=1

∑

k

∣
∣α(j, k,p, q, s, t) − ajk

∣
∣≤ ε

8‖x‖∞
,

N−1∑

k=1

∞∑

j=N

∣
∣α(j, k,p, q, s, t) − ajk

∣
∣≤ ε

8‖x‖∞
.

Then
∣
∣
∣
∣

∑

j,k

(
α(j, k,p, q, s, t) − ajk

)(
xjk − BP- lim

i,l
xil

)∣∣
∣
∣

≤ 2
N−1∑

j=1

N−1∑

k=1

∣
∣α(j, k,p, q, s, t) − ajk

∣
∣‖x‖∞

+ 2
N−1∑

j=1

∑

k

∣
∣α(j, k,p, q, s, t) − ajk

∣
∣‖x‖∞

+ 2
N−1∑

k=1

∞∑

j=N

∣
∣α(j, k,p, q, s, t) − ajk

∣
∣‖x‖∞
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+
∞∑

j=N

∞∑

k=N

(∣
∣α(j, k,p, q, s, t)

∣
∣+ |ajk|

)∣∣
∣xjk − BP- lim

i,l
xil

∣
∣
∣

≤ ε

4
+ ε

4
+ ε

4
+ 2M

ε

8M
= ε (s, t ∈ N).

Hence,

BP- lim
p,q

∑

j,k

(
α(j, k,p, q, s, t) − ajk

)(
xjk − BP- lim

i,l
xil

)
= 0

uniformly in s, t , that is,

BP- lim
p,q

∑

j,k

α(j, k,p, q, s, t)xjk =
∑

j,k

ajkxjk +
(

u −
∑

j,k

ajk

)

BP- lim
i,l

xil .

(b) The sufficiency follows from (3.1), and the necessity follows from the inclu-
sion {ejk, e | j, k ∈ N} ⊂ CBP. �

Theorem 3.5

(a) A matrix A = (amnjk) is almost CR-conservative if and only if conditions (i)–(iii)
of Theorem 3.4 hold and

(iv) the limit BP- limp,q

∑
j α(j, k0,p, q, s, t) = uk0 exists uniformly in s, t

(k0 ∈N),
(v) the limit BP- limp,q

∑
k α(j0, k,p, q, s, t) = vj0 exists uniformly in s, t

(j0 ∈ N).

In this case, a = (ajk) ∈ Lu, (uk), (vj ) ∈ l1, and

F- limAx =
∑

j,k

ajkxjk +
∑

j

(

vj −
∑

k

ajk

)

xj +
∑

k

(

uk −
∑

j

ajk

)

xk

+
(

u +
∑

j,k

ajk −
∑

j

vj −
∑

k

uk

)

R- limx. (3.2)

(b) A = (amnjk) is almost Cν -regular, i.e., A ∈ (Cν,F)reg, if and only if con-
ditions (i)–(iii) of Theorem 3.4 and (iv), (v) hold with ujk = uk = vj = 0
(j, k ∈N) and u = 1.

Proof (a) (Necessity.) Condition (i) holds since (CR,F) ⊂ (CR,Mu). Conditions
(ii), (iii), (iv), and (v) follow since ejk, e, ek, ej ∈ CR (j, k ∈N).

(Sufficiency.) Let conditions (i)–(v) hold and first suppose that x = (xjk) ∈ CR

satisfies xj = xk = 0 (j, k ∈N). Then also R- limx = 0.
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By Theorem 3.1, the matrix Bst := (α(j, k,p, q, s, t))p,q,j,k is in (CR,CBP) for
any s, t ∈ N. In particular,

BP- lim
p,q

∑

j,k

α(j, k,p, q, s, t)xjk =
∑

j,k

ajkxjk (s, t ∈ N).

To prove that the limit is uniform in s, t ∈N, we consider

∑

j,k

(
α(j, k,p, q, s, t) − ajk

)
xjk.

Let ε > 0 and N ∈N be such that

|xjk| ≤ ε

4M
for j ≥ N or k ≥ N (j, k ∈N).

By (ii) we can choose S ∈ N such that for p,q ≥ S and any s, t ∈N,

N−1∑

j=1

N−1∑

k=1

∣
∣α(j, k,p, q, s, t) − ajk

∣
∣≤ ε

2‖x‖∞
.

Then
∣
∣
∣
∣

∑

j,k

(
α(j, k,p, q, s, t) − ajk

)
xjk

∣
∣
∣
∣

≤
N−1∑

j=1

N−1∑

k=1

∣
∣α(j, k,p, q, s, t) − ajk

∣
∣‖x‖∞

+
∑

(j,k)∈N2\[1,N−1]2

(∣
∣α(j, k,p, q, s, t)

∣
∣+ |ajk|

)|xjk|

≤ ε

2
+ 2M

ε

4M
= ε (s, t ∈N).

Hence,

BP- lim
p,q

∑

j,k

(
α(j, k,p, q, s, t) − ajk

)
xjk = 0

uniformly in s, t , that is,

BP- lim
p,q

∑

j,k

α(j, k,p, q, s, t)xjk =
∑

j,k

ajkxjk.

Now let x = (xjk) be any element of CR with ξ := R- limx. Then for the double
sequence z := (zjk) with zjk := xjk − xj − xk + ξ , we have limk zjk = 0 (j ∈ N)
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and limj zjk = 0 (k ∈ N). Hence,

BP- lim
p,q

∑

j,k

α(j, k,p, q, s, t)
(
xjk − xj − xk + ξ

)

= BP- lim
p,q

∑

j,k

α(j, k,p, q, s, t)zjk

=
∑

j,k

ajkzjk =
∑

j,k

ajk

(
xjk − xj − xk + ξ

)
.

The existence of the limit

BP- lim
p,q

∑

j,k

α(j, k,p, q, s, t)xjk

=
∑

j,k

ajkzjk + BP- lim
p,q

∑

j,k

α(j, k,p, q, s, t)(xj − ξ)

+ BP- lim
p,q

∑

j,k

α(j, k,p, q, s, t)
(
xk − ξ

)+ BP- lim
p,q

∑

j,k

α(j, k,p, q, s, t)ξ

then would follow if the limits on the right side exist.
The third limit

BP- lim
p,q

∑

j,k

α(j, k,p, q, s, t)ξ = ξv

exists by (iii).
We will show that the first limit equals

∑
j vj (xj − ξ). To this end, let ε > 0 and

N ∈ N be such that

|xj − ξ | ≤ ε

4M
for j ≥ N.

By (v) we can choose S ∈ N such that for p,q ≥ S and any s, t ∈N,

N−1∑

j=1

∣
∣
∣
∣

∑

k

α(j, k,p, q, s, t) − vj

∣
∣
∣
∣≤

ε

4‖x‖∞
.

Then
∣
∣
∣
∣

∑

j

(∑

k

α(j, k,p, q, s, t) − vj

)

(xj − ξ)

∣
∣
∣
∣

≤ 2
N−1∑

j=1

∣
∣
∣
∣

∑

k

α(j, k,p, q, s, t) − vj

∣
∣
∣
∣‖x‖∞
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+
∞∑

j=N

(∑

k

∣
∣α(j, k,p, q, s, t)

∣
∣+ |vj |

)

|xjk|

≤ ε

2
+ 2M

ε

4M
= ε (s, t ∈ N).

Hence

BP- lim
p,q

∑

j,k

α(j, k,p, q, s, t)(xj − ξ) =
∑

j

vj (xj − ξ).

Analogously,

BP- lim
p,q

∑

j,k

α(j, k,p, q, s, t)
(
xk − ξ

)=
∑

k

uk
(
xk − ξ

)
.

Hence, the limit

BP- lim
p,q

∑

j,k

α(j, k,p, q, s, t)xjk

exists, and formula (3.2) holds.
(b) The sufficiency follows from (3.2), and the necessity follows from the inclu-

sion {ejk, e, ek, ej | j, k ∈ N} ⊂ CR . �

Theorem 3.6

(a) A matrix A = (amnjk) is almost CP -conservative if and only if conditions (i)–(iii)
of Theorem 3.4 and (viii), (ix) of Theorem 3.3 hold.

In this case, a = (ajk) ∈ Lu, (ajk0)j , (aj0k)k ∈ ϕ (j0, k0 ∈ N), and

F- limAx =
∑

j,k

ajkxjk +
(

u −
∑

j,k

ajk

)

P - lim
i,l

xil . (3.3)

(b) A = (amnjk) is almost CP -regular, i.e., A ∈ (CP ,F)reg if and only if condi-
tions (i)–(iii) of Theorem 3.4 and (viii), (ix) of Theorem 3.3 hold with ajk = 0
(j, k ∈N) and u = 1.

Proof (a) Necessity of conditions (i)–(iii) follows in the same way as in Theo-
rem 3.1. Conditions (viii), (ix) of Theorem 3.3 follow since (CP ,F) ⊂ (CP ,Mu)

(see [50, § 5(6)]).
(Sufficiency.) First, note that condition (viii) of Theorem 3.3 implies that

α(j0, k,p, q, s, t) = 0 for given j0 ∈, k > K and any p,q, s, t ∈ N. Hence, also
aj0k = 0 for k > K . Now, in view of (ii), condition (iv) of Theorem 3.4 follows.
Analogously, condition (v) of Theorem 3.1 and (ajk0)j ∈ ϕ (k0 ∈ N) follow from
condition (ix) of Theorem 3.3. So, in view of Theorem 3.4, A is almost CBP-
conservative.
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Now let x ∈ CP . Then there exists N ∈N such that

sup
k,l>N

|xkl | < ∞.

We consider x as a decomposition x = y + z where y is an element of CBP defined
by ykl := xkl for k, l > N and ykl := 0 for k ≤ N or l ≤ N and z := x − y. So,
Ay ∈F , and

F- limAy =
∑

j,k>N

ajkxjk +
(

u −
∑

j,k

ajk

)

P - lim
i,l

xil .

To prove that Ax ∈F , we need to verify that Az ∈ F . To this end, let K ∈N be such
that amnjk = 0 for k > K , j = 1, . . . ,N , and any m,n ∈ N. Let also J ∈ N be such
that amnjk = 0 for j > J , k = 1, . . . ,N , and any m,n ∈N. Then

Az =
N∑

j=1

K∑

k=1

zjkAejk +
N∑

k=1

J∑

j=N+1

zjkAejk ∈F

and

F- limAz =
N∑

j=1

K∑

k=1

ajkzjk +
N∑

k=1

J∑

j=N+1

ajkzjk =
N∑

j=1

∑

k

ajkzjk +
N∑

k=1

∞∑

j=N+1

ajkzjk.

Hence, Ax = Ay + Az ∈F , and formula (3.3) holds.
(b) can be proved in the same way as in Theorem 3.4. �

3.3 Strongly Regular Matrices

The notion of strong regularity for single sequences was introduced by Lorentz
[63], and for double sequences, by Móricz and Rhoades [83]. We say that a four-
dimensional matrix A is strongly regular if it maps every almost convergent dou-
ble sequence x = (xjk) into a BP-convergent double sequence with F- limx =
BP- limAx, i.e., A ∈ (F ,CBP)reg. Necessary and sufficient conditions were also es-
tablished for a matrix A = (amnjk) to be strongly regular in [83] as follows.

Theorem 3.7 A matrix A = (amnjk) is strongly regular if and only if A is in
(CBP,CBP) with BP- limAx = BP- limm,n xmn (x ∈ CBP) and satisfies the following
two conditions:

lim
m,n→∞

∞∑

j=0

∞∑

k=0

|�10 amnjk| = 0, (3.4)
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lim
m,n→∞

∞∑

j=0

∞∑

k=0

|�01 amnjk| = 0, (3.5)

where �10amnjk = amnjk − am,n,j+1,k and �01amnjk = amnjk − am,n,j,k+1
(j, k,m,n = 0,1, . . . ).

Proof (Sufficiency.) Let x be an almost convergent sequence with limit s. We need
to show that (ymn) is convergent and bounded. Fix ε > 0. Then, from the definition
of almost convergence, there exist fixed integers p,q ≥ 2 such that

1

pq

m+p−1∑

j=m

n+p−1∑

k=n

xjk = s + ηmn,

where

|ηmn| ≤ ε (m,n = 0,1, . . . ). (3.6)

Hence,

MN∑

pq

= 1

pq

∞∑

m=0

∞∑

n=0

aMNmn

m+p−1∑

j=m

n+q−1∑

k=n

xjk = sAMN +
∞∑

m=0

∞∑

n=0

aMNmnηmn,

(3.7)
where

AMN =
∞∑

m=0

∞∑

n=0

aMNmn.

We will rewrite the left-hand side of (3.7) by interchanging the summations with
respect to m and n with those with respect to j and k:

MN∑

pq

= 1

pq

p−2∑

j=0

q−2∑

k=0

xjk

j∑

m=0

k∑

n=0

aMNmn + 1

pq

∞∑

j=p−1

q−2∑

k=0

xjk

j∑

m=j−p+1

k∑

n=0

aMNmn

+ 1

pq

p−2∑

j=0

∞∑

k=q−1

xjk

j∑

m=0

k∑

n=k−q+1

aMNmn

+ 1

pq

∞∑

j=p−1

∞∑

k=q−1

xjk

j∑

m=j−p+1

k∑

n=k−q+1

aMNmn. (3.8)

The following estimates can be easily carried out. Because of condition (ii) of The-
orem 3.2(b),

∣
∣
∣
∣
∣

1

pq

p−2∑

j=0

q−2∑

k=0

xjk

j∑

m=0

k∑

n=0

aMNmn

∣
∣
∣
∣
∣
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≤ (p − 1)(q − 1)‖x‖
pq

p−2∑

j=0

q−2∑

k=0

|aMNmn|

≤ ‖x‖
p−2∑

j=0

q−2∑

k=0

|aMNmn| ≤ ε if min(M,N) ≥ M1, say. (3.9)

Because of condition (vi) of Theorem 3.2(b),

1

pq

∞∑

j=p−1

q−2∑

k=0

xjk

j∑

m=j−p+1

k∑

n=0

aMNmn

≤ (q − 1)‖x‖
pq

∞∑

j=p−1

j∑

m=j−p+1

q−2∑

n=0

|aMNmn|

≤ ‖x‖
∞∑

m=0

q−2∑

n=0

|aMNmn| ≤ ε if min(M,N) ≥ M2, say. (3.10)

Similarly, because of condition (vii) of Theorem 3.2(b),

∣
∣
∣
∣
∣

1

pq

p−2∑

j=0

∞∑

k=q−1

xjk

j∑

m=0

∞∑

n=k−q+1

aMNmn

∣
∣
∣
∣
∣
≤ ε if min(M,N) ≥ M3, say. (3.11)

Finally, we can write

1

pq

∞∑

j=p−1

∞∑

k=q−1

xjk

j∑

m=j−p+1

k∑

n=k−q+1

aMNmn

=
∞∑

j=p−1

∞∑

k=q−1

xjk

{
1

pq

j∑

m=j−p+1

k∑

n=k−q+1

aMNmn − aMNjk

}

+ yMN −
p−2∑

j=0

q−2∑

k=0

aMNjkxjk −
∞∑

j=p−1

q−2∑

k=0

aMNjkxjk −
p−2∑

j=0

∞∑

k=q−1

aMNjkxjk.

(3.12)

Here, again because of (ii), (vi), and (vii) of Theorem 3.2(b),

∣
∣
∣
∣
∣

p−2∑

j=0

q−2∑

k=0

aMNjkxjk

∣
∣
∣
∣
∣
≤ ‖x‖

p−2∑

j=0

q−2∑

k=0

|aMNjk| ≤ ε if min(M,N) ≥ M1, (3.13)



3.3 Strongly Regular Matrices 55

∣
∣
∣
∣
∣

∞∑

j=p−1

q−2∑

k=0

aMNjkxjk

∣
∣
∣
∣
∣
≤ ‖x‖

∞∑

j=p−1

q−2∑

k=0

|aMNjk| ≤ ε if min(M,N) ≥ M2,

(3.14)
∣
∣
∣
∣
∣

p−2∑

j=0

∞∑

k=q−1

aMNjkxjk

∣
∣
∣
∣
∣
≤ ε if min(M,N) ≥ M3. (3.15)

Our last aim is to show that the first double sum on the right-hand side of (3.12) is
also as small as we wish if M,N → ∞. To accomplish this, we estimate as follows:

∣
∣
∣
∣
∣

∞∑

j=p−1

∞∑

k=q−1

xjk

{
1

pq

j∑

m=j−p+1

k∑

n=k−q+1

aMNmn − aMNjk

}∣
∣
∣
∣
∣

≤ ‖x‖
pq

∞∑

j=p−1

∞∑

k=q−1

∣
∣
∣
∣
∣

j∑

m=j−p+1

k∑

n=k−q+1

aMN
mn − pqaMN

jk

∣
∣
∣
∣
∣

≤ ‖x‖
pq

∞∑

j=p−1

∞∑

k=q−1

j∑

m=j−p+1

k∑

n=k−q+1

|aMNmn − aMNjk|

≤ ‖x‖
pq

∞∑

j=p−1

∞∑

k=q−1

p−1∑

π=0

q−1∑

ρ=0

|aM,N,π+j−p+1,ρ+k−q+1 − aMNjk|

≤ ‖x‖
pq

p−1∑

π=0

q−1∑

ρ=0

∞∑

j=p−1

∞∑

k=q−1

|aM,N,π+j−p+1,ρ+k−q+1 − aMNjk|

≤ ‖x‖
pq

p−1∑

π=0

q−1∑

ρ=0

{

(p − π − 1)

∞∑

j=0

∞∑

k=0

|�10 aMNjk|

+ (q − ρ − 1)

∞∑

j=0

∞∑

k=0

|�01 aMNjk|
}

≤ ε if min(M,N) ≥ M4, say, (3.16)

due to (3.4) and (3.5), since p and q are fixed. Here we have used the representation
(omitting the superscripts M and N )

aπ+j−p+1,ρ+k−q+1 − aij =
j−1∑

σ=π+j−p+1

�10aσ,ρ+k−q+1 +
k−1∑

τ=ρ+k−q+1

�01ajτ .
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Collecting (3.7) and (3.16) together leads to the estimate
∣
∣
∣
∣
∣
yMN − sAMN −

∞∑

m=0

∞∑

n=0

aMNmnηmn

∣
∣
∣
∣
∣
≤ 7ε

if min(M,N) ≥ max(M1,M2,M3,M4). (3.17)

Now we take into account conditions (i) and (iii) of Theorem 3.2(b) and (3.6) to
obtain

|sAMN − s| = |s|
∣
∣
∣
∣
∣

∞∑

m=0

∞∑

n=0

aMNmn − 1

∣
∣
∣
∣
∣
≤ |s|ε if min(M,N) ≥ maxM5, say,

and
∣
∣
∣
∣
∣

∞∑

m=0

∞∑

n=0

aMNmnηmn

∣
∣
∣
∣
∣
≤ ε

∞∑

m=0

∞∑

n=0

|aMNmn| ≤ εC (M,N = 0,1, . . . ).

Combining (3.17) with the last two inequalities provides

∣
∣yMN − s

∣
∣≤ (

7 + |s| + C
)
ε if min(M,N) ≥ max(M1,M2,M3,M4,M5).

Since ε > 0 is arbitrary, this proves the convergence of the A-means ymn to s as M

and N tend to ∞, that is, the A-summability of x to the same limit. The boundedness
of (yMN) follows from (i) of Theorem 3.2(b) and the boundedness of x.

(Necessity.) Let A = (amnjk) be a strongly regular matrix. Then A satisfies con-
ditions of Theorem 3.2(b). First, we deal with the case where property (3.4) is not
satisfied. Then there exists ε > 0 such that, for infinitely many pairs of M and N

both tending to ∞, we have

∞∑

m=0

∞∑

n=0

|�10 aMNmn| ≥ 12ε.

For any such M and N , we have either

∞∑

j=0

∞∑

k=0

|�10 aM,N,2j,k| ≥ 6ε (3.18)

or
∞∑

j=0

∞∑

k=0

|�10 aM,N,2j+1,k| ≥ 6ε.

Without loss of generality, we may assume that the first of these inequalities, i.e.,
(3.18), is satisfied.
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By recurrence we now construct three strictly increasing sequences (Mr), (Nr),
and (pr) of nonnegative integers, making use of condition (i) of Theorem 3.2(b) and
(3.18). First, we set p0 = 0 and choose M1, N1, and p1 such that

p1−1∑

j=0

p1−1∑

k=0

|�10 aM1,N1,2j,k| ≥ 5ε and
∞∑

j=2p1

∞∑

k=p1

|�10 aM1,N1,j,k| ≥ ε.

If the numbers Mρ , Nρ , and pρ are already defined for ρ = 1,2, . . . , r − 1, then we
choose Mr , Nr , and pr such that

pr−1−1∑

j=0

pr−1−1∑

k=0

|aMr,Nrj,k| ≤ ε,

pr−1∑

j=pr−1

pr−1∑

k=pr−1

|�10 aMr,Nr ,j,k| ≥ 5ε, and

∞∑

j=2pr

∞∑

k=pr

|aMr,Nr ,j,k| ≤ ε.

These choices are possible due to (i) and (ii) of Theorem 3.2(b) and (3.18).
Now we define the sequence (xjk) as follows. Let

x2pr−1+2j,pr−1+k = (−1r
)

sgn�10aMr,Nr ,2pr−1+2j,pr−1+k;
x2pr−1+2j+1,pr−1+k = −x2pr−1+2j,pr−1+k

for j, k = 0,1, . . . , pr − pr−1 − 1 and r = 1,2, . . . ; otherwise, let xjk = 0. It is not
hard to see that

|yMr,Nr | =
∣
∣
∣
∣
∣

∞∑

j=0

∞∑

k=0

aMr,Nr ,j,kxjk

∣
∣
∣
∣
∣

≥
pr−1∑

j=pr−1

pr−1∑

k=pr−1

|�10 aMr,Nr ,2j,k| − 2
2pr−1−1∑

j=0

pr−1−1∑

k=0

|aMr,Nr ,j,k|

− 2
∞∑

j=2pr

∞∑

k=pr

|aMr,Nr ,j,k| ≥ 5ε − 2ε − 2ε = ε

for r = 2,3, . . . and that sgnyMr,Nr = (−l)r for r = 1,2, . . . . We note that for r = 1,
a similar argument yields |yM1,N1 | ≥ 3ε.

Hence, it follows that the sequence (yMN) diverges as M,N → ∞. On the other
hand, it is easy to check that the sequence (xik) is bounded and almost convergent
to 0. This proves the necessity of condition (3.4).

The necessity of (3.5) is established in a similar manner. �
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3.4 Almost Strongly Regular Matrices

In [88], Mursaleen introduced the concept of almost strongly regular matrices and
found a set of necessary and sufficient conditions for A = (amnjk) to be almost
strongly regular.

A four-dimensional matrix A = (amnjk) is said to be almost strongly regu-
lar (see [88]) if for every x = (xjk) ∈ F , Ax ∈ F with F- limAx = F- limx,
i.e., A ∈ (F ,F)reg. Note that, in this case, A-means are obviously bounded since
Ax ∈ F , and every almost convergent double sequence is also bounded. Almost
strongly regular matrices for single sequences were introduced and characterized by
Duran [39].

First, we prove the following useful lemma.

Lemma 3.8 Let A = (amnjk) be an almost regular matrix. Then there exists x =
(xjk) ∈Mu such that ‖x‖ ≤ 1 and

lim sup
p,q→∞

sup
s,t≥0

∞∑

j=0

∞∑

k=0

α(j, k,p, q, s, t)xjk = lim sup
p,q→∞

sup
s,t≥0

∞∑

j=0

∞∑

k=0

∣
∣α(j, k,p, q, s, t)

∣
∣.

Proof Let

λ = lim sup
p,q→∞

sup
s,t≥0

∞∑

j=0

∞∑

k=0

∣
∣α(j, k,p, q, s, t)

∣
∣,

and let for a given ε > 0,

N(ε) =
{

p,q ∈N : sup
s,t≥0

∞∑

j=0

∞∑

k=0

∣
∣α(j, k,p, q, s, t)

∣
∣> λ − ε

}

.

Then there exist increasing sequences of integers pr, qr ∈ N(1/r) and jr , kr such
that

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

sup
s,t≥0

∞∑

j≤jr−1

∞∑

k=0

∣
∣α(j, k,pr , qr , s, t)

∣
∣< 1/r,

sup
s,t≥0

∞∑

j>jr

∞∑

k=0

∣
∣α(j, k,pr , qr , s, t)

∣
∣< 1/r,

sup
s,t≥0

∞∑

j=0

∞∑

k≤kr−1

∣
∣α(j, k,pr , qr , s, t)

∣
∣< 1/r,

sup
s,t≥0

∞∑

j=0

∞∑

k>kr

∣
∣α(j, k,pr , qr , s, t)

∣
∣< 1/r.

(3.19)
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Now define x ∈ Mu such that jr−1 < j < jr , kr−1 < k < kr ,

xjk =
{

1 if α(j, k,pr , qr , s, t) ≥ 0,

−1 if α(j, k,pr , qr , s, t) < 0,

s, t = 1,2, . . . . Then, for all pr, qr ∈ N(1/r),

∑

j

∑

k

α(j, k,pr , qr , s, t)xjk

=
( ∑

j≤jr−1

∑

k

+
∑

jr−1<j≤jr

∑

k

+
∑

j>jr

∑

k

+
∑

j

∑

k≤kr−1

+
∑

j

∑

kr−1<k≤kr

+
∑

j

∑

k>kr

)

α(j, k,pr , qr , s, t)xjk,

≥
∑

jr−1<j≤jr

∑

k

α(j, k,pr , qr , s, t)xjk − ‖x‖
∑

j≤jr−1

∑

k

∣
∣α(j, k,pr , qr , s, t)

∣
∣

− ‖x‖
∑

j>jr

∑

k

∣
∣α(j, k,pr , qr , s, t)

∣
∣+

∑

j

∑

kr−1<k≤kr

α(j, k,pr , qr , s, t)xjk

− ‖x‖
∑

j

∑

k≤kr−1

∣
∣α(j, k,pr , qr , s, t)

∣
∣− ‖x‖

∑

j

∑

k>kr

∣
∣α(j, k,pr , qr , s, t)

∣
∣.

Hence,

sup
s,t

∑

j

∑

k

α(j, k,pr , qr , s, t)xjk

≥ sup
s,t

∑

jr−1<j≤jr

∑

k

α(j, k,pr , qr , s, t)xjk

+ sup
s,t

∑

j

∑

kr−1<k≤kr

α(j, k,pr , qr , s, t)xjk − 4/r,

= sup
s,t

∑

jr−1<j≤jr

∑

k

∣
∣α(j, k,pr , qr , s, t)

∣
∣

+ sup
s,t

∑

j

∑

kr−1<k≤kr

∣
∣α(j, k,pr , qr , s, t)

∣
∣− 4/r,

= sup
s,t

(∑

j

∑

k

−
∑

j≤jr−1

∑

k

−
∑

j>jr

∑

k

−
∑

j

∑

k≤kr−1

−
∑

j

∑

k>kr

)
∣
∣α(j, k,pr , qr , s, t)

∣
∣− 4/r



60 3 Almost Regular Matrices

≥ sup
s,t

∑

j

∑

k

∣
∣α(j, k,pr , qr , s, t)

∣
∣− 8/r.

Therefore,

lim sup
r

sup
s,t

∑

j

∑

k

α(j, k,pr , qr , s, t)xjk ≥ λ.

Also, for such x, it is obvious that

lim sup
r

sup
s,t

∑

j

∑

k

α(j, k,pr , qr , s, t)xjk ≤ λ,

whence the result. �

In the following theorem, we characterize the almost strongly regular matrices,
i.e., A ∈ (F ,F)reg.

Theorem 3.9 A matrix A = (amnjk) is almost strongly regular if and only if A is
almost regular and satisfies the following two conditions:

lim
p,q→∞

∑

j

∑

k

∣
∣�10α(j, k,p, q, s, t)

∣
∣= 0, uniformly in s, t ≥ 0, (3.20)

lim
p,q→∞

∑

j

∑

k

∣
∣�01α(j, k,p, q, s, t)

∣
∣= 0, uniformly in s, t ≥ 0, (3.21)

where

�10α(j, k,p, q, s, t) = α(j, k,p, q, s, t) − α(j + 1, k,p, q, s, t)

and

�01α(j, k,p, q, s, t) = α(j, k,p, q, s, t) − α(j, k + 1,p, q, s, t).

Proof (Sufficiency.) Let x = (xjk) be an almost convergent sequence with F-limit L.
Then on the same lines as by Móricz and Rhoades [83], using the conditions of
almost regularity and conditions (3.20) and (3.21), we can show that ymn → L

as M,N → ∞ and that (yMN) is bounded. Since a bounded convergent dou-
ble sequence is also almost convergent to the same limit, we have Ax ∈ F and
F-lim Ax = L. Hence, A is almost strongly regular.

(Necessity.) Let A ∈ (F ,F)reg, Since (F ,F)reg ⊂ (CBP,F)reg, we have A ∈
(CBP,F)reg, i.e., A is almost regular. To prove the necessity of (3.20), let us define
x = (xjk) by

x2vr−1+2j,vr−1+k = (−1)r sgn�10α(2vr−1 + 2j, vr−1 + k,pr , qr , s, t), s, t > 0,

x2vr−1+2j+1,vr−1+k = −x2vr−1+2j,vr−1+k

for j, k = 1,2, . . . , vr − vr−1 and r = 1,2, . . . ; otherwise, xjk = 0.
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Then x is bounded and almost convergent to 0; also ‖x‖ ≤ 1. Since A is almost
strongly regular, we have

F- limAx = F- limx = 0.

Hence, by the above Lemma 3.8 we have

0 = lim sup
p,q→∞

sup
s,t≥0

∞∑

j=0

∞∑

k=0

�10α(j, k,p, q, s, t)xjk

= lim sup
p,q→∞

sup
s,t≥0

∞∑

j=0

∞∑

k=0

∣
∣�10α(j, k,p, q, s, t)

∣
∣,

i.e., (3.20) holds. Similarly, we can prove the necessity of (3.21). �

3.5 Exercises

1 Prove Theorems 3.1, 3.2, and 3.3.

2 State and prove four-dimensional almost coercive matrices, i.e., (Mu,F).

3 Characterize the class (F ,Mu).

4 Characterize the class (Lu,F).

5 Analogously to Theorem 1.46, prove that A = (amnjk) ∈ ([F],CBP) with
BP- limAx = [F]-limx if and only if A is in (CBP,CBP) with BP- limAx =
BP- limm,n xmn and

∑

j,k∈E

|�11 amnjk| → 0 (m,n → ∞)

for each set E that is uniformly of zero density, where �11amnjk = amnjk −
am,n,j+1,k − am,n,j,k+1 + am,n,j+1,k+1 (j, k,m,n = 0,1, . . . ).

6 Prove that A = (amnjk) ∈ ([F],F) with F- limAx = [F]-limx if and only if A

is in (CBP,F) with F- limAx = BP- limm,n xmn and

∑

j,k∈E

|�11 amnjk| → 0 (m,n → ∞).



Chapter 4
Absolute Almost Convergence and Riesz
Convergence

In this chapter, we define the notion of almost bounded variation and absolute al-
most convergence for double sequences. We use the definition of absolute almost
convergence to define absolute almost conservative and absolute almost regular
matrices and find necessary and sufficient conditions to characterize these matri-
ces.

4.1 Introduction

The space BV of double sequences x = (xjk) of bounded variation was defined by
Altay and Başar [4] as follows:

BV :=
{

x = (xjk) |
∑

j,k

|xjk − xj−1,k − xj,k−1 + xj−1,k−1| < ∞
}

,

which is a Banach space normed by

‖x‖BV =
∑

j,k

|xjk − xj−1,k − xj,k−1 + xj−1,k−1|.

Motivated by the above definition, we define the notion of almost bounded vari-
ation. We also define absolute almost convergence for double sequences, while the
idea of absolute almost convergence for single sequences was introduced in [32].
We use the definition of absolute almost convergence to define absolute almost con-
servative and absolute almost regular matrices and find necessary and sufficient con-
ditions to characterize these four-dimensional matrices [96].
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4.2 Almost Bounded Variation and Absolute Almost
Convergence

Let

φpqst (x) = τpqst (x) − τp−1,q,s,t (x) − τp,q−1,s,t (x) + τp−1,q−1,s,t (x)

and

τpqst (x) = 1

(p + 1)(q + 1)

p∑

m=0

q∑

n=0

xm+s,n+t .

Thus,

φpqst (x) = 1

(p + 1)(q + 1)

p∑

m=0

q∑

n=0

xm+s,n+t − 1

p(q + 1)

p−1∑

m=0

q∑

n=0

xm+s,n+t

− 1

(p + 1)q

p∑

m=0

q−1∑

n=0

xm+s,n+t + 1

pq

p−1∑

m=0

q−1∑

n=0

xm+s,n+t

= 1

(q + 1)

q∑

n=0

[
1

(p + 1)

p∑

m=0

xm+s,n+t − 1

p

p−1∑

m=0

xm+s,n+t

]

− 1

q

q−1∑

n=0

[
1

(p + 1)

p∑

m=0

xm+s,n+t − 1

p

p−1∑

m=0

xm+s,n+t

]

= 1

(q + 1)

q∑

n=0

[
1

p(p + 1)

p∑

m=1

m(xm+s,n+t − xm−1+s,n+t )

]

− 1

q

q−1∑

n=0

[
1

p(p + 1)

p∑

m=1

m(xm+s,n+t − xm−1+s,n+t )

]

= 1

p(p + 1)

p∑

m=1

m

[
1

(q + 1)

q∑

n=0

ym+s,n+t − 1

q

q−1∑

n=0

ym+s,n+t

]

,

where ym+s,n+t = xm+s,n+t − xm−1+s,n+t . Simplifying further, we get

φpqst (x) = 1

p(p + 1)

p∑

m=1

m

[
1

q(q + 1)

q∑

n=1

n(ym+s,n+t − ym+s,n−1+t )

]

= 1

p(p + 1)q(q + 1)

p∑

m=1

q∑

n=1

mn[xm+s,n+t − xm−1+s,n+t

− xm+s,n−1+t + xm−1+s,n−1+t ].
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Now we write

φpqst (x) =

⎧
⎪⎨

⎪⎩

1
p(p+1)q(q+1)

∑p

m=1

∑q

n=1 mn[xm+s,n+t − xm−1+s,n+t

− xm+s,n−1+t + xm−1+s,n−1+t ], p, q ≥ 1,

xst , p = 0 or q = 0 or both p,q = 0.

(4.1)

Definition 4.1 A double sequence x = (xjk) ∈Mu is said to be of almost bounded
variation if

∞∑

p=0

∞∑

q=0

∣
∣φpqst (x)

∣
∣ converges uniformly in s, t.

By B̂V we denote the space of all double sequences that are of almost bounded
variation.

Definition 4.2 A double sequence x = (xjk) ∈ Mu is said to be absolutely almost
convergent if

(i)
∑∞

p=0
∑∞

q=0 |φpqst (x)| converges uniformly in s, t , and
(ii) limp,q→∞ τpqst (x), which must exist, takes the same value for all s, t .

We denote by L̂ the space of all absolutely almost convergent double sequences.
It is obvious that L̂ ⊂ B̂V .

Throughout this chapter, lim stands for BP-lim, and
∑

for BP-
∑

.

Theorem 4.3 L̂ and B̂V both are Banach spaces normed by

‖x‖ = sup
s,t

∞∑

p=0

∞∑

q=0

∣
∣φpqst (x)

∣
∣.

Proof By uniform convergence, there exist P and Q such that

∞∑

p=P+1

∞∑

q=Q+1

∣
∣φpqst (x)

∣
∣≤ 1

for all s, t and for fixed P and Q,

P∑

p=0

Q∑

q=0

∣
∣φpqst (x)

∣
∣

is bounded because x ∈ L̂ and L̂ ⊂ Mu. Hence, ‖x‖ is defined.
As in case of L̂ in [4], it can be easily shown that L̂ also is a normed linear space.
Now, let (xb) be a Cauchy sequence in L̂. Then for each j , k, (xb

jk) is a Cauchy

sequence in C. Therefore, xb
jk → xjk (say). Letting x = (xjk), given ε > 0, there



66 4 Absolute Almost Convergence and Riesz Convergence

exists an integer N such that for b, d > N = N(ε) and for all s, t ,

∞∑

p=0

∞∑

q=0

∣
∣φpqst

(
xb − xd

)∣
∣< ε,

and thus,
∣
∣τpqst

(
xb − xd

)∣
∣< ε.

Taking limit d → ∞, we have, for b > N = N(ε) and for all s, t ,

∞∑

p=0

∞∑

q=0

∣
∣φpqst

(
xb − x

)∣
∣≤ ε (4.2)

and
∣
∣τpqst

(
xb − x

)∣
∣≤ ε. (4.3)

Now, let ε > 0 be given. There exists a b such that (4.2) holds for all s, t . Since
xb ∈ L̂, we can choose p0, q0 such that

∞∑

p=p0

∞∑

q=q0

∣
∣φpqst

(
xb
)∣
∣< ε for all s, t.

It follows from (4.2) that

∞∑

p=p0

∞∑

q=q0

∣
∣φpqst

(
xb
)− φpqst (x)

∣
∣≤ ε for all s, t.

Hence
∞∑

p=p0

∞∑

q=q0

∣
∣φpqst (x)

∣
∣< 2ε for all s, t. (4.4)

Thus, starting with any ε, we have determined p0, q0 such that (4.4) holds. Hence,
the condition (i) of Definition 4.2 holds.

Now, for given ε, let (4.3) hold for fixed chosen b and for all s, t . Since xb ∈ L̂,
we have, for all p ≥ p0, q ≥ q0,

∣
∣τpqst

(
xb − Le

)∣
∣< ε for all s, t.

It follows from (4.3) that
∣
∣τpqst

(
xb
)− τpqst (x)

∣
∣≤ ε for all s, t.

Hence,
∣
∣τpqst (x) − Le)

∣
∣< 2ε for all s, t,

which is condition (ii) of Definition 4.2. Hence the result. �
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4.3 Absolutely Almost Conservative Matrices

The idea of absolutely regular matrices for single sequences was studied by Mears
[69], i.e., those matrices that transform the space v of the sequences of bounded
variation into v leaving the limit invariant. Here we give the following [96].

Definition 4.4 A four-dimensional infinite matrix A = (amnjk) is said to be abso-

lutely almost conservative if Ax ∈ L̂ for all x ∈ BV .

Definition 4.5 An infinite matrix A = (amnjk) is said to be absolutely almost reg-
ular if and only if it is absolutely almost conservative and limAx = limx for all
x ∈ BV .

We write

�01xjk = xjk − xj,k−1,

�10xjk = xjk − xj−1,k,

�11xjk = �10(�01xjk) = �01(�10xjk) = xjk − xj−1,k − xj,k−1 + xj−1,k−1.

Now we find necessary and sufficient conditions for A to be absolutely almost
conservative and absolutely almost regular.

We note that if Ax is defined, then it follows from (4.1) that, for all integers
p,q, s, t ≥ 0,

∞∑

j=0

∞∑

k=0

α̂(p, q, j, k, s, t)xjk,

where

α̂(p, q, j, k, s, t) =

⎧
⎪⎨

⎪⎩

1
p(p+1)q(q+1)

∑p

m=1

∑q

n=1 mn[am+s,n+t,j,k − am−1+s,n+t,j,k

− am+s,n−1+t,j,k + xm−1+s,n−1+t,j,k], p, q ≥ 1,

a(m,n, j, k), p or q or both zero.

By a(m,n, j, k) we denote the element amnjk of the matrix A.

Theorem 4.6 A matrix A = (amnjk) is absolutely almost conservative if and only
if

(i) there exists a constant K such that for i, r = 0,1,2, . . . and s, t = 0,1,2, . . . ,

∞∑

p=0

∞∑

q=0

∣
∣
∣
∣
∣

i∑

j=0

r∑

k=0

α̂(p, q, j, k, s, t)

∣
∣
∣
∣
∣
≤ K;

(ii) ujk =∑∞
p=0

∑∞
q=0 α̂(p, q, j, k, s, t) uniformly in s, t ;
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(iii) u0k =∑∞
p=0

∑∞
q=0

∑∞
j=0 α̂(p, q, j, k, s, t) uniformly in s, t ;

(iv) uj0 =∑∞
p=0

∑∞
q=0

∑∞
k=0 α̂(p, q, j, k, s, t) uniformly in s, t ;

(v) u =∑∞
p=0

∑∞
q=0

∑∞
j=0

∑∞
k=0 α̂(p, q, j, k, s, t) uniformly in s, t

(j, k = 0,1,2, . . . ), where (iii), (iv), and (v) respectively satisfy

(iii)′ for each k,
∑∞

j=0 amnjk converges for all m, n;
(iv)′ for each j ,

∑∞
k=0 amnjk converges for all m, n;

(v)′
∑∞

j=0
∑∞

k=0 amnjk converges for all m, n.

In this case, the BP- limAx is

u� −
∞∑

k=0

u0khk −
∞∑

j=0

uj0�j +
∞∑

j=0

∞∑

k=0

ujkxjk

for every x = (xjk) ∈ BV , where

� =
∞∑

j=0

∞∑

k=0

�11xjk, hk =
∞∑

j=0

�10xjk, and �j =
∞∑

k=0

�01xjk.

Theorem 4.7 A matrix A = (amnjk) is absolutely almost regular if and only if

(i) there exists a constant K such that, for i, r = 0,1,2, . . . and s, t = 0,1,2, . . . ,

∞∑

p=0

∞∑

q=0

∣
∣
∣
∣
∣

i∑

j=0

r∑

k=0

α̂(p, q, j, k, s, t)

∣
∣
∣
∣
∣
≤ K;

(ii) ujk = 0 for each j , k;
(iii) u0k = 0 for each k;
(iv) uj0 = 0 for each j ;
(v) u = 1.

Proof of Theorem 4.6 Let A = (amnjk) be absolutely almost conservative. Put

qst (x) =
∞∑

p=0

∞∑

q=0

∣
∣φpqst (Ax)

∣
∣.

It is clear that, for fixed s, t and for all j , k,

j∑

i=0

k∑

r=0

amnirxir

is a continuous linear functional on BV . We are given that, for all x ∈ L, it tends to a
limit as j, k → ∞ (for fixed s, t), and hence by the Banach–Steinhaus theorem, this
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limit, that is, (Ax)st , is also a continuous linear functional on L. Hence, for fixed s,
t and fixed (finite) p, q ,

p∑

μ=0

q∑

ξ=0

∣
∣φμξst (Ax)

∣
∣ (4.5)

is a continuous seminorm on BV . For any given x ∈ BV , (4.5) is bounded in p, q ,
s, t . Hence, by another application of the Banach–Steinhaus theorem, there exists a
constant M > 0 such that

qst (x) ≤ M‖x‖. (4.6)

Apply (4.6) with x = (xjk) defined by

xjk =
{

1 if j ≤ i, k ≤ r,

0 otherwise.

Note that, in this case, ‖x‖ = 2, and hence (i) must hold.
Since ejk , ek , ej , and e belong to BV , the necessity of (ii), (iii), (iv), and (v) is

obvious.
Conversely, let the conditions hold and x = (xjk) ∈ BV . We have defined L̂ as a

subspace of Mu. Thus, in order to prove that Ax ∈ L̂, it is necessary to prove that
Ax exists and is bounded. Since the sum in (i) is bounded, it follows that

i∑

j=0

r∑

k=0

amnjk (4.7)

is bounded for all i, r , m, n. Hence, by the convergence of (v)′ for fixed m, n, the
result follows easily.

Now, by (v)′, the series

∞∑

j=0

∞∑

k=0

α̂(p, q, j, k, s, t)

converges for all p, q , s, t . Hence, if we write

β(p,q, j, k, s, t) =
∞∑

i=j

γ (p, q, i, k, s, t),

where

γ (p,q, i, k, s, t) =
∞∑

r=k

α̂(p, q, i, r, s, t),

then β(p,q, j, k, s, t) is defined; also, for fixed p, q , s, t , we have

γ (p,q, i, k, s, t) → 0 as k → ∞,

β(p, q, j, k, s, t) → 0 as j → ∞.

}

(4.8)
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Then (iii) gives that
∞∑

p=0

∞∑

q=0

∣
∣β(p,q,0,0, s, t)

∣
∣ (4.9)

converges uniformly in s, t . Similarly, (iii) and (iii)′ yield that, for fixed k,

∞∑

p=0

∞∑

q=0

∣
∣
∣
∣
∣

∞∑

j=0

α̂(p, q, j, k, s, t)

∣
∣
∣
∣
∣

(4.10)

converges uniformly in s, t , and (iv) and (iv)′ yield that, for fixed j ,

∞∑

p=0

∞∑

q=0

∣
∣
∣
∣
∣

∞∑

k=0

α̂(p, q, j, k, s, t)

∣
∣
∣
∣
∣

(4.11)

converges uniformly in s, t . By (ii), for fixed j , k, we have that the series

∞∑

p=0

∞∑

q=0

∣
∣α̂(p, q, j, k, s, t)

∣
∣ (4.12)

converges uniformly in s, t . Since

β(p,q, j, k, s, t)

=
∞∑

i=j

∞∑

r=k

α̂(p, q, i, r, s, t)

=
( ∞∑

i=0

−
j−1∑

i=0

) ∞∑

r=k

α̂(p, q, i, r, s, t)

=
( ∞∑

i=0

∞∑

r=k

−
j−1∑

i=0

∞∑

r=k

)

α̂(p, q, i, r, s, t)

=
[ ∞∑

i=0

( ∞∑

r=0

−
k−1∑

r=0

)

−
j−1∑

i=0

( ∞∑

r=0

−
k−1∑

r=0

)]

α̂(p, q, i, r, s, t)

=
∞∑

i=0

∞∑

r=0

α̂(p, q, i, r, s, t) −
∞∑

i=0

k−1∑

r=0

α̂(p, q, i, r, s, t)

−
j−1∑

i=0

∞∑

r=0

α̂(p, q, i, r, s, t) +
j−1∑

i=0

k−1∑

r=0

α̂(p, q, i, r, s, t)

= β(p,q,0,0, s, t) − [
β(p,q,0,0, s, t) − β(p,q,0, k, s, t)

]
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− [
β(p,q,0,0, s, t) − β(p,q, j,0, s, t)

]+
j−1∑

i=0

k−1∑

r=0

α̂(p, q, i, r, s, t)

= β(p,q,0, k, s, t) + β(p,q, j,0, s, t) − β(p,q,0,0, s, t)

+
j−1∑

i=0

k−1∑

r=0

α̂(p, q, i, r, s, t), (4.13)

it follows that, for fixed j , k,

∞∑

p=0

∞∑

q=0

∣
∣β(p,q, j, k, s, t)

∣
∣ (4.14)

converges uniformly in s, t .
Now

φpqst (Ax) =
∞∑

j=0

∞∑

k=0

α̂(p, q, j, k, s, t)xjk

=
∞∑

j=0

∞∑

k=0

[ ∞∑

i=j

∞∑

r=k

α̂(p, q, i, r, s, t)

]

(�11xjk)

=
∞∑

j=0

∞∑

k=0

β(p,q, j, k, s, t)[xjk − xj−1,k − xj,k−1 + xj−1,k−1]

(4.15)

by (4.8) and the boundedness of x = (xjk).
Now (i) and the boundedness of the sum (4.9) show that

∞∑

p=0

∞∑

q=0

∣
∣β(p,q, j, k, s, t)

∣
∣ (4.16)

is bounded for all j , k, s, t . We can make

∞∑

j=j0+1

∞∑

k=k0+1

|xjk − xj−1,k − xj,k−1 + xj−1,k−1|

arbitrarily small by choosing j0 and k0 sufficiently large. Therefore, it follows that,
given ε > 0, we can choose j0, k0 so that, for all s, t ,

∞∑

p=0

∞∑

q=0

∣
∣
∣
∣
∣

∞∑

j=j0+1

∞∑

k=k0+1

β(p,q, j, k, s, t)(xjk − xj−1,k − xj,k−1 + xj−1,k−1)

∣
∣
∣
∣
∣
< ε.

(4.17)
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Now since for each j , k, (4.14) converges uniformly in s, t , it follows that once j0,
k0 have been chosen, we can choose p0, q0 so that, for all s, t ,

∞∑

p=p0+1

∞∑

q=q0+1

∣
∣
∣
∣
∣

j0∑

j=0

k0∑

k=0

β(p,q, j, k, s, t)(xjk − xj−1,k − xj,k−1 + xj−1,k−1)

∣
∣
∣
∣
∣
< ε.

It follows from (4.17) that the same inequality holds when
∑∞

p=0 and
∑∞

q=0 are
replaced by

∑∞
p=p0+1 and

∑∞
q=q0+1, respectively; hence, for all s, t ,

∞∑

p=p0+1

∞∑

q=q0+1

∣
∣
∣
∣
∣

∞∑

j=0

∞∑

k=0

β(p,q, j, k, s, t)(xjk − xj−1,k − xj,k−1 + xj−1,k−1)

∣
∣
∣
∣
∣
< 2ε,

(4.18)
that is,

∞∑

p=p0+1

∞∑

q=q0+1

∣
∣φpqst (Ax)

∣
∣< 2ε.

Thus,
∞∑

p=0

∞∑

q=0

∣
∣φpqst (Ax)

∣
∣

converges uniformly in s, t . Hence, Ax satisfies condition (i) of Definition 4.1; we
still have to show that it satisfies condition (ii) of Definition 4.1.

If

φpqst (Ax) =
∞∑

j=0

∞∑

k=0

α̂(p, q, j, k, s, t)xjk,

then by Abel’s partial sum we have

φpqst (Ax) =
∞∑

j=0

∞∑

k=0

[
j−1∑

i=0

k−1∑

r=0

α̂(p, q, j, k, s, t)

]

�11xjk.

Using (4.13), we get

φpqst (Ax) =
∞∑

j=0

∞∑

k=0

[β(p,q, j, k, s, t) − β(p,q,0, k, s, t)

− β(p,q, j,0, s, t) + β(p,q,0,0, s, t)]�11xjk.

Again, using Abel’s partial sum to first three summations, we get

φpqst (Ax) =
∞∑

j=0

∞∑

k=0

α̂(p, q, j, k, s, t)xjk −
∞∑

j=0

∞∑

k=0

α̂(p, q, j, k, s, t)�10xjk



4.3 Absolutely Almost Conservative Matrices 73

−
∞∑

j=0

∞∑

k=0

α̂(p, q, j, k, s, t)�01xjk +
∞∑

j=0

∞∑

k=0

α̂(p, q, j, k, s, t)�11xjk.

Hence,

∞∑

p=0

∞∑

q=0

φpqst (Ax)

=
∞∑

j=0

∞∑

k=0

∞∑

p=0

∞∑

q=0

α̂(p, q, j, k, s, t)xjk

−
∞∑

j=0

∞∑

k=0

∞∑

p=0

∞∑

q=0

α̂(p, q, j, k, s, t)�10xjk

−
∞∑

j=0

∞∑

k=0

∞∑

p=0

∞∑

q=0

α̂(p, q, j, k, s, t)�01xjk

+
∞∑

j=0

∞∑

k=0

∞∑

p=0

∞∑

q=0

α̂(p, q, j, k, s, t)�11xjk

=
∞∑

j=0

∞∑

k=0

[ ∞∑

p=0

∞∑

q=0

α̂(p, q, j, k, s, t)xjk

]

−
∞∑

k=0

[ ∞∑

p=0

∞∑

q=0

( ∞∑

j=0

α̂(p, q, j, k, s, t)(xjk − xj−1,k)

)]

−
∞∑

j=0

[ ∞∑

p=0

∞∑

q=0

( ∞∑

k=0

α̂(p, q, j, k, s, t)(xjk − xj,k−1)

)]

+
∞∑

p=0

∞∑

q=0

[ ∞∑

j=0

∞∑

k=0

α̂(p, q, j, k, s, t)

]

(xjk − xj−1,k − xj,k−1 + xj−1,k−1)

=
∞∑

j=0

∞∑

k=0

ujkxjk −
∞∑

k=0

u0khk −
∞∑

j=0

uj0�j + u�,

where, for x ∈ BV ,

�j = lim
k→∞xjk =

∞∑

k=0

(xjk − xj,k−1),
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hk = lim
j→∞xjk =

∞∑

j=0

(xjk − xj−1,k),

� = limx =
∞∑

j=0

∞∑

k=0

�11xjk,

whence the result. �

Proof of Theorem 4.7 Suppose that A is absolutely almost regular matrix. Since
ejk, ek, ej , and e ∈ BV , conditions (ii), (iii), (iv), and (v) hold, respectively. Condi-
tion (i) follows as in the proof of Theorem 4.6.

Conversely, if a matrix A satisfies the conditions of the theorem, then it is an
absolutely almost conservative matrix. For x ∈ BV , the BP-limit of Ax is

∞∑

j=0

∞∑

k=0

ujkxjk −
∞∑

k=0

u0khk −
∞∑

j=0

uj0�j + u�,

which reduces to � by using conditions (ii)–(v). Hence, A is an absolutely almost
regular matrix. �

4.4 Riesz Convergence and Matrix Transformations

In this section, we define the Riesz convergence for double sequences and determine
some matrix transformations [3].

Definition 4.8 Let (qi) and (pj ) be sequences of nonnegative numbers that are not
all zero, and denote Qm = q1 + q2 + · · · + qm, q1 > 0, Pn = p1 + p2 + · · · + pn,
p1 > 0. Then, the transformation given by

t
qp
mn(x) = 1

Qm

1

Pn

m∑

i=1

n∑

j=1

qipjxij

is called the Riesz mean of double sequence x = (xjk). If P - lim t
qp
mn(x) = s, s ∈ R,

then the sequence x = (xjk) is said to be Riesz convergent to s.

If x = (xjk) is Riesz convergent to s, then we write R- limx = s. In what fol-
lows, RP will denote the set of all Riesz convergent double sequences. Since a
Riesz convergent double sequence need not be bounded, by RBP we denote the set
of all bounded and Riesz convergent double sequences. By RBP0 we denote the
set of all double sequences that are bounded and Riesz convergent to zero.

Note that in the case qi = 1 for all i and pj = 1 for all j , the Riesz mean reduces
to the Cesàro mean, and the Riesz convergence is said to be Cesàro convergence.
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Now, we will give some results to characterize some classes of matrices related
to the RBP.

Theorem 4.9 A matrix A = (amnjk) ∈ (Mu,RBP0) if and only if

‖A‖ = sup
m,n

∑

j,k

|amnjk| < ∞, (4.19)

P - lim
m,n

η(m,n, r, s, q,p) = 0 (r, s ∈N), (4.20)

P - lim
m,n

∑

r

∣
∣η(m,n, r, s, q,p)

∣
∣= 0 (s ∈ N), (4.21)

P - lim
m,n

∑

s

∣
∣η(m,n, r, s, q,p)

∣
∣= 0 (r ∈ N), (4.22)

P - lim
m,n

∑

r,s

∣
∣η(m,n, r, s, q,p)

∣
∣= 0, (4.23)

where

η(m,n, r, s, q,p) = 1

Qr

1

Ps

r∑

j=1

s∑

k=1

qjpkamnjk.

Proof Let A = (amnjk) ∈ (Mu,RBP0). This means that Ax exists for all x =
(xjk) ∈ Mu and Ax ∈ RBP0, which implies (4.19). Let us define the sequence
y = (yrs) by

yrs =
{

sgnη(mi, nj , r, s, q,p), ri−1 < r < ri, sj−1 < s < sj ,

0 otherwise.

Then, the necessity of (4.23) follows from P - lim t
qp
rs (Ax).

It is known by the assumption that

P - lim
∑

r,s

η(m,n, r, s, q,p)xjk = 0.

So, if we define the sequences ers
ij , er , es by

ers
ij =

{
1, (j, k) = (r, s),

0, otherwise,

er =∑
s ers (r ∈ N), and es =∑

r ers (s ∈ N), then the necessity of (4.20), (4.21),

and (4.22) follows from P - lim t
qp
rs (Aers), P - lim t

qp
rs (Aer ), and P - lim t

qp
rs (Aes), re-

spectively.
Since the proof of the converse part is routine, we omit the details. �
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Theorem 4.10 A matrix A = (amnjk) ∈ (CBP,RBP)reg if and only if (4.19)–(4.22)
hold and

P - lim
m,n

∑

r,s

∣
∣η(m,n, r, s, q,p)

∣
∣= 1. (4.24)

Proof The necessity of the conditions can be shown by the same way used in the
proof of Theorem 4.9.

For the sufficiency, let the conditions hold, and x = (xjk) ∈ CBP with P - limxjk =
L (say). Then, there exists N > 0 such that |xjk| < |L| + ε for all j, k > N . Now,
let us write
∑

r,s

η(m,n, r, s, q,p)xrs

=
N∑

r=0

N∑

s=0

η(m,n, r, s, q,p)xrs +
∞∑

r=N+1

N−1∑

s=0

η(m,n, r, s, q,p)xrs

+
N−1∑

r=0

∞∑

s=N+1

η(m,n, r, s, q,p)xrs +
∞∑

r=N+1

∞∑

s=N+1

η(m,n, r, s, q,p)xrs,

which implies that
∣
∣
∣
∣

∑

r,s

η(m,n, r, s, q,p)xrs

∣
∣
∣
∣

= ‖x‖
N∑

r=0

N∑

s=0

∣
∣η(m,n, r, s, q,p)

∣
∣+ ‖x‖

∞∑

r=N+1

N−1∑

s=0

∣
∣η(m,n, r, s, q,p)

∣
∣

+ ‖x‖
N−1∑

r=0

∞∑

s=N+1

∣
∣η(m,n, r, s, q,p)

∣
∣

+ (|L| + ε
)
∣
∣
∣
∣
∣

∞∑

r=N+1

∞∑

s=N+1

η(m,n, r, s, q,p)

∣
∣
∣
∣
∣
.

So, by letting m,n → ∞ under the light of the assumption, we get that
P - lim t

qp
rs (Ax) = L. This completes the proof. �

4.5 Exercises

1 Characterize the class (Lu, L̂).

2 Find necessary and sufficient conditions for the matrix class (BV, B̂V).
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3 Find necessary and sufficient conditions for the matrix class (Mu, L̂).

4 Find necessary and sufficient conditions for the matrix class (Mu, B̂V).

5 Characterize the matrix class (F , L̂).

6 State and prove conditions to characterize the matrix class (F , B̂V).

7 State and prove conditions to characterize the matrix class (F ,RBP)reg.



Chapter 5
Almost Convergence and Core Theorems

In this chapter, we define P -core, M-core, and R-cores by using the notion of Pring-
sheim’s convergence, almost convergence, and Riesz’s convergence of double se-
quences. We present various core theorems analogous to the well-known Knopp
core theorem.

5.1 Introduction

A two-dimensional matrix transformation is said to be regular if it maps every con-
vergent sequence into a convergent sequence with the same limit. In 1926, Robinson
[111] presented a four-dimensional analogue of regularity for double sequences, in
which he added an additional assumption of boundedness.

The following is a four-dimensional analogue of the well-known Silverman–
Toeplitz theorem [25].

Theorem 5.1 The four-dimensional matrix A = (amnjk) is bounded-regular or RH-
regular if and only if (see Hamilton [50] and Robinson [111])

(RH1) BP- limm,n amnjk = 0 (j, k = 0,1, . . .),
(RH2) BP- limm,n

∑∞,∞
j,k=0,0 amnjk = 1,

(RH3) BP- limm,n

∑∞
j=0 |amnjk| = 0 (k = 0,1, . . . ),

(RH4) BP- limm,n

∑∞
k=0 |amnjk| = 0 (j = 0,1, . . . ),

(RH5)
∑∞,∞

j,k=0,0 |amnjk| ≤ C < ∞ (m,n = 0,1, . . . ).

Note that (RH1) is a consequence of each of (RH3) and (RH4).

In Chap. 3, we have defined and characterized the almost CBP-regular matrices
(Theorem 3.4). For our convenience, we call these four-dimensional matrices sim-
ply as almost regular matrices. That is, a matrix A = (amnjk) is almost regular if
it transforms bounded convergent sequences into almost convergent sequences with

M. Mursaleen, S.A. Mohiuddine, Convergence Methods for Double Sequences and
Applications, DOI 10.1007/978-81-322-1611-7_5, © Springer India 2014
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F- limAx = BP- limx, for which necessary and sufficient conditions are as fol-
lows.

Theorem 5.2 A matrix A = (amnjk) is almost regular if and only if the following
conditions hold:

(i) supm,n

∑
j,k |amnjk| =: M < ∞,

(ii) the limit BP- limp,q α(j, k,p, q, s, t) = 0 exists (j, k ∈ N) uniformly in
s, t ∈ N,

(iii) the limit BP- limp,q

∑
j,k α(j, k,p, q, s, t) = 1 exists uniformly in s, t ∈N,

(iv) the limit BP- limp,q

∑
k |α(j, k,p, q, s, t)| = 0 exists (j ∈ N) uniformly in

s, t ∈ N,
(v) the limit BP- limp,q

∑
j |α(j, k,p, q, s, t)| = 0 exists (k ∈ N) uniformly in

s, t ∈ N,

where

α(j, k,p, q, s, t) = 1

pq

s+p−1∑

m=s

t+q−1∑

n=t

amnjk.

In this section, we prove some core theorems for double sequences using the no-
tion of P -convergence and almost convergence. Results of this chapter are borrowed
from [3, 88, 94, 103], and [107].

5.2 Pringsheim’s Core

In [107], Patterson extended this idea for double sequences by defining the Pring-
sheim’s core as follows.

Let P -Cn{x} be the least closed convex set that includes all points xjk for j, k >

n; then the Pringsheim’s core (or P-core) of the double sequence x = (xjk) is the
set

P -C{x} =
∞⋂

n=1

[
P -Cn{x}]. (5.1)

Note that the Pringsheim core of a real-valued bounded double sequence is the
closed interval [P - lim infx,P - lim supx].

Lemma 5.3 If A = (amnjk) is a real or complex-valued four-dimensional matrix
such that (RH3), (RH4), and

P - lim sup
m,n

∞,∞∑

j,k=0,0

|amnjk| = M
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hold, then for any bounded double sequence x = (xjk), we have

P - lim sup |y| ≤ M
(
P - lim sup |x|),

where

ymn =
∞,∞∑

j,k=0,0

amnjkxjk.

Proof Let x = (xjk) be a bounded double sequence and define

B := P - lim supx < ∞.

Given ε > 0, we can choose an N such that |xjk| < (B + ε)/3 for each j and/or
k > N . Thus,

ymn ≤
N,N∑

j,k=0,0

|amnjk||xjk| +
∑

0≤k≤N
N<j<∞

|amnjk||xjk|

+
∑

N<k≤∞
0≤j≤N

|amnjk||xjk| +
∞,∞∑

j,k=N+1,N+1

|amnjk||xjk|

≤
N,N∑

j,k=0,0

|amnjk||xjk| +
∑

0≤k≤N
N<j<∞

|amnjk|
(

B + ε

3

)

+
∑

N<k≤∞
0≤j≤N

|amnjk|
(

B + ε

3

)

+
∞,∞∑

j,k=N+1,N+1

|amnjk|
(

B + ε

3

)

,

which yields

P - lim sup |y| ≤ M(B + ε).

Thus, we have

P - lim sup |y| ≤ M
(
P - lim sup |x|).

Since

P - lim sup
m,n

∞,∞∑

j,k=0,0

|amnjk| = M,
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we may assume that M > 0 without loss of generality. Using the RH-regularity
conditions, we choose m0, n0, j0, and k0 so large that

∞,∞∑

j,k=0,0

|am0n0jk| > M − 1

4
,

∑

0<k<k0
j0≤j≤∞

|am0n0jk| ≤ 1

4
,

∑

k0≤k≤∞
0<j<j0

|am0n0jk| ≤ 1

4
,

and
∞,∞∑

j,k=j0,k0

|am0n0jk| ≤ 1

4
.

Let [mp −1], [nq −1], [jp −1], and [lq −1] be four chosen strictly increasing index
sequences with p,q = 1, . . . , s −1, t −1 with j0 = k0 > 0. Using the RH-regularity
conditions, we now choose ms > ms−1 and nt > nt−1 such that

∑

0≤j≤js−1
0≤k≤∞

|amsnt jk| < 1

2s+t
,

∑

0≤k≤kt−1
js−1<j≤∞

|amsnt jk| < 1

2s+t
,

and
∞,∞∑

j,k=0,0

|amsnt jk| > M − 1

2s+t
.

In addition, we also choose js > js−1 and kt > kt−1 such that

∑

js−1<j<js
kt ≤k≤∞

|amsnt jk| < 1

2s+t

and
∑

kt−1<k<∞
js≤j≤∞

|amsnt jk| < 1

2s+t
.
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Let us define a double sequence x = (xjk) as follows:

xjk =
{

āmsnt jk

|amsnt jk | if js−1 < j < js, kt−1 < k < kt , and amsnt jk �= 0,

0 otherwise.

Now,

|ymsnt | =
∣
∣
∣
∣
∣

∞,∞∑

j,k=0,0

amsnt jkxjk

∣
∣
∣
∣
∣

≥ −
∑

0≤j≤js−1
0≤k≤∞

|amsnt jk| −
∑

0≤k≤kt−1
js−1<j≤∞

|amsnt jk| −
∑

js−1<j<js
kt ≤k≤∞

|amsnt jk|

−
∑

kt−1<k<∞
js≤j≤∞

|amsnt jk| +
∑

kt−1<k<kt
js−1<j<jt

amsnt jk sgn(amsnt jk)

≥ − 1

2s+t
− 1

2s+t
− 1

2s+t
− 1

2s+t
+ M − 5

(
1

2s+t

)

= M − 9

(
1

2s+t

)

.

This implies that

P - lim sup |y| ≥ M = M
(
P - lim sup |x|). �

Theorem 5.4 If A is a four-dimensional matrix, then for all real-valued bounded
double sequences x = (xjk),

P - lim supAx ≤ P - lim supx

if and only if

(i) A is RH-regular, and
(ii) P - limm,n

∑∞,∞
j,k=0,0 |amnjk| = 1.

Proof (Necessity.) Let x = (xjk) be a bounded P -convergent double sequence.
Thus,

P - lim infx = P - lim supx = P - limx,

and also

P - lim supA(−x) ≤ −(P - lim infx).

This implies that P - lim infx ≤ P - lim infAx. Therefore,

P - lim infx ≤ P - lim infAx ≤ P - lim supAx ≤ P - lim supx.



84 5 Almost Convergence and Core Theorems

Hence, Ax is P -convergent, and P - limAx = P - limx. Thus, A is an RH-regular
summability matrix.

By Lemma 5.3 there exists a bounded double sequence x = (xjk) such that
P - lim sup |x| = 1 and P - lim supy = C, where C is defined by (RH5). This implies
that

1 ≤ P - lim inf
m,n

∞,∞∑

j,k=0,0

|amnjk| ≤ P - lim sup
m,n

∞,∞∑

j,k=0,0

|amnjk| ≤ 1,

whence

P - lim
m,n

∞,∞∑

j,k=0,0

|amnjk| = 1.

(Sufficiency.) For p,q > 1, we obtain:
∣
∣
∣
∣
∣

∞,∞∑

j,k=0,0

amnjkxjk

∣
∣
∣
∣
∣

=
∣
∣
∣
∣
∣

∞,∞∑

j,k=0,0

|amnjkxjk| − amnjkxjk

2
+

∞,∞∑

j,k=0,0

|amnjkxjk| + amnjkxjk

2

∣
∣
∣
∣
∣

≤
∞,∞∑

j,k=0,0

|amnjk||xjk| +
∞,∞∑

j,k=0,0

(|amnjk| − amnjk

)|xjk|

≤ ‖x‖
p,q∑

j,k=0,0

|amnjk| + ‖x‖
∑

p<j<∞
0≤k≤q

|amnjk| + ‖x‖
∑

0≤j<p
q<k<∞

|amnjk|

+ sup
j,k>p,q

|x|
∑

j,k>p,q

|amnjk| + ‖x‖
∞,∞∑

j,k=0,0

(|amnjk| − amnjk

)
.

Using (RH1)–(RH4) and

P - lim
m,n

∞,∞∑

j,k=0,0

|amnjk| = 1,

we take Pringsheim limits and get the desired result. �

5.3 M-Core

In this section, we define the M-core of a double sequence by using the idea of
almost convergence of double sequences and prove some core theorems by using
M-core.
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Let us write

L�(x) = P - lim sup
p,q→∞

sup
m,n≥0

1

pq

m+p−1∑

j=m

n+q−1∑

k=n

xjk. (5.2)

Then we define the M-core of a real bounded double sequence x = (xjk) to be the
closed interval [−L�(−x),L�(x)].

Since every bounded convergent double sequence is almost convergent, we have

L�(x) ≤ P - lim supx,

and hence it follows that M-core{x} ⊆ P -core{x} for a bounded double sequence
x = (xjk).

Here we prove some core theorems for M-core by applying the almost regular,
strongly regular, and almost strongly regular four-dimensional matrices.

Theorem 5.5 For every real bounded double sequence x = (xjk),

L�(Ax) ≤ L(x) (5.3)

(or M-core{Ax} ⊆ P -core{x}) if and only if

(i) A = (amnjk) is almost regular, and
(ii) P - limp,q→∞

∑∞,∞
j,k=0,0 |α(j, k,p, q, s, t)| = 1, uniformly in s, t .

Proof (Necessity.) Let us consider a real bounded double sequence x convergent to
some real number λ. Then by (5.3) we get

λ = −L(−x) ≤ −L�(−Ax) ≤ L�(Ax) ≤ L(x) = λ.

Hence, Ax is almost convergent, and F- limAx = BP- limx = λ, and so A is almost
regular. Now by the above Lemma 5.3 there exists x ∈Mu such that ‖x‖ ≤ 1 and

L�(Ax) = P - lim sup
p,q→∞

sup
s,t≥0

∞,∞∑

j,k=0,0

∣
∣α(j, k,p, q, s, t)

∣
∣= 1.

Hence, if we define x = (xjk) by

xjk =
{

1 if j = k,

0 otherwise,

then

1 = l�(Ax) = P - lim inf
p,q→∞ sup

s,t≥0

∞,∞∑

j,k=0,0

∣
∣α(j, k,p, q, s, t)

∣
∣

≤ L�(Ax) ≤ L(x) ≤ ‖x‖ ≤ 1,
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and hence (ii) is satisfied, where

l�(x) = P - lim inf
p,q→∞ sup

m,n≥0

1

pq

m+p−1∑

j=m

n+q−1∑

k=n

xjk.

(Sufficiency.) For M,N > 1, we obtain

∣
∣
∣
∣
∣

∞∑

j=0

∞∑

k=0

1

pq

s+p−1∑

m=s

t+q−1∑

n=t

amnjkxjk

∣
∣
∣
∣
∣

=
∣
∣
∣
∣
∣

∞∑

j=0

∞∑

k=0

( |α(j, k,p, q, s, t)| + α(j, k,p, q, s, t)

2

− |α(j, k,p, q, s, t)| − α(j, k,p, q, s, t)

2

)

xjk

∣
∣
∣
∣
∣

≤
∞∑

j=0

∞∑

k=0

∣
∣α(j, k,p, q, s, t)

∣
∣|xjk|

+
∞∑

j=0

∞∑

k=0

∣
∣
(∣
∣α(j, k,p, q, s, t)

∣
∣− α(j, k,p, q, s, t)

)
xjk

∣
∣

≤ ‖x‖
M∑

j=0

N∑

k=0

∣
∣α(j, k,p, q, s, t)

∣
∣+ ‖x‖

∞∑

j=M+1

N∑

k=0

∣
∣α(j, k,p, q, s, t)

∣
∣

+ ‖x‖
M∑

j=0

∞∑

k=N+1

∣
∣α(j, k,p, q, s, t)

∣
∣

+
(

sup
j,k≥M,N

|xjk|
) ∞∑

j=M+1

∞∑

k=N+1

∣
∣α(j, k,p, q, s, t)

∣
∣

+ ‖x‖
∞∑

j=0

∞∑

k=0

(∣
∣α(j, k,p, q, s, t)

∣
∣− α(j, k,p, q, s, t)

)
.

Using the conditions of almost regularity and condition (ii), we get

L�(Ax) ≤ L(x). �

Theorem 5.6 For every bounded double sequence x = (xjk),

L(Ax) ≤ L�(x) (5.4)

(or P -core{Ax} ⊆ M-core{x}) if and only if
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(i) A = (amnjk) is strongly regular, and
(ii) P - limm,n→∞

∑∞,∞
j,k=0,0 |amnjk| = 1.

Proof (Necessity.) Let us consider a bounded double sequence x to be almost con-
vergent to s. Then we have L�(x) = −L�(−x). By (5.4) we get

s = −L�(−x) ≤ −L(−Ax) ≤ L(Ax) ≤ L�(x) = s.

Hence, Ax is BP-convergent, and BP- limAx = F- limx = s, and so A is strongly
regular, i.e., condition (i) holds. Since every strongly regular matrix is also bounded-
regular, by Lemma 5.3 there exists a bounded double sequence x = (xjk) such that
P - lim sup |x| = 1 and P - lim sup |Ax| = C, where C is defined by (RH5). There-
fore, we have

1 ≤ P - lim inf
m,n

∞,∞∑

j,k=0,0

|amnjk| ≤ P - lim sup
m,n

∞,∞∑

j,k=0,0

|amnjk| ≤ 1,

i.e., condition (ii) holds.
(Sufficiency.) Given ε > 0, we can find fixed integers p,q ≥ 2 such that

1

pq

m+p−1∑

j=m

n+q−1∑

k=n

xjk < L�(x) + ε. (5.5)

Now, as in [83], we can write

yMN =
∞,∞∑

j,k=0,0

aMNjkxjk = Σ1 + Σ2 + Σ3 + Σ4 + Σ5 + Σ6 + Σ7 + Σ8, (5.6)

where

Σ1 = 1

pq

∞,∞∑

m,n=0,0

aMNmn

m+p−1∑

j=m

n+q−1∑

k=n

xjk,

Σ2 = −1

pq

p−2∑

j=0

q−2∑

k=0

xjk

j∑

m=0

k∑

n=0

aMNmn,

Σ3 = − 1

pq

∞∑

j=p−1

q−2∑

k=0

xjk

j∑

m=j−p+1

k∑

n=0

aMNmn,

Σ4 = − 1

pq

p−2∑

j=0

∞∑

k=q−1

xjk

j∑

m=0

k∑

n=k−q+1

aMNmn,
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Σ5 = −
∞∑

j=p−1

∞∑

k=q−1

xjk

{
1

pq

j∑

m=j−p+1

k∑

n=k−q+1

aMNmn − aMNjk

}

,

Σ6 =
p−2∑

j=0

q−2∑

k=0

aMNjkxjk,

Σ7 =
∞∑

j=p−1

q−2∑

k=0

aMNjkxjk,

Σ8 = −
p−2∑

j=0

∞∑

k=q−1

aMNjkxjk.

Using the conditions of strong regularity of A, we observe that

|Σ2| ≤ ‖x‖
p−2∑

m=0

q−2∑

n=0

|aMNmn| → 0 (M,N → ∞)

and

|Σ6| ≤ ‖x‖
p−2∑

j=0

q−2∑

k=0

|aMNjk| → 0, by (RH1);

|Σ3| ≤ ‖x‖
∞∑

m=0

q−2∑

n=0

|aMNmn| → 0

and

|Σ7| ≤ ‖x‖
∞∑

j=p−1

q−2∑

k=0

|aMNjk| → 0, by (RH3);

|Σ4| → 0 and |Σ8| → 0 by (RH4).

Now

|Σ5| ≤ ‖x‖
pq

p−1∑

r=0

q−1∑

s=0

{

(p − r − 1)

∞∑

j=0

∞∑

k=0

|�10aMNjk|

+ (q − s − 1)

∞∑

j=0

∞∑

k=0

|�01aMNjk|
}

→ 0 by (3.4) and (3.5) of Chap. 3.
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Therefore, by (5.6) we have

L(Ax) ≤ P - lim sup
M,N

∞,∞∑

m,n=0,0

aMNmn

1

pq

m+p−1∑

j=m

n+q−1∑

k=n

xjk

≤ P - lim sup
M,N

∣
∣
∣
∣
∣

∞,∞∑

m,n=0,0

( |aMNmn| + aMNmn

2
+ |aMNmn| − aMNmn

2

)
1

pq

×
m+p−1∑

j=m

n+q−1∑

k=n

xjk

∣
∣
∣
∣
∣

≤ P - lim sup
M,N

{ ∞,∞∑

m,n=0,0

|aMNmn|
∣
∣
∣
∣
∣

1

pq

m+p−1∑

j=m

n+q−1∑

k=n

xjk

∣
∣
∣
∣
∣

+ ‖x‖
∞,∞∑

m,n=0,0

(|aMNmn| − aMNmn

)
}

.

Now conditions (RH1), (RH5), and (ii) yield

L(Ax) ≤ L�(x) + ε.

Since ε is arbitrary, we finally have

L(Ax) ≤ L�(x). �

Now, we use the concept of almost strongly regular matrices to establish the
following core theorem.

Theorem 5.7 For every real bounded double sequence x,

L�(Ax) ≤ L�(x) (5.7)

(or M-core{Ax} ⊆ M-core{x}) if and only if

(i) A = (amnjk) is almost strongly regular, and
(ii) P - lim supp,q→∞

∑∞,∞
j,k=0,0 |α(j, k,p, q, s, t)| = 1 uniformly in s, t = 1,2, . . . .

Proof (Necessity.) Let us consider a real bounded double sequence x almost con-
vergent to some real number λ. Then by (5.7) we get

λ = −L�(−x) ≤ −L�(−Ax) ≤ L�(Ax) ≤ L�(x) = λ.
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Hence, Ax is almost convergent, and F- limAx = F- limx = λ, and so A is almost
strongly regular. Now by Lemma 5.3, there exists x ∈ Mu such that ‖x‖ ≤ 1 and

L�(Ax) = P - lim sup
p,q→∞

sup
s,t≥0

∞,∞∑

j,k=0,0

∣
∣α(j, k,p, q, s, t)

∣
∣.

Hence, if we define x = (xjk) by

xjk =
{

1 if j = k,

0 otherwise,

then

1 = l�(Ax) = P - lim inf
p,q→∞ sup

s,t≥0

∞,∞∑

j,k=0,0

∣
∣α(j, k,p, q, s, t)

∣
∣

≤ L�(Ax) ≤ L�(x) ≤ ‖x‖ ≤ 1,

and hence (ii) is satisfied, where

l�(x) = P - lim inf
p,q→∞ sup

m,n≥0

1

pq

m+p−1∑

j=m

n+q−1∑

k=n

xjk.

(Sufficiency.) Given ε > 0, we can find fixed integers p,q ≥ 2 such that

1

pq

m+p−1∑

j=m

n+q−1∑

k=n

xjk < L�(x) + ε. (5.8)

For M,N > 1, we obtain

∞∑

j=0

∞∑

k=0

1

pq

s+p−1∑

m=s

t+q−1∑

n=t

amnjkxjk

=
∞∑

j=0

∞∑

k=0

( |α(j, k,p, q, s, t)| + α(j, k,p, q, s, t)

2

− |α(j, k,p, q, s, t)| − α(j, k,p, q, s, t)

2

)

xjk

≤
∞∑

j=0

∞∑

k=0

∣
∣α(j, k,p, q, s, t)

∣
∣xjk

+
∞∑

j=0

∞∑

k=0

(∣
∣α(j, k,p, q, s, t)

∣
∣− α(j, k,p, q, s, t)

)
xjk
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≤ ‖x‖
M∑

j=0

N∑

k=0

∣
∣α(j, k,p, q, s, t)

∣
∣+ ‖x‖

∞∑

j=M+1

N∑

k=0

∣
∣α(j, k,p, q, s, t)

∣
∣

+ ‖x‖
M∑

j=0

∞∑

k=N+1

∣
∣α(j, k,p, q, s, t)

∣
∣+

∞∑

j=M+1

∞∑

k=N+1

∣
∣α(j, k,p, q, s, t)

∣
∣xjk

+ ‖x‖
∞∑

j=0

∞∑

k=0

(∣
∣α(j, k,p, q, s, t)

∣
∣− α(j, k,p, q, s, t)

)
.

Using the conditions of almost regularity (since A is almost strongly regular) and
condition (ii), we get

L�(Ax) ≤ P - lim sup
p,q→∞

sup
s,t≥0

∞∑

j=M+1

∞∑

k=N+1

∣
∣α(j, k,p, q, s, t)

∣
∣xjk. (5.9)

Now

∞∑

j=M+1

∞∑

k=N+1

∣
∣α(j, k,p, q, s, t)

∣
∣xjk

=
∞∑

j=M+1

∞∑

k=N+1

(∣
∣α(j, k,p, q, s, t)

∣
∣− α(j − M − 1, k − N − 1,p, q, s, t)

)
xjk

+
∞∑

j=M+1

∞∑

k=N+1

(
α(j − M − 1, k − N − 1,p, q, s, t)

)
xjk

≤ Σ ′ + (
L�(x) + ε

) ∞∑

j=0

∞∑

k=0

α(j, k,p, q, s, t), by (5.8), (5.10)

where

Σ ′ =
∞∑

j=M+1

∞∑

k=N+1

(∣
∣α(j, k,p, q, s, t)

∣
∣− α(j − M − 1, k − N − 1,p, q, s, t)

)
xjk

≤ ‖x‖
M+1∑

i=1

N+1∑

r=1

(

(M − i + 1)

∞∑

j=0

∞∑

k=0

∣
∣�10α(j, k,p, q, s, t)

∣
∣

+ (N − r + 1)

∞∑

j=0

∞∑

k=0

∣
∣�01α(j, k,p, q, s, t)

∣
∣

)

. (5.11)

By (5.9), (5.10), and (5.11), using the conditions of almost strong regularity, we get
L�(Ax) ≤ L�(x) since ε is arbitrary. �
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5.4 Examples

5.4.1 Almost Convergent Sequences

(i) Define the double sequence x = (xjk) by

xjk =
{

1 if j is odd, for all k,

0 otherwise.

Then x is almost convergent to 1
2 .

(ii) Define x = (xjk) by

xjk = (−1)j for all k.

Then x is almost convergent to 0.

5.4.2 Strongly Regular Matrix

Define A = (ajk) by

amnjk =

⎧
⎪⎨

⎪⎩

1
m2 if m = n and j, k ≤ m (even),

1
m2−m

if m = n, j �= k, and j, k ≤ m (odd),
0 otherwise.

We can easily verify that A is strongly regular, that is, conditions (RH1)–(RH5),
(3.4), and (3.5) of Chap. 3 hold. Moreover, for the sequence defined as in
Sect. 5.4.1(i), we have

∞∑

j=1

∞∑

k=1

amnjkxjk = amm11x11 + amm12x12 + · · · + amm1mx1m

+ amm21x21 + amm22x22 + · · · + amm2mx2m

+ amm31x31 + amm32x32 + amm33x33 + · · · + amm3mx3m

...

+ ammm−1,1xm−1,1 + · · · + ammm−1,mxm−1,m

+ ammm1xm1 + · · · + ammmmxmm

= m

m2
.
m

2
, if m is even,

→ 1

2
as m,n → ∞.
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Similarly,

∞∑

j=1

∞∑

k=1

amnjkxjk = m − 1

m2 − m
.
m + 1

2
if m is odd,

→ 1

2
as m,n → ∞,

that is,

BP- limAx = 1

2
= F- limx,

and so A transforms almost convergent sequence into convergent (BP-convergent)
to the same limit.

5.4.3 Bounded-Regular Matrix that Is Not Strongly Regular

In Sect. 5.4.2, A is strongly regular and so bounded-regular. Let us define a four-
dimensional matrix A = (amnjk) as

amnjk =

⎧
⎪⎨

⎪⎩

2
m2 if m = n, j + k = even and j, k ≤ m (even),

1
m2−m

if m = n, j �= k and j, k ≤ m (odd),
0 otherwise.

Then A is bounded-regular but not strongly regular. Conditions (RH1)–(RH5) can
easily be verified. But

lim
m,n

∞∑

j=1

∞∑

k=1

|amnjk − am,n,j+1,k| =
{

2 if m is even,

0 if m is odd,

and also

lim
m,n

∞∑

j=1

∞∑

k=1

|amnjk − am,n,j,k+1| =
{

2 if m is even,

0 if m is odd.

Therefore, conditions (3.4) and (3.5) of Chap. 3 do not hold, and so A is not strongly
regular.

5.4.4 In Theorem 5.6, Strong Regularity of A Cannot Be Replaced
by Bounded-Regularity

Consider the matrix A = (amnjk) as defined in Sect. 5.4.3. This is bounded-regular
but not strongly regular, and also
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P - lim
m,n

∞,∞∑

j,k=0,0

|amnjk| = 1,

i.e., condition (ii) of Theorem 5.6 holds. Take the bounded double sequence x =
(xjk) defined by xjk = (−1)j+k , which is almost convergent to zero, that is,

L�(x) = 0.

Now

∑

j,k

amnjkxjk =
{

2
m2 . m

2 . m if m is even,
−1

m2−m
. m if m is odd.

Therefore,

P - lim sup
m,n

∑

j,k

amnjkxjk = 1

and

P - lim inf
m,n

∑

j,k

amnjkxjk = 0,

i.e., L(Ax) = 1. Hence, L(Ax) > L�(x), that is, (5.4) does not hold.

5.5 Riesz Core

In this section, we define the Riesz core by using the concept of Riesz conver-
gence [3].

Definition 5.8 The Riesz core (or R-core) of a double sequence x = (xjk) is the
closed interval [P - lim infm,n t

qp
mn(x),P - lim supm,n t

qp
mn(x)].

Note that in the case qi = 1 for all i and pj = 1 for all j , Riesz core is reduced
to the Cesàro core [53].

Now, we establish the following inequality.

Theorem 5.9 Let ‖A‖ < ∞. Then,

R-core{Ax} ⊆ P -core{x},
i.e.,

P - lim sup t
qp
rs (Ax) ≤ P - lim supx, (5.12)

for all x ∈Mu if and only if A ∈ (CBP,RBP)reg and

P - lim
m,n

∑

r,s

∣
∣η(m,n, r, s, q,p)

∣
∣= 1, (5.13)
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where η(m,n, r, s, q,p) is the same as in Theorem 4.9, i.e.,

η(m,n, r, s, q,p) = 1

Qr

1

Ps

r∑

j=1

s∑

k=1

qjpkamnjk.

Proof Let (5.12) hold for all x ∈Mu. Then, it is easy to get that

−P - lim sup(−x) ≤ −P - lim sup t
qp
rs (−Ax) ≤ P - lim sup t

qp
rs (Ax) ≤ P - lim supx.

Since

−P - lim sup(−x) = P - lim infx and −P - lim sup t
qp
rs (−Ax) = P - lim inf tqprs (Ax),

by choosing x ∈ CBP, we reach that P - lim t
qp
rs (Ax) = P - lim(x). Since x is arbitrary,

this means that A ∈ (CBP,RBP)reg.
By Theorem 4.3, there exists y ∈Mu with ‖y‖ ≤ 1 such that

P - lim sup t
qp
rs (Ay) = P - lim sup

∑

r,s

∣
∣η(m,n, r, s, q,p)

∣
∣.

So, from the assumption we have that

P - lim sup
∑

r,s

∣
∣η(m,n, r, s, q,p)

∣
∣= P - lim sup t

qp
rs (Ay) ≤ P - lim sup(y) ≤ ‖y‖ ≤ 1.

By the same way, since one can see that

P - lim inf
∑

r,s

∣
∣η(m,n, r, s, q,p)

∣
∣≥ 1,

we get the necessity of (5.13).
Conversely, suppose that A ∈ (CBP,RBP)reg and (5.13) holds. For any arbitrary

bounded sequence x = (xrs), there exist M,N > 0 such that xrs ≤ P - lim supx + ε

whenever r > M , s > N . Now, we can write the following inequality:
∣
∣
∣
∣
∣

∞∑

r=0

∞∑

s=0

η(m,n, r, s, q,p)xrs

∣
∣
∣
∣
∣

=
∣
∣
∣
∣
∣

∞∑

r=0

∞∑

s=0

( |η(m,n, r, s, q,p)| + η(m,n, r, s, q,p)

2

− |η(m,n, r, s, q,p)| − η(m,n, r, s, q,p)

2

)

xrs

∣
∣
∣
∣
∣

≤
∞∑

r=0

∞∑

s=0

∣
∣η(m,n, r, s, q,p)

∣
∣|xrs |
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+
∞∑

r=0

∞∑

s=0

∣
∣
(∣
∣η(m,n, r, s, q,p)

∣
∣− η(m,n, r, s, q,p)

)
xrs

∣
∣

≤ ‖x‖
M∑

r=0

N∑

s=0

∣
∣η(m,n, r, s, q,p)

∣
∣+ ‖x‖

∞∑

r=M+1

N∑

s=0

∣
∣η(m,n, r, s, q,p)

∣
∣

+ ‖x‖
M∑

r=0

∞∑

s=N+1

∣
∣η(m,n, r, s, q,p)

∣
∣

+ (P - lim supx + ε)

∞∑

r=M+1

∞∑

s=N+1

∣
∣η(m,n, r, s, q,p)

∣
∣

+ ‖x‖
∞∑

r=0

∞∑

s=0

(∣
∣η(m,n, r, s, q,p)

∣
∣− η(m,n, r, s, q,p)

)
.

Using the conditions of the class (CBP,RBP)reg and (5.13), we reach that
P - lim sup t

qp
rs (Ax) ≤ P - lim supx. �

5.6 Exercises

1 Determine the conditions for

P -core{Ax} ⊆ R-core{x}.
2 Find the necessary and sufficient conditions for

R-core{Ax} ⊆ M-core{x}.
3 Obtain the conditions for

M-core{Ax} ⊆ R-core{x}.
4 Find the necessary and sufficient conditions for

R-core{Ax} ⊆ R-core{x}.
5 For an arbitrary matrix A = (amnjk), in order that, whenever Bx ∈ Mu, Ax

should exist and be bounded. Find necessary and sufficient conditions for

P -core{Ax} ⊆ P -core{Bx},
where B = (bmnjk) is a normal matrix (i.e., triangular with nonzero diagonal en-
tries), and denote its triangular inverse by B−1 = (b−1

mnjk).
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6 Determine the conditions for

R-core{Ax} ⊆ P -core{Bx}.
7 Determine the conditions for

R-core{Ax} ⊆ M-core{Bx}.



Chapter 6
Application of Almost Convergence
in Approximation Theorems for Functions
of Two Variables

In this chapter, we apply the notion of almost convergence for double sequences to
prove some Korovkin-type approximation theorems for functions of two variables
through some different sets of test functions. We also give examples in support of
our results, and furthermore we present some consequences of the main results.

6.1 Introduction

Korovkin-type approximation theorems are useful tools to check whether a given
sequence (Ln)n≥1 of positive linear operators on the space C[0,1] of all continuous
functions on the real interval [0,1] is an approximation process. That is, these the-
orems exhibit a variety of test functions that assure that the approximation property
holds on the whole space if it holds for them. Such a property was discovered by
Korovkin in 1953 for the functions 1, x, and x2 in the space C[0,1] and for the
functions 1, cosx, and sinx in the space of all continuous 2π -periodic functions on
the real line.

Let C[a, b] be the space of all functions f continuous on [a, b]. We know that
C[a, b] is a Banach space with norm

‖f ‖∞ := sup
x∈[a,b]

∣
∣f (x)

∣
∣, f ∈ C[a, b].

The classical Korovkin approximation theorem states as follows.
Let (Tn) be a sequence of positive linear operators from C[a, b] into C[a, b].

Then limn‖Tn(f, x)−f (x)‖∞ =0 for all f ∈C[a, b] if and only if limn ‖Tn(fi, x)−
fi(x)‖∞ = 0 for i = 0,1,2, where f0(x) = 1, f1(x) = x, and f2(x) = x2.

Mohapatra [72] was the first to use the notion of almost convergence for ordinary
sequences to prove some approximation results. Quite recently, approximation the-
orems of such type are proved in [6, 7], and [73] for almost convergence of double
and single sequences, respectively. In this chapter, we use the notion of almost con-
vergence of double sequences to prove Korovkin-type approximation theorems for
functions of two variables through different sets of test functions.

M. Mursaleen, S.A. Mohiuddine, Convergence Methods for Double Sequences and
Applications, DOI 10.1007/978-81-322-1611-7_6, © Springer India 2014
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6.2 For Test Functions 1, x, y, x2 + y2

Let C(I 2) be the space of all two-dimensional continuous real-valued functions
on I × I , where I = [a, b]. Suppose that Tm,n : C(I 2) → C(I 2). We write
Tm,n(f ;x, y) for Tm,n(f (s, t);x, y), and we say that T is a positive operator if
T (f ;x, y) ≥ 0 for all f (x, y) ≥ 0.

The following version of the classical Korovkin approximation theorem was
given by Volkov [124].

Theorem 6.1 Let (Tj,k) be a double sequence of positive linear operators from
C(I 2) into C(I 2). Then, for all f ∈ C(I 2),

lim
j,k→∞

∥
∥Tj,k(f ;x, y) − f (x, y)

∥
∥∞ = 0

if and only if

lim
j,k→∞

∥
∥Tj,k(fi;x, y) − fi(x, y)

∥
∥∞ = 0 (i = 0,1,2,3),

where f0(x, y) = 1, f1(x, y) = x, f2(x, y) = y, and f3(x, y) = x2 + y2.

We prove the following theorem for almost convergence.

Theorem 6.2 Let (Tj,k) be a double sequence of positive linear operators from

C(I 2) into C(I 2) and Dm,n,p,q(f ;x, y) = 1
pq

∑m+p−1
j=m

∑n+q−1
k=n Tj,k(f ;x, y).

Then, for all f ∈ C(I 2),

F- lim
j,k→∞

∥
∥Tj,k(f ;x, y) − f (x, y)

∥
∥∞ = 0, i.e.,

(6.1)

lim
p,q→∞

∥
∥Dm,n,p,q(f ;x, y) − f (x, y)

∥
∥∞ = 0 uniformly in m,n,

if and only if

lim
p,q→∞

∥
∥Dm,n,p,q(1;x, y) − 1

∥
∥∞ = 0 uniformly in m,n, (6.2)

lim
p,q→∞

∥
∥Dm,n,p,q(s;x, y) − x

∥
∥∞ = 0 uniformly in m,n, (6.3)

lim
p,q→∞

∥
∥Dm,n,p,q(t;x, y) − y

∥
∥∞ = 0 uniformly in m,n, (6.4)

lim
p,q→∞

∥
∥Dm,n,p,q

(
s2 + t2;x, y

)− (
x2 + y2)∥∥∞ = 0 uniformly in m,n. (6.5)

Proof Since each of the functions 1, x, y, x2 + y2 belongs to C(I 2), conditions
(6.2)–(6.5) follow immediately from (6.1). By the continuity of f on I 2, we can
write |f (x, y)| ≤ M , a ≤ x, y ≤ b, where M = ‖f ‖∞. Therefore,

∣
∣f (s, t) − f (x, y)

∣
∣≤ 2M, a ≤ s, t, x, y ≤ b. (6.6)
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Also, since f ∈ C(I 2), for every ε > 0, there is δ > 0 such that
∣
∣f (s, t) − f (x, y)

∣
∣< ε ∀|s − x| < δ and |t − y| < δ. (6.7)

Using (6.6), (6.7) and putting ψ1 = ψ1(s, x) = (s − x)2 and ψ2 = ψ2(t, y) = (t −
y)2, we get

∣
∣f (s, t) − f (x, y)

∣
∣< ε + 2M

δ2
(ψ1 + ψ2) ∀|s − x| < δ and |t − y| < δ,

that is,

−ε − 2M

δ2
(ψ1 + ψ2) < f (s, t) − f (x, y) < ε + 2M

δ2
(ψ1 + ψ2).

Now, operate Tj,k(1;x, y) to this inequality. Since Tj,k(f ;x, y) is monotone and
linear, we obtain

Tj,k(1;x, y)

(

−ε − 2M

δ2
(ψ1 + ψ2)

)

< Tj,k(1;x, y)
(
f (s, t) − f (x, y)

)

< Tj,k(1;x, y)

(

ε + 2M

δ2
(ψ1 + ψ2)

)

.

Note that x and y are fixed, and so f (x, y) is a constant number. Therefore,

−εTj,k(1;x, y) − 2M

δ2
Tj,k(ψ1 + ψ2;x, y)

< Tj,k(f ;x, y) − f (x, y)Tj,k(1;x, y)

< εTj,k(1;x, y) + 2M

δ2
Tj,k(ψ1 + ψ2;x, y). (6.8)

But

Tj,k(f ;x, y) − f (x, y)

= Tj,k(f ;x, y) − f (x, y)Tj,k(1;x, y) + f (x, y)Tj,k(1;x, y) − f (x, y)

= [
Tj,k(f ;x, y) − f (x, y)Tj,k(1;x, y)

]+ f (x, y)
[
Tj,k(1;x, y) − 1

]
. (6.9)

Using (6.8) and (6.9), we have

Tj,k(f ;x, y) − f (x, y)

< εTj,k(1;x, y) + 2M

δ2
Tj,k(ψ1 + ψ2;x, y) + f (x, y)

(
Tj,k(1;x, y) − 1

)
.

(6.10)

Now

Tj,k(ψ1 + ψ2;x, y) = Tj,k

(
(s − x)2 + (t − y)2;x, y

)
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= Tj,k

(
s2 − 2sx + x2 + t2 − 2ty + y2;x, y

)

= Tj,k

(
s2 + t2;x, y

)− 2xTj,k(s;x, y) − 2yTj,k(t;x, y)

+ (
x2 + y2)Tj,k(1;x, y)

= [
Tj,k

(
s2 + t2;x, y

)− (
x2 + y2)]− 2x

[
Tj,k(s;x, y) − x

]

− 2y
[
Tj,k(t;x, y) − y

]+ (
x2 + y2)[Tj,k(1;x, y) − 1

]
.

Using (6.10), we obtain

Tj,k(f ;x, y) − f (x, y)

< εTj,k(1;x, y) + 2M

δ2

{[
Tj,k

(
s2 + t2;x, y

)− (
x2 + y2)]

− 2x
[
Tj,k(s;x, y) − x

]− 2y
[
Tj,k(t;x, y) − y

]

+ (
x2 + y2)[Tj,k(1;x, y) − 1

]}+ f (x, y)
(
Tj,k(1;x, y) − 1

)

= ε
[
Tj,k(1;x, y) − 1

]+ ε + 2M

δ2

{[
Tj,k

(
s2 + t2;x, y

)− (
x2 + y2)]

− 2x
[
Tj,k(s;x, y) − x

]− 2y
[
Tj,k(t;x, y) − y

]

+ (
x2 + y2)[Tj,k(1;x, y) − 1

]}+ f (x, y)
(
Tj,k(1;x, y) − 1

)
.

Since ε is arbitrary, we can write

Tj,k(f ;x, y) − f (x, y)

≤ ε
[
Tj,k(1;x, y) − 1

]+ 2M

δ2

{[
Tj,k

(
s2 + t2;x, y

)− (
x2 + y2)]

− 2x
[
Tj,k(s;x, y) − x

]− 2y
[
Tj,k(t;x, y) − y

]

+ (
x2 + y2)[Tj,k(1;x, y) − 1

]}+ f (x, y)
(
Tj,k(1;x, y) − 1

)
.

Similarly,

Dm,n,p,q(f ;x, y) − f (x, y)

≤ ε
[
Dm,n,p,q(1;x, y) − 1

]+ 2M

δ2

{[
Dm,n,p,q

(
s2 + t2;x, y

)− (
x2 + y2)]

− 2x
[
Dm,n,p,q(s;x, y) − x

]− 2y
[
Dm,n,p,q(t;x, y) − y

]

+ (
x2 + y2)[Dm,n,p,q(1;x, y) − 1

]}+ f (x, y)
(
Dm,n,p,q(1;x, y) − 1

)
,

and, therefore,
∥
∥Dm,n,p,q(f ;x, y) − f (x, y)

∥
∥∞
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≤
(

ε + 2M(a2 + b2)

δ2
+ M

)
∥
∥Dm,n,p,q(1;x, y) − 1

∥
∥∞

− 4Ma

δ2

∥
∥Dm,n,p,q(s;x, t) − x

∥
∥∞

− 4Mb

δ2

∥
∥Dm,n,p,q(t;x, y) − y

∥
∥∞

+ 2M

δ2

∥
∥Dm,n,p,q

(
s2 + t2;x, y

)− (
x2 + y2)∥∥∞.

Letting p,q → ∞ and using (6.2)–(6.5), we get

lim
p,q→∞

∥
∥Dm,n,p,q(f ;x, y) − f (x, y)

∥
∥∞ = 0, uniformly in m,n. �

In the following example, we construct a double sequence of positive linear oper-
ators that satisfies the conditions of Theorem 6.2 but does not satisfy the conditions
of Theorem 6.1.

Example 6.3 Consider the sequence of classical Bernstein polynomials of two vari-
ables [119]

Bm,n(f ;x, y)

:=
m∑

j=0

n∑

k=0

f

(
j

m
,
k

n

)(
m

j

)(
n

k

)

xj (1 − x)m−j yk(1 − y)n−k, 0 ≤ x, y ≤ 1.

Let Pm,n : C(I 2) → C(I 2) be defined by

Pm,n(f ;x, y) = (1 + zmn)Bm,n(f ;x, y),

where (zmn) is a double sequence defined by

zmn =
⎧
⎨

⎩

1 if m = n odd,

−1 if m = n even,

0, otherwise.
(6.11)

It is easy to see that z = (zmn) is almost convergent to zero but not P -convergent.
Then

Bm,n(1;x, y) = 1,

Bm,n(s;x, y) = x,

Bm,n(t;x, y) = y,

Bm,n

(
s2 + t2;x, y

)= x2 + y2 + x − x2

m
+ y − y2

n
,
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and the double sequence (Pm,n) satisfies conditions (6.2)–(6.5). Hence, we have

F- lim
m,n→∞

∥
∥Pm,n(f ;x, y) − f (x, y)

∥
∥∞ = 0.

On the other hand, we get Pm,n(f ;0,0) = (1 + zmn)f (0,0) since Bm,n(f ;0,0) =
f (0,0), and hence

∥
∥Pm,n(f ;x, y) − f (x, y)

∥
∥∞ ≥ ∣

∣Pm,n(f ;0,0) − f (0,0)
∣
∣= zmn

∣
∣f (0,0)

∣
∣.

We see that (Pm,n) does not satisfy the conditions of Theorem 6.1 since
limm,n→∞ zmn does not exist. Hence, Theorem 6.2 is stronger than the classical
Theorem 6.1.

6.3 For Test Functions 1, x
1−x , y

1−y , ( x
1−x )2 + ( y

1−y )2

Let I = [0,A], J = [0,B], A,B ∈ (0,1), and K = I × J . We denote by C(K) the
space of all continuous real-valued functions on K . This space is equipped with the
norm

‖f ‖C(K) := sup
(x,y)∈K

∣
∣f (x, y)

∣
∣, f ∈ C(K).

Let Hω(K) denote the space of all real-valued functions f on K such that

∣
∣f (s, t) − f (x, y)

∣
∣≤ ω

(

f ;
√
(

s

1 − s
− x

1 − x

)2

+
(

t

1 − t
− y

1 − y

)2)

,

where ω is the modulus of continuity, i.e.,

ω(f ; δ) = sup
(s,t),(x,y)∈K

{∣
∣f (s, t) − f (x, y)

∣
∣ :
√

(s − x)2 + (t − y)2 ≤ δ
}
.

It is to be noted that any function f ∈ Hω(K) is continuous and bounded on K .
The following result was given by Taşdelen and Erençin [122].

Theorem 6.4 Let (Tj,k) be a double sequence of positive linear operators from
Hω(K) into C(K). Then, for all f ∈ Hω(K),

lim
j,k→∞

∥
∥Tj,k(f ;x, y) − f (x, y)

∥
∥

C(K)
= 0

if and only if

lim
j,k→∞

∥
∥Tj,k(fi;x, y) − fi

∥
∥

C(K)
= 0 (i = 0,1,2,3),
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where

f0(x, y) = 1,

f1(x, y) = x

1 − x
,

f2(x, y) = y

1 − y
,

and

f3(x, y) =
(

x

1 − x

)2

+
(

y

1 − y

)2

.

We prove the following result.

Theorem 6.5 Let (Tj,k) be a double sequence of positive linear operators from
Hω(K) into C(K). Then, for all f ∈ Hω(K),

F- lim
∥
∥Tj,k(f ;x, y) − f (x, y)

∥
∥

C(K)
= 0 (6.12)

if and only if

F- lim
∥
∥Tj,k(1;x, y) − 1

∥
∥

C(K)
= 0, (6.13)

F- lim

∥
∥
∥
∥Tj,k

(
s

1 − s
;x, y

)

− x

1 − x

∥
∥
∥
∥

C(K)

= 0, (6.14)

F- lim

∥
∥
∥
∥Tj,k

(
t

1 − t
;x, y

)

− y

1 − y

∥
∥
∥
∥

C(K)

= 0, (6.15)

F- lim

∥
∥
∥
∥Tj,k

((
s

1− s

)2

+
(

t

1− t

)2

;x, y

)

−
((

x

1−x

)2

+
(

y

1−y

)2)∥∥
∥
∥

C(K)

= 0.

(6.16)

Proof Since each of the functions 1, x
1−x

, y
1−y

, ( x
1−x

)2 + (
y

1−y
)2 belongs to Hω(K),

conditions (6.13)–(6.16) follow immediately from (6.12). Let f ∈ Hω(K) and
(x, y) ∈ K be fixed. Then, after using the properties of f , a simple calculation gives
that

∣
∣Tj,k(f ;x, y) − f (x, y)

∣
∣

≤ ε + M
{∣
∣Tj,k(f0;x, y) − f0(x, y)

∣
∣+ ∣

∣Tj,k(f1;x, y) − f1(x, y)
∣
∣

+ ∣
∣Tj,k(f2;x, y) − f2(x, y)

∣
∣+ ∣

∣Tj,k(f3;x, y) − f3(x, y)
∣
∣
}
,

where N = ‖f ‖C(K), and
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M = max

{

ε + N + 2N

δ2

((
A

1 − A

)2

+
(

B

1 − B

)2)

,

4N

δ2

(
A

1 − A

)

,
4N

δ2

(
B

1 − B

)

,
2N

δ2

}

.

Now replacing Tj,k(f ;x, y) by 1
pq

∑m+p−1
j=m

∑n+q−1
k=n Tj,k(f ;x, y) = Smn

pq (f ;x, y)

and taking sup(x,y)∈K , we get

∥
∥Smn

pq (f ;x, y) − f (x, y)
∥
∥

C(K)

≤ ε + M
(∥
∥Smn

pq (f0;x, t) − f0(x, y)
∥
∥

C(K)

+ ∥
∥Smn

pq (f1;x, y) − f1(x, y)
∥
∥

C(K)
+ ∥
∥Smn

pq (f2;x, y) − f2(x, y)
∥
∥

C(K)

+ ∥
∥Smn

pq Tj,k(f3;x, y) − f3(x, y)
∥
∥

C(K)

)
. (6.17)

Now taking the limp,q→∞ uniformly in m, n on both sides and using conditions
(6.13)–(6.16), we get

lim
p,q→∞

∥
∥Smn

pq (f ;x, y) − f (x, y)
∥
∥

C(K)
= 0 uniformly in m,n.

Thus, conditions (6.13)–(6.16) imply condition (6.12). �

We show that the following double sequence of positive linear operators satisfies
the conditions of Theorem 6.5 but does not satisfy the conditions of Theorem 6.4.

Example 6.6 Consider the following two-dimensional version of Meyer–König and
Zeller operators [70]:

Bm,n(f ;x, y) := (1 − x)m+1(1 − y)n+1

×
∞∑

j=0

∞∑

k=0

f

(
j

j + m + 1
,

k

k + n + 1

)(
m + j

j

)(
n + k

k

)

xjyk,

(6.18)

where f ∈ Hω(K), and K = [0,A] × [0,B], A,B ∈ (0,1).
Since, for x ∈ [0,A], A ∈ (0,1),

1

(1 − x)m+1
=

∞∑

j=0

(
m + j

j

)

xj ,

it is easy to see that

Bm,n(f0;x, y) = f0(x, y).
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Also, we obtain

Bm,n(f1;x, y) = (1 − x)m+1(1 − y)n+1
∞∑

j=0

∞∑

k=0

j

m + 1

(
m + j

j

)(
n + k

k

)

xjyk

= (1 − x)m+1(1 − y)n+1x

∞∑

j=0

∞∑

k=0

1

m + 1

(m + j)!
m!(j − 1)!

(
n + k

k

)

xj−1yk

= (1 − x)m+1(1 − y)n+1x
1

(1 − x)m+2

1

(1 − y)n+1
= x

(1 − x)
,

and, similarly,

Bm,n(f2;x, y) = y

(1 − y)
.

Finally, we get

Bm,n(f3;x, y)

= (1 − x)m+1(1 − y)n+1

×
∞∑

j=0

∞∑

k=0

{(
j

m + 1

)2

+
(

k

n + 1

)2}(
m + j

j

)(
n + k

k

)

xjyk

= (1 − x)m+1(1 − y)n+1 x

m + 1

∞∑

j=0

∞∑

k=0

j

m + 1

(m + j)!
m!(j − 1)!

(
n + k

k

)

xj−1yk

+ (1 − x)m+1(1 − y)n+1 y

n + 1

∞∑

j=0

∞∑

k=0

k

n + 1

(
m + j

j

)
(n + k)!

n!(k − 1)!x
jyk−1

= (1 − x)m+1(1 − y)n+1 x

m + 1

{

x

∞∑

j=0

∞∑

k=0

(m + j + 1)!
(m + 1)!(j − 1)!

(
n + k

k

)

xj−1yk

+
∞∑

j=0

∞∑

k=0

(
m + j + 1

j

)(
n + k

k

)

xjyk

}

+ (1 − x)m+1(1 − y)n+1 y

n + 1

{

y

∞∑

j=0

∞∑

k=0

(n + k + 1)!
(n + 1)!(k − 1)!

(
m + j

j

)

xjyk−1

+
∞∑

j=0

∞∑

k=0

(
n + k + 1

k

)(
m + j

j

)

xjyk

}

= m + 2

m + 1

(
x

1 − x

)2

+ 1

m + 1

x

1 − x
+ n + 2

n + 1

(
y

1 − y

)2

+ 1

n + 1

y

1 − y
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→
(

x

1 − x

)2

+
(

y

1 − y

)2

.

Let Lm,n : Hω(K) → C(K) be defined by

Lm,n(f ;x, y) = (1 + zmn)Bm,n(f ;x, y),

where z = (zmn) is defined as in (6.11), which is not P -convergent, but F -lim z = 0.
It is easy to see that the sequence (Lm,n) satisfies conditions (6.13)–(6.16).

Hence, by Theorem 6.5 we have

F- lim
m,n→∞

∥
∥Lm,n(f ;x, y) − f (x, y)

∥
∥= 0.

On the other hand, the sequence (Lm,n) does not satisfy the conditions of Theo-
rem 6.4 since (Lm,n) is not P -convergent, that is, Theorem 6.4 does not work for
our operators Lm,n. Hence, our Theorem 6.5 is stronger than Theorem 6.4.

6.4 For Test Functions 1, x
1+x , y

1+y , ( x
1+x )2 + ( y

1+y )2

Let I = [0,∞) and K = I × I . We denote by CB(K) the space of all bounded and
continuous real-valued functions on K equipped with the norm

‖f ‖CB(K) := sup
(x,y)∈K

∣
∣f (x, y)

∣
∣, f ∈ CB(K).

Let Hω∗(K) denote the space of all real-valued functions f on K such that

∣
∣f (s, t) − f (x, y)

∣
∣≤ ω∗

(

f ;
√
(

s

1 + s
− x

1 + x

)2

+
(

t

1 + t
− y

1 + y

)2)

,

where ω∗ is the modulus of continuity, i.e.,

ω∗(f ; δ) = sup
(s,t),(x,y)∈K

{∣
∣f (s, t) − f (x, y)

∣
∣ :
√

(s − x)2 + (t − y)2 ≤ δ
}
.

It is to be noted that any function f ∈ Hω∗(K) is bounded and continuous on K ,
and a necessary and sufficient condition for f ∈ Hω∗(K) is that

lim
δ→0

ω∗(f ; δ) = 0. (6.19)

The following is two-dimensional version of the Korovkin-type theorem of Çakar
and Gadjiev [21].
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Theorem 6.7 Let (Tjk) be a sequence of positive linear operators from Hω∗(K)

into CB(K). Then, for all f ∈ Hω∗(K),

lim
j,k→∞

∥
∥Tjk(f ;x, y) − f (x, y)

∥
∥

CB(K)
= 0 (6.20)

if and only if

lim
j,k→∞

∥
∥Tjk(fi;x, y) − fi

∥
∥

CB(K)
= 0 (i = 0,1,2,3), (6.21)

where

f0(x, y) = 1,

f1(x, y) = x

1 + x
,

f2(x, y) = y

1 + y
,

and

f3(x, y) =
(

x

1 + x

)2

+
(

y

1 + y

)2

.

We prove the following result.

Theorem 6.8 Let (Tjk) be a double sequence of positive linear operators from
Hω∗(K) into CB(K). Then, for all f ∈ Hω∗(K),

F- lim
∥
∥Tjk(f ;x, y) − f (x, y)

∥
∥

CB(K)
= 0 (6.22)

if and only if

F- lim
∥
∥Tjk(1;x, y) − 1

∥
∥

CB(K)
= 0, (6.23)

F- lim

∥
∥
∥
∥Tjk

(
s

1 + s
;x, y

)

− x

1 + x

∥
∥
∥
∥

CB(K)

= 0, (6.24)

F- lim

∥
∥
∥
∥Tjk

(
t

1 + t
;x, y

)

− y

1 + y

∥
∥
∥
∥

CB(K)

= 0, (6.25)

F- lim

∥
∥
∥
∥Tjk

((
s

1+ s

)2

+
(

t

1+ t

)2

;x, y

)

−
((

x

1+x

)2

+
(

y

1+y

)2)∥∥
∥
∥

CB(K)

=0.

(6.26)

Proof Since each of the functions f0(x, y) = 1, f1(x, y) = x
1+x

, f2(x, y) = y
1+y

,

f3(x, y) = ( x
1+x

)2 + (
y

1+y
)2 belongs to Hω∗(K), conditions (6.23)–(6.26) follow

immediately from (6.22). Let f ∈ Hω∗(K) and (x, y) ∈ K be fixed. Then, for ε > 0,
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there exist δ1, δ2 > 0 such that |f (s, t) − f (x, y)| < ε for all (s, t) ∈ K satisfying
| s

1+s
− x

1+x
| < δ1 and | t

1+t
− y

1+y
| < δ2. Let

K(δ) :=
{

(s, t)∈K :
√
(

s

1+ s
− x

1+x

)2

+
(

t

1+ t
− y

1+y

)2

<δ = min{δ1, δ2}
}

.

Hence,
∣
∣f (s, t) − f (x, y)

∣
∣

= ∣
∣f (s, t) − f (x, y)

∣
∣χK(δ)(s, t) + ∣

∣f (s, t) − f (x, y)
∣
∣χK\K(δ)(s, t)

≤ ε + 2NχK\K(δ)(s, t), (6.27)

where χD denotes the characteristic function of the set D, and N = ‖f ‖CB(K).
Further, we get

χK\K(δ)(s, t) ≤ 1

δ2
1

(
s

1 + s
− x

1 + x

)2

+ 1

δ2
2

(
t

1 + t
− y

1 + y

)2

. (6.28)

Combining (6.27) and (6.28), we get

∣
∣f (s, t) − f (x, y)

∣
∣≤ ε + 2N

δ2

{(
s

1 + s
− x

1 + x

)2

+
(

t

1 + t
− y

1 + y

)2}

. (6.29)

After using the properties of f , a simple calculation gives that
∣
∣Tjk(f ;x, y) − f (x, y)

∣
∣

≤ ε + M
{∣
∣Tjk(f0;x, y) − f0(x, y)

∣
∣+ ∣

∣Tjk(f1;x, y) − f1(x, y)
∣
∣

+ ∣
∣Tjk(f2;x, y) − f2(x, y)

∣
∣+ ∣

∣Tjk(f3;x, y) − f3(x, y)
∣
∣
}
, (6.30)

where

M := ε + N + 4N

δ2
.

Now taking sup(x,y)∈K , we get

∥
∥Tjk(f ;x, y) − f (x, y)

∥
∥

C(K)

≤ ε + M
(∥
∥Tjk(f0;x, t) − f0(x, y)

∥
∥

CB(K)

+ ∥
∥Tjk(f1;x, y) − f1(x, y)

∥
∥

CB(K)
+ ∥
∥Tjk(f2;x, y) − f2(x, y)

∥
∥

CB(K)

+ ∥
∥Tjk(f3;x, y) − f3(x, y)

∥
∥

CB(K)

)
. (6.31)

Then, taking F- lim on both sides of (6.31) and using conditions (6.23)–(6.26), we
immediately get (6.22). �
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We show that the following double sequence of positive linear operators satisfies
the conditions of Theorem 6.8 but does not satisfy the conditions of Theorem 6.7.

Example 6.9 Consider the following operators on two-variable functions (see
Bleimann, Butzer, and Hahn [15]):

Bm,n(f ;x, y)

:= 1

(1 + x)m(1 + y)n

m∑

j=0

n∑

k=0

f

(
j

m − j + 1
,

k

n − k + 1

)(
m

j

)(
n

k

)

xjyk,

where f ∈ Hω(K), K = [0,∞) × [0,∞), and n ∈ N.
Since

(1 + x)m =
m∑

j=0

(
m

j

)

xj and (1 + y)n =
n∑

k=0

(
n

k

)

yk,

it is easy to see that

Bmn(f0;x, y) → 1 = f0(x, y).

Also, by simple calculation we obtain

Bmn(f1;x, y) → x

1 + x
= f1(x, y),

Bmn(f2;x, y) → y

1 + y
= f2(x, y),

and

Bmn(f3;x, y) →
(

x

1 + x

)2

+
(

y

1 + y

)2

= f3(x, y).

Let the operator Lmn : Hω(K) → CB(K) be defined by

Lmn(f ;x, y) = (1 + zmn)Bmn(f ;x, y).

It is easy to see that the sequence (Lmn) satisfies conditions (6.23)–(6.26). Hence,
by Theorem 6.8 we have

F- lim
∥
∥Lmn(f ;x, y) − f (x, y)

∥
∥

CB(K)
= 0.

On the other hand, the sequence (Lmn) does not satisfy the conditions of Theo-
rem 6.7 since (Lmn) is almost convergent to 0 but not P -convergent. That is, The-
orem 6.7 does not work for our operators Lmn. Hence, our Theorem 6.8 is stronger
than Theorem 6.7.
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6.5 Some Consequences

In this section we present some consequences of Theorems 6.2, 6.5, and 6.8. Note
that, throughout this section, we write tν(x, y) for any set of test functions used in
Theorems 6.2, 6.5, or Theorem 6.8.

Theorem 6.10 Let (Tm,n) be a double sequence of positive linear operators on
C(I 2) such that

lim
m,n

‖Tm+1,n+1 − Tm,n+1 − Tm+1,n + Tm,n‖ = 0. (6.32)

If

F- lim
m,n

∥
∥Tm,n(tν;x, y) − tν

∥
∥∞ = 0 (ν = 0,1,2,3), (6.33)

then, for any function f ∈ C(I 2), we have

lim
m,n

∥
∥Tm,n(f ;x, y) − f (x, y)

∥
∥∞ = 0. (6.34)

Proof From the above theorems we have that if (6.33) holds, then

lim
p,q

∥
∥Dm,n,p,q(f ;x, y) − f (x, y)

∥
∥∞ = 0, uniformly in m,n. (6.35)

We have the following inequality:
∥
∥Tm,n(f ;x, y) − f (x, y)

∥
∥∞

≤ ∥
∥Dm,n,p,q(f ;x, y) − f (x, y)

∥
∥∞

+ 1

pq

m+p−1∑

j=m+1

n+q−1∑

k=n+1

(
j∑

α=m+1

k∑

β=n+1

‖Tα,β − Tα−1,β − Tα,β−1 + Tα−1,β−1‖
)

≤ ∥
∥Dm,n,p,q(f ;x, y) − f (x, y)

∥
∥∞

+ p − 1

2

q − 1

2

{
sup

j≥m,k≥n

‖Tj,k − Tj−1,k − Tj,k−1 + Tj−1,k−1‖
}
. (6.36)

Hence, using (6.32) and (6.35), we get (6.34). �

We know that double almost convergence implies (C,1,1) convergence. This
motivates us to further generalize our main result by weakening the hypothesis or to
add some condition to get a more general result.

Theorem 6.11 Let (Tm,n) be a double sequence of positive linear operators on
C(I 2) such that

(C,1,1) − lim
m,n

∥
∥Tm,n(tν, x) − tν

∥
∥∞ = 0 (ν = 0,1,2,3) (6.37)
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and

lim
p,q

{

sup
m≥p,n≥q

mn

pq

∥
∥σm+p−1,n+q−1(f ;x, y) − σm−1,n−1(f ;x, y)

∥
∥∞

}

= 0, (6.38)

where

σm,n(f ;x, y) = 1

(m + 1)(n + 1)

m∑

j=0

n∑

k=0

Tj,k(f ;x, y).

Then, for any function f ∈ C(I 2), we have

F- lim
m,n→∞

∥
∥Tm,n(f ;x, y) − f (x, y)

∥
∥∞ = 0.

Proof For m ≥ p ≥ 1 and n ≥ q ≥ 1, it is easy to show that

Dm,n,p,q(f ;x, y) = σm+p−1,n+q−1(f ;x, y)

+ mn

pq

(
σm+p−1,n+q−1(f ;x, y) − σm−1,n−1(f ;x, y)

)
,

which implies

sup
m≥p,n≥q

∥
∥Dm,n,p,q(f ;x, y) − σm+p−1,n+q−1(f ;x, y)

∥
∥∞

= sup
m≥p,n≥q

mn

pq

∥
∥σm+p−1,n+q−1(f ;x, y) − σm−1,n−1(f ;x, y))

∥
∥∞. (6.39)

Also by the above theorems, condition (6.37) implies that

(C,1,1)- lim
m,n→∞

∥
∥Tm,n(f ;x, y) − f (x, y)

∥
∥∞ = 0. (6.40)

Using (6.37)–(6.40) and the fact that almost convergence implies (C,1,1) conver-
gence, we get the desired result. �

Theorem 6.12 Let (Tm,n) be a double sequence of positive linear operators on
C(I 2) such that

lim
m,n

sup
s,t

1

mn

s+m−1∑

j=s

t+n−1∑

k=t

‖Tm,n − Tj,k‖ = 0.

If

F- lim
m,n

∥
∥Tm,n(tν, x) − tν

∥
∥∞ = 0 (ν = 0,1,2,3), (6.41)

then, for any function f ∈ C(I 2), we have

lim
m,n

∥
∥Tm,n(f ;x, y) − f (x, y)

∥
∥∞ = 0. (6.42)



114 6 Application of Almost Convergence in Approximation Theorems

Proof From the above theorems we have that if (6.41) holds, then

F- lim
m,n

∥
∥Tm,n(f ;x, y) − f (x, y)

∥
∥∞ = 0,

which is equivalent to

lim
m,n

sup
s,t

∥
∥Ds,t,m,n(f ;x, y) − f (x, y)

∥
∥∞ = 0. (6.43)

Now

Tm,n − Ds,t,m,n = Tm,n − 1

mn

s+m−1∑

j=s

t+n−1∑

k=t

Tj,k

= 1

mn

s+m−1∑

j=s

t+n−1∑

k=t

(Tm,n − Tj,k).

Therefore,

sup
s,t

‖Tm,n − Ds,t,m,n‖∞ ≤ sup
s,t

1

mn

s+m−1∑

j=s

t+n−1∑

k=t

‖Tm,n − Tj,k‖.

Now, by using the hypothesis, we get

lim
m,n

sup
s,t

∥
∥Tm,n(f ;x, y) − Ds,t,m,n(f ;x, y)

∥
∥∞ = 0. (6.44)

By the triangle inequality we have
∥
∥Tm,n(f ;x, y) − f (x, y)

∥
∥∞ ≤ ∥

∥Tm,n(f ;x, y) − Ds,t,m,n(f ;x, y)
∥
∥∞

+ ∥
∥Ds,t,m,n(f ;x, y) − f (x, y)

∥
∥∞,

and, hence, from (6.43) and (6.44) we get

lim
m,n

∥
∥Tm,n(f ;x, y) − f (x, y)

∥
∥∞ = 0,

that is, (6.42) holds. �

6.6 Exercises

1 Prove the Korovkin-type approximation theorem for almost convergence of dou-
ble sequences by using the test functions 1, e−x , e−y , e−2x + e−2y .

2 Construct the bivariate polynomial in support of the result in Exercise 1.
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3 Prove the Korovkin-type approximation theorem for almost convergence of dou-
ble sequences by using the test functions 1, sinx, siny, cosx, cosy.

4 Give an example of a trigonometric polynomial to demonstrate the result of Ex-
ercise 3.

5 Prove Theorems 6.10 and 6.11 by considering the test functions 1, e−x , e−y ,
e−2x + e−2y .

6 Prove Theorems 6.10 and 6.11 by considering the test functions 1, sinx, siny,
cosx, cosy.



Chapter 7
Statistical Convergence of Double Sequences

In this chapter, we present the notions of statistical convergence and statistical
Cauchy for double sequences x = (xjk) introduced and studied by Mursaleen and
Edely [93]. We also establish the relation between statistical convergence and strong
Cesàro convergence.

7.1 Introduction

First, we define the notion of double natural density to define the concept of statis-
tical convergence of double sequences.

Definition 7.1 Let K ⊆ N × N be a two-dimensional set of positive integers, and
let K(n,m) be the numbers of (i, j) in K such that i ≤ n and j ≤ m. Then the
two-dimensional analogue of natural density can be defined as follows.

The lower asymptotic density of a set K ⊆ N×N is defined as

δ2(K) = P - lim inf
n,m

K(n,m)

nm
.

If the sequence (K(n,m)/nm) has a limit in Pringsheim’s sense, then we say that
K has a double natural density, which is defined as

P - lim
n,m

K(n,m)

nm
= δ2(K).

For example, let K = {(i2, j2) : i, j ∈N}. Then

δ2(K) = P - lim
n,m

K(n,m)

nm
≤ P - lim

n,m

√
n
√

m

nm
= 0,

i.e., the set K has the double natural density zero, while the set {(i,2j) : i, j ∈ N}
has the double natural density 1/2.

M. Mursaleen, S.A. Mohiuddine, Convergence Methods for Double Sequences and
Applications, DOI 10.1007/978-81-322-1611-7_7, © Springer India 2014
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Note that, if we set n = m, we have a two-dimensional natural density considered
by Christopher [23].

7.2 Statistically Convergent Sequences

Mursaleen and Edely [93] (also see [82, 104] and [95]) introduced and studied the
statistical analogue for double sequences x = (xjk) as follows.

Definition 7.2 A real double sequence x = (xjk) is said to be statistically conver-
gent to the number � if for each ε > 0, the set

{
(i, j), j ≤ n and k ≤ m : |xjk − l| ≥ ε

}

has the double natural density zero. In this case, we write S- limj,k xjk = �, and we
denote the set of all statistically convergent double sequences by S .

Remark 7.3

(a) If x is a convergent double sequence, then it is also statistically convergent to
the same number. Since there are only a finite number of bounded (unbounded)
rows and/or columns,

K(n,m) ≤ s1n + s2m,

where s1 and s2 are finite numbers, and we can conclude that x is statistically
convergent.

(b) If x is statistically convergent to the number l, then l is determined uniquely.
(c) If x is statistically convergent, then x need not be convergent. Also, it is not

necessarily bounded. For example, let x = (xjk) be defined as

xjk =
{

jk if j and k are squares,
1 otherwise.

(7.1)

It is easy to see that S- limxjk = 1 since the cardinality of the set {(j, k) : |xjk −
1| ≥ ε} ≤ √

j
√

k for every ε > 0. But x is neither convergent nor bounded.

We prove some analogues for double sequences. For single sequences, such re-
sults have been proved by Šalát [112].

Theorem 7.4 A real double sequence x = (xjk) is statistically convergent to a
number � if and only if there exists a subset K = {(j, k)} ⊆ N×N, j, k = 1,2, . . . ,
such that δ2(K) = 1 and

P - lim
j,k→∞
(j,k)∈K

xjk = �.



7.2 Statistically Convergent Sequences 119

Proof Let x be statistically convergent to �. Put

Kr =
{

(j, k) ∈N×N : |xjk − �| ≥ 1

r

}

and

Mr =
{

(j, k) ∈N×N : |xjk − �| < 1

r

}

(r = 1,2,3, . . . ).

Then δ2(Kr) = 0, and

(1) M1 ⊃ M2 ⊃ · · · ⊃ Mi ⊃ Mi+1 ⊃ · · · ,

and

(2) δ2(Mr) = 1, r = 1,2,3, . . . .

Now we have to show that for (j, k) ∈ Mr , (xjk) is convergent to �. Suppose that
(xjk) is not convergent to �. Therefore, there is ε > 0 such that |xjk − �| ≥ ε for
infinitely many terms. Let

Mε = {
(j, k) : |xjk − �| < ε

}
and ε >

1

r
(r = 1,2, . . . ).

Then

(3) δ2(Mε) = 0,

and, by (1), Mr ⊂ Mε . Hence, δ2(Mr) = 0, which contradicts (2). Therefore, (xjk)

is convergent to �.
Conversely, suppose that there exists a subset K = {(j, k)} ⊆ N × N such that

δ2(K) = 1 and P - limj,k→∞,(j,k)∈K xjk = �, i.e., there exists N ∈ N such that for
every ε > 0,

|xjk − �| < ε ∀j, k ≥ N.

Now

Kε = {
(j, k) : |xjk − �| ≥ ε

}⊆ N×N− {
(jN+1, kN+1), (jN+2, kN+2), . . .

}
.

Therefore,

δ2(Kε) ≤ 1 − 1 = 0.

Hence, x is statistically convergent to �. �

Remark 7.5 If S- limjk xjk = �, then there exists a sequence y = (yjk) such that
P - limj,k yjk = � and δ2({(j, k) : xjk = yjk}) = 1, i.e.,

xjk = yjk for almost all j, k (for short, a. a. j, k).

Theorem 7.6 The set S ∩ Mu is a closed linear subspace of the normed linear
space Mu.



120 7 Statistical Convergence of Double Sequences

Proof Let x(nm) = (x
(nm)
jk ) ∈ S∩Mu and x(nm) → x ∈Mu. Since x(nm) ∈ S∩Mu,

there exist real numbers anm such that

S- lim
j,k

x
(nm)
jk = anm (n,m = 1,2, . . . ).

As x(nm) → x, for every ε > 0, there exists N ∈N such that
∣
∣x(pq) − x(nm)

∣
∣< ε/3 (7.2)

for all p ≥ n ≥ N , q ≥ m ≥ N , where | · | denotes the norm in a linear space.
By Theorem 7.4, there exist subsets K1 and K2 of N × N with δ2(K1) =

δ2(K2) = 1 and

(1) P - limj,k,(j,k)∈K1 x
(nm)
jk = anm,

(2) P - limj,k,(j,k)∈K2 x
(pq)
jk = apq .

Now the set K1 ∩ K2 is infinite since δ2(K1 ∩ K2) = 1.
Choose (k1, k2) ∈ K1 ∩ K2. We have from (1) and (2) that

∣
∣x

(pq)
k1,k2

− apq

∣
∣< ε/3 (7.3)

and
∣
∣x

(nm)
k1,k2

− anm

∣
∣< ε/3. (7.4)

Therefore, for all p ≥ n ≥ N and q ≥ m ≥ N , from (7.2)–(7.4) we have

|apq − anm| ≤ ∣
∣apq − x

pq
k1,k2

∣
∣+ ∣

∣x
pq
k1,k2

− xnm
k1,k2

∣
∣+ ∣

∣xnm
k1,k2

− anm

∣
∣

<
ε

3
+ ε

3
+ ε

3
= ε.

That is, the sequence (anm) is a Cauchy sequence and hence convergent. Let

P - lim
n,m

anm = a. (7.5)

We need to show that x is statistically convergent to a. Since x(nm) is convergent
to x, for every ε > 0, there is N1(ε) such that for j, k ≤ N1(ε),

∣
∣x

(nm)
jk − xjk

∣
∣< ε/3.

Also, from (7.5) we have that for every ε > 0, there is N2(ε) such that for all j, k ≥
N2(ε),

|ajk − a| < ε/3.

Again, since x(nm) is statistically convergent to anm, there exists a set K =
{(j, k)} ⊆ N × N such that δ2(K) = 1, and for every ε > 0, there is N3(ε) such
that for all j, k ≥ N3(ε), (j, k) ∈ K ,

∣
∣x

(nm)
jk − anm

∣
∣< ε/3.
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Let max{N1(ε),N2(ε),N3(ε)} = N4(ε). Then, for a given ε > 0 and for all j, k ≥
N4(ε), (j, k) ∈ K ,

|xjk − a| ≤ ∣
∣xjk − x

(nm)
jk

∣
∣+ ∣

∣x
(nm)
jk − ajk

∣
∣+ |ajk − a| < ε/3 + ε/3 + ε/3 = ε.

Therefore, x is statistically convergent to a, i.e., x ∈ S ∩Mu. Hence, S ∩Mu is a
closed linear subspace of Mu. �

Theorem 7.7 The set S ∩Mu is nowhere dense in Mu.

Proof Since every closed linear subspace of an arbitrary linear normed space S

different from S is a nowhere dense set in S [106], we need only to show that
S ∩Mu �= Mu. Let us define a double sequence x = (xjk) by

xjk =
{

1 if j and k are even,

0 otherwise.
(7.6)

It is clear that x is not statistically convergent but x is bounded. Hence, S ∩Mu �=
Mu. �

7.3 Statistically Cauchy Sequences

In [45], Fridy has defined the concept of statistically Cauchy single sequences. In
this section, we define statistically Cauchy double sequences and prove some ana-
logues.

Definition 7.8 A real double sequence x = (xjk) is said to be statistically Cauchy
if for every ε > 0, there exist N = N(ε) and M = M(ε) such that for all j,p ≥ N

and k, q ≥ M , the set
{
(j, k), j ≤ n, k ≤ m : |xjk − xpq | ≥ ε

}

has the double natural density zero.

Theorem 7.9 A real double sequence x = (xjk) is statistically convergent if and
only if x is statistically Cauchy.

Proof Let x be statistically convergent to a number �. Then for every ε > 0, the set
{
(j, k), j ≤ n, k ≤ m : |xjk − �| ≥ ε

}

has the double natural density zero. Choose two numbers N and M such that
|xNM − �| ≥ ε. Now let

Aε = {
(j, k), j ≤ n, k ≤ m : |xjk − xNM | ≥ ε

}
,
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Bε = {
(j, k), j ≤ n, k ≤ m : |xjk − �| ≥ ε

}
,

Cε = {
(j, k), j = N ≤ n, k = M ≤ m : |xNM − �| ≥ ε

}
.

Then Aε ⊆ Bε ∪ Cε , and therefore δ2(Aε) ≤ δ2(Bε) + δ2(Cε) = 0. Hence, x is sta-
tistically Cauchy.

Conversely, let x be statistically Cauchy but not statistically convergent. Then
there exist N and M such that the set Aε has the double natural density zero. Hence,
the set

Eε = {
(j, k), j ≤ n, k ≤ m : |xjk − xNM | < ε

}

has the double natural density 1. In particular, we can write

|xjk − xNM | ≤ 2|xjk − �| < ε (7.7)

if |xjk − �| < ε/2. Since x is not statistically convergent, the set Bε has the double
natural density 1, i.e., the set

{
(j, k), j ≤ n, k ≤ m : |xjk − �| < ε

}

has the double natural density 0. Therefore, by (7.7) the set
{
(j, k), j ≤ n, k ≤ m : |xjk − xNM | < ε

}

has the double natural density 0, i.e., the set Aε has the natural density 1, which is a
contradiction. Hence, x is statistically convergent. �

We can state the following for double sequences analogous to the result of Fridy
[45].

Theorem 7.10 The following statements are equivalent:

(a) x is statistically convergent to �,
(b) x is statistically Cauchy,
(c) there exists a subsequence y of x such that P - limjk yjk = �.

7.4 Relation Between Statistical Convergence and Strong Cesàro
Convergence

The following definition of Cesàro summable double sequences is taken from [81].

Definition 7.11 Let x = (xjk) be a double sequence. It is said to be Cesàro
summable to � if

P - lim
n,m

1

nm

n∑

j=1

m∑

k=1

xjk = �.

We denote the space of all Cesàro summable double sequences by (C,1,1).
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Similarly, we can define the following as in case of single sequences.

Definition 7.12 Let x = (xjk) be a double sequence, and p be a positive real num-
ber. Then the double sequence x is said to be strongly p-Cesàro summable to �

if

P - lim
n,m

1

nm

n∑

j=1

m∑

k=1

|xjk − �|p = 0.

We denote the space of all strongly p-Cesàro summable double sequences by w2
p .

Remark 7.13

(i) If 0 < p ≤ q < ∞, then w2
q ⊆ w2

p (by Hölder’s inequality), and

w2
p ∩Mu = w2

1 ∩Mu ⊆ (C,1,1) ∩Mu.

(ii) If x is convergent but unbounded, then x is statistically convergent, but x need
be neither Cesàro nor strongly Cesàro summable.

Example 7.14 Let x = (xjk) be defined as

xjk =
⎧
⎨

⎩

k, j = 1, for all k,

j, k = 1, for all j,

0, otherwise.
(7.8)

Then P - limj,k xjk = 0, but

P - lim
n,m

1

nm

n∑

j=1

m∑

k=1

xjk = P - lim
n,m

1

nm

1

2

(
m2 + n2 + m + n − 2

)
,

which does not tend to a finite limit. Hence, x is not Cesàro. Also, x is not strongly
Cesàro, but

P - lim
n,m

1

nm

∣
∣
{
(j, k) : |xjk − 0| ≥ ε

}∣
∣= P - lim

n,m

m + n − 1

nm
= 0,

i.e., x is statistically convergent to 0.

(iii) If x is a bounded convergent double sequence, then it is also summable by
(C,1,1), w2

p , and S .

The following result is an analogue of Theorem 2.1 due to Connor [24].

Theorem 7.15 (See, e.g., [123].) Let x = (xjk) be a double sequence, and p be a
positive real number. Then

(a) x is statistically convergent to � if it is strongly p-Cesàro summable to �,
(b) w2

p ∩Mu = S ∩Mu.
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Proof (a) Let Kε(p) = {(j, k), j ≤ n, k ≤ m : |xjk − �|p ≥ ε}. Now, since x is
strongly p-Cesàro summable to �,

0 ← 1

nm

n∑

j=1

m∑

k=1

|xjk − �|p

= 1

nm

{ ∑

(j,k)∈Kε(p)

|xjk − �|p +
∑

(j,k)/∈Kε(p)

|xjk − �|p
}

≥ 1

nm

∣
∣
{
(j, k), j ≤ n, k ≤ m : |xjk − �|p ≥ ε

}∣
∣ε.

Hence, x is statistically convergent to �.
(b) Let

Iε(p) = {
(j, k), j ≤ n, k ≤ m : |xjk − �| ≥ (ε/2)1/p

}

and M = ‖x‖∞ + |�|, where ‖x‖∞ is the sup-norm for bounded double sequences
x = (xjk) given in Chap. 2.

Since x is a bounded statistically convergent, we can choose N = N(ε) such that
for all n,m ≥ N ,

1

nm

∣
∣
∣
∣

{

(j, k), j ≤ n, k ≤ m : |xjk − �| ≥
(

ε

2

)1/p}∣∣
∣
∣<

ε

2Mp
.

Now, for all n,m ≥ N , we have

1

nm

n∑

j=1

m∑

k=1

|xjk − �|p = 1

nm

{ ∑

(j,k)∈Iε(p)

|xjk − �|p +
∑

(j,k)/∈Iε(p)

|xjk − �|p
}

<
1

nm
nm

ε

2Mp
Mp + 1

nm
nm

ε

2
= ε.

Hence, x is strongly p-Cesàro summable to �. �

Remark 7.16 Note that if a bounded sequence x is statistically convergent, then it
is also (C,1,1) summable, but not conversely.

Example 7.17 Let x = (xjk) be defined by

xjk = (−1)j ∀k,

then

P - lim
n,m

1

nm

n∑

j=1

m∑

k=1

xjk = 0,

but obviously x is not statistically convergent.



7.5 A-Statistical Convergence and Statistical A-Summability 125

7.5 A-Statistical Convergence and Statistical A-Summability
of Double Sequences

Definition 7.18 Let A = (amnjk) be a bounded-regular matrix, and K ⊆ N × N.

Then A-density of K is defined by δ
(2)
A (K) := P - limm,n

∑
(j,k)∈K amnjk , provided

that the P -limit exists. A double sequence x = (xjk) is said to be A-statistically

convergent to L if for every ε > 0, δ
(2)
A (Kε) = 0, where Kε := {(j, k) ∈ N × N :

|xjk − L| ≥ ε}. In this case, we write SA- limx = L.

Note that a P -convergent double sequence is A-statistically convergent to the
same value but converse need not be true. Also, note that an A-statistically conver-
gent double sequence need not be bounded.

Definition 7.19 Let A = (amnjk) be a bounded-regular matrix. A double sequence
x = (xjk) is said to be statistically A-summable to L [13] if for every ε > 0,

δ2
({

(m,n) ∈N×N : |ymn − L| ≥ ε
})= 0,

where

ymn =
∞∑

j=0

∞∑

k=0

amnjkxjk.

Thus, the double sequence x is statistically A-summable to L if and only if Ax

is statistically convergent to L. Now we prove the following relation between A-
statistical convergence and statistical A-summability for a double sequence. The
case for single sequences has been given in [41].

Theorem 7.20 If a double sequence x = (xij ) is bounded and A-statistically con-
vergent to L, then it is A-summable to L; hence, it is statistically A-summable to L,
but not conversely.

Proof Let x = (xij ) be bounded and A-statistically convergent to L, and K(ε) =
{(i, j), i ≤ m,j ≤ n : |xij − L| ≥ ε}. Then,

|ymn − L| =
∣
∣
∣
∣
∣

∞,∞∑

i,j=1,1

amn
ij xij − L

∣
∣
∣
∣
∣
=
∣
∣
∣
∣
∣

∞,∞∑

i,j=1,1

amn
ij (xij − L) + L

( ∞,∞∑

i,j=1,1

amn
ij − 1

)∣
∣
∣
∣
∣

≤
∣
∣
∣
∣
∣

∞,∞∑

i,j=1,1

amn
ij (xij − L)

∣
∣
∣
∣
∣
+ |L|

∣
∣
∣
∣
∣

∞,∞∑

i,j=1,1

amn
ij − 1

∣
∣
∣
∣
∣

≤
∣
∣
∣
∣

∑

(i,j)∈K(ε)

amn
ij (xij − L)

∣
∣
∣
∣+

∣
∣
∣
∣

∑

(i,j)/∈K(ε)

amn
ij (xij − L)

∣
∣
∣
∣
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+ |L|
∣
∣
∣
∣
∣

∞,∞∑

i,j=1,1

amn
ij − 1

∣
∣
∣
∣
∣

≤ sup
i,j

|xij − L|
∑

(i,j)∈K(ε)

amn
ij + ε

∑

i,j /∈K(ε)

amn
ij + |L|

∣
∣
∣
∣
∣

∞,∞∑

i,j=1,1

amn
ij − 1

∣
∣
∣
∣
∣
.

Using the definition of A-statistical convergence and the conditions of RH-regularity
of A, we get P - limm,n |ymn − L| = 0 from the arbitrariness of ε > 0. Hence,
S- limm,n |ymn − L| = 0.

To show that the converse is not true in general, we give the following examples.

Example 7.21

(i) Let A = (amn
ij ) be four-dimensional Cesàro matrix, i.e.,

amn
ij =

{
1/mn if i ≤ m and j ≤ n,

0 otherwise,

and let x = (xij ) be defined as

xij = (−1)i for all j.

Then x is (C,1,1)-summable (and hence statistical (C,1,1)-summable) to zero
but not (C,1,1)-statistically convergent.

(ii) Define A = (amn
ij ) by

amn
ij =

⎧
⎨

⎩

1/m2 if m = n, i, j ≤ m, and m is even square,
1/
(
m2 − m

)
if m = n, i �= j, i, j ≤ m, and m is odd square,

0 otherwise,

and define the double sequence x = (xij ) by

xij =
{

1 if i is odd and for all j,

0 otherwise.

We can easily verify that A is RH-regular, that is, conditions (RH1)–(RH6)

hold. Moreover, for the sequence defined above, we have

∞,∞∑

i,j=1,1

amn
ij xij =

⎧
⎨

⎩

1/2 if m is even square,
(m + 1)/2m if m is odd square,
0 otherwise.

Then it is clear that x is not A-summable and hence is not A-statistically con-
vergent, but S- limm,n ymn = 0, i.e., x is statistically A-summable to zero. �
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7.6 Statistical Convergence in Locally Solid Riesz Spaces

The notion of statistical convergence has been defined and studied in different se-
tups, e.g., in a locally convex space [67], in topological groups [19, 20], in proba-
bilistic normed space [51, 78, 99, 102, 113] in intuitionistic fuzzy normed spaces
[52, 61, 77, 97, 98, 105], and in random 2-normed space [74, 90, 92]. Recently,
Maio and Kŏcinac [68] studied this notion in topological and uniform spaces, and
Albayrak and Pehlivan [2] in locally solid Riesz spaces [75, 80]. In this chapter, we
study statistically convergent, statistically bounded, and statistically Cauchy double
sequences in locally solid Riesz spaces.

Let X be a real vector space, and ≤ be a partial order on this space. Then, X is
said to be an ordered vector space if it satisfies the following properties:

(i) if x, y ∈ X and y ≤ x, then y + z ≤ x + z for each z ∈ X,
(ii) if x, y ∈ X and y ≤ x, then λy ≤ λx for each λ ≥ 0.

If, in addition, X is a lattice with respect to the partial order, then X is said to be
a Riesz space (or a vector lattice) [126].

For an element x of a Riesz space X, the positive part of x is defined by x+ =
x ∨ θ = sup{x, θ}, the negative part of x by x− = (−x) ∨ θ , and the absolute value
of x by |x| = x ∨ (−x), where θ is the zero element of X.

A subset S of a Riesz space X is said to be solid if y ∈ S and |x| ≤ |y| imply
x ∈ S.

A topological vector space (X, τ) is a vector space X that has a (linear) topol-
ogy τ such that the algebraic operations of addition and scalar multiplication in X

are continuous. The continuity of addition means that the function f : X × X → X

defined by f (x, y) = x + y is continuous on X × X, and the continuity of scalar
multiplication means that the function f : C × X → X defined by f (λ, x) = λx is
continuous on C× X.

Every linear topology τ on a vector space X has a base N for the neighborhoods
of θ satisfying the following properties:

(C1) Each Y ∈ N is a balanced set, that is, λx ∈ Y for all x ∈ Y and every λ ∈ R

with |λ| ≤ 1.
(C2) Each Y ∈ N is an absorbing set, that is, for every x ∈ X, there exists λ > 0

such that λx ∈ Y .
(C3) For each Y ∈ N , there exists some E ∈N with E + E ⊆ Y .

A linear topology τ on a Riesz space X is said to be locally solid [110] if τ has
a base at zero consisting of solid sets. A locally solid Riesz space (X, τ) is a Riesz
space equipped with a locally solid topology τ .

We shall assume throughout that the symbol Nsol denotes any base at zero con-
sisting of solid sets and satisfying conditions (C1), (C2), and (C3) in a locally solid
topology.

We start with the definition of statistical convergence in a locally solid Riesz
space (X, τ).
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Definition 7.22 Let (X, τ) be a locally solid Riesz space. Then, a double sequence
x = (xjk) in X is said to be statistically τ -convergent to the number ξ ∈ X if for
every τ -neighborhood U of zero,

P - lim
m,n→∞

1

mn

∣
∣
{
(j, k), j ≤ m and k ≤ n : xjk − ξ /∈ U

}∣
∣= 0.

In this case, we write S(τ )- limx = ξ .

Definition 7.23 Let (X, τ) be a locally solid Riesz space. We say that a double
sequence x = (xjk) in X is statistically τ -bounded if for every τ -neighborhood U

of zero, there exists λ > 0 such that the set
{
(j, k), j ≤ m and k ≤ n : λxjk /∈ U

}

has the double natural density zero.

Definition 7.24 Let (X, τ) be a locally solid Riesz space. A double sequence x =
(xjk) in X is statistically τ -Cauchy if for every τ -neighborhood U of zero, there
exist N,M ∈ N such that for all j,p ≥ N and k, q ≥ M , the set

{
(j, k), j ≤ m and k ≤ n : xjk − xpq /∈ U

}

has the double natural density zero.

7.7 (λ,μ)-Statistical Convergence

Recently, the notion of statistical convergence has been generalized in [104], which
is a double sequence version of λ-convergence [103]. Note that λ-convergence is a
special case of A-statistical convergence introduced by Kolk [58] and further studied
in [71] and [54].

Definition 7.25 Let λ = (λm) and μ = (μn) be two nondecreasing sequences of
positive real numbers tending to ∞ such that

λm+1 ≤ λm + 1, λ1 = 0

and

μn+1 ≤ μn + 1, μ1 = 0.

Let K ⊆ N × N be a two-dimensional set of positive integers. Then the (λ,μ)-
density of K is defined as

δλ,μ(K) = P - lim
m,n

1

λmμn

∣
∣
{
m − λm + 1 ≤ j ≤ m,n − μn + 1 ≤ k ≤ n : (j, k) ∈ K

}∣
∣,

provided that the limit on the right-hand side exists.
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In the case λm = m,μn = n, the (λ,μ)-density reduces to the natural double
density. Also, since (λm/m) ≤ 1 and (μn/n) ≤ 1, we have δ2(K) ≤ δλ,μ(K) for
every K ⊆ N×N.

Definition 7.26 We define the generalized double de la Vallée-Poussin mean by

tm,n(x) = 1

λmμn

∑

j∈Jm

∑

k∈In

xjk,

where Jm = [m − λm + 1,m] and In = [n − μn + 1, n].
A double sequence x = (xjk) is said to be strongly (V ,λ,μ)-summable to a

number � if

P - lim
m,n

tm,n

(|x − �e|)= 0.

We denote the set of all double strongly (V ,λ,μ)-summable sequences by
[V,λ,μ]. If λm = m for all m and μn = n for all n, then strongly (V ,λ,μ)-
summability is reduced to the strongly Cesàro summability, and [V,λ,μ] =
[C,1,1], the space of strongly Cesàro summable double sequences.

Definition 7.27 A double sequence x = (xjk) is said to be (λ,μ)-statistically con-
vergent to � if δλ,μ(E) = 0, where E = {j ∈ Jm, k ∈ In : |xjk − �| ≥ ε}, i.e., if for
every ε > 0,

P - lim
m,n

1

λmμn

∣
∣
{
j ∈ Jm, k ∈ In : |xjk − �| ≥ ε

}∣
∣= 0.

In this case, we write stλ,μ- limj,k xjk = � and denote the set of all (λ,μ)-
statistically convergent double sequences by Sλ,μ.

Here note that if λm = m for all m and μn = n for all n, then the space Sλ,μ is
reduced to the space S .

We write (Sλ,μ)0 to denote the space of all sequences that are (λ,μ)-statistically
convergent to zero and S∞

λ,μ for bounded (λ,μ)-statistically convergent double se-

quences, and we write (S∞
λ,μ)0 for double sequences that are bounded and (λ,μ)-

statistically convergent to zero. The following result is a double sequence version of
Theorem 2.1 of [103].

Theorem 7.28 Let λ and μ be the sequences as defined above. Then

(i) xjk→�[V,λ,μ] implies xjk→�(Sλ,μ), but not conversely;
(ii) if x ∈ Mu and xjk→�(Sλ,μ), then xjk→�[V,λ,μ] and hence xjk→�[C,1,1];

(iii) S∞
λ,μ = [V,λ,μ] ∩Mu.
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Proof (i) Let ε > 0 and xjk→L[V,λ,μ]. We have

∑

j∈Jm,k∈In

|xjk − �| ≥
∑

j∈Jm,k∈In|xjk−L|≥ε

|xjk − �| ≥ ε
∣
∣
{
j ∈ Jm, k ∈ In : |xjk − �| ≥ ε

}∣
∣.

Hence, xjk→�(Sλ,μ).
For the converse, let x be defined by

xjk =
{

jk for m − [λm] + 1 ≤ j ≤ m and n − [μn] + 1 ≤ k ≤ n,

0 otherwise.

It is clear that x is an unbounded double sequence and for ε > 0,

P - lim
m,n

1

λmμn

∣
∣
{
j ∈ Jm, k ∈ In : |xjk − 0| ≥ ε

}∣
∣= P - lim

m,n

[√λmμn ]
λmμn

= 0.

Therefore, xjk→0 (Sλ,μ). Also, note that

P - lim
m,n

1

λmμn

∑

j∈Jm,k∈In

|xj,k − 0|

does not exist, i.e., xjk�0 ([V,λ,μ]).
(ii) Since x ∈ Mu, |xjk − �| ≤ M for all j , k. Also, for given ε > 0 and m, n

large enough, we obtain

1

λmμn

∑

j∈Jm,k∈In

|xjk − �| = 1

λmμn

∑

j∈Jm,k∈In|xjk−�|≥ε

|xjk − �| + 1

λmμn

∑

j∈Jm,k∈In|xjk−�|<ε

|xjk − �|

≤ M

λmμn

∣
∣
{
j ∈ Jm, k ∈ In : |xjk − �| ≥ ε

}∣
∣+ ε.

Therefore, x ∈ Mu and xjk→�(Sλ,μ), which implies xjk→�[V,λ,μ].
Further, we have

1

mn

m∑

j=1

n∑

k=1

(xjk − �) = 1

mn

m−λm∑

j=1

n−μn∑

k=1

(xjk − �) + 1

mn

∑

j∈Jm

∑

k∈In

(xjk − �)

≤ 1

λmμn

m−λm∑

j=1

n−μn∑

k=1

|xjk − �| + 1

λmμn

∑

j∈Jm

∑

k∈In

|xjk − �|

≤ 2

λmμn

∑

j∈Jm,k∈In

|xjk − �|.

Hence, xjk→�[C,1,1] since xjk→�[V,λ,μ].
(iii) [V,λ,μ] ∩Mu = S∞

λ,μ follows directly from (i) and (ii). �
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In [47], the concepts of statistical boundedness, statistical limit superior, and
statistical limit inferior for ordinary (single) sequences were introduced, while in
[104], these notions were extended for double sequences.

Definition 7.29 Let

Bλ,μ(x) = {
b ∈R : δλ,μ

{
(j, k), j ≤ m and k ≤ n : xjk > b

} �= 0
}
,

Aλ,μ(x) = {
a ∈R : δλ,μ

{
(j, k), j ≤ m and k ≤ n : xjk < a

} �= 0
}
.

Then

stλ,μ- lim supx =
{

supBλ,μ(x), Bλ,μ(x) �= ∅,

−∞, Bλ,μ(x) = ∅,

and

stλ,μ- lim infx =
{

infAλ,μ(x), Aλ,μ(x) �= ∅,

∞, Aλ,μ(x) = ∅.

Definition 7.30 A real number sequence x = (xjk) is said to be (λ,μ)-statistical
bounded if there exists a positive number M such that

δλ,μ

({
(j, k), j ≤ m and k ≤ n : |xjk| > M

})= 0.

It is clear that if x = (xjk) is (λ,μ)-statistically bounded, then it has both
stλ,μ- lim inf and stλ,μ- lim sup.

The following theorem is a consequence of the definitions of stλ,μ- lim supx and
stλ,μ- lim infx.

Theorem 7.31

(a) stλ,μ- lim supx = � if and only if

(i) δλ,μ({(j, k), j ≤ m and k ≤ n : xjk > � − ε}) �= 0;
(ii) δλ,μ({(j, k), j ≤ m and k ≤ n : xjk > � + ε}) = 0.

(b) stλ,μ- lim infx = s if and only if

(i) δλ,μ({(j, k), j ≤ m and k ≤ n : xjk < s + ε}) �= 0;
(ii) δλ,μ({(j, k), j ≤ m and k ≤ n : xjk < s − ε}) = 0.

Remark 7.32 It is easy to see that

(i) For any sequence x = (xjk), stλ,μ- lim infx ≤ stλ,μ- lim supx.
(ii) P - lim infx ≤ stλ,μ- lim infx ≤ stλ,μ- lim supx ≤ P - lim supx for every bound-

ed sequence x = (xjk).
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7.8 Exercises

1 (Decomposition Theorem) Prove that a double sequence (xjk) is statically con-
vergent to some number ξ if and only if there exist two sequences (ujk) and (vjk)

such that

(i) xjk = ujk + vj k, j, k = 0,1,2, . . . ,
(ii) P - limj,k→∞ ujk = ξ , and

(iii) P - limm,n→∞ 1
(m+1)(n+1)

|{j �m and k � n : vjk �= 0}| = 0.

Moreover, if (xjk) is bounded, then ujk and vjk are also bounded.

Let (X, τ) be a locally solid Riesz space. Then prove the following:

2 Let x = (xjk) and y = (yjk) be two double sequences in X. Then the following
hold:

(i) If S(τ )- limj,k xjk = ξ1 and S(τ )- limj,k xjk = ξ2, then ξ1 = ξ2.
(ii) If S(τ )- limj,k xjk = ξ , then S(τ )- limj,k αxjk = αξ , α ∈ R.

(iii) If S(τ )- limj,k xjk = ξ and S(τ )- limj,k yjk = η, then S(τ )- limj,k(xjk +
yjk) = ξ + η.

3 If a double sequence x = (xjk) is statistically τ -convergent, then it is statistically
τ -bounded.

4 If a double sequence x = (xjk) is statistically τ -convergent, then it is statistically
τ -Cauchy.

5 A double sequence x = (xjk) is statistically τ -convergent to a number ξ if it is
S∗(τ )-convergent to ξ in a locally solid Riesz space (X, τ).

6 Prove that a (λ,μ)-statistically bounded sequence x = (xjk) is (λ,μ)-statistically
convergent if and only if

stλ,μ- lim infx = stλ,μ- lim supx.

7 Prove that S- limx = � implies that Sλ,μ- limx = � if and only if

lim inf
m

λm

m
> 0 and lim inf

n

μn

n
> 0.

8 Determine a condition such that Sλ,μ- limx = � implies S- limx = �.



Chapter 8
Statistical Approximation of Positive Linear
Operators

In this chapter, we present some Korovkin-type approximation theorems for func-
tions of two variables via statistical convergence, A-statistical convergence, and
statistical A-summability. We also study rates of A-statistical convergence of a
double sequence of positive linear operators. Through some concrete examples,
we show that the results present in this chapter are stronger than the classical re-
sults.

8.1 Introduction

Let F(R) denote the linear space of all real-valued functions defined on R. Let C(R)

be the space of all functions f continuous on R. We know that C(R) is a normed
space with the norm

‖f ‖∞ := sup
x∈R

∣
∣f (x)

∣
∣, f ∈ C(R).

We denote by C2π (R) the space of all 2π -periodic functions f ∈ C(R), which is
a normed spaces with

‖f ‖2π = sup
t∈R

∣
∣f (t)

∣
∣.

The classical Korovkin first and second theorems are stated as follows [59, 60].

Theorem I Let (Tn) be a sequence of positive linear operators from C[0,1] into
F [0,1]. Then limn ‖Tn(f, x) − f (x)‖∞ = 0 for all f ∈ C[0,1] if and only if
limn ‖Tn(fi, x) − ei(x)‖∞ = 0 for i = 0,1,2, where e0(x) = 1, e1(x) = x, and
e2(x) = x2.

Theorem II Let (Tn) be a sequence of positive linear operators from C2π ([0,1])
into F([0,1]). Then limn ‖Tn(f, x)−f (x)‖∞ = 0 for all f ∈ C2π ([0,1]) if and only

M. Mursaleen, S.A. Mohiuddine, Convergence Methods for Double Sequences and
Applications, DOI 10.1007/978-81-322-1611-7_8, © Springer India 2014
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if limn ‖Tn(fi, x) − fi(x)‖∞ = 0 for i = 0,1,2, where f0(x) = 1, f1(x) = cosx,
and f2(x) = sinx.

Several mathematicians have worked on extending or generalizing the Korovkin
theorems in many ways and to several settings, including function spaces, abstract
Banach lattices, Banach algebras, Banach spaces, and so on. This theory is very use-
ful in real analysis, functional analysis, harmonic analysis, measure theory, proba-
bility theory, summability theory and partial differential equations. But the foremost
applications are concerned with constructive approximation theory, which uses it as
a valuable tool. Even today, the development of Korovkin-type approximation the-
ory is far from complete. Note that the first and second theorems of Korovkin are
actually equivalent to the algebraic and trigonometric versions, respectively, of the
classical Weierstrass approximation theorem [5]. For some recent work on this topic,
we refer to [76].

8.2 Korovkin-Type Theorem via Statistical A-Summability

By C(K) we denote the space of all continuous real-valued functions on any com-
pact subset of the real two-dimensional space. Then C(K) is a Banach space with
the norm ‖ · ‖C(K) defined as

‖f ‖C(K) := sup
(x,y)∈K

∣
∣f (x, y)

∣
∣
(
f ∈ C(K)

)
.

Before proceeding further, we recall the classical and statistical forms of
Korovkin-type theorems studied in [37] and [124].

Theorem 8.1 [124] Let {Lij } be a double sequence of positive linear operators
acting from C(K) into itself. Then, for all f ∈ C(K),

P - lim
m,n

∥
∥Lij (f ) − f

∥
∥

C(K)
= 0

if and only if

P - lim
m,n

∥
∥Lij (fr) − fr

∥
∥

C(K)
= 0 (r = 0,1,2,3),

where f0(x, y) = 1, f1(x, y) = x, f2(x, y) = y, f3(x, y) = x2 + y2.

Theorem 8.2 [37] Let A = (amn
ij ) be a nonnegative RH-regular summability ma-

trix. Let {Lij } be a double sequence of positive linear operators acting from C(K)

into itself. Then, for all f ∈ C(K),

SA- lim
m,n

∥
∥Lij (f ) − f

∥
∥

C(K)
= 0



8.2 Korovkin-Type Theorem via Statistical A-Summability 135

if and only if

SA- lim
m,n

∥
∥Lij (fr) − fr

∥
∥

C(K)
= 0 (r = 0,1,2,3),

where f0(x, y) = 1, f1(x, y) = x, f2(x, y) = y, f3(x, y) = x2 + y2.

By using the concept of statistical A-summability for single sequences, Korovkin-
type theorems are proved in [35] and [36]. Now, we prove the following.

Theorem 8.3 Let A = (amn
ij ) be a nonnegative RH-regular summability matrix

method. Let {Lij } be a double sequence of positive linear operators acting from
C(K) into itself. Then, for all f ∈ C(K),

S- lim
m,n

∥
∥
∥
∥
∥

∞,∞∑

i,j=1,1

amn
ij Lij (f ) − f

∥
∥
∥
∥
∥

C(K)

= 0 (8.1)

if and only if

S- lim
m,n

∥
∥
∥
∥
∥

∞,∞∑

i,j=1,1

amn
ij Lij (fr) − fr

∥
∥
∥
∥
∥

C(K)

= 0 (r = 0,1,2,3) (8.2)

where f0(x, y) = 1, f1(x, y) = x, f2(x, y) = y, f3(x, y) = x2 + y2.

Proof Condition (8.2) follows immediately from condition (8.1) since each fr ∈
C(K) (r = 0,1,2,3). Let us prove the converse. By the continuity of f on the
compact set K , we can write |f (x, y)| ≤ M , where M = ‖f ‖C(K). Also, since f ∈
C(K), for every ε > 0, there is a number δ > 0 such that |f (u, v) − f (x, y)| < ε

for all (u, v) ∈ K satisfying |u − x| < δ and |v − y| < δ. Hence, we get

∣
∣f (u, v) − f (x, y)

∣
∣< ε + 2M

δ2

{
(u − x)2 + (v − y)2}. (8.3)

Since Li,j is linear and positive, from (8.3) we obtain that, for any m,n ∈ N,

∣
∣
∣
∣
∣

∞,∞∑

i,j=1,1

amn
ij Lij (f ;x, y) − f (x, y)

∣
∣
∣
∣
∣

≤
∞,∞∑

i,j=1,1

amn
ij Lij

(∣
∣f (u, v) − f (x, y)

∣
∣;x, y

)

+ ∣
∣f (x, y)

∣
∣

∣
∣
∣
∣
∣

∞,∞∑

i,j=1,1

amn
ij Lij (f0;x, y) − f0(x, y)

∣
∣
∣
∣
∣
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≤
∞,∞∑

i,j=1,1

amn
ij Lij

(

ε + 2M

δ2

[
(u − x)2 + (v − y)2];x, y

)

+ ∣
∣f (x, y)

∣
∣

∣
∣
∣
∣
∣

∞,∞∑

i,j=1,1

amn
ij Lij (f0;x, y) − f0(x, y)

∣
∣
∣
∣
∣

≤ ε + (ε + M)

∣
∣
∣
∣
∣

∞,∞∑

i,j=1,1

amn
ij Lij (f0;x, y) − f0

∣
∣
∣
∣
∣

+ 2M

δ2

⎧
⎨

⎩

∣
∣
∣
∣
∣

∞,∞∑

i,j=1,1

amn
ij Lij (f3;x, y) − f3(x, y)

∣
∣
∣
∣
∣

+ 2|x|
∣
∣
∣
∣
∣

∞,∞∑

i,j=1,1

amn
ij Lij (f1;x, y) − f1(x, y)

∣
∣
∣
∣
∣

+ 2|y|
∣
∣
∣
∣
∣

∞,∞∑

i,j=1,1

amn
ij Lij (f2;x, y) − f2(x, y)

∣
∣
∣
∣
∣

+ (
x2 + y2)

∣
∣
∣
∣
∣

∞,∞∑

i,j=1,1

amn
ij Lij (f0;x, y) − f0(x, y)

∣
∣
∣
∣
∣

≤ ε +
(

ε + M + 2M

δ2

(
C2 + D2)

)∣∣
∣
∣
∣

∞,∞∑

i,j=1,1

amn
ij Lij (f0;x, y) − f0(x, y)

∣
∣
∣
∣
∣

+ 2M

δ2

∣
∣
∣
∣
∣

∞,∞∑

i,j=1,1

amn
ij Lij (f3;x, y) − f3(x, y)

∣
∣
∣
∣
∣

+ 4MC

δ2

∣
∣
∣
∣
∣

∞,∞∑

i,j=1,1

amn
ij Lij (f1;x, y) − f1(x, y)

∣
∣
∣
∣
∣

+ 4MD

δ2

∣
∣
∣
∣
∣

∞,∞∑

i,j=1,1

amn
ij Lij (f2;x, y) − f2(x, y)

∣
∣
∣
∣
∣
,

where C := max |x| and D := max |y|. Taking the supremum over (x, y) ∈ K , we

get

∥
∥
∥
∥
∥

∞,∞∑

i,j=1,1

amn
ij Lij (f ) − f

∥
∥
∥
∥
∥

≤ ε + B

3∑

r=0

∥
∥
∥
∥
∥

∞,∞∑

i,j=1,1

amn
ij Lij (fr ;x, y) − fr(x, y)

∥
∥
∥
∥
∥
,
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where

B := max

{

ε + M + 2M

δ2

(
C2 + D2),

2M

δ2
,

4MC

δ2
,

4MD

δ2

}

.

Now for a given σ > 0, choose ε > 0 such that ε < σ and define

E :=
{

(m,n) ∈ N
2 :
∥
∥
∥
∥
∥

∞,∞∑

i,j=1,1

amn
ij Lij (f ;x, y) − f (x, y)

∥
∥
∥
∥
∥

≥ σ

}

,

Er :=
{

(m,n) ∈ N
2 :
∥
∥
∥
∥
∥

∞,∞∑

i,j=1,1

amn
ij Lij (fr ;x, y) − fr(x, y)

∥
∥
∥
∥
∥

≥ σ − ε

4B

}

,

r = 0,1,2,3.

Then E⊂⋃3
r=0 Er , and so δ2(E) ≤ ∑3

r=0 δ2(Er). By considering this inequality
and using (8.2) we obtain (8.1), which completes the proof. �

Example 8.4 Now we will show that Theorem 8.3 is stronger than its classical and
statistical forms. Let A = (amn

ij ) be a four-dimensional Cesàro matrix, i.e.,

amn
ij =

{
1/mn if i ≤ m and j ≤ n,

0 otherwise,

and let x = (xij ) be defined as

xij = (−1)j for all i.

Then this sequence is neither P -convergent nor A-statistically convergent, but
S- limAx = 0.

Now, consider the Bernstein operators (see [119]) defined for f ∈ C(K) by

Bij (f ;x, y) =
i∑

k=0

j∑

l=0

f

(
k

i
,

l

j

)

C(i, k)xk(1 − x)i−kC(j, l)yj (1 − y)j−l (8.4)

for (x, y) ∈ K = [0,1] × [0,1]. By using these operators, define the following pos-
itive linear operators on C(K):

Lij (f ;x, y) = (1 + xij )Bij (f ;x, y), (x, y) ∈ K,f ∈ C(K). (8.5)

Then observe that

Lij (f0;x, y) = (1 + xij )f0(x, y),

Lij (f1;x, y) = (1 + xij )f1(x, y),

Lij (f2;x, y) = (1 + xij )f2(x, y),
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Lij (f3;x, y) = (1 + xij )

(

f3(x, y) + x − x2

i
+ y − y2

j

)

,

where f0(x, y) = 1, f1(x, y) = x, f2(x, y) = y, f3(x, y) = x2 + y2. Since
S- limAx = 0, we obtain

S- lim
m,n

∥
∥
∥
∥
∥

∞,∞∑

i,j=1,1

amn
ij Lij (fr) − fr

∥
∥
∥
∥
∥

C(K)

= S- lim
m,n

1

mn

∥
∥
∥
∥
∥

∞,∞∑

i,j=1,1

Lij (fr) − fr

∥
∥
∥
∥
∥

C(K)

= 0

for r = 0,1,2,3. Hence, by Theorem 8.3 we conclude that

S- lim
m,n

∥
∥
∥
∥
∥

∞,∞∑

i,j=1,1

amn
ij Lij (f ) − f

∥
∥
∥
∥
∥

C(K)

= 0

for any f ∈ C(K).
However, since the P -limit and the statistical limit of the double sequence (xij )

are not zero, it follows that, for r = 0,1,2,3, ‖Lij (fi) − fi‖C(K) is neither P -
convergent nor statistically convergent to zero. So, Theorems 8.1 and 8.2 do not
work for our operators defined by (8.4).

8.3 Korovkin-Type Theorem via A-Statistical Convergence

Boyanov and Veselinov [17] have proved the Korovkin theorem on C[0,∞) by
using the test functions 1, e−x , e−2x . In this section, we first extend the result of
Boyanov and Veselinov for functions of two variables by using the notion of P -
convergence and further generalize for A-statistical convergence.

Theorem 8.5 Let (Tj,k) be a double sequence of positive linear operators from
C(I 2) into C(I 2). Then, for all f ∈ C(I 2),

P - lim
j,k→∞

∥
∥Tj,k(f ;x, y) − f (x, y)

∥
∥∞ = 0 (8.6)

if and only if

P - lim
j,k→∞

∥
∥Tj,k(1;x, y) − 1

∥
∥∞ = 0, (8.7)

P - lim
j,k→∞

∥
∥Tj,k

(
e−s;x, y

)− e−x
∥
∥∞ = 0, (8.8)

P - lim
j,k→∞

∥
∥Tj,k

(
e−t ;x, y

)− e−y
∥
∥∞ = 0, (8.9)

P - lim
j,k→∞

∥
∥Tj,k

(
e−2s + e−2t ;x, y

)− (
e−2x + e−2y

)∥
∥∞ = 0. (8.10)
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Proof Since each of the functions 1, e−x , e−y , e−2x + e−2y belongs to C(I 2), con-
ditions (8.7)–(8.10) follow immediately from (8.6). Let f ∈ C(I 2). There exists a
constant M such that |f (x, y)| ≤ M for all (x, y) ∈ I 2, where M = ‖f ‖∞. There-
fore,

∣
∣f (s, t) − f (x, y)

∣
∣≤ 2M, 0 ≤ s, t, x, y < ∞. (8.11)

It is easy to prove that for given ε > 0, there is δ > 0 such that

∣
∣f (s, t) − f (x, y)

∣
∣< ε (8.12)

whenever |e−s − e−x | < δ and |e−t − e−y | < δ for all (x, y) ∈ I 2.
Using (8.11), (8.12) and putting ψ1 = ψ1(s, x) = (e−s − e−x)2 and ψ2 =

ψ2(t, y) = (e−t − e−y)2, we get

∣
∣f (s, t) − f (x, y)

∣
∣< ε + 2M

δ2
(ψ1 + ψ2) ∀|s − x| < δ and |t − y| < δ,

that is,

−ε − 2M

δ2
(ψ1 + ψ2) < f (s, t) − f (x, y) < ε + 2M

δ2
(ψ1 + ψ2).

Now, operate Tj,k(1;x, y) to this inequality. Since Tj,k(f ;x, y) is monotone and
linear, we obtain

Tj,k(1;x, y)

(

−ε − 2M

δ2
(ψ1 + ψ2)

)

< Tj,k(1;x, y)
(
f (s, t) − f (x, y)

)

< Tj,k(1;x, y)

(

ε + 2M

δ2
(ψ1 + ψ2)

)

.

Note that x and y are fixed, and so f (x, y) is a constant number. Therefore, by
simple calculations we get

∣
∣Tj,k(f ;x, y) − f (x, y)

∣
∣

≤ ε + (ε + M)
∣
∣Tj,k(1;x, y) − 1

∣
∣+ 2M

δ2

∣
∣e−2x + e−2y

∣
∣
∣
∣Tj,k(1;x, y) − 1

∣
∣

+ 2M

δ2

∣
∣Tj,k

(
e−2s + e−2t ;x, y

)− (
e−2x + e−2y

)∣
∣

+ 4M

δ2

∣
∣e−x

∣
∣
∣
∣Tj,k

(
e−s;x, y

)− e−x
∣
∣+ 4M

δ2

∣
∣e−y

∣
∣
∣
∣Tj,k

(
e−t ;x, y

)− e−y
∣
∣

≤ ε +
(

ε + M + 4M

δ2

)
∣
∣Tj,k(1;x, y) − 1

∣
∣

+ 2M

δ2

∣
∣Tj,k

(
e−2s + e−2t ;x, y

)− (
e−2x + e−2y

)∣
∣
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+ 4M

δ2

∣
∣Tj,k

(
e−s;x, y

)− e−x
∣
∣+ 4M

δ2

∣
∣Tj,k

(
e−t ;x, y

)− e−y
∣
∣. (8.13)

Since |e−x |, |e−y | ≤ 1 for all x, y ∈ I , taking sup(x,y)∈I 2 , we get

∥
∥Tj,k(f ;x, y) − f (x, y)

∥
∥∞

≤ ε + K
(∥
∥Tj,k(1;x, t) − 1

∥
∥∞ + ∥

∥Tj,k

(
e−s;x, y

)− e−x
∥
∥∞

+ ∥
∥Tj,k

(
e−t ;x, y

)− e−y
∥
∥∞ +∥∥Tj,k

(
e−2s + e−2t ;x, y

)− (e−2x + e−2y
)∥
∥∞

)
,

(8.14)

where K = max{ε+M+ 4M

δ2 , 4M

δ2 , 2M

δ2 }. Taking P -lim as j, k → ∞ and using (8.7)–
(8.10), we get

P - lim
p,q→∞

∥
∥Tj,k(f ;x, y) − f (x, y)

∥
∥∞ = 0, uniformly in m,n. �

In the following theorem, we use the notion of almost convergence of double
sequences to generalize the above theorem. We also give an example showing its
importance.

Theorem 8.6 Let (Tj,k) be a double sequence of positive linear operators from
C(I 2) into C(I 2). Then, for all f ∈ C(I 2),

SA- lim
j,k→∞

∥
∥Tj,k(f ;x, y) − f (x, y)

∥
∥∞ = 0 (8.15)

if and only if

SA- lim
j,k→∞

∥
∥Tj,k(1;x, y) − 1

∥
∥∞ = 0, (8.16)

SA- lim
j,k→∞

∥
∥Tj,k

(
e−s;x, y

)− e−x
∥
∥∞ = 0, (8.17)

SA- lim
j,k→∞

∥
∥Tj,k

(
e−t ;x, y

)− e−y
∥
∥∞ = 0, (8.18)

SA- lim
j,k→∞

∥
∥Tj,k

(
e−2s + e−2t ;x, y

)− (
e−2x + e−2y

)∥
∥∞ = 0. (8.19)

Proof For a given r > 0, choose ε > 0 such that ε < r . Define the following sets:

D := {
(j, k) ∈ N×N : ∥∥Tj,k(f ;x, y) − f (x, y)

∥
∥∞ ≥ r

}
,

D1 :=
{

(j, k) ∈ N×N : ∥∥Tj,k(1;x, t) − 1
∥
∥∞ ≥ r − ε

4K

}

,

D2 :=
{

(j, k) ∈ N×N : ∥∥Tj,k

(
e−s;x, y

)− e−x
∥
∥∞ ≥ r − ε

4K

}

,
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D3 :=
{

(j, k) ∈ N×N : ∥∥Tj,k

(
e−t ;x, y

)− e−y
∥
∥∞ ≥ r − ε

4K

}

,

D4 :=
{

(j, k) ∈ N×N : ∥∥Tj,k

(
e−2s + e−2t ;x, y

)− (
e−2x + e−2y

)∥
∥∞ ≥ r − ε

4K

}

.

Then by (8.14) it follows that D ⊂ D1 ∪D2 ∪D3 ∪D4. Hence, δ(2)
A (D) ≤ δ

(2)
A (D1)+

δ
(2)
A (D2) + δ

(2)
A (D3) + δ

(2)
A (D4). Using (8.16)–(8.19), we get δ

(2)
A (D) = 0, i.e.,

SA- lim
j,k→∞

∥
∥Tj,k(f ;x, y) − f (x, y)

∥
∥∞ = 0. �

In the following example, we construct a double sequence of positive linear oper-
ators that satisfies the conditions of Theorem 8.6 but does not satisfy the conditions
of Theorem 8.5, that is, Theorem 8.6 is stronger than Theorem 8.5.

Example 8.7 Consider the sequence of classical Baskakov operators of two vari-
ables [48]

Bm,n(f ;x, y) :=
∞∑

j=0

∞∑

k=0

f

(
j

m
,
k

n

)(
m − 1 + j

j

)(
n − 1 + k

k

)

× xj (1 + x)−m−j yk(1 + y)−n−k (8.20)

for 0 ≤ x, y < ∞.
Take A as in Example 8.4. Define a double sequence z = (zmn) by

zmn =
{

1 if m and n are squares,
0 otherwise.

Let Lm,n : C(I 2) → C(I 2) be defined by

Lm,n(f ;x, y) = (1 + zmn)Bm,n(f ;x, y).

Since

Bm,n(1;x, y) = 1,

Bm,n

(
e−s;x, y

)= (
1 + x − xe− 1

m
)−m

,

Bm,n

(
e−t ;x, y

)= (
1 + y − ye− 1

n
)−n

,

Bm,n

(
e−2s + e−2t ;x, y

)= (
1 + x − xe− 2

m
)−m + (

1 + y − ye− 2
n
)−n

,

we have that the sequence (Lm,n) satisfies conditions (8.16)–(8.19). Hence, by The-
orem 8.6 we have

SA- lim
m,n→∞

∥
∥Lm,n(f ;x, y) − f (x, y)

∥
∥∞ = 0.
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On the other hand, we get Lm,n(f ;0,0) = (1 + zmn)f (0,0) since Bm,n(f ;0,0) =
f (0,0), and hence,

∥
∥Lm,n(f ;x, y) − f (x, y)

∥
∥∞ ≥ ∣

∣Lm,n(f ;0,0) − f (0,0)
∣
∣= zmn

∣
∣f (0,0)

∣
∣.

We see that (Lm,n) does not satisfy the conditions of Theorem 8.5 since P -
limm,n→∞ zmn does not exist.

8.4 A-Statistical Approximation for Periodic Functions and Rate
of A-Statistical Convergence

In this section, we present a Korovkin-type approximation theorem for periodic
functions via A-statistical convergence and also study the rate of A-statistical con-
vergence of a double sequence of positive linear operators defined from C∗(R2) into
C∗(R2), where C∗(R2) is the space of all 2π -periodic and real-valued continuous
functions on R

2 (see Demirci and Dirik [34] and Duman and Erkus [38]).

Theorem 8.8 Let A = (ajkmn) be a nonnegative RH-regular summability matrix,
and let (Lmn) be a double sequence of positive linear operators acting from C∗(R2)

into C∗(R2). Then, for all f ∈ C∗(R2),

SA- lim
m,n→∞

∥
∥Lmn(f ) − f

∥
∥

C∗(R2)
= 0 (8.21)

if and only if

SA- lim
m,n→∞

∥
∥Lmn(fi) − fi

∥
∥

C∗(R2)
= 0, i = 0,1,2,3,4, (8.22)

where f0(x, y) = 1, f1(x, y) = sinx, f2(x, y) = siny, f3(x, y) = cosx, and
f4(x, y) = cosy.

Proof Since each of the functions f0, f1, f2, f3, f4 belongs to C∗(R2), the ne-
cessity follows immediately from (8.21). Let conditions (8.22) hold, and let f ∈
C∗(R2). Let I and J be closed intervals of length 2π . Fix (x, y) ∈ I × J . By the
continuity of f at (x, y) it follows that for given ε > 0, there is a number δ > 0 such
that, for all (u, v) ∈R

2,
∣
∣f (u, v) − f (x, y)

∣
∣< ε (8.23)

whenever |u − x|, |v − y| < δ. Since f is bounded, it follows that

∣
∣f (u, v) − f (x, y)

∣
∣≤ Mf = ‖f ‖C∗(R2) (8.24)

for all (u, v) ∈R
2.
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For all (u, v) ∈ (x − δ,2π + x − δ] × (y − δ,2π + y − δ], it is well known that

∣
∣f (u, v) − f (x, y)

∣
∣< ε + 2Mf

sin2 δ
2

ψ(u,v), (8.25)

where ψ(u,v) = sin2(u−x
2 ) + sin2(

v−y
2 ). Since the function f ∈ C∗(R2) is 2π -

periodic, inequality (8.25) holds for (u, v) ∈ R
2. Then, we obtain

∣
∣Lmn(f ;x, y) − f (x, y)

∣
∣

≤ Lmn

(∣
∣f (u, v) − f (x, y)

∣
∣;x, y

)+ ∣
∣f (x, y)

∣
∣
∣
∣Lmn(f0;x, y) − f0(x, y)

∣
∣

≤
∣
∣
∣
∣Lmn

(

ε + 2Mf

sin2 δ
2

ψ(u,v);x, y

)∣
∣
∣
∣+ Mf

∣
∣Lmn(f0;x, y) − f0(x, y)

∣
∣

≤ ε + (ε +Mf )
∣
∣Lmn(f0;x, y)−f0(x, y)

∣
∣+ Mf

sin2 δ
2

{
2
∣
∣Lmn(f0;x, y)−f0(x, y)

∣
∣

+ |sinx|∣∣Lmn(f1;x, y) − f1(x, y)
∣
∣+ |siny|∣∣Lmn(f2;x, y) − f3(x, y)

∣
∣

+ |cosx|∣∣Lmn(f3;x, y) − f3(x, y)
∣
∣+ |cosy|∣∣Lmn(f4;x, y) − f4(x, y)

∣
∣
}

< ε + K

4∑

i=0

∣
∣Lmn(fi;x, y) − fi(x, y)

∣
∣, (8.26)

where K := ε + Mf + 2Mf

sin2 δ
2

. Now, taking sup(x,y)∈I×J , we get

∥
∥Lmn(f ) − f

∥
∥

C∗(R2)
< ε + K

4∑

i=0

∥
∥Lmn(fi) − fi

∥
∥

C∗(R2)
. (8.27)

Now for a given r > 0, choose ε′ > 0 such that ε′ < r . Define the following sets:

D = {
(m,n) : ∥∥Lmn(f ) − f

∥
∥

C∗(R2)
≥ r

}
,

Di =
{

(m,n) : ∥∥Lmn(fi) − fi

∥
∥

C∗(R2)
≥ r − ε′

5K

}

,

where i = 0,1,2,3,4. Then, by (8.27),

D ⊆
4⋃

i=0

Di,

and so

∑

(m,n)∈D

ajkmn ≤
4∑

i=0

∑

(m,n)∈Di

ajkmn,
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i.e.,

δ
(2)
A (D) ≤

4∑

i=0

δ
(2)
A (Di).

Now, using (8.22), we get

SA- lim
m,n→∞

∥
∥Lmn(f ) − f

∥
∥

C∗(R2)
= 0. �

Remark 8.9 If we replace the matrix A by the identity matrix for four-dimensional
matrices in Theorem 8.8, then we immediately get the following result in Pring-
sheim’s sense.

Corollary 8.10 Let A = (ajkmn) be a nonnegative RH-regular summability matrix,
and let (Lmn) be a double sequence of positive linear operators acting from C∗(R2)

into C∗(R2). Then, for all f ∈ C∗(R2),

P - lim
m,n→∞

∥
∥Lmn(f ) − f

∥
∥

C∗(R2)
= 0 (8.28)

if and only if

P - lim
m,n→∞

∥
∥Lmn(fi) − fi

∥
∥

C∗(R2)
= 0, i = 0,1,2,3,4. (8.29)

Example 8.11 Now we present an example of double sequences of positive linear
operators, showing that Corollary 8.10 does not work but our approximation theo-
rem works. We consider the double sequence of Fejér operators on C∗(R2)

σmn(f ;x, y) = 1

(nπ)
.

1

(nπ)

∫ π

−π

∫ π

−π

f (u, v)Fm(u)Fn(v) dudv, (8.30)

where

Fm(u) = sin2(m(u − x)/2)

sin2((u − x)/2)
and

1

π

∫ π

−π

Fm(u)du = 1.

Observe that

σmn(f0;x, y) = f0(x, y), σmn(f1;x, y) = m − 1

m
f1(x, y),

σmn(f2;x, y) = n − 1

n
f2(x, y), σmn(f3;x, y) = m − 1

m
f3(x, y), (8.31)

and σmn(f4;x, y) = n − 1

n
f4(x, y).

Now take A = (C,1,1) and define the double sequence α = (αmn) by

αmn =
{

1 if m and n are squares,
0 otherwise.
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We observe that α = (αmn) is not P -convergent but

S(C,1,1)- limα = 0. (8.32)

Let us define the operators Lmn : C∗(R2) → C∗(R2) by

Lmn(f ;x, y) = (1 + αmn)σmn(f ;x, y). (8.33)

Then, observe that the double sequence of positive linear operators (Lmn) defined
by (8.33) satisfies all hypotheses of Theorem 8.8. Hence, by (8.31) we have that, for
all f ∈ C∗(R2),

SA- lim
m,n→∞

∥
∥Lmn(f ) − f

∥
∥

C∗(R2)
= 0.

Since (αmn) is not P -convergent, the sequence (Lmn) given by (8.33) does not con-
verge uniformly to the function f ∈ C∗(R2). So, we conclude that Corollary 8.10
does not work for the operators (Lmn) given by (8.33) while Theorem 8.8 still
works. Hence, we conclude that the SA-version is stronger than the P -version.

Definition 8.12 Let A = (ajkmn) be a nonnegative RH-regular summability ma-
trix. Let (βmn) be a positive nonincreasing double sequence. We say that a dou-
ble sequence x = (xmn) is A-statistically convergent to the number L with the rate
o(βmn) if for every ε > 0,

P - lim
j,k→∞

1

βjk

∑

(m,n)∈K(ε)

ajkmn = 0,

where K(ε) := {(m,n) ∈ N×N : |xmn − �| ≥ ε}. In this case, we write xmn − L =
st

(2)
A − o(βmn) as m,n → ∞.

Now, we recall the notion of modulus of continuity. The modulus of continuity
of f ∈ C∗(R2), denoted by ω(f, δ) for δ > 0, is defined by

ω(f, δ) = sup
{∣
∣f (u, v)−f (x, y)

∣
∣ : (u, v), (x, y) ∈ R

2,

√

(u − x)2 + (v − y)2 ≤ δ
}
.

It is well known that

∣
∣f (u, v) − f (x, y)

∣
∣≤ ω

(
f,

√

(u − x)2 + (v − y)2
)

≤ ω(f, δ)

(√
(u − x)2 + (v − y)2

δ
+ 1

)

. (8.34)

Then we have the following result.

Theorem 8.13 Let A = (ajkmn) be a nonnegative RH-regular summability matrix,
and let (Lmn) be a double sequence of positive linear operators acting from C∗(R2)

into C∗(R2). Let (αmn) and (βmn) be two positive nonincreasing sequences. Sup-
pose that
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(i) ‖Lmn(f0) − f0‖C∗(R2) = SA-o(αmn),
(ii) ω(f,λmn) = SA-o(βmn), where λmn =√‖Lmn(ϕ)‖C∗(R2) with

ϕ(u, v) = sin2
(

u − x

2

)

+ sin2
(

v − y

2

)

for (u, v), (x, y) ∈R
2.

Then, for all f ∈ C∗(R2),
∥
∥Lmn(f ) − f

∥
∥

C∗(R2)
= SA-o(γmn), (8.35)

where γmn = max{αmn,βmn}.

Proof Let f ∈ C∗(R2) and (x, y) ∈ [−π,π]× [−π,π]. Let δ > 0. We have follow-
ing cases.

Case I. If δ < |u − x| ≤ π , δ < |v − y| ≤ π , then |u − x| ≤ π | sin u−x
2 | and

|v − y| ≤ π | sin v−y
2 |. Therefore, by (8.34) we have

∣
∣f (u, v) − f (x, y)

∣
∣≤ ω(f, δ)

(

π2 sin2(u−x
2 ) + sin2(

v−y
2 )

δ2
+ 1

)

. (8.36)

Case II. |u−x| > π , |v−y| ≤ π . Let k be an integer such that |u+2kπ −x| ≤ π .
Then

∣
∣f (u, v) − f (x, y)

∣
∣ = ∣

∣f (u + 2kπ, v) − f (x, y)
∣
∣

≤ ω(f, δ)

(

π2 sin2(u+2kπ−x
2 ) + sin2(

v−y
2 )

δ2
+ 1

)

= ω(f, δ)

(

π2 sin2(u−x
2 ) + sin2(

v−y
2 )

δ2
+ 1

)

.

Similarly, in other two cases where |u − x| ≤ π , |v − y| > π and |u − x| > π ,
|v − y| > π , we obtain (8.36).

Now, using the definition of modulus of continuity and the linearity and positivity
of the operators Lmn, we get

∣
∣Lmn(f ;x, y) − f (x, y)

∣
∣

≤ Lmn

(∣
∣f (u, v) − f (x, y)

∣
∣;x, y

)+ ∣
∣f (x, y)

∣
∣
∣
∣Lmn(f0;x, y) − f0(x, y)

∣
∣

≤ ω(f, δ)Lmn(f0;x, y) + π2 ω(f, δ)

δ2
Lmn(ϕ;x, y)

+ ∣
∣f (x, y)

∣
∣
∣
∣Lmn(f0;x, y) − f0(x, y)

∣
∣.

Taking the supremum over (x, y) on both sides of the above inequality and

δ := δmn =
√∥
∥Lmn(ϕ)

∥
∥

C∗(R2)
,
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we obtain

∥
∥Lmn(f ) − f

∥
∥

C∗(R2)
≤ ω(f, δmn)

∥
∥Lmn(f0) − f0

∥
∥

C∗(R2)

+ (
1 + π2)ω(f, δmn) + M

∥
∥Lmn(f0) − f0

∥
∥

C∗(R2)
,

(8.37)

where M := ‖f ‖C∗(R2). Now, for a given ε > 0, define the following sets:

D = {
(m,n) : ∥∥Lmn(f ) − f

∥
∥

C∗(R2)
≥ ε

}
,

D1 =
{

(m,n) : ∥∥Lmn(f0) − f0
∥
∥

C∗(R2)
≥ ε

3

}

,

D2 =
{

(m,n) : ω(f, δmn) ≥ ε

3(1 + π2)

}

,

D3 =
{

(m,n) : ∥∥Lmn(f ) − f
∥
∥

C∗(R2)
≥ ε

3M

}

.

Then D ⊂ D1 ∪ D2 ∪ D3. Further, defining

D4 =
{

(m,n) : ω(f, δmn) ≥
√

ε

3

}

,

D5 =
{

(m,n) : ∥∥Lmn(f ) − f
∥
∥

C∗(R2)
≥
√

ε

3

}

,

we see that D1 ⊂ D4 ∪ D5. Therefore, D ⊂ ⋃5
i=2 Di . Therefore, since γmn =

max{αmn,βmn}, we conclude that, for every (j, k) ∈ N×N,

1

γjk

∑

(m,n)∈D

amnjk ≤ 1

αjk

∑

(m,n)∈D1

amnjk + 1

βjk

∑

(m,n)∈D2

amnjk

+ 1

αjk

∑

(m,n)∈D3

amnjk + 1

βjk

∑

(m,n)∈D4

amnjk.

Letting j, k → ∞ and using conditions (i) and (ii), we get

∥
∥Lmn(f ) − f

∥
∥

C∗(R2)
= SA-o(γmn). �

8.5 Exercises

1 Prove a Korovkin-type approximation theorem via A-statistical convergence of
double sequences by using the test functions 1, x, y, x2 + y2.
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2 Prove Theorem 8.3 by using the test functions 1, x
1−x

, y
1−y

, ( x
1−x

)2 + (
y

1−y
)2.

3 Prove Theorem 8.3 by using the test functions 1, x
1+x

, y
1+y

, ( x
1+x

)2 + (
y

1+y
)2.

4 Prove Theorem 8.5 via statistical A-summability of double sequences.

5 Prove Theorem 8.6 via statistical A-summability of double sequences.

6 Prove Theorem 8.8 via statistical A-summability of double sequences.



Chapter 9
Double Series and Convergence Tests

Since Pringsheim introduced the notion of convergence of a numerical double series
in terms of the convergence of the double sequence of its rectangular partial sums.
However, an exhaustive treatment giving analogues of all well-known convergence
aspects of single series seems to be unavailable. In this chapter, we give results to fill
in some of the gaps in such a treatment and also to point out some errors in previous
attempts to obtain results exactly analogous to those of a single series.

9.1 Introduction

In this chapter, we give some tests for absolute convergence of a double series in-
cluding analogues of Cauchy’s condensation test, Abel’s kth term test, limit compar-
ison test, ratio test, ratio comparison test, and Raabe’s test. We give necessary and
sufficient conditions on a double sequence (ak�) in order that the Cauchy product
double series

∑
k,� ak�bk� would be convergent, boundedly convergent, or regularly

convergent whenever a double series
∑

k,� bk� is convergent, boundedly convergent,
or regularly convergent, respectively. We also show that if two double series are
boundedly convergent, then the Cauchy product double series is Cesàro summable,
and its Cesàro sum is equal to the product of the sums of the given double series.
We compare these results with those obtained previously and give several examples
to which these results apply. Although we shall consider, for simplicity, only double
series whose terms are real numbers, the treatment carries over to multiple series
whose terms may be complex numbers. Contents of this chapter are obtained from
the paper of [62].

We shall use the partial order on N
2 given by (k1, �1) ≤ (k2, �2) if and only if

k1 ≤ k2 and �1 ≤ �2. The monotonicity of a double sequence is defined in terms
of this partial order. We shall adopt Pringsheim’s definition of convergence of a
double series

∑
k,� ak� of real numbers: If Am,n :=∑m

k=1
∑n

�=1 ak� for (m,n) ∈N
2,

then the series
∑

k,� ak� is said to be convergent if the double sequence (Am,n) of
its partial sums is convergent in the sense of Pringsheim, that is, there is A ∈ R

M. Mursaleen, S.A. Mohiuddine, Convergence Methods for Double Sequences and
Applications, DOI 10.1007/978-81-322-1611-7_9, © Springer India 2014
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such that for every ε > 0, there is (m0, n0) ∈ N
2 satisfying (m,n) ≥ (m0, n0) ⇒

|Am,n − A| < ε. When every ak� is nonnegative,
∑

k,� ak� is convergent if and only
if (Am,n) is bounded above. For each fixed k ∈ N, the series

∑
� ak� is called a

row-series, and for each fixed � ∈ N, the series
∑

k ak� is called a column-series
corresponding to the double series

∑
k,� ak�.

If a double series is absolutely convergent, then evidently the corresponding row-
series and the column-series are all absolutely convergent. However, the converse is
not true, as can be seen by considering

∑
k,� ak� where ak,k := 1 and ak,� := 0 for

k �= �. The following result gives necessary and sufficient conditions for the absolute
convergence of a double series.

Lemma 9.1 A double series
∑

k,� ak� is absolutely convergent if and only if the
following conditions hold:

(i) There are (k0, �0) ∈ N×N and α0 > 0 such that

m∑

k=k0

n∑

�=�0

|ak�| ≤ α0 for all (m,n) ≥ (k0, �0).

(ii) Each row-series and each column-series are absolutely convergent.

9.2 Convergence Tests

We shall provide a variety of conditions each of which imply condition (i) of the
above lemma. These yield convergence tests for double series that are analogous to
well-known convergence tests for single series.

9.2.1 Cauchy Condensation Test

The following test shows that we can study the convergence of certain double series
by considering only some of its terms.

Theorem 9.2 (Cauchy condensation test) Let (ak,�) be a monotonically decreasing
double sequence of nonnegative numbers. Then

∑∞
k,�=1 ak,� converges if and only if

∑∞
k,�=1 2k+�a2k,2� converges.

Proof Given (m,n) ∈ N
2, let i, j ∈ N0 be such that 2i ≤ m < 2i+1 and 2j ≤ n <

2j+1. Since ak,� ≥ 0 for all (k, �) ∈ N
2, we have

i−1∑

k=0

j−1∑

�=0

(
2k+1−1∑

u=2k

2�+1−1∑

v=2�

au,v

)

≤
m∑

k=1

n∑

�=1

ak,� ≤
i∑

k=0

j∑

�=0

(
2k+1−1∑

u=2k

2�+1−1∑

v=2�

au,v

)

,
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and since (ak,�) is monotonically decreasing, we obtain

1

4

i∑

k=1

j∑

�=1

2k+�a2k,2� =
i−1∑

k=0

j−1∑

�=0

2k+�a2k+1,2�+1 ≤
m∑

k=1

n∑

�=1

ak,� ≤
i∑

k=0

j∑

�=0

2k+�a2k,2� .

This shows that if the partial sums of
∑∞

k,�=0 2k+�a2k,2� are bounded, then so are the
partial sums of

∑∞
k,�=1 ak,�, and if the partial sums of

∑∞
k,�=1 ak,� are bounded, then

so are the partial sums
∑∞

k,�=1 2k+�a2k,2� . Further, if
∑∞

k,�=1 ak,� is convergent, then
the row-series

∑∞
�=1 a1,� and the column-series

∑∞
k=1 ak,1 are convergent, where

(ak,1) and (a1,�) are monotonically decreasing sequences of nonnegative numbers.
In this case, the series

∑∞
k=0 2ka2k,1 and

∑∞
�=0 2�a1,2� are convergent by Cauchy’s

condensation test for single series. Hence, the desired result follows. �

Example 9.3 Let p ∈ R and ak,� := 1/(k + �)p for (k, �) ∈ N
2. By Theorem 9.2,∑∞

k,�=1 ak,� converges if and only if the double series
∑∞

k,�=0 bk,� converges, where
bk,� := 2k+�/(2k + 2�)p . If p ≤ 2, then

bk,k = 22k

(2 · 2k)p
= 1

2p
2k(2−p) ≥ 1

2p
for k ∈N,

and so the double series
∑∞

k,�=0 bk,� diverges. If p > 2, then

bk,� = 2k+�

(2k + 2�)p
≤ 2k+�

2p(2k+�)p/2
= 1

2p

(
2(2−p)/2)k+� for (k, �) ∈N

2,

and so the double series
∑∞

k,�=0 bk,� converges. It follows that the double series
∑∞

k,�=1 1/(k + �)p converges if and only if p > 2.

9.2.2 Abel’s (k, �)th Term Test

If
∑

k,� ak,� is convergent, then ak,� → 0 as k, � → ∞. This (k, �)th term test is
useful for establishing the divergence of a double series. The following variant of
this test is analogous to Abel’s kth term test for a single series.

Theorem 9.4 (Abel’s (k, �)th term test) Suppose that (ak,�) is a monotonically
decreasing double sequence of nonnegative numbers. If the double series

∑
k,� ak,�

is convergent, then k�ak,� → 0 as k, � → ∞.

Proof Given (k, �) ∈ N
2, let ik, j� ∈ N0 be such that 2ik ≤ k < 2ik+1 and 2j� ≤ � <

2j�+1, and note that

0 ≤ k�ak,� ≤ 2ik+12j�+1a2ik ,2j� = 4 · 2ik 2j�a2ik ,2j� .
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By Theorem 9.2,
∑∞

i,j=0 2i+j a2i ,2j is convergent, and so 2i+j a2i ,2j → 0 as
i, j → ∞. Hence, k�ak,� → 0 as k, � → ∞. �

Example 9.5

(i) Let p,q ∈ R satisfy p > 0, q > 0 and (1/p) + (1/q) ≥ 1, and define ak,� :=
1/(kp + �q) for (k, �) ∈ N

2. For k ∈ N and � = [kp/q ], the integer part of kp/q ,
we have

k�ak,� = k�

kp + �q
>

k(kp/q − 1)

kp + (kp/q)q
= 1

2
k1−p+(p/q)

(
1 − k−p/q

)
,

which does not tend to 0 as k → ∞ since 1 − p + (p/q) ≥ 0 and p/q > 0.
Hence, by Theorem 9.4 the double series

∑
k,� 1/(kp + �q) diverges.

(ii) The converse of Theorem 9.4 does not hold. Define ak,� := 1/k�(lnk)(ln �)

for (k, �) ∈ N
2. Then (ak,�) is a decreasing double sequence of nonnegative

numbers, and k�ak,� → 0 as k, � → ∞. However,

m∑

k=1

n∑

�=1

ak,� =
(

m∑

k=1

1

k(lnk)

)(
n∑

�=1

1

�(ln�)

)

→ ∞ as m,n → ∞.

9.2.3 Limit Comparison Test

Theorem 9.6 (Limit comparison test) Let (ak,�) and (bk,�) be double sequences
such that ak,� > 0 and bk,� > 0 for all (k, �) ∈ N

2, each row-series and each
column-series corresponding to both

∑
k,� ak,� and

∑
k,� bk,� are convergent, and

limk,� ak,�/bk,� = r , where r ∈ R and r �= 0. Then
∑

k,� ak,� is convergent if and
only if

∑
k,� bk,� is convergent.

Proof Let the double series
∑

k,� bk,� be convergent. Then there is β > 0 such that
∑m

k=1
∑n

�=1 bk,� ≤ β for all (m,n) ∈ N
2. Since ak,�/bk,� → r as k, � → ∞, there

is (k0, �0) ∈ N
2 such that ak,� ≤ (r + 1)bk,� for all (k, �) ≥ (k0, �0). Hence, for all

(m,n) ≥ (k0, �0), we have

m∑

k=k0

n∑

�=�0

ak,� ≤ (r + 1)

m∑

k=k0

n∑

�=�0

bk,� ≤ (r + 1)β.

By Lemma 9.1 it follows that the double series
∑

k,� ak,� is convergent.
Conversely, let the double series

∑
k,� ak,� be convergent. Since limk,� bk,�/ak,� =

1/r , the convergence of the double series
∑

k,� bk,� follows from the first part of the
proof by interchanging ak,� and bk,�. �
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9.2.4 Ratio Test

We shall now develop several convergence tests involving ratios of ‘consecutive’
terms of a double series.

Theorem 9.7 (Ratio test) Let (ak,�) be a double sequence of nonzero numbers
such that either |ak,�+1|/|ak,�| → a or |ak+1,�|/|ak,�| → ã as k, � → ∞, where
a, ã,∈ R∪ {∞}.
(i) Suppose that each row-series and each column-series corresponding to∑

k,� ak,� are absolutely convergent. If a < 1 or ã < 1, then
∑

k,� ak,� is ab-
solutely convergent.

(ii) If a > 1 or ã > 1, then
∑

k,� ak,� is divergent.

Proof (i) Assume that a < 1. Then there are α ∈ (0,1) and (k0, �0) ∈ N
2 such

that|ak,�+1| ≤ α|ak,�| for all (k, �) ≥ (k0, �0). Hence,

|ak,�| ≤ α|ak,�−1| ≤ · · · ≤ α�−�0 |ak,�0 | for all (k, �) ≥ (k0, �0 + 1).

Since α < 1, we have
∑n

�=1 α� ≤ 1/(1 − α) for all n ∈ N. Also, since the se-
ries

∑
k ak,�0 is assumed to be absolutely convergent, there is β > 0 such that∑m

k=1 |ak,�0 | ≤ β for all m ∈ N. Hence, we obtain

m∑

k=k0

n∑

�=�0+1

|ak,�| ≤ α−�0β

1 − α
for all (m,n) ≥ (k0, �0 + 1).

By Lemma 9.1 it follows that
∑

k,� ak,� is absolutely convergent. A similar argument
holds if ã < 1 instead of a < 1.

(ii) Assume that a ∈ R with a > 1 or a = ∞. Then there are α ∈ (1,∞) and
(k0, �0) ∈N

2 such that |ak,�+1|/|ak,�| ≥ α for all (k, �) ≥ (k0, �0). Hence,

|ak,�| ≥ α|ak,�−1| ≥ · · · ≥ α�−�0 |ak,�0 | > 0 for all (k, �) ≥ (k0, �0 + 1).

For a fixed k ∈ N with k ≥ k0, there is �1 ∈ N such that |ak,�| ≥ α�−�0 |ak,�0 | ≥ 1 for
all � ≥ �1. Hence, ak,� �→ 0 as k, � → ∞, so that

∑
k,� ak,� is divergent. The same

conclusion holds if ã ∈ R with ã > 1 or ã = ∞. �

Remarks 9.8

(i) The proof of part (ii) of Theorem 9.7 shows that if a > 1, then the row-series∑
� ak,� diverges for each (fixed) large k. Hence, if each row-series converges

and the limit a exists, then a ≤ 1. Similarly, if ã > 1, then the column-series∑
k ak,� diverges for each (fixed) large �. Hence, if each column-series con-

verges and the limit ã exists, then ã ≤ 1.
(ii) Suppose that each row-series and each column-series corresponding to∑

k,� ak,� are absolutely convergent. If a = ã = 1, then the double series may
converge or may diverge, as Example 9.3 shows.
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(iii) For a double sequence (ak,�), consider the limits bk := lim� ak,�+1/ak,� for a
fixed k ∈ N and c� := limk ak+1,�/ak,� for a fixed � ∈ N, whenever they ex-
ist. Biermann (page 123 of [14]) and Vorob’ev (Sect. 4 of Chap. 13 in [125])
claimed that if bk exists and is less than 1 for each k ∈ N and if c� exists and is
less than 1 for each � ∈ N, then the double series

∑
k,� ak,� is absolutely con-

vergent. Although the ratio test for single series shows that each row-series and
each column-series corresponding to

∑
k,� ak,� are absolutely convergent, the

double series
∑

k,� ak,� may not be absolutely convergent. For example, define

ak,� := 1/(2k2�/2k
) for (k, �) in N

2. Then bk < 1 for each k ∈ N, and c� < 1
for each � ∈N. However, since for each fixed k ∈N,

∞∑

�=1

ak,� = 1

2k

∞∑

�=1

(
1

21/2k

)�

= 1

2k(21/2k − 1)
,

and since 1/2k(21/2k − 1) → 1/ ln 2 as k → ∞, we see that the iterated series∑
k

∑
� ak,� diverges, and so the double series

∑
k,� ak,� also diverges. Thus,

the claims of Biermann and Vorob’ev are incorrect.
(iv) Suppose that ak,� > 0 for all (k, �) ∈ N

2 and that each row-series and each
column-series corresponding to

∑
k,� ak,� are convergent. A rather involved

version of ratio test is given by Baron in Sect. 2 of [9] as follows. If limk,� ak,�

exists and if the limit

d := lim
k,�

ak+1,� + ak,�+1 − ak+1,�+1

ak,�

exists with d < 1, then the double series
∑

k,� ak,� is convergent. Let us com-
pare Baron’s version of ratio test with our Theorem 9.7. Suppose that both the
limits a and ã stated in Theorem 9.7 exist and are in R. Then the limit d exists
and

d = lim
k,�

(
ak+1,�

ak,�

+ ak,�+1

ak,�

− ak+1,�+1

ak+1,�

ak+1,�

ak,�

)

= ã + a − aã.

Since, in view of (i) above, we have a ≤ 1 and ã ≤ 1, and since 1 − d = (1 −
a)(1 − ã), we see that d < 1 if and only if a < 1 and ã < 1. Thus, if one of a

and ã is equal to 1 and the other is not, then d = 1, and hence Theorem 9.7
is applicable, but Baron’s version of ratio test is not. For example, if ak,� :=
1/k22� for (k, �) ∈ N

2, then a = 1/2, ã = 1, and d = 1.
Now suppose that the limit a exists and it is a real number other than 1.

If the limit d exists, then it can be seen that the limit ã exists and is equal to
(d − a)/(1 − a). Thus, if a < 1 and ã does not exist, then the limit d cannot
exist, and hence Theorem 9.7 is applicable, but Baron’s version of ratio test is
not. For example, if ak,� := 1/2(k2+k�+�)/k , then a = 1/2, while the limits ã

and d do not exist.
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9.2.5 Ratio Comparison Test

Now we consider an analogue of the ratio comparison test for single series. (See,
for example, Theorem 6 in Chap. 5 of [18].)

Theorem 9.9 (Ratio comparison test) Let (ak,�) and (bk,�) be double sequences
with bk,� > 0 for all (k, �) ∈N

2.

(i) Suppose that each row-series and each column-series corresponding to∑
k,� |ak,�| are convergent. If |ak,�+1|bk,� ≤ |ak,�|bk,�+1 and |ak+1,�|bk,� ≤

|ak,�|bk+1,� whenever k and � are large, and if
∑

k,� bk,� is convergent, then
so is

∑
k,� |ak,�|.

(ii) If |ak,�+1|bk,� ≥ |ak,�|bk,�+1 > 0 whenever � is large and k ∈ N, |ak+1,�|bk,� ≥
|ak,�|bk+1,� > 0 whenever k is large and � ∈ N, and if

∑
k,� bk,� is divergent,

then so is
∑

k,� |ak,�|.

Proof (i) Let k0, �0 ∈ N be such that |ak,�+1|bk,� ≤ |ak,�|bk,�+1 and |ak+1,�|bk,� ≤
|ak,�|bk+1,� for all (k, �) ≥ (k0, �0). Then

|ak,�|
bk,�

≤ |ak,�−1|
bk,�−1

≤ · · · ≤ |ak,�0 |
bk,�0

≤ |ak−1,�0 |
bk−1,�0

≤ · · · ≤ |ak0,�0 |
bk0,�0

for (k, �) ≥ (k0, �0).

Since β := sup{∑m
k=1

∑n
�=1 bk,� : (m,n) ∈N

2} < ∞, we obtain

m∑

k=k0

n∑

�=�0

|ak,�| ≤ |ak0,�0 |
bk0,�0

m∑

k=k0

n∑

�=�0

bk,� ≤ β
|ak0,�0 |
bk0,�0

for all m ≥ k0 and n ≥ �0.

Hence, by Lemma 9.1 the double series
∑

k,� |ak,�| converges.
(ii) Suppose that k0 ∈ N is such that |ak+1,�|bk,� ≥ |ak,�|bk+1,� > 0 for k ≥ k0

and � ∈ N and that �0 ∈ N is such that |ak,�+1|bk,� ≥ |ak,�|bk,�+1 > 0 for � ≥ �0

and k ∈ N. If
∑

k bk,� diverges for some � ∈ N, then by the ratio comparison test
for single series,

∑
k |ak,�| also diverges for that �. Similarly, if

∑
� bk,� diverges

for some k ∈N, then
∑

� |ak,�| also diverges for that k. In these cases, condition (ii)
of Lemma 9.1 is not satisfied, and so the double series

∑
k,� |ak,�| diverges. In the

remaining case, the set {∑m
k=k0

∑n
�=�0

bk,� : (m,n) ∈ N
2} is unbounded. Reversing

the inequality signs in (i) above, we obtain

m∑

k=k0

n∑

�=�0

|ak,�| ≥ |ak0,�0 |
bk0,�0

m∑

k=k0

n∑

�=�0

bk,�,

which tends to ∞ as m,n → ∞. Hence, by Lemma 9.1
∑

k,� |ak,�| diverges. �
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Remarks 9.10

(i) The following example shows that both the inequalities |ak,�+1|bk,� ≤
|ak,�|bk,�+1 and |ak+1,�|bk,� ≤ |ak,�|bk+1,� are needed in part (i) of Theo-
rem 9.9. Define

ak,� := 1

(k + �)2
and bk,� = 1

2k(k + �)2
for (k, �) ∈N

2.

Although each row-series and each column-series converge, the double series∑
k,� ak,� diverges, as we have seen in Example 9.3. However, the double series

∑
k,� bk,� converges since 1/(2k(k + �)2) ≤ 1/(2k�2) for all (k, �) ∈ N

2. Here
the first inequality mentioned above holds, but the second does not. To see that
both the inequalities |ak,�+1|bk,� ≥ |ak,�|bk,�+1 and |ak+1,�|bk,� ≥ |ak,�|bk+1,�

are needed in part (ii) of Theorem 9.9, we just interchange the roles of ak,� and
bk,� in (i) above.

(ii) The requirement “|ak,�+1|bk,� ≤ |ak,�|bk,�+1 and |ak+1,�|bk,� ≤ |ak,�|bk+1,�

whenever k and � are large” in part (i) of Theorem 9.9 is less stringent
than the requirement “|ak+p,�+1+q |bk+r,�+s ≤ |ak+p,�+q |bk+r,�+1+s and
|ak+1+p,�+q |bk+r,�+s ≤ |ak+1+p,�+q |bk+1+r,�+s for all k, �,p, q, r, s ∈ N” im-
posed by Biermann for a similar result in [14, page 124].

9.2.6 Raabe’s Test

As a consequence of the ratio comparison test, we obtain an analogue of Raabe’s
test for single series. It is useful in some cases when a = ã = 1 in Theorem 9.7.

Theorem 9.11 (Raabe’s test) Let (ak,�) be a double sequence.

(i) Suppose that each row-series and each column-series corresponding to∑
k,� |ak,�| are convergent. If there is p > 1 such that

|ak,�+1| ≤
(

1 − p

�

)

|ak,�| and |ak+1,�| ≤
(

1 − p

k

)

|ak,�|

whenever k and � are large, then
∑

k,� |ak,�| is convergent.

(ii) If |ak,�+1| ≥ (1 − 1
�
)|ak,�| > 0 for some k ∈ N and all large � ∈ N, or if

|ak+1,�| ≥ (1 − 1
k
)|ak,�| > 0 for some � ∈N and all large k ∈ N, then

∑
k,� |ak,�|

is divergent.

Proof (i) Suppose that there is p > 1 with the stated properties. Using the inequality
1 − px ≤ (1 − x)p for x ∈ [0,1], we obtain

|ak,�+1| ≤
(

1 − p

�

)

|ak,�| ≤
(

1 − 1

�

)p

|ak,�| ≤
(

�

� + 1

)p

|ak,�|
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whenever k and � are large, and hence

|ak,�+1| 1

kp�p
≤ |ak,�| 1

kp(� + 1)p
.

Similarly, we obtain

|ak+1,�| 1

kp�p
≤ |ak,�| 1

(k + 1)p�p

whenever k and � are large. By part (i) of Theorem 9.9 with bk,� := 1/(kp�p) for
(k, �) ∈N

2, we obtain the desired result.
(ii) Suppose that the assumption in (ii) holds. Then by Raabe’s test for single

series,
∑

k |ak,�| diverges for some � ∈ N or
∑

� |ak,�| diverges for some k ∈ N.
In any case, condition (ii) of Lemma 9.1 is not satisfied, and so the double series∑

k,� |ak,�| is divergent. �

Examples 9.12

(i) Let a1,1 := 1, ak+1,� := (k − 1)ak,�/(k + 1) and ak,�+1 := (� − 1)ak,�/(� + 1)

for k, � ∈ N. By part (i) of Theorem 9.11 with p = 3/2 we see that the double
series

∑
k,� ak,� is convergent.

(ii) Let a1,1 := 1, ak+1,� := kak,�/(k + 1), and ak,�+1 := �ak,�/(� + 1). By part (ii)
of Theorem 9.11 we see that the double series

∑
k,� ak,� is divergent.

In both examples, Theorem 9.7 is not applicable since a = ã = 1.

We deduce the following “limit” version of Raabe’s test from Theorem 9.11.

Theorem 9.13 Let (ak,�) be a double sequence of nonzero numbers.

(i) Suppose that � (1−|ak,�+1/ak,�|) → α and k (1−|ak+1,�/ak,�|) → α̃ as k, � →
∞, where α, α̃,∈ R ∪ {∞}. Suppose that each row-series and each column-
series corresponding to

∑
k,� |ak,�| are convergent. If α > 1 and α̃ > 1, then∑

k,� |ak,�| is convergent.
(ii) If for some k ∈ N, the limit lim�→∞ �(1 − | ak,�+1

ak,�
|) exists and is less than 1, or if

for some � ∈ N, the limit limk→∞ k(1 − | ak+1,�

ak,�
|) exists and is less than 1, then

∑
k,� |ak,�| is divergent.

Remark 9.14 Suppose that ak,� > 0 for all (k, �) ∈N
2 and that each row-series and

each column-series corresponding to
∑

k,� ak,� are convergent. A rather involved
version of Raabe’s test for double series is given by Baron in Sect. 3 of [9] as fol-
lows. If limk,� ak,� exists and if the limit

r := lim
k,�

[

(k + �)

(

1 − ak+1,� + ak,�+1 − ak+1,�+1

ak,�

)

+ ak+1,�+1

ak,�

]
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exists with r > 1, then the double series
∑

k,� ak,� is convergent. Let us compare
Baron’s version of Raabe’s with our Theorem 9.13. Suppose that both the limits α

and α̃ stated in Theorem 9.13 exist and are in R. Then since ak,�+1/ak,� → 1 and
ak+1,�/ak,� → 1 as k, � → ∞, we see that the limit r exists and

r = lim
k,�

[

k

(

1 − ak+1,�

ak,�

)

+ �

(

1 − ak,�+1

ak,�

)

− ak+1,�

ak,�

�

(

1 − ak+1,�+1

ak+1,�

)

− ak,�+1

ak,�

k

(

1 − ak+1,�+1

ak,�+1

)

+ ak+1,�+1

ak,�+1

ak,�+1

ak,�

]

= α̃ + α − α − α̃ + 1 = 1.

In all such cases, Theorem 9.13 is applicable, but Baron’s version of Raabe’s test is
not. For instance, in Example 9.12(i), we have α = 2 = α̃, but r = 1.

9.3 Cauchy Product

The Cauchy product of sequences (ak) and (bk) with k ∈ N0, is defined to be the
sequence (ak ∗ bk), where ak ∗ bk := ∑k

i=0 aibk−i for k ∈ N0, and the Cauchy

product of single series
∑∞

k=0 ak and
∑∞

k=0 bk is defined to be the double series∑∞
k=0 ak ∗ bk . Analogously, the Cauchy product of double sequences (ak,�) and

(bk,�) with (k, �) ∈ N
2
0, is defined to be the sequence (ak,� ∗ bk,�) defined as

ak,� ∗ bk,� :=
k∑

i=0

�∑

j=0

ai,j bk−i,�−j for (k, �) ∈N
2
0,

and the Cauchy product of double series
∑∞

k,�=0 ak,� and
∑∞

k,�=0 bk,� is defined to
be the double series

∑∞
k,�=0 ak,� ∗ bk,�. A classical result of Mertens states that if

one of the given single series is absolutely convergent and the other is convergent,
then their Cauchy product series is convergent. Another result due to Abel states
that if both the given single series and their Cauchy product series are convergent,
then the sum of the Cauchy product series is equal to the product of the sums of the
given series. It has been known for long that the exact analogue of Mertens’ result
does not hold for double series. (See the examples given on page 1036 of [116] and
on page 190 of [22].) The example below shows that the exact analogue of Abel’s
result does not hold for double series.

Example 9.15 Consider double sequences (ak,�) and (bk,�) defined by a0,� := 1
and a1,� := −1 for � ∈ N0, whereas ak,� := 0 for k ∈ N0 \ {0,1} and � ∈ N0, while
bk,0 := 1 and bk,1 := −1 for k ∈ N0, whereas bk,� := 0 for � ∈ N0 \ {0,1} and k ∈
N0. Then

∑
k,� ak,� and

∑
k,� bk,� are convergent, and the sum of each is equal

to 0. Also, it is easy to see that a0,0 ∗ b0,0 = 1 and ak,� ∗ bk,� = 0 for all (k, �) ∈
N

2
0 \ {(0,0)}, so that

∑∞
k,�=0 ak,� ∗ bk,� is convergent, and its sum is 1.
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We shall now prove analogues of the theorems of Mertens and Abel for double
series that are boundedly convergent, that is, that are convergent and their partial
sums are bounded. In fact, we shall show that Mertens’ result admits a converse
for such double series in respect of absolute convergence. Our proofs will be based
on the following result for a transformation of a double sequence by a 4-fold infi-
nite matrix. It is an analogue of the well-known Kojima–Schur theorem (given, for
instance, in Theorem 2.3.7 of [16]) for boundedly convergent double sequences.

Consider a matrix A := (αm,n,k,�) with αm,n,k,� ∈ R. We say that A maps a dou-
ble sequence x := (xk,�) to the double sequence Ax defined by

[Ax]m,n :=
∑

k,�

αm,n,k,�xk,�,

provided that the double series on the right side converges for each fixed (m,n).

Lemma 9.16 A matrix A := (αm,n,k,�) maps each bounded convergent double se-
quence to a bounded convergent double sequence if and only if

(i) supm,n

∑
k,� |αm,n,k,�| < ∞,

(ii) the limit α := limm,n

∑
k,� αm,n,k,� exists,

(iii) the limit αk,� := limm,n αm,n,k,� exists for each fixed (k, �), and
(iv) limm,n

∑
k |αm,n,k,�−αk,�| = 0 for each fixed �, limm,n

∑
� |αm,n,k,�−αk,�| = 0

for each fixed k.

In this case, the double series
∑

k,� αk,� is absolutely convergent, and for any
bounded convergent double sequence (xk,�), we have the limit formula

lim
m,n

[Ax]m,n =
(

α −
∑

k,�

αk,�

)

lim
m,n

xm,n +
∑

k,�

αk,�xk,�.

See [50], especially conditions (c1), (d3), and (d4) in Sect. 3, condition 20.
S.BC → BC, limit formula (11.1) in Sect. 6, and a remark in Sect. 7 about the
necessity of S. conditions. (See also Theorem 4.1.2 of [127].)

Theorem 9.17 Let (ak,�) be a double sequence. Then the Cauchy product double
series

∑∞
k,�=0 ak,� ∗ bk,� is boundedly convergent for every boundedly convergent

double series
∑∞

k,�=0 bk,� if and only if the double series
∑∞

k,�=0 ak,� is absolutely
convergent. In this case, we have

∑∞
k,�=0 ak,� ∗ bk,� = (

∑∞
k,�=0 ak,�)(

∑∞
k,�=0 bk,�).

Proof For m,n ∈ N0, let

Am,n :=
m∑

k=0

n∑

�=0

ak,�, Bm,n :=
m∑

k=0

n∑

�=0

bk,� and Cm,n :=
m∑

k=0

n∑

�=0

ak,� ∗ bk,�.
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Then

Cm,n =
m∑

k=0

n∑

�=0

(
k∑

i=0

�∑

j=0

ak−i,�−j bi,j

)

=
m∑

k=0

n∑

�=0

am−k,n−�

(
k∑

i=0

�∑

j=0

bi,j

)

=
m∑

k=0

n∑

�=0

am−k,n−�Bk,� for (m,n) ∈N
2
0.

Now the double series
∑∞

k,�=0 ak,� ∗ bk,� (respectively,
∑∞

k,�=0 bk,�) is boundedly
convergent if and only if the double sequence (Cm,n) (respectively, (Bm,n)) is
boundedly convergent. Consider the matrix A := (αm,n,k,�), where

αm,n,k,�, :=
{

am−k,n−� if 0 ≤ k ≤ m and 0 ≤ � ≤ n,

0 otherwise.

Then [A(Bk,�)]m,n = Cm,n for all (m,n) ∈ N
2
0. It is clear that the matrix A satisfies

condition (i) of Lemma 9.16 if and only if

sup
m,n

m∑

k=0

n∑

�=0

|am−k,n−�| = sup
m,n

m∑

k=0

n∑

�=0

|ak,�| < ∞,

that is, if and only if the double series
∑

k,� ak,� is absolutely convergent, and in that
case, we have

α := lim
m,n

∑

k,�

αm,n,k,� = lim
m,n

m∑

k=0

n∑

�=0

ak,� =
∑

k,�

ak,�,

αk,� := lim
m,n

αm,n,k,� = lim
m,n

am,n = 0 for each fixed (k, �) ∈ N
2
0,

lim
m,n

∑

k

|αm,n,k,� − αk,�| = lim
n

∞∑

k=0

|am,n−�| = 0 for each fixed � ∈ N0,

lim
m,n

∑

�

|αm,n,k,� − αk,�| = lim
m

∞∑

�=0

|am−k,n| = 0 for each fixed k ∈ N0,

that is, conditions (ii), (iii), and (iv) of Lemma 9.16 are automatically satisfied.
Hence, the desired result follows from Lemma 9.16 with

∑∞
k,�=0 ak,� ∗ bk,� =

(
∑∞

k,�=0 ak,� − 0) limm,n Bm,n + 0 = (
∑∞

k,�=0 ak,�)(
∑∞

k,�=0 bk,�). �

Remark 9.18 It is interesting to compare the above analogue of Mertens’ theorem
with the following result stated by Sheffer in Theorem 3 of [116]. Let

∑∞
k,�=0 bk,�

be a convergent double series. Then the Cauchy product double series
∑∞

k,�=0 ak,� ∗
bk,� is convergent for every absolutely convergent double series

∑∞
k,�=0 ak,� if and
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only if the partial sums of
∑∞

k,�=0 bk,� are bounded, and in this case,
∑∞

k,�=0 ak,� ∗
bk,� = (

∑∞
k,�=0 ak,�)(

∑∞
k,�=0 bk,�).

We proceed to prove an analogue of Abel’s theorem for boundedly convergent
double series. Its proof is based on the following result, which uses the matrix trans-
formation considered in Lemma 9.16.

Lemma 9.19 Let (am,n) with (m,n) ∈ N
2
0 be a bounded convergent double se-

quence and a := limm,n am,n. If ãm,n := (
∑m

k=0
∑n

�=0 ak,�)/(m + 1)(n + 1), then
(ãm,n) is a bounded convergent double sequence, and limm,n ãm,n = a. Further, if
(bm,n) is a bounded convergent double sequence and b := limm,n bm,n, then

lim
m,n

am,n ∗ bm,n

(m + 1)(n + 1)
= ab.

Proof Consider the matrix L := (λm,n,k,�), where

λm,n,k,�, :=
{

1/(m + 1)(n + 1) if 0 ≤ k ≤ m and 0 ≤ � ≤ n,

0 otherwise.

Then [L(ak,�)]m,n = ãm,n for all (m,n) ∈ N
2
0. Also,

sup
m,n

∑

k,�

|λm,n,k,�| = lim
m,n

∑

k,�

λm,n,k,� = lim
m,n

m∑

k=0

n∑

�=0

λm,n,k,� = 1,

λk,� := lim
m,n

λm,n,k,� = lim
m,n

1

(m + 1)(n + 1)
= 0 for each fixed (k, �) ∈N

2
0,

lim
m,n

∑

k

|λm,n,k,� − λk,�| = lim
n

1

(n + 1)
= 0 for each fixed � ∈N0, and

lim
m,n

∑

�

|λm,n,k,� − λk,�| = lim
m

1

(m + 1)
= 0 for each fixed k ∈N0,

that is, conditions (i)–(iv) of Lemma 9.16 are satisfied, and so by the limit formula,
we obtain limm,n ãm,n = (1 − 0)a + 0 = a.

Next, let (bm,n) be a bounded convergent double sequence, and b := limm,n bm,n.
Consider the matrix A := (αm,n,k,�), where

αm,n,k,� :=
{

am−k,n−�/(m + 1)(n + 1) if 0 ≤ k ≤ m and 0 ≤ � ≤ n,

0 otherwise.

Then [A(bk,�)]m,n = (am,n ∗ bm,n)/(m + 1)(n + 1) for all (m,n) ∈ N
2
0. Also, since

β := sup{|am,n| : (m,n) ∈N
2
0} < ∞, we obtain

sup
m,n

∑

k,�

|αm,n,k,�| = sup
m,n

m∑

k=0

n∑

�=0

αm,n,k,� ≤ β,



162 9 Double Series and Convergence Tests

α := lim
m,n

∑

k,�

αm,n,k,� = lim
m,n

m∑

k=0

n∑

�=0

αm,n,k,� = lim
m,n

ãm,n = a,

αk,� := lim
m,n

αm,n,k,� = lim
m,n

am,n

(m + 1)(n + 1)
= 0 for each fixed (k, �) ∈ N

2
0,

lim
m,n

∑

k

|αm,n,k,� − αk,�| ≤ lim
n

β

(n + 1)
= 0 for each fixed � ∈N0, and

lim
m,n

∑

�

|αm,n,k,� − αk,�| ≤ lim
m

β

(m + 1)
= 0 for each fixed k ∈ N0,

that is, conditions (i)–(iv) of Lemma 9.16 are satisfied, and so by the limit formula
we obtain limm,n(am,n ∗ bm,n)/(m + 1)(n + 1) = (a − 0)b + 0 = ab. �

A double series
∑∞

k,�=0 ak,� is said to be Cesàro summable if

lim
m,n

1

(m + 1)(n + 1)

m∑

k=0

n∑

�=0

Ak,�

exists, where Ak,� is the (k, �)th partial sum of the double series. In this case,
the above limit is called the Cesàro sum of the double series. It follows from
Lemma 9.19 that a boundedly convergent double series is Cesàro summable, and
its Cesàro sum is equal to its sum.

Theorem 9.20 Let
∑∞

k,�=0 ak,� and
∑∞

k,�=0 bk,� be boundedly convergent dou-
ble series. Then the Cauchy product double series

∑∞
k,�=0 ak,� ∗ bk,� is Cesàro

summable, and its Cesàro sum is equal to AB, where A and B are the sums of the
given double series. In particular, if the double series

∑∞
k,�=0 ak,�∗bk,� is boundedly

convergent, then its sum is equal to AB .

Proof We use the notation introduced in the proof of Theorem 9.17. We have

Cm,n =
m∑

k=0

n∑

�=0

ak,� ∗ bk,� = am,n ∗ Bm,n = Am,n ∗ bm,n for (m,n) ∈ N
2
0.

Replacing ak,� and bk,� by Am,n and bm,n, we obtain

p∑

m=0

q∑

n=0

Cm,n =
p∑

m=0

q∑

n=0

Am,n ∗ bm,n = Ap,q ∗ Bp,q for (p, q) ∈N
2
0.

Hence, by Lemma 9.19 we have

lim
p,q

1

(p + 1)(q + 1)

p∑

m=0

q∑

n=0

Cm,n = lim
p,q

Ap,q ∗ Bp,q

(p + 1)(q + 1)
= AB.



9.3 Cauchy Product 163

Thus,
∑∞

k,�=0 ak,� ∗ bk,� is Cesàro summable, and its Cesàro sum is equal to AB .
The last sentence in the statement of the theorem follows easily. �

Remark 9.21 In Theorem 1 of [22], Cesari gives the following analogue of Abel’s
theorem. Let

∑∞
k,�=0 ak,� and

∑∞
k,�=0 bk,� be convergent double series such that

lim
k+�→∞ak,� = 0 = lim

k+�→∞bk,�.

Then the double series
∑∞

k,�=0 ak,� ∗ bk,� is restrictedly Cesàro summable to AB in
the following sense: For any positive real numbers r, s with r < s,

lim
m,n→∞
nr<m<ns

σm,n = AB, where σm,n := 1

(m + 1)(n + 1)

m∑

k=0

n∑

�=0

Ck,�.

We shall now consider a notion of convergence that is stronger than bounded
convergence. Let us recall that a double sequence (ak,�) is said to be regularly con-
vergent if it is convergent and, further, for each fixed k ∈ N, the sequence given by
� �→ ak,� is convergent and for each fixed � ∈ N, the sequence given by k �→ ak,�

is convergent. A double series is regularly convergent if the double sequence of its
(rectangular) partial sums is regularly convergent, that is, the double series is conver-
gent, and further, each corresponding row-series and each corresponding column-
series are convergent. It is easy to see that a regularly convergent double sequence is
bounded and a regularly convergent double series is boundedly convergent. We have
the following analogue of Theorem 9.17 for regularly convergent double series.

Theorem 9.22 Let (ak,�) be a double sequence. Then the Cauchy product dou-
ble series

∑∞
k,�=0 ak,� ∗ bk,� is regularly convergent for every regularly convergent

double series
∑∞

k,�=0 bk,� if and only if the double series
∑∞

k,�=0 ak,� is absolutely
convergent. In this case, we have

∑∞
k,�=0 ak,� ∗ bk,� = (

∑∞
k,�=0 ak,�)(

∑∞
k,�=0 bk,�).

Proof An argument along the lines given in the proof of Theorem 9.17 yields the
desired result if we note the following. A matrix A := (αm,n,k,�) maps each regularly
convergent double sequence to a regularly convergent double sequence if and only
if conditions (i)–(iii) of Lemma 9.16 hold and also the following condition holds:

(iv)’ the limit βk := limm,n

∑
� αm,n,k,� exists for each fixed k, the limit γ� :=

limm,n

∑
k αm,n,k,� exists for each fixed �,

where the convergence indicated in each of conditions (ii), (iii), and (iv)’ is regular.
In this case, the double series

∑
k,� αk,� is absolutely convergent, the series

∑
k βk

and
∑

� γ� are absolutely convergent, and for any regularly convergent double se-
quence (xk,�), we have the limit formula

lim
m,n

[Ax]m,n =
(

α +
∑

k,�

αk,� −
∑

k

βk −
∑

�

γ�

)

lim
m,n

xm,n +
∑

k,�

αk,�xk,�
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+
∑

k

[(

βk −
∑

�

αk,�

)(
lim
�

xk,�

)]

+
∑

�

[(

γ� −
∑

k

αk,�

)(
lim
k

xk,�

)]

.

See [50], especially conditions (c1), (d1), (d2), (d3), (f1), (f2), and (f3) in Sect. 3,
condition 132. S.RC → RC, and limit formula (9.1) in Sect. 6. (See also Theo-
rem 4.1.1 of [127].) In our case, with the matrix A as defined in the proof of Theo-
rem 9.17, we have αk,� = βk = γ� = 0 for all (k, �) ∈ N

2
0 and α =∑

k,� ak,�. �

Remarks 9.23

(i) The “if” part of the above theorem was proved in Theorem 3 of [22]. The “only
if” part of the above theorem and of Theorem 9.17 can be strengthened as
follows. If the Cauchy product double series

∑∞
k,�=0 ak,� ∗ bk,� is boundedly

convergent for every regularly convergent double series
∑∞

k,�=0 bk,�, then the
double series

∑∞
k,�=0 ak,� is absolutely convergent. To see this, one only has

to note that condition (i) of Lemma 9.16 is a necessary condition for a matrix
A to map each regularly convergent double sequence to a bounded convergent
double sequence. (See condition (c1) in Sect. 3, condition 134. S.RC → BC of
Sect. 6, and a remark in Sect. 7 about the necessity of S. conditions.)

(ii) In view of (i) above, it is worthwhile to observe that if
∑∞

k,�=0 ak,� is an abso-
lutely convergent double series not all of whose terms are equal to zero, then
there is a boundedly convergent double series

∑∞
k,�=0 bk,� such that the double

series
∑∞

k,�=0 ak,� ∗bk,� is not regularly convergent. To see this, let
∑∞

k,�=0 ak,�

be absolutely convergent, and let ak0,�0 �= 0 for some (k0, �0) ∈ N
2
0. Define

ak := ak,�0 for k ∈ N0. We note that
∑∞

k=0 ak is an absolutely convergent se-
ries and ak0 �= 0, so that there is a series

∑∞
k=0 bk having bounded partial sums

such that the series
∑∞

k=0 ak ∗ bk is divergent. Now define

bk,� :=
⎧
⎨

⎩

bk if k ∈N0 and � = 0,

−bk if k ∈N0 and � = �0 + 1,

0 if k ∈N0 and � ∈ N0 \ {0, �0 + 1}.

Then

ak,�0 ∗ bk,�0 =
k∑

i=0

�0∑

j=0

ai,j bk−i,�0−j =
k∑

i=0

ai,�0bk−i,0 = ak ∗ bk.

Hence,
∑∞

k=0 ak,�0 ∗ bk,�0 diverges, and so
∑∞

k,�=0 ak,� ∗ bk,� is not regularly
convergent.
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Examples 9.24

(i) Let x, y ∈ (−1,0) with x + y = −1. Define

ak,� := xky� and bk,� :=
(

k + �

k

)

for (k, �) ∈ N
2
0.

Then
∑∞

k,�=0 ak,� converges absolutely, and
∑∞

k,�=0 bk,� converges regularly
(but not absolutely). The Cauchy product series is

∑∞
k,�=0 ck,�, where

ck,� =
k∑

i=0

�∑

j=0

(
i + j

i

)

xky� =
[(

k + � + 2

k + 1

)

− 1

]

xky� for (k, �) ∈ N
2
0,

the last equality being a consequence of Pascal’s 3rd identity.
(ii) Let x, y ∈ (−1,1], a, ã > 0, and b, b̃ ∈ (−1,0]. Define

ak,� :=
(

a

k

)(
ã

�

)

xky� and bk,� :=
(

b

k

)(
b̃

�

)

xky� for (k, �) ∈N
2
0.

Then
∑∞

k,�=0 ak,� converges absolutely, and
∑∞

k,�=0 bk,� converges regularly
(but not absolutely when x = 1 or y = 1). The Cauchy product series is∑∞

k,�=0 ck,�, where

ck,� =
k∑

i=0

�∑

j=0

(
a

i

)(
b

k − i

)(
ã

j

)(
b̃

� − j

)

xky� =
(

a + b

k

)(
ã + b̃

�

)

xky�

for (k, �) ∈ N
2
0, the last equality being a consequence of Vandermonde’s con-

volution formula.
(iii) Let p ∈ (0,2]. Define ak,� := 1/2k+� and bk,� := (−1)k+�/(k + � + 1)p for

(k, �) ∈N
2
0. Then

∑∞
k,�=0 ak,� converges absolutely, and

∑∞
k,�=0 bk,� converges

regularly (but not absolutely). The Cauchy product series is
∑∞

k,�=0 ck,�, where

ck,� =
k∑

i=0

�∑

j=0

(−1)i+j

2k−i+�−j (i + j + 1)p
= 1

2k+�

k∑

i=0

�∑

j=0

(−2)i+j

(i + j + 1)p

for (k, �) ∈ N
2
0.

In each of the above cases, the Cauchy product double series
∑∞

k,�=0 ck,� is regularly
convergent by Theorem 9.22.

As we have seen in the beginning of this section, absolute convergence of∑∞
k,�=0 ak,� and convergence of

∑∞
k,�=0 bk,� do not guarantee convergence of the

Cauchy product double series
∑∞

k,�=0 ak,� ∗ bk,�. In fact, the next result gives pre-
cise conditions on the double sequence (ak,�) for such a convergence.
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Theorem 9.25 Let (ak,�) be a double sequence. Then the Cauchy product dou-
ble series

∑∞
k,�=0 ak,� ∗ bk,� is convergent for every convergent double series

∑∞
k,�=0 bk,� if and only if the set {(k, �) ∈N

2
0 : ak,� �= 0} is finite.

Proof As in the case of Theorem 9.22, an argument along the lines given in the
proof of Theorem 9.17 yields the desired result if we note the following. One of
the six necessary and sufficient conditions for a matrix A := (αm,n,k,�) to map each
convergent double sequence to a convergent double sequence is the following: For
each fixed k ∈ N0, there is p0 ∈ N0 such that αm,n,k,� = 0 whenever m,n, � ≥ p0,
and for each fixed � ∈N0, there is q0 ∈N0 such that αm,n,k,� = 0 whenever m,n, k ≥
q0. In our case, with the matrix A as defined in the proof of Theorem 9.17, this
condition entails that the set {(k, �) ∈ N

2
0 : ak,� �= 0} is finite, and then the remaining

five conditions are automatically satisfied. See [50], especially conditions (a1), (a2),
(b1), (b2), (d1), and (d3) in Sect. 3, condition 14. S.C → C in Sect. 6. (See also
Theorem 4.1.3 of [127].) �

Remark 9.26 We conclude this section by making some comments about the
companion problem of determining conditions on a double sequence (ak,�) (with
(k, �) ∈ N

2) in order that, for every convergent, boundedly convergent, or regularly
convergent double series

∑∞
k,�=1 bk,�, the double series

∑∞
k,�=1 ak,�bk,� would be

convergent, boundedly convergent, or regularly convergent, respectively, as per the
assumption on

∑∞
k,�=1 bk,�. For this purpose, suppose that a sequence (ak) is of

bounded variation if the series
∑∞

k=1 |ak −ak+1| is convergent and that a double se-
quence (ak,�) is of bounded bivariation if the double series

∑∞
k,�=1 |ak,� − ak+1,� −

ak,�+1 + ak+1,�+1| is convergent. In the case of regular convergence, necessary and
sufficient conditions on (ak,�) are as follows: (ak,�) is of bounded bivariation, and
(ak,1) and (a1,�) are of bounded variation. In the case of bounded convergence,
necessary and sufficient conditions on (ak,�) are as follows: (ak,�) is of bounded bi-
variation, limk(ak,� − ak,�+1) = 0 for each fixed � ∈N, and lim�(ak,� − ak+1,�) = 0
for each fixed k ∈ N. In the case of convergence, necessary and sufficient conditions
on (ak,�) are as follows: (ak,�) is of bounded bivariation, for each fixed � ∈N, there
is k� ∈ N such that ak,� = ak,�+1 for all k ≥ k�, and for each fixed k ∈ N, there is
�k ∈N such that ak,� = ak+1,� for all � ≥ �k . See [49] for these results.
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