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I am delighted that the Second International Conference on “Soft Computing
for Problem Solving (SocProS 2012)” was organized by the Institute of Engi-
neering and Technology of our University from December 28-30, 2012.

1. Zadeh, founder of soft computing had stated that soft computing differs from
conventional (hard) computing in that, unlike hard computing, it is tolerant of
imprecision, uncertainty, partial truth and approximation. In effect, the role model
for soft computing is the human mind. The guiding principle of soft computing
being: Exploit the tolerance for imprecision, uncertainty, partial truth and
approximation to achieve tractability, robustness and low solution cost. Every
single one of these methods can be called soft computing method.

The soft computing models are based on human reasoning and are closer to
human thinking. Soft computing is not a melange; it can be viewed as a founding
component for the emerging field of conceptual intelligence. It is the fusion of
methodologies assigned to model and enable solutions to real-world problems
which are not modelled or too difficult to model mathematically. The core of soft
computing comprises neural networks, fuzzy logic and genetic computing. In the
coming years, soft computing will play a more important role in many areas,
including software engineering. Soft computing is still growing. It is still some-
what in the formative stage and the definite components that comprise soft
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computing have not yet been designed. More new sciences are still merging into
soft computing. SocProS 2012 was aimed to reach out to such development.

I am happy to know that Springer is publishing the Proceedings of this con-
ference as AISC book series. I am confident that the readers will be benefited by
the research inputs provided by delegates during the conference. This book will
certainly provide an enriching and rewarding experience to all for academic
networking.

I congratulate the editorial team and Springer for meticulously working on all
the details of the book. I also congratulate all the authors of research papers for
their contribution to SorProS 2012.

£

Jaipur, September 27, 2013 Upinder Dhar
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Set up in the pink city of Jaipur, India and spread over a sprawling 30 acre campus,
JK Lakshmipat University (JKLU) offers state-of-the-art academic infrastructure
and world class faculty for conducting Graduate, Post Graduate and Ph.D.
programmes in the mainstream disciplines of Management and Engineering.
Promoted by JK Organisation, one of India’s leading industrial conglomerates with
arich heritage of over 100 years, the University offers students an open, green and
high-tech learning environment, combining the serene settings of the Gurukuls of
yesteryears with the technological advancements of the new age.

The Institute of Management offers MBA (Full-Time Residential), MBA
(Family Business and Entrepreneurship), MEA (Master of Educational Adminis-
tration), a S-year integrated dual degree (BBA + MBA) and Ph.D. programme
in Management, besides PG Diploma in Tourism Administration and PG
Diploma in Family Business & Entrepreneurship. Specializations include Finance
and Accounting, Marketing, HRM, International Business and Information
Technology. In order to balance conceptual framework with the industry practices,
the delivery of each course is done in close consultation with the corporate world.

The University has also set up a ‘Management Development Centre’ for
practicing Managers aiming to build capabilities through short-term programmes.
It also organizes faculty development programmes for the benefit of academia.

The Institute of Engineering and Technology offers 4 year B.Tech, 2 year
M.Tech, 5 year integrated dual degree (B.Tech + MBA) and (B.Tech + M.Tech),
and Ph.D. programme in Chemical Engineering, Civil Engineering, Computer
Science Engineering, Electrical Engineering, Electronics and Communications
Engineering, Information Technology and Mechanical Engineering.

vii



viii About JK Lakshmipat University

The curriculum is designed to enrich the students with the knowledge and
relevant skills to prepare them not only to face the contemporary world but also to
make them future ready to effectively perform in leadership roles assigned to them.
The curriculum is updated to integrate changes that are taking place in the business
environment.

JKLU is visualized to emerge as a premier institution of higher learning with
global standards; it has tied up with a few renowned universities, such as
University of Houston (USA), Hanyang University (South Korea), St. Cloud State
University (USA), University of Wales (UK) and Szechenyi Istvan University
(Hungary) for cooperation in the field of Faculty Development, Students Exchange
and Research. The University has also signed an MoU with IBM India Ltd. for
establishing a ‘Centre of Technology Excellence’ for undertaking technology
development projects involving faculty members and students.

JKLU has been set up under Rajasthan Private Universities Act by ‘Lakshmipat
Singhania Foundation for Higher Learning’.



Preface

Unlike hard computing, the guiding principle of soft computing is exploiting the
tolerance for imprecision, uncertainty, partial truth, and approximation to achieve
tractability, robustness, and low solution cost, the role model being the human
mind. The areas that come under the purview of Soft Computing include Fuzzy
Logic, Neural Computing, Evolutionary Computation, Machine Learning and
Probabilistic Reasoning, with the latter subsuming belief networks, chaos theory
and parts of learning theory. The successful applications of soft computing and its
rapid growth suggest that the impact of soft computing will be felt increasingly in
the coming years. Soft computing is likely to play a very important role in science
and engineering, but eventually its influence may extend much farther.

After the successful completion of the First International Conference on Soft
Computing for Problem Solving in 2011 (SocProS 2011) at IIT Roorkee, the 2nd of
the series, Second International Conference on Soft Computing for Problem
Solving (SocProS 2012), was held in JK Lakshmipat University (JKLU), Jaipur,
during December 28-30, 2012. It had been a matter of great privilege and pleasure
to organize SocProS 2012 at JKLU, Jaipur. The response had been overwhelming
and heartwarming. We had received 312 paper submissions of which 200, i.e., 64 %
had been accepted for presentation. The review process included double review of
submitted papers by an International team of reviewers using Easy Chair as online
conference management software. There were 20 Technical Sessions including two
Special Sessions, besides five Keynote Addresses by eminent Academicians and
Scientists from different parts of the world that made SocProS 2012 an enriching
experience to all the participants. In addition, there was one Workshop on Game
Programming and one Special Tutorial on Brain like computing as a part of this
conference. There were 144 Programme Committee members and 20 International
Advisory Committee members from across the world associated with SocProS
2012.

We would like to express our sincere gratitude to Dr. Madhukar Gupta, Divisional
Commissioner, Government of Rajasthan for gracing the occasion as the Chief Guest
for the Inaugural Session.

We would also like to extend our heartfelt gratitude to all Programme Committee
and International Advisory Committee members. We sincerely thank the Keynote
Speakers Prof. Dipankar Dasgupta from University of Memphis—USA,

ix
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Prof. Anirban Bandyopadhyay from National Institute of Material Sciences
(NIMS)—IJapan, Prof. Ravindra Gudi from IIT Bombay—Mumbai,
Prof. D. Nagesh Kumar from IISc—Bangalore and Prof. Ajoy Ray from Bengal
Engineering and Science University (BESU)—Howrah.

We are grateful to Prof. Anirban Bandyopadhyay for conducting a Special
Tutorial also in addition to delivering Keynote Address. We thank Mr. Arijit
Bhattacharyya from Virtual Infocom—Kolkata for conducting the Workshop.

We thank the invited guests for accepting our invitation and also for chairing
the technical sessions. We thank Dr. Kannan Govindan and Dr. P. C. Jha for
delivering the Invited Talks. We express sincere thanks to the entire national and
local organizing committee members for their continuous support and relentless
cooperation right from the conception to execution in making SocProS 2012 a
memorable event. We thank all the participants who had presented their research
papers and attended the conference. A special mention of thanks is due to our
student volunteers for the spirit and enthusiasm they had shown throughout the
duration of the event, without which it would had been difficult for us to organize
such a successful event.

Thanks are due to Springer for Publishing the Conference Proceedings. We
hope that the Proceedings will prove helpful towards understanding about Soft
Computing in teaching as well as in their research and will inspire more and more
researchers to work in this interesting, challenging and ever growing field of Soft
Computing.

We are thankful to the JKLU family for the support given in making this mega
event successful. We sincerely hope that the delegates had certainly taken home
several pleasant memories of SocProS 2012 with them.

We are honoured and it has been a proud privilege to be associated with this
Second International Conference on SocProS 2012 as its General Chairs.

Dr. B. V. Babu

Dr. Atulya Nagar

Dr. Kusum Deep

Dr. Millie Pant

Dr. Jagdish Chand Bansal
Dr. Kanad Ray

Dr. Umesh Gupta
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Insulin Chart Prediction for Diabetic Patients
Using Hidden Markov Model (HMM)
and Simulated Annealing Method

Ravindra Nath and Renu Jain

Abstract Most of the diabetic patients need to take insulin before every meal. The
doctors have to decide insulin doses for every patient according to the patient’s
previous records of doses and sugar levels measured at regular intervals. This paper
proposes a hidden Markov model to predict the insulin chart for a patient and uses
simulated annealing search algorithm to efficiently implement the model. The one-
month chart maintained by the patient has been used to train the model, and the
prediction for next fifteen days is done on the basis of the trained data. We discussed
the results with the university medical doctor; he was very pleased to see to the result
obtained.

Keywords Hidden Markov model (HMM) - Randomized algorithm (RA) -
Simulated annealing (SA) - Diabetic patient chart prediction (DPCP)

1 Introduction

Hidden Markov model has various applications in the area of speech recognition,
bioinformatics (DNA sequences and gene recognitions) [ 1-4], climatology, acoustics
[1, 5], etc. In addition to this, HMM has been applied for prediction problems like
stock marketing [6—8] and forecasting. Mostly researches have to work with the third
problem of HMM for training and prediction of the data. Out of many probabilistic
models, HMM is most popular due to its mathematical foundation of model.
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In this paper, we have taken the application of medical science, i.e., preparation
of insulin chart for diabetic patients. We have used HMM to predict the insulin
chart taking the data of a diabetic patient. We have used simulated annealing as a
randomized algorithm. Training is done taking one-month chart maintained by the
patient.

Simulated annealing [9-11] is a randomized search method that can perform
global search within the defined searching space giving local maxima or global
maxima. In our previous paper [12, 13], we modeled HMM learning problem as a
discrete search problem and solved that discrete problem using different randomized
search algorithms. In this paper, insulin chart prediction is modeled as HMM, and
HMM learning problem is solved using simulated annealing algorithm. Experimental
results show that SA evaluates HMM parameters quite fast and accurately on the basis
of previous data giving good prediction results.

The organization of the paper is as follows. Section 2 briefly describes the data
set taken. Section 3 explains HMM, and Sect. 4 explains in detail the HMM used
and results obtained. Section 5 is about results and discussions.

2 Data Set Information

The data set used in this paper was taken from http://archive.ics.uci.edu/ml/ called
UCI Repository. Diabetics patient records can be obtained from two sources: an
automatic electronic recording device and paper records. The automatic device has
an internal clock to timestamp events, whereas paper records provide ‘logical time’
slots (breakfast, lunch, dinner, bedtime). Diabetic files consist of four fields per
record: (1) date in MM-DD-YYYY format, (2) time in XX:YY format, (3) code, and
(4) value.

The code field is deciphered as follows: 33 = Regular insulin dose, 34 = NPH
insulin dose, 35 = Ultralente insulin dose, 48 = Unspecified blood glucose mea-
surement, 57 = Unspecified blood glucose measurement, etc.

We have taken two-month data (insulin chart) for code 33, i.e., regular insulin
dose of a patient. Assuming first-month data as training data, next one-month chart
is predicted and compared with the actual data.

3 The Hidden Markov Model

HMM is a probabilistic model useful for finite-state stochastic sequence structures.
Stochastic sequences are called observation sequences, i.e., O = O O;..., O,
where T is the length of the observed sequence. HMM with N states (St, S2, . . . Sy)
can be characterized by a set of parameters (A, B, 7) is called the model of HMM
A= (A,B,m)
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In order to characterize an HMM completely, following elements are needed
[8-10, 14, 15]

N: The number of states in the model
M: The number of distinct observation symbols M per state

A: The state transition probability distribution

A={aij} . aij = plar = sjlgi-1 = S)

J
Zaijzlwhereaijzo,lfi§Nand1§j§N
i=1

B: The observation symbol probability distribution in state j

B=bj(k) = P(Vi at tlg = S;)

M
> bjk)=1 bjk) =0

k=1

mr: The initial-state distribution 7; = P(q1 = S;)

The three main problems of HMM are as follows: evaluation problem, decoding,
problem, and learning problem.

(1) HMM evaluation problem: Compute P(O|1), the probability of the observation
sequence O = 01 Oy O3 ... Or, given the model L = (A, B, ).

(2) HMM decoding problem: Uncover the hidden part of the model, i.e., find the
optimal state sequence, for the given observation sequences O = 010> O3 ... Or,
given the model A = (A, B, m).

(3) HMM learning problem: Model parameters (A, B, w) are adjusted such that
P(O|A) is maximized.

In this paper, we have considered the third problem of HMM, i.e., the learning
problem or training problem and tried to solve it.

3.1 Hidden Markov Model for a Diabetic Patient

To completely define a problem of HMM, we need to define three probabilities: state
transition probabilities, observation symbols probabilities, and initial-state probabil-
ities. It was observed that a patient takes the medicine at breakfast (08:00), lunch
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Table 1 Actual input of

Date Code Breakfast Lunch Dinner Bedtime
doses for one month
21-Apr-91 33 9 0 7 0
22-Apr-91 33 10 2 7 0
23-Apr-91 33 11 0 7 0
24-Apr-91 33 10 4 0 5
25-Apr-91 33 9 4 7 2
26-Apr-91 33 9 5 7 0
27-Apr-91 33 10 0 8 0
28-Apr-91 33 10 0 7 0
29-Apr-91 33 9 5 8 0
30-Apr-91 33 10 4 7 0
1-May-91 33 10 4 7 0
2-May-91 33 10 5 7 0
3-May-91 33 10 5 7 0
4-May-91 33 10 5 7 0
5-May-91 33 10 5 7 2
6-May-91 33 10 5 7 0
7-May-91 33 10 5 7 0
8-May-91 33 10 5 7 0
9-May-91 33 9 4 7 0

(12:00), dinner (18:00), and bedtime (22:00) or morning, noon, evening, and night,
and the amount of insulin (code=33) varies from value 2 to 11. The data set contains
4 values per day corresponding to 4 slots, i.e., breakfast, lunch, dinner, and bedtime.
We have taken these four slots as four states where S| corresponds to breakfast,
S, corresponds to lunch, S3 corresponds to dinner, and S4 corresponds to bedtime. In
addition to this, we have taken 10 observation symbols on the basis of insulin dose
values given to the patient. Table 1 shows the actual amount of insulin give to the
patient for thirty days.

Further, whole one-month data were divided into slots of three days and training
is done taking three-day data repeatedly. For training, simulated annealing algorithm
is used, and at the end of the process, a model A is obtained. Hence, our model A has
four states (S1, S2, S3, and S4), and we assume that the patient starts his doses from
morning, i.e., there is a very high probability that the patient will be in state 1. So,
we take initial probability as:

7 =[0.925 0.025 0.025 0.025]

After examining the patient’s previous data, we roughly initialize the state tran-
sition probabilities and symbol emitting probabilities generating initial A = a;; and
B = Bj (k) as follows:
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[0.025 0.325 0.625 0.025
0.025 0.025 0.925 0.025
A=4= 0925 0.025 0.025 0.025
0.250 0.250 0.250 0.250]

B =0bj(k) =

[.0096 (.0)091 .0091 .0091 .0091 .0091 .0091 .0091 .3391 .3391 .2491
.6090 .3091 .0091 .0091 .0091 .0091 .0091 .0091 .0091 .0091 .0091
.0090 .0091 .0091 .0091 .0091 .0091 .9000 .0091 .0091 .0091 .0091
9090 .0091 .0091 .0091 .0091 .0091 .0091 .0091 .0091 .0091 .0091]

The observation sequence for first three days will be:
O =1[01 02 03 04 Os Os O7 O3 O9 O19 011 O12]

Taking the initial model, we keep training using simulated annealing [11, 16, 17]
method for every three days and get a model A, and then, it is again trained taking all
the previous observation sequences getting a Afinal. Taking Afina as model, observa-
tion sequence is predicted by matching P(O|)) values with previous model values,
and these processes are shown as follows.

3.2 HMM Training by Simulated Annealing Algorithm

The HMM training is performing in the following steps.

(a) Take an initial values A, B, and 7.

(b) Using simulated annealing method and adjusting the values of A and B, a set of
values of A and B is found having maximum values say Aj.

(c) for the next sequence, initial values of A and B are taken for the model A1, and
then, step ‘b’ is repeated to get a new model A,. This way we continue and
A1, A12. .., Ao models are created as shown in the Table 2.

(d) To further refine the model, we took the model Ajpas a starting model and
using simulated annealing, got refined new model Anewi Anew2, - - - > Anewl0 as

shown in Table 3 and corresponding values of Ajq, B1g, and g are given in the
Table 3.
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Table 2 Observation

sequence and corresponding S.no. Training sequence HMM LoglO (p (O|ri))
p(O]1) values 1 91711027111171 Al —9.6952
2 1041594729571 A2 —10.797
3 10181101719581 A3 —8.7954
4 104711047110571 24 —7.3351
5 105711057110572 A5 —3.0548
6 105711057110571 X6 —6.4811
7 94711048110471 A7 —8.9516
8 94711048110471 A8 —9.8487
9 10671101719571 A9 —10.7967
10 10571104719571 210 —8.1579
:‘:cll)lceoiresrrggilrgil:lgg j?gr;; ¢ S.no. Training sequence HMM 1loglO(p(O|imax))
values (second iteration 1 91711027111171  Apewt —12.5923
values) 2 1041594729571 Anew2 —13.5613
3 10181101719581  Xpews —8.9966
4 104711047110571 Anews —6.6894
5 105711057110572 Apews —3.1633
6 10571105711057 1 Apews —2.8713
7 9471104811047 1  Apews —10.6096
8 9471104811047 1 Anpews —6.7935
9 1067110171957 1  Apewd —8.5143
10 10571104719571  Anewto —6.619

Pijg = [0.9250 0.0250 0.0250 0.0250]

[0.0130 0.0091 0.0091 0.0091 0.0091 0.0091 0.0091 0.0091 0.0131
0.0091 0.0091

0.0090 0.0091 0.0091 0.0111 0.9031 0.0131 0.0091 0.0091 0.0091

_0.0091 0.0091

~0.0090 0.0091 0.0091 0.0091 0.0091 0.0091 0.0091 0.6071 0.0111
0.0091 0.0091

0.6051 0.3031 0.0091 0.0131 0.0091 0.0091 0.0091 0.0091 0.0091
0.0151 0.0091

0.0270 0.9170 0.0290 0.0270

0.0250 0.0330 0.9170 0.0250

0.6170 0.0330 0.0350 0.3150

0.9110 0.0270 0.0330 0.0290

Bio

A =

(€) Anewlo is assumed as Afinal, Which we used for prediction of sequence.
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4 Prediction

After training the HMM [18], the procedure can be described as for the predicting
the observation sequence. For predicting O; + 1, we use P(O;|rfinal) (O; is ith the
observation sequence) to find those events which have closest P(O;|Afina1) value. If
we assume there are two closest values Oy and Oy, ; then, we evaluate two possible
predicting values Op1 = O; + (Ok141 — Ox1) and Opp = O; + (Ogo41 — Og2). For
example, for predicting O11, we use the following steps:

(a) For predicting O11, we found P(O4/Afina1) and P(Og/Afinal), Which are the
closest observation sequences. (b) We find the differences of O5—04 and O9—Og, and
then, these differences are added to O1¢ giving two predicted observation sequences
Opl and 0,,2.

Predicted Observation

(Op1=10770100709572)and (O, =10870105609570)

(c) We again evaluate the P(Op1|Afina)) and P(Op2|AFina) values, and O, chosen
becauseitis observed that P(Op2|Apinal) is higher value than P(Op1 | Aginal) . Therefore,
Oy observation sequence because the predicted sequence.

Similarly using steps a, b, and c, we predict Op11, Op12, Op13, Op14 and Opy5 as
follows.

Op11=10670105609570 Op;2=9380107809470 Op13
=10270106609570
Opiys=10670109609570 Op;5=9370107809470

Actual observation sequences are Oa11, Oa12, Oa13, Oa1a and Oy;s as follows
(Table 4):

Table 4 Comparison between actual data and predicted data

Date Code Actual data Predictable data
Breakfast Lunch Dinner Bedtime Breakfast Lunch Dinner Bedtime

21-May-91 33 9 2 7 0 10 6 7 0
22-May-91 33 9 4 8 0 10 5 6 0
23-May-91 33 10 0 7 0 9 5 7 0
24-May-91 33 10 3 8 0 9 3 8 0
25-May-91 33 10 7 2 0 10 7 8 0
26-May-91 33 11 0 7 2 9 4 7 0
27-May-91 33 11 2 7 0 10 2 7 0
28-May-91 33 9 4 7 0 10 6 6 0
29-May-91 33 10 4 7 0 9 5 7 0
30-May-91 33 9 3 7 0 10 6 7 0
31-May-91 33 10 3 7 0 10 9 6 0
1-Jun-91 33 11 3 7 0 9 5 7 0
2-Jun-91 3 9 0 7 0 9 3 7 0
3-Jun-91 33 9 4 7 0 10 7 8 0
4-Jun-91 33 10 4 7 0 9 4 7 0
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—e— Actual doses
2| —*— Predicted doses

Dose of insulin

Number of days * 4

Fig. 1 Graph between actual doses and predicted doses for fifteen days

c —e— Actual doses

S Predicted d

é 20 —— Predicte oses

B o [ SN SN NN NN TN
n 0

S -10

[a] 0 4 8 12 16 20

Number of days * 4

Fig. 2 Graph between actual doses and predicted doses for five days

0311 =9270948010070 0312=103801072011072
0,3=11270947010470
0314=93701037011370 035=9070947010470

5 Results and Discussions

In this study, we have taken the problem of predicting insulin chart for diabetic
patients. Figures 1 and 2 show the comparison between predicted data and actual
data, and it can be observed that results are very encouraging. We have discussed
our results with our university medical doctor Dr. Chaman Kumar; he was very
enthusiastic to see the results. To start with, the results obtained can be very useful to
guide the junior doctors who prepare the complete chart for the patients. However, we
need to make it user friendly before it can be tested in actual practice by the doctors.
The solution of third problem, i.e., the learning problem has exponential complexity
(NT) and HMM learning problem is solved using randomized search algorithm
in polynomial time. We would like to compare the results by implementing other
randomized algorithms.
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A Single Curve Piecewise Fitting Method
for Detecting Valve Stiction and Quantification
in Oscillating Control Loops

S. Kalaivani, T. Aravind and D. Yuvaraj

Abstract Stiction is one of the most common problems in the spring-diaphragm
type control valves, which are widely used in the process industry. In this paper,
a procedure for single curve piecewise fitting stiction detection method and quan-
tifying valve stiction in control loops based on ant colony optimization has been
proposed. The single curve piecewise fitting method of detecting valve stiction is
based on the qualitative analysis of the control signals. The basic idea of this method
is to fit two different functions, triangular wave and sinusoidal wave, to the controller
output data. The calculation of stiction index (SI) is introduced based on the proposed
method to facilitate the automatic detection of stiction. A better fit to a triangular
wave indicates valve stiction, while a better fit to a sinusoidal wave indicates non-
stiction. This method is time saving and easiest method for detecting the stiction.
Ant colony optimization (ACO), an intelligent swarm algorithm, proves effective in
various fields. The ACO algorithm is inspired from the natural trail following be-
haviour of ants. The parameters of the Stenman model estimated using ant colony
optimization, from the input—output data by minimizing the error between the actual
stiction model output and the simulated stiction model output. Using ant colony opti-
mization, Stenman model with known nonlinear structure and unknown parameters
can be estimated.
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1 Introduction

Large-scale, highly integrated processing plants include some hundreds or even thou-
sands of control loops. The aim of each control loop is to maintain the process at the
desired operating conditions, safely and efficiently. A poorly performing control loop
can result in disrupted process operation, degraded product quality, higher material
or energy consumption and thus decreased plant profitability.

Nonlinearities such as stiction, backlash and dead band cause oscillations in the
process output. They may be present in the process itself or in the control valves.
Among the many types of nonlinearities in control valves, stiction is the most com-
mon problem in the control valves, which are widely used in the process industry. It
hinders the proper movement of the valve stem and consequently affects control loop
performance. As the presence of oscillation in a control-loop increases the variability
of the process variables, thus causing inferior quality products and larger rejection
rates, it is important to detect and quantify stiction. The single curve piecewise fitting
method involves fitting the single curve of OP to both triangular and sinusoidal waves
using least square estimation (LSE). A better fit to a triangular wave indicates valve
stiction, while a better fit to a sinusoidal wave indicates nonstiction. This method is
time saving and easiest method for detect the stiction. All valves are sticky to some
extent, it is important to quantify stiction. The quantification is implemented by an
ant colony optimization procedure. The ant colony optimization procedure involves
certain steps to estimate the parameter values. The parameter estimation is done by
minimizing the objective function. The error (e) is the difference between actual
stiction model output (y) and the dynamic stiction model output (y,,). It is used as
the criterion to correct the model parameters, so as to identify the parameters of the
actual process.

2 Valve Stiction Model

The present work focuses on pneumatic control valves, which are widely used in
the process industry. The general structure of pneumatic control valve is shown in
Fig. 1.

Stiction is a portmanteau word formed from the two words static friction. Stiction
is the static friction that prevents an object from moving and when the external force
overcomes the static friction the object starts moving [1]. The presence of stiction
impairs proper valve movement, i.e. the valve stem may not move in response to
the output signal from the controller or the valve positioner. To check the behaviour
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Fig.1 Structure of pneumatic Spring
control valve ’ Actuator
Elastic Force ',
Air Pressure ' Diaphragm
Air
-Friction
Valve Stem -~
- Grand Packing
Fluid == -Plog

=

of valve moment by modelling, the stiction detection made by physical model and
Stenman model used to quantification process.

2.1 Physical Model of Valve Friction

The purpose of this section is to understand the physics of valve friction and reproduce
the behaviour seen in real plant data. For a pneumatic sliding stem valve, the force
balance equation based on Newton’s second law can be written as,

d2x

ME:ZForcezFa—l-Fr—i-Ff—i-Fp—i-Fi (1)

where,

M = Mass of the moving parts, x = Relative stem position.

F, = Au = Force applied by pneumatic actuator (A = Area of the diaphragm,
u = Actuator air pressure or the valve input signal).

F, = —kx = Spring force (k = Spring constant).

Fp =—aAP = Force due to fluid pressure drop (¢ = plug unbalance area,
A P = Fluid pressure drop across the valve).
F; = Extra force required to force the valve to be into the seat.
Fy = Friction force includes static and moving friction.
where
F @) ifv#0
Fr=41—-Fa+F) ifv=0and |F, + F;| < F 2)

—Fssign (F, + F,) ifv=0and |F, 4+ F;| > F;
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Table 1 Values of F and F. for different levels of stiction

Magnitude of stiction F;(1bf) F. (Ibf)

Weak stiction 384 320

Strong stiction 600 500
F(v) = —Fesgn(v) —vF, — (Fs — F¢) exp (— v/vs)2sgn(v) (3)

The expression for the moving friction is in the first line of equation and comprises
a velocity independent term F,. known as Coulomb friction and a viscous friction
term vF, that depends linearly upon velocity. Both act in opposition to the velocity,
as shown by the negative signs.

The second line in equation is the case when the valve is stuck. Fy is the maximum
static friction. The velocity of the stuck valve is zero and not changing; therefore,
the acceleration is zero also. Thus, the right-hand side of Newton’s law is zero, so
Ff':_(Fa+Fr)~

The third line of the model represents the situation at the instant of breakaway. At
that instant, the sum of forces is (F, + F,) — Fssgn (F, + F;), which is not zero if
|F, 4+ F,| > F;. Therefore, the acceleration becomes nonzero and the valve starts to
move. Here, F; and F), assumed to be zero because of their negligible contribution
in the model Table 1.

3 Proposed Single Curve Piecewise Fitting Detection Method

Single curve piecewise fitting method of detecting valve stiction is based on the
qualitative analysis of the control signals [2]. The basic idea of this method is to fit
two different functions, triangular wave and sinusoidal wave, to the controller output
(OP) data. The response of physical model is considered as the valve stiction, the
stiction detection method is based on the single curve piecewise fitting results of
the output signal of first integrating processes, and finally, according the calculation
of stiction index, it is introduced based on the proposed method to facilitate the
automatic detection of stiction [3].

3.1 Method Description
The single curve piecewise fitting based identification algorithm can be summarized
in the following steps:

Step 1: Simulated the closed-loop stiction model in pneumatic control valves.
Step 2: M output data points are generated from the system to be identified [4].
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Step 3: In the case of stiction-induced oscillations, the valve position switches back
and forth periodically, which results in a rectangular wave.

Step 4: The first integrator after the valve in the control loop converts it into a
triangular wave.

Step 5: A sinusoidal external disturbance results in sinusoidal controller output (OP)
and process variable (PV), as the integration of a sine wave results in a
sinusoidal wave with phase shift.

Step 6: A marginally stable control loop also results in smooth sinusoidal-shaped
controller output (OP) and process variable (PV) for the same reason as for
a sinusoidal external disturbance.

Step 7: Random initial values for parameters of the nonlinearities in the appropriate
range are generated. Choose the any single curve from the controller output
[5].

Step 8: Generate the single sine wave and triangular wave and fit with controller
output, the objective function for each particle in the initial population is
evaluated.

Step 9: Judge end of the iteration and output the best solution, while a better fit
to a sinusoidal wave indicates nonstiction. A better fit to a triangular wave
indicates valve stiction.

Step 10: According to the stiction index, value used to find the magnitude of stiction.

3.2 Stiction Index

The stiction index (SI) is defined as the ratio of the MSE of the sinusoidal fit to the
summation of the MSEs of both sinusoidal and triangular fits: SI is bounded to the
interval [0, 1]. The mathematical expression for SI can be written as

MSEsin

SI = - -
MSEsin + MSEtri

“4)

SI = Oindicates nonstiction, where S(t) fits a sinusoidal wave perfectly (MSEsin =
0), SI = 1 indicates stiction, where S(t) fits a triangular wave perfectly (MSEtri = 0).
For real process data, an SI close to 0 would indicate nonstiction, while an SI close
to 1 would indicate stiction. SI is around 0.5, which means MSEsin = MSEtri, and it
is undetermined.

Based on the experience, the following rules are recommended:

SI < 0.4 = no stiction
0.4 < SI < 0.6 = undetermined 4)
SI > 0.6 = stiction
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4 Data-Driven Stiction Model

Stenman et al.[1] with reference to a private communication with Hagglund reported
a one-parameter data-driven stiction model. Stenman proposed a single-parameter
data-driven stiction model based on d. Since physical model has certain disadvan-
tages, a single-parameter data-driven model is used for quantifying stiction.

The model is described as follows:

x(t—1) iflu(@®) —x(@t—1) <d|
u(t) otherwise

x() = [ (6)

where u and x are the valve input and output, x(f — 1) and x(¢#) represent past
and present stem positions, u(¢) is the actual controller output, and d is the valve
stiction band. The model compares the difference between the current input (u(t))
to the valve and the previous output (x(r — 1)) of the valve with the dead band.
A real valve can stick anywhere whenever the input reverses direction.

5 Ant Colony Optimization

Ant colony algorithm was first introduced by E. Bonabeau and M. Dorigo in 1991,
and the algorithm is a simulation-based evolution process of the real ant seeking
food. In 1992, ant colony optimization (ACO) takes inspiration from the foraging
behaviour of some ant species. A foraging ant deposits a chemical (pheromone) on
the ground which increases the probability that the other ant will follow the same
path. This type of communication is also known as stigmergy [6].

The basic procedure of ACO involves certain steps to estimate the unknown
parameters of the system. The flowchart of the basic ant colony optimization is
shown in Fig. 2.

The main principle of ACO is to minimize the objective function which is also
represented as fitness function. If this objective function does not reach the minimum
value, the next iteration starts by updating the pheromones. The pheromone is updated
till the objective function reaches the minimum value [7].

6 Principle and Implement of Parameter Estimation
Using ACO

The framework of ACO-based parameter estimation of the Stenman stiction model
is illustrated in Fig. 3. The quantification of process nonlinearity can help decide
whether to implement a nonlinear controller or not. It is important to measure the
degree of nonlinearity of a process under various input excitation signals or operating
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Fig. 2 Flowchart of the basic ant colony optimization

conditions [6]. The quantification is implemented by an ant colony optimization
procedure. The open-loop response is obtained for Stenman stiction model.

Since, Stenman model is a single-parameter model, the valve stiction band (d) is
to be estimated by obtaining the difference between the actual stiction model output
¥(¢) and simulated stiction model output y,, (f), u(¢) is the system input signal that can
be used in common to both the actual stiction model and simulated stiction model

v(t)

Actual Stiction Model

uft)

Objective function

A

Simulated Stiction Model

ve(t)

‘,' Identified parameter (d)

ACO <

d

Fig. 3 ACO-based parameter estimation procedure
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The following objective function (fitness function) can be defined so as to determine
how well the estimates fit the system [8].

M
F=2 (®=yn®) (7)

t=1

The ant colony optimization automatically adjusts the parameters of the simulated
stiction model. The ACO procedure is used to minimize the objective function which
is the difference between the actual stiction model output y(#) and the simulated
stiction model output y,, (7).

6.1 Algorithm for Parameter Estimation

6.1.1 Initialize the Pheromone

For constructing a solution, an ant chooses at each construction step t = 1,...m, a
value for decision variable x; in m dimensional problem. While termination condition
not met, do [10].

Procedure ACO

begin

Initialize the pheromone
while (stopping criterion not satisfied) do
Position each ant in a starting point
while (stopping when every ant has
build a solution) do
for each ant do
Chose position for next task by
pheromone trail intensity
end for
end while
update the pheromone
end while
end

6.1.2 Ant Solution Construction

The tour length for the kth ant, L, the quantity of pheromone added to each edge
belonging to the completed tour is given by the following equation

L—Qk where edge (i, j) € Tx (1)

O . . . (8)
if edge (i, j) ¢ Tr(?)

Ar,.’j. (1)



A Single Curve Piecewise Fitting Method 21

where 7;; is the trail intensity which indicates the intensity of the pheromone on the
trail segment (ij), and Q represents the pheromone quantity [10].

6.1.3 Pheromone Update

After performing local searching, the pheromone table is updated by using the former
ants. The pheromone decay in each edge of a tour is given by

i+ 1) =00-p)t; @)+ Atj (2) )

where p € (0, 1) is the trail persistence or evaporation rate. The greater the value of
p is, the less the impact of past solution is. When the ant completes its tour, the local
pheromone updating is done. The value of At; is defined as follows:

1
Atj = — 10
i=T (10)
where Ty is the shortest path length that searched by kth ant at ith iteration. When
the ant completes its tour, if it finds the current optimal solution, it can lay a larger
intensity of the pheromone on its tour, and the global pheromone updating is applied
and the value of Art; is given by

D
Aty = — (11)
op

where T, is the current optimal solution, and D is the encouragement coefficient.

7 Results and Discussion

In this section, several simulations are performed for detecting pneumatic control
valve stiction in the closed loop of a physical model using MATLAB/Simulink soft-
ware. The control valve stiction is detected by obtaining the closed-loop response of
valve stiction. To study the effect of stiction, a first-order process with a time-delay
was simulated using a pneumatic control valve modelled using Newton’s second law.

1.54¢ 1078
G - 12
)= S5 11 (12)

The model parameters used in the simulation are given below. The values of fs
and fc are as per the Table 3.1. A = 1,000 in?, k = 3001bf.in"!, M = 31b, F, =
3.51bf.s.in" !, vs = 0.01. Figures 4a and 4b show the variations of controller output,
plant output and valve output in the presence of weak stiction and strong stiction,
respectively.
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Table 2 Stiction index for

different levels of stiction for

curve fitting method Weak stiction 0.5342
Strong stiction 0.8008

Magnitude of stiction Stiction index

The above figure shows the process output and plant output produces triangle
wave and the stiction valve produce the rectangular-shaped output. The above figs.
6a and 6b show the variations of controller output for weak stiction and strong stiction
using sinusoidal fitting.

The single curve controller output is fitting with single curve triangular wave form,
and the mean square error (MSE) value was calculated in weak stiction and strong
stiction, the mean square error value was calculated in weak and strong stiction. The
figs. 7(a) and 7(b) show the variations of controller output for weak stiction and
strong stiction using triangular fitting. Stenman model is a single parameter model,
the valve stiction band (d) is to be estimated by obtaining the difference between
the actual stiction model output y(#) and simulated stiction model output y,,(¢), and
u(t) is the system input signal that can be used in common to both the actual stiction
model and simulated stiction model. The trajectories of estimated parameters for
weak stiction and strong stiction shown in figs. 7(a) and 7(b)
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The population and iteration values are 20 and 100, respectively. The parameter
‘d’ is initialized from 0.01 and is increased up to 10. The evaporation rate p is
0.2, and the parameter Q is 100. A control valve stiction model with weak stiction
(d = 0.2), and strong stiction (d = 0.5) cases are simulated in the control loop.

Due to the presence of stiction the quantification of stiction is essential. The
quantification of stiction is done by using ant colony optimization procedure [9].
By using ACO algorithm, the stiction parameters are estimated, when the objective
function reaches the minimum value and the process is repeated for 100 iterations
Table 3.

Table 3 ACO-based optimization

Magnitude of stiction

Actual stiction model parameter ~ Simulated stiction model

(d) value parameter (d) value
Weak stiction 0.2 0.2
Strong stiction 0.5 0.48
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It shows the parameter estimation is done by minimizing the objective function.
The error, e(t), is the difference between actual strong stiction model output y(t) and
the simulated strong stiction model output ym(t). It is used as the criterion to correct
the model parameters, so as to estimate the parameters of the actual process. Here,
50 seconds time is taken to find the optimal value. The estimates of the recovered
stiction model are very close to the true values.

8 Conclusion

In this paper, the dynamics of the stiction phenomenon found in the pneumatic control
valve is understood by the physical model. The stiction found in the pneumatic control
valve is modelled using first principles and implemented using MATLAB/Simulink
software environment. The physical model involves several parameters, but the mag-
nitude of stiction is based on the two parameters such as maximum static friction
(fs) and Coulomb friction (fc). The closed-loop response for the physical model is
obtained and the various detection methods such as the single curve piecewise fitting
method implemented in the controller output. Due to the presence of stiction, the
quantification of stiction is essential. The quantification of stiction is done by using
ant colony optimization procedure. The ant colony optimization procedure involves
certain steps to estimate the parameter values. The parameter estimation is done by
minimizing the objective function. The error (e) is the difference between actual
stiction model output (y) and the dynamic stiction model output (ym). It is used as
the criterion to correct the model parameters, so as to estimate the parameters of the
actual process.
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Feed Point Optimization of Fractal Antenna
Using GRNN-GA Hybrid Algorithm

Balwinder Singh Dhaliwal and Shyam S. Pattnaik

Abstract The design of miniaturized and efficient patch antennas has been a main
topic of research in the past two decades. The fractal patch antennas have provided
a good solution to this problem. But, in fractal antennas, finding the location of
optimum feed point is a very difficult task. In this chapter, a novel method of using
GRNN-GA hybrid model is presented to find the optimum feed location. The results
of this hybrid model are compared with the simulation results of IE3D which are in
good agreement.

Keywords Fractal antenna - Generalized regression neural networks - Genetic
algorithm - Hybrid algorithm

1 Introduction

A fractal antenna is one that has been shaped in a fractal fashion, either through
bending or shaping a volume, or through introducing holes. They are based on fractal
shapes such as the Sierpinski triangle, Mandelbrot tree, Koch curve, and Koch island
etc. [1]. There has been a considerable amount of recent interest in the possibility of
developing new types of antennas that employ fractal rather than Euclidean geometric
concepts in their design. Sierpinski gasket is an example of mostly explored fractal
antenna. Other geometries used for fractal antennas include Sierpinski carpet, Hilbert,
Koch, and Crown square antenna [2].
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Fig. 1 a Base geometry (zeroth iteration), b first iteration geometry, ¢ second iteration geometry

A fractal antenna based on rectangular base shape is proposed in this presented
work. The base geometry or zeroth iteration is a rectangle with side lengths of 39.3
and 48.4mm as shown in Fig. la. To obtain the first iteration geometry shown in
Fig.1b, an ellipse is cut from the base shape of Fig. la. The primary axis radius
of the ellipse is 16 mm, and secondary axis radius of ellipse is 22.62mm. Then,
a rectangle is inserted in the area from where the ellipse is cut, such that all four
corners of inserted rectangle are connected with the boundary of ellipse cut. The
side lengths of the inserted rectangle are 24.18 and 29.64 mm. The dimensions of
the ellipse and rectangle are selected so that the inserted rectangle is 60 % of size
of the base rectangle. To obtain the second iteration geometry shown in Fig.1c, the
same procedure is applied on the first iteration geometry i.e., an ellipse is cut, and
then a rectangle is inserted. The primary axis radius of the ellipse cut is 10 mm,
and secondary axis radius is 12.92mm. The side lengths of the inserted rectangle
are 14.5 and 17.78 mm. The dimensions of the ellipse and rectangle are selected so
that the inserted rectangle is 60 % of size of the first iteration rectangle. The height
of substrate used is 3.175 mm with dielectric constant and loss tangent of 2.2 and
0.0009, respectively.

In antenna design, feeding techniques are very important as they ensure that
antenna structure operates at full power of transmission. Especially at high frequen-
cies, designing of feeding techniques becomes a more difficult process. One of the
most common techniques used for feeding antennas is coaxial probe feed technique.
The location of feed (i.e., feed point) is very important in antenna performance. The
feed point must be located at that point on the patch, where the input impedance is
50 ohms for the resonant frequency. But, it is not an easy task to achieve specially
for small-size antennas. This problem is further complex in case of fractal antennas
because of the complex geometry of different iterations.

In this chapter, a novel method of finding feed point using hybrid GRNN-GA
model is proposed. The following section describes GRNN, GA, and proposed hybrid
algorithm. The results are given in Sect. 3, and present work is concluded in Sect. 4.



Feed Point Optimization 27

—_
az
o —
W
1X - Saxl
S1 %52 n
S, x1 /
ba
Saxl
— Sl x1
ai'=radbas(||;W1-P||b;1) az=purelin(a)
Radial basis layer Special linear layer

Fig. 2 Generalized regression neural network model

2 Hybrid GRNN-GA Model for Feed Point Calculation

2.1 Generalized Regression Neural Networks

Back-propagation neural networks (BPNN) is a widely used model of the neural
network paradigm and has been applied successfully in applications in a broad range
of areas. However, BPNN, in general, has slow convergence speed, and there is no
guarantee at all that the absolute minima can be achieved. This disadvantage can be
overcome by using generalized regression neural networks (GRNN).

The GRNN were first proposed by Sprecht in 1991, which are feed-forward neural
network model based on nonlinear regression theory. The network structure is shown
in Fig. 2. GRNN consists of a radial basis function network layer and a linear network
layer. The transfer function of hidden layer is radial basis function. The basis function
of hidden layer nodes in network adopts Gaussian function, which is a non-negative
and nonlinear function of local distribution and radial symmetry attenuation for
central point, and generates the responses to input signal locally. GRNN employs
the smoothing factor as a parameter in learning phase. The single smoothing factor
is selected to optimize the transfer function for all nodes. To reduce computational
time, GRNN performs one-pass training through the network [3].
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2.2 Genetic Algorithms

Genetic algorithm belongs to a class of probabilistic methods called “Evolutionary
Algorithms” based on the principles of selection and mutation. GA was introduced by
J. Holland, and it is based on natural evolution theory of Darwin. It is a population-
based algorithm, and they find their application in various engineering problems.
Usually, a simple GA consists of the following operations: selection, crossover,
mutation, and replacement. First, an initial population composed of a group of chro-
mosomes is generated randomly. These chromosomes represent the problem’s vari-
ables. The fitness values of the all chromosomes are evaluated by calculating the
objective function in a decoded form. A particular group of chromosomes is selected
from the population to generate the offspring by the defined genetic operations such
as crossover and mutation. The fitness of the offspring is evaluated in a similar fash-
ion to their parents. The chromosomes in the current population are then replaced by
their offspring, based on a certain replacement strategy. Such a GA cycle is repeated
until a desired termination criterion is reached (for example, a predefined number
of generations are produced). If all goes well throughout this process of simulated
evolution, the best chromosomes in the final population can become a highly evolved
solution to the problem. To overcome the possibility of being trapped in local minima,
in GA, the mutation operation in the chromosomes is employed. GA has been applied
in a large number of optimization problems in several domains, telecommunication,
routing, and scheduling, and it proves its efficiency to obtain a good solution. It has
also been extensively used for a variety of problems in antenna design during the last
decade [4-6].

2.3 Proposed Hybrid Algorithm

The genetic algorithm (GA) technique uses the objective function for the optimiza-
tion and without which the optimization technique has no meaning. But in case
of fractal antennas, closed-form mathematical formulation for finding the optimum
feed location is not available. Thus, a novel method of objective function formula-
tion has been presented, in which generalized regression neural networks are used
as the fitness function. This technique can be used everywhere, particularly in those
cases where the objective function formulation is difficult, or the objective function is
improper. The procedure adopted to find the optimum feed location of the proposed
fractal antenna is given below.

e Data Set Generation: Data set for the training of GRNN has been prepared by using
IE3D software. The antenna is simulated for different feed locations (x;, y;), and
the return loss for the corresponding feed location points has been taken as output.
The center of antenna is considered at (0, 0) all cases.
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e Training the ANN: The above data set has been used to train the GRNN in MAT-
LAB. Sufficient number of training samples has been used to train the network.
Fig. 3 shows the model for the training of GRNN network.

e The genetic algorithm optimization technique has been implemented using MAT-
LAB, and the trained GRNN network has been used as objective function for the
GA algorithm. The GA minimizes the objective function, and it gives the feed
location where return loss is minimum, as output.

e The optimum feed points given by GA have been simulated using IE3D software,
and return loss (S11) is found. The simulation values are compared with the hybrid
model results in order to check the accuracy of the results.

3 Results and Discussion

Three different models have been trained, one for each geometry. For the training
of GRNN, the spread constant is required to be set, and it is taken as 0.1 for all the
3 models. These trained GRNN models have been then used as objective functions
for the genetic algorithm. The parameters of GA are as follows: The population size
is 50 and the crossover probability is 0.8. GA is run for 500 iterations for each model.
The optimum feed locations provided by this hybrid GRNN-GA model along with
the minimized return loss are given in Table 1.

The feed locations obtained from hybrid algorithm are simulated using IE3D
software. The return loss (S11) for all geometries is found. The simulated values
of return loss are almost same as given by hybrid algorithm for base geometry and
second iteration geometry, and it is better than hybrid model value for first iteration
geometry. The comparison of hybrid model results and simulation results is given in
Table 2 which shows a reasonable match.

Table 1 Results of hybrid GRNN-GA model

Geometry Minimized return loss (S11) in dB Optimized feed location
Xi Yi

Base geometry —34.370 8.152 13.326

First iteration —36.142 8.348 9.005

Second iteration —40.349 —9.432 12.466
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Table 2 Comparison of hybrid model and simulation results

Geometry S11 (dB) Hybrid model value  Sy; (dB) Simulation value Resonant
frequency f;
(GHz)

Base geometry —34.370 —33.816 2.34

First iteration —36.142 —43.535 1.85

Second iteration —40.349 —40.351 1.82

4

Conclusion

The optimum feed points of the three geometries are different. As the iterations of
fractal antenna increases, the optimum feed location changes, thus affecting the per-
formance of the antenna. A novel approach based on GRNN-GA hybrid algorithm
has been implemented successfully to locate the optimum feed point for each gen-
eration of fractal geometry. The results obtained using GRNN-GA hybrid algorithm
are in good agreement with the simulation results obtained using IE3D software.
This approach can be used for any other geometry.
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Diversity Maintenance Perspective: An
Analysis of Exploratory Power and Function
Optimization in the Context of Adaptive
Genetic Algorithms

Sunanda Gupta and M. L. Garg

Abstract In order to increase the probability of finding optimal solution, GAs must
maintain a balance between the exploration and exploitation. Maintaining popula-
tion diversity not only prevents premature convergence but also provides a better
coverage of the search space. Diversity measures are traditionally used to analyze
evolutionary algorithms rather than guiding them. This chapter discusses the applica-
bility of updation phase of binary trie coding scheme [BTCS] in introducing as well
as maintaining population diversity. Here, the robustness of BTCS is compared with
informed hybrid adaptive genetic algorithm (IHAGA), which works by adaptively
changing the probabilities of crossover and mutation based on the fitness results of
the respective offsprings in the next generation.

Keywords Genetic algorithm - Multidimensional knapsack problem - Diversity
maintenance

1 Introduction

Genetic algorithms (GAs) have been successfully applied to various optimization
problems where one intends to find an optimum or approximate solution to a prob-
lem that has a huge size of solution space. However, one of the major concerns
in using evolutionary algorithms to search a complex state space is the problem
of premature convergence, especially for combinatorial optimization problems like
multidimensional knapsack problem (MKP), where the landscape is multipeaked; the
probability of search sticking to local optima is all the more high. Because genetic
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programming is highly stochastic, we do not expect to obtain clear rules about exact
levels of diversity. We aim to draw general conclusions and “rules of thumb” from
the investigation of evolving populations with different measures of diversity. Given
a specific landscape structure—defined by the search space, objective function, then
relying on problem-specific knowledge for navigating this structure in order to extract
helpful information from the search space, would make the optimization faster and
more effective. This paper investigates the characteristic issues of BTCS [1] (which
incorporates this strategy) and compares it with IHAGA [2] for solving test instances
of combinatorial optimization problem on MKP. The simulation results show that
the proposed strategy significantly improves the computational efficiency of GAs.
The rest of the chapter is organized as follows. In the section that follows, a brief
review of the BTCS scheme and the research work going on in the field of using adap-
tive crossover and mutation operators for achieving diversity is provided. Section 3
describes the BTCS bucket updation phase vis-a-vis population diversity. Experi-
mental results are presented in Sect. 4. Section 5 summarizes the main contributions
of the chapter.

2 Related Work

2.1 Binary Trie Coding Scheme

Binary trie coding scheme [BTCS] creates and maintains a diverse population of
highly fit individuals capable of adapting quickly to fitness landscape change [1].
BTCS provides three major contributions related to duplicate elimination and prema-
ture convergence in a steady-state GA. The first contribution of BTCS is the virtually
compressed binary trie structure (VCBT). VCBT when integrated with GA proves
to be beneficial in determining duplicates among all the generations and replacing
them with unique individuals [1, 3]. The second contribution is to demonstrate that
preventing duplicates results in improved performance. It effectively avoids what is
usually a difficult trade-off between achieving fast search and sustaining diversity
and thereby provides means to avoid premature convergence. The third contribution
of BTCS is that it relies on problem-specific knowledge in fragmenting the search
space into feasible and infeasible regions and then pruning the infeasible regions.
This chapter discusses as to how bucket updation phase of BTCS incorporates the
effective measures pertaining to population diversity without using adaptive crossover
and mutation operators.

2.2 Adaptive Crossover and Mutation Rate

The significance of crossover operator in controlling GA performance has long been
acknowledged in GA research which can be dated back to 1980s [4]. A number
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of guidelines exist in the literature for setting the values of crossover probability
[5]. Some studies particularly focused on finding optimal crossover rates [6]. These
heralded the need for self-adaption of the crossover or mutation rates. In [7], an adap-
tive genetic algorithm was proposed, in which crossover and mutation probabilities
were varied according to the fitness values of the solutions. There were also works on
devising adaptive crossover operators instead of varying the crossover rates [8]. Sev-
eral operators were employed, and the probabilities of applying each operator were
adapted according to the performance of the offsprings generated by the operator.
Since then, several similar works have also been done [9].

The choice of mutation rate is also critical to GA’s performance [10]. Various
researchers have come up with novel approaches to implement the adaptive mutation
into a GA. Some approaches to adaptive mutation control employ parent fitness in
determining mutation probability [11]. If selected, highly fit individuals undergo low
levels of mutation (minimal disruption), while low-fitness individuals are subjected to
large rates of disruptive mutation. A measure of population diversity is employed by
[12] and [13] in adapting mutation probabilities. In a similar vein, Zhang et al. [14]
adapt crossover and mutation according to parameters extracted from a K-means
clustering algorithm. Thus, many researchers have emphasized on using adaptive
mutation so as to improve GA’s performance as it facilitates the finding of global
optimum more efficiently [15].

Although the adaptive crossover and mutation rates are hot spots in the study of
genetic search, the BTCS scheme proposed by us [1] does not explicitly employ any
scheme to adaptively mutate or crossover. For analyzing the robustness of BTCS, we
compare it with informed hybrid adaptive genetic algorithm (IHAGA). This scheme
works by adjusting its cross-adaptive rate and mutation rate according to the situation
surrounding the fitness of the individual [2]. In the course of crossover and mutation,
the probabilities of crossover and mutation are adjusted adaptively according to the
following formulas:

Pcmax — Pemin
2(f —
Pc=11 +exp<Ax(% — 1))
max avg
PCmin f/ < favg
Pmmax — Pmnin

L Pmmin f/ = favg

+ PcCmin f/ = favg

+ Pmmin f/ = favg

where Pcmax and Pcpin denote the lower limit and the upper limit of probability
of crossover, respectively. f,,« and faye denote the maximal fitness and the average
fitness of population, respectively, f° denotes the higher fitness of two crossover
individuals, f denotes the fitness of the individuals, and A = 9.903438 [2].
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3 BTCS Bucket Updation Phase

3.1 Buckets and Their Significance

The buckets correspond to the leaf nodes in a VCBT [1, 3]. The aim of buckets is
to maintain a continuous presence on as many peaks as possible. Population’s spa-
tial information is obtained with computationally inexpensive buckets. It provides
important information in addition to the address of the trie structure existing under it.
This information is used to identify potentially local convergence. Buckets are signif-
icant in dividing the population into an exploration section and exploitation section.
It monitors and measures diversity at synchronized time intervals and accordingly
attempts to control or promote diversity during the evolution. Identifying such mea-
sures allows better prediction for run performance and improved understanding of
the population and enables the design of efficient operators.

3.2 Bucket Updation

The contribution of updation phase in the BTCS scheme is twofold [1, 3]. The first
contribution of updation phase is to manage the size of VCBT structure. The size of
VCBT structure can be kept small by pruning fully explored regions of the search
space. The second contribution is to monitor convergence and introduce diversity so
as to avoid local entrapment.

3.2.1 Guided Crossover Operator

The proposed procedure works by randomly selecting buckets with criterion value
1, and then exchanges information by copying their best strings [1, 3]. The copying
of best feasible boundary solution of one to another is done only if (new bucket_sum +
old bucket_best_sum) are feasible and new bucket_sum is greater than old bucket_sum.
Doing this restricts the copying of strings between any two selected buckets randomly.
Bucket_sum and bucket_best_sum are two variables that are unique to each bucket.
They are used for storing the sum of included objects from root to bucket_position
and sum of bucket + 1 position till n (the number of objects), respectively. GA with
the proposed method distributes the individuals more widely compared to simple
GA, where the individuals represent the local optima for that region. The aim is to
identify feasible regions in the landscape that could replace less fit individuals by
more promising samples from the unexplored sections of the search space. This pre-
vents entrapment in local optima by including new individuals from the unexplored
regions of the search space.
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Table 1 Average execution time of BTCS in comparison with IHAGA

n m o Simple GA BTCS_IMO IHAGA
ABS.T AET ABS.T AET ABS.T AET
100 5 0.25 9.6 3459 10.85 109.47 8.14 31.13
0.5 235 347.3 26.32 120.23 19.92 76.41
0.75 26.9 361.7 33.36 123.02 23.19 90.43
10 0.25 97.5 384.1 104.20 115.12 83.33 192.05
0.5 97.3 418.9 111.90 143.6 84.61 129.86
0.75 16.8 462.6 19.15 159.56 14.36 129.53
30 0.25 177.4 604.5 198.69 202.68 150.00 199.49
0.5 118 782.1 130.98 247.74 113.90 218.99
0.75 90 904.2 80.10 315.34 80.10 253.18
250 5 0.25 50.7 682 34.19 216.03 34.48 265.98
0.5 276.7 709.4 191.59 257.54 185.39 333.42
0.75 195.9 763.3 127.12 241.78 137.13 534.31
10 0.25 359 870.9 258.16 290.65 290.43 566.09
0.5 3422 931.5 249.91 295.06 281.63 596.16
0.75 129.1 1011.2 95.91 320.3 104.44 455.04
30 0.25 582.9 1499.5 332.51 493.45 472.73 794.74
0.5 901.5 1980 601.20 643.14 720.30 1207.80
0.75 1059.3 2441.4 754.22 815.23 840.02 1440.43
500 5 0.5 291.3 1345.9 142.10 416.09 236.83 969.05
0.75 386.2 1412.6 188.40 499.32 317.84 974.69
10 0.5 562.2 1728.8 274.20 615.35 490.24 1383.04
0.75 937.6 1931.7 457.40 715.34 792.27 1564.68

30 0.5 1121.6 3198.9 547.10 1334.56 923.08 2600.71
0.75 1903.3 3888.2 928.40 1231.49 1545.48 3110.56

3.2.2 Adaptive Selection Parameter Control

This takes place when there is some form of feedback from the search that serves
as input to the mechanism used to determine the change in the strategy parameters.
During this phase, the avg corresponding to the worst and best individuals within
that bucket is checked. It is computed as the average of all the individuals within that
bucket. The new avg value will drop if more boundary solutions between the worst
and average interval are generated and would increase if more boundary solutions
between average and best interval are generated. During this phase, that bucket is
selected, whose new avg has increased and at least approximately more than 60 % of
the region within that bucket has already been explored. The aim of phase 2 in bucket
updation is to prevent the unnecessary delay caused in exploring those regions of
search space where the probability of best solution to exist is very limited. The phase
2 describes the buckets’ solution space diversity from a fitness perspective, i.e., a
measure of diversity of healthy individuals. BDS Bucket Updation employs ASPC
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Table 2 Percentage gaps for BTCS and IHAGA

n m o GA BTCS_IMO THAGA
100 5 0.5 0.4564 0.4613 0.46200
0.75 0.3212 0.2884 0.32119

10 0.5 0.7982 0.7774 0.79838

0.75 0.4813 0.4697 0.48100

30 0.5 1.3457 1.3145 1.36953

0.75 0.8321 0.8296 0.81546

250 5 0.5 0.1253 0.1183 0.12525
0.75 0.0811 0.0752 0.08759

10 0.5 0.2543 0.2362 0.25429

0.75 0.1572 0.1513 0.15710

30 0.5 0.5321 0.5267 0.54877

0.75 0.3112 0.2972 0.32431

500 5 0.5 0.0441 0.0443 0.04631
0.75 0.0378 0.0429 0.04271

10 0.5 0.1134 0.0946 0.11907

0.75 0.0712 0.0501 0.07903

30 0.5 0.2635 0.2387 0.26908

0.75 0.1747 0.1738 0.17905

to regulate selection pressure. ASPC’s objective is to create a diversity of health in
the population, i.e., the diversity of high-fitness individuals.

4 Experimental Results

Tables 1 and 2 illustrate the comparison of results of BTCS with those of IHAGA [2]
for solving the MKP. The results of BTCS and IHAGA are based on our own com-
putations. Table 1 provides the average best solution time (ABST) and the average
execution time (AET) for both BTCS and IHAGA. The bold highlights in Table 1
show the optimal average execution time among the two for varying n and m values,
where n is the number of objects and m is the number of constraints. It is clear from
Table 1 that IHAGA outperforms BTCS computationally, for smaller values of n.
The cost of constructing VCBT results in an increase in the average execution time.
However, for larger instances, despite the time utilized in the construction of VCBT
structure, BTCS is effective in reaching the optimal solution in comparison with
IHAGA. The ability to work with unique boundary individuals facilitates faster con-
vergence. The probability of recurrence of individuals in the subsequent generations
results in deviation from path, leading to optimality, for larger set of individuals in
the case of IHAGA despite its ability to guide the search. Table 2 further provides the
average percentage gaps for the two approaches. For both, the BTCS and IHAGA,
the percentage gaps (100 x (optimum LP — optimum GA)/optimum LP) relative to
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the solution of LP relaxation were computed. Here GA refers to special cases of GA,
i.e., BTCS and IHAGA. It can be inferred from the results of Table 2 that BTCS
outperforms IHAGA for all test instances under consideration. BTCS has provided
better coverage of the search space and has been found to be successful in providing
solutions of better quality in comparison with [HAGA.

5 Conclusion

The aim of updation phase in the BTCS scheme has been the exploring of promising
regions while concentrating the search on hyperplanes that are likely to contain good
solutions. The GCO and ASPC focus on extracting information about the selected
buckets before deciding on the introduction of diversity. Its advantage is that at the
point of near convergence, late in a GA run, such diversion reduces the probability
of GA to entrap in local convergence and thus provides better solutions.

In our approach, we have not used a mutation parameter, which should be adapted
explicitly. Instead, it is the principle of working with unique chromosomes (or indi-
viduals) in the VCBT structure, which guarantees automatic mutation. Furthermore,
our approach still concentrates on using one-point crossover operator with a fixed
probability of 0.70. This is attributed to the deeper nature of BTCS scheme, which
permits only good optimal solutions from the search space to participate in the
process of evolution. Working with unique boundary solutions assists in maintaining
an optimum level of diversity among the individuals.
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Use of Ant Colony System in Solving
Vehicle Routing Problem with Time
Window Constraints

Sandhya Bansal, Rajeev Goel and C. Mohan

Abstract Vehicle routing problem with time window constraints (VRPTW) is an
extension of the original vehicle routing problem (VRP). It is a well-known NP-hard
problem which has several real-life applications. Meta-heuristics have been often
tried to solve VRTPW problem. In this paper, an attempt has been made to develop
a suitable version of Ant colony optimization heuristic to efficiently solve VRPTW
problem. Experimentation with the developed version of Ant colony optimization
has shown that it succeeds in general in obtaining results obtained with earlier version
and often even better than the results that are better than the corresponding results
available in literature which have been obtained using even previously developed
hybridized versions of ACO. In many cases, the obtained results are comparable
with the best results available in literature.

Keywords Vehicle routing problem - Ant colony optimization : Heuristics *
Optimization

1 Introduction

Vehicle routing problem (VRP) [21, 22] lies at the heart of logistics and distribution
management that is presently being used by the companies engaged in delivery and
collection of goods. Since the conditions and constraints vary from one situation
to another, several variants [3, 11, 18] of basic problem have been proposed in
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literature. This paper addresses itself to developing an efficient Ant-colony-system-
based heuristic for solving VRPTW.

VRPTW [23, 26] problem consists of finding the minimum set of routes for
identical capacity vehicles originating and terminating at a central depot such that
each customer is served once and only once, given that the exact number of customers
and their demands are known. There are also constraints of time windows in that each
customer must be served in a specified slot of time. Objective of VRPTW is to find the
minimum of total distance travelled and/or the minimum number of vehicles required
which can accomplish this job. It is a NP-hard problem where the number of feasible
solutions grows exponentially as the number of customer’s increases. The work on
this problem available in literature can be divided into two classes: exact optimization
techniques and heuristic-based (approximate) algorithms. In the first category, the
works by [21, 24, 27] can be cited. The methods developed in these papers have been
able to efficiently solve some of the Solomon benchmark problems [5, 20, 31]. In
the second category, a very large number of heuristic approaches such as tabu search,
genetic algorithms, ant colony algorithms, simulated annealing, large neighborhood
search, variable neighborhood based algorithms, and multi-phase approaches have
been tried [6, 7, 20, 26, 29].

Among heuristic-based optimization techniques, ACO is a more recent optimiza-
tion heuristic proposed by Dorigo et al. [4, 12-16]. ACO imitates real ant behav-
ior to search for optimal solutions. ACO-based optimization techniques tried thus
far for solving VRPTW problem generally use distance and pheromone as search
guide parameters. This paper proposes a version of ACO which incorporates besides
these two parameters waiting time, urgency to serve and the bias factor also as
search guide parameters. Our objective has been to see whether inclusion of these
additional parameters can further improve the performance of ACO algorithm for
solving VRPTW.

The rest of the paper is organized as follows. Section 2 presents mathematical
model of VRPTW problem. Conventional use of ACO heuristic in solving VRPTW
problem is presented in Sect. 3. Proposed modifications in this algorithm are pre-
sented in Sect. 3.2. Computational experimentation using the modified ant colony
system (ACS) algorithm is presented in Sect. 4. Comparison of the obtained results
with those earlier available in literature obtained through is done Sect. 5 and certain
conclusions drawn.

2 Mathematical Description of VRPTW

In this section, we briefly describe the mathematical model of VRPTW.

The VRP is a complicated combinatorial optimization problem. It has received
considerable attention in the past decades because of its practical importance in
the fields of transportation, distribution, and logistics. VRPTW is a generalization
of the classical VRP with the additional restriction of time window constraints. The
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VRPTW can be modeled in mathematical terms through a complete weighted digraph
as follows.

Let G = (V, A) where V. = {vg,vi,v2...v,} be a set of nodes, where vq
represents the depot that holds a fleet of vehicles and vy, v>...v, denote a set
of n customers which are to be served by these vehicles. Each customer has
an associated demand ¢;, service time s;, a service time window [e;, [;]. Also
A = [{vi,v;}(G,j = 0,1,2,...n,i # j)]is the set of arcs connecting various
nodes, having distance dj; as weights. If a vehicle reaches a customer v; before spec-
ified time e;, it needs to wait until ¢; in order to service the customer. The service has
to be provided before close time of window at /;. The depot has also time window
[eo, [p]. No vehicle is to leave the depot before ¢y and all should come back before
lp. The load-carrying capacity of all vehicles is same and all travel with identical
constant speed. The objective of the VRPTW is to service all the customers without
violating vehicle capacity constraints and time window constraints using minimum
number of vehicles that travel minimum possible total distance.

Mathematically, the problem is usually expressed as:

Minimize
N N V
F=3 3> o v
i=0 j=0 K=1
Subject to:
Vv N
szi‘]’.fV fori =0 @
\% N
in§=zxﬁ§1 fori =0andv e {l,...,V} )
v=1 j=1
Vv N
szi‘;‘:l fori € {1,...,N} @
v=1 j=0
Vv N
Zinjzl fOI‘jG{l,.u,N} (5)

v=1i=0
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N N

Zcinﬁfqv forve{l,...,V} (6)
i=0  j=0

Vv N

ZZXS(ti—i-tij—i-si—l-wi):tj forj e {1,..., N} (7)
v=1i=0

e < (ti+w; <1I;) forie{l,...,N} 3)
to=wy=s50=0 9

xij = 1 if vehicle k travels from customer i to customer j, and 0 otherwise (i #
Jii,j=0,1,...,N).
Here,

V denotes total number of vehicles,

N total number of customers,

ci customeri(i = 1,2,..., N)and cq delivery depot,

d;j traveling distance between customer i and customer j,

t;j travel time between customer i and customer j,

g; demand of customer i,

gy loading capacity of each vehicle, (loading capacity of all vehicles are identical).
e; earliest permitted arrival time of vehicle at customer i;

[; latest permitted arrival time of vehicle at customer i;

s; service time of customer i;

This is an optimization problem in which, (1) is the objective function of the
problem which is to be minimized subject to constraints (2)—(9).
In this optimization model, decision variables are as follows:

V total number of vehicles required;
t; arrival time of vehicle V at customer i;
w; waiting time of vehicle at customer i before service can be started;

Objective function (1) ensures that total distance travelled by all the vehicles is
minimized. The first constraint (2) specifies that there are at the most V vehicles
going out of the depot. The set of constraint (3) ensures that every vehicle starts from
and ends at the delivery depot. The next two sets of constraints (4) and (5) restrict the
assignment of each customer to exactly one vehicle route. The next set of constraints
(6) ensures that the loading capacity of no vehicle is exceeded. The constraints of
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set (7) are the maximum travel time constraint. Remaining constraints (8) guarantee
schedule feasibility with respect to time windows.

In formulating the above mathematical model, the following assumptions have
been made:

e Identical vehicles with known capacities Q are used.

o All vehicles travel with identical constant velocity.

e Every vehicle leaves the depot and returns to the depot within specified time
window [/, so].

e Demand of each customer is g; is known.

e Each customer is serviced by one and only one vehicle.

e The total demand of any customer is not more than the capacity of the vehicle.

3 Use of ACS in Solving VRPTW

VRPTW being an NP-hard problem, its exact solution is not known in general. There-
fore, large numbers of alternative algorithms have been proposed for solving it. In
this section, we first present conventional ACS-based approach for solving VRPTW
problem and then present our proposed modification in it. The basic philosophy of
ACS approach is to use a suitable positive feedback mechanism to reinforce those
arcs of the graph that belong to a good solution. This mechanism is implemented
associating pheromone levels with each arc which are then updated in proportion to
the goodness of solutions found.

While presenting ACS-based algorithm, for solving VRPTW, we shall use the
term ‘tour’ to denote a set of routes followed by all ants (vehicles) which are able to
serve all the nodes of the graph as per their requirements under specified conditions.
Our problem is to determine an optimal tour. The ACS algorithm commonly used
for solving VRPTW is given below.

3.1 ACS Algorithm for Solving VRPTW:

Step 1. Construction of an initial feasible route:

(a) Each ANT starts from the depot and the set of customers included in its
route is empty.

(b) The ant selects the next customer to visit from the list of feasible customers
based upon the probabilistic formula (10).

(c) After serving the customer storage capacity and the time used thus far of
the Ant is updated and the process continued. Ant returns to the depot when
either of the capacity constraint or time window constraint of the depot is
satisfied.
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(d) We next check whether all the customers have been served or not. If all the
customers have been served, stop else send a new ant (vehicle) to visit the
remaining destinations.

(e) Continue till all customers served.

(f) Calculate total distance travelled and the number of vehicles used and com-
pute the objective function value for the complete route using (1) (which
gives total distance travelled by all used vehicles).

Step 2. Construct a specified number of feasible tours as in step 1.

Step 3. From among these constructed feasible tours, choose the tour which uses
minimum number of ants (vehicles). In case of a tie, choose the tour in
which total travelled distance is minimum (or vice-versa depending upon
whether greater priority is to be given to minimize the number of vehicles
used or total distance travelled).

3.1.1 Selection of Next Customer

In setting up of a feasible tour, each ant constructs a path that visits certain customer
before returning back to depot. In the previous studies using ACO/ACS for solving
VRPTW, the ant (vehicle), currently located at node i, selects the next node j to
move to using the transition rule,

= [argmaxjeq;i {rig?‘r;fj}} ifg < qo

otherwise (10
where
nij = 1/d;j is aheuristic-based parameter. (1n)
and J € ¢; is randomly chosen according to the probability
ph = ol (12)

B
2 co; Ty

Here, set ¢; contains the cities not visited so far.

In (10),g ~ U (0, 1), and ¢, € [0, 1] is a user-specified value of parameter g.

In (11), d;j is Euclidian distance between i and j and tj; is the amount of pheromone
on the path between current location i and next possible location j. Also «, B are
the positive constants that determine the importance of n verses t.

The transition rule (10) creates a bias toward customers connected by short dis-
tances and having large amount of pheromone. The parameter g, balances exploration
and exploitation. if ¢ < q,, the algorithm exploits (favoring the best nearest cus-
tomer). Otherwise if ¢ > ¢, the algorithm explores selecting node j € ¢; randomly.
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3.1.2 Pheromone Update for New Tour

After construction of a complete feasible route, the pheromones are laid for the
next path depending upon the total traveled distance (L) of that route. For each arc
v; — vjthat was used in the previous feasible route, the pheromone trail is increased
by Awjj. Furthermore, part of existing pheromone is also allowed to evaporate
[4, 11, 14, 17, 34]. Thus in the next route, pheromones are updated according to the
following

Tij = Tjj (1 — p) + ATjj (13)

where Aty = Q/L (14)

Here, p is parameter that controls rate of evaporation of pheromone.

3.2 Proposed Modifications in ACS Algorithm

Following modifications have been introduced in the conventional algorithms for
solving VRPTW problem using ACS heuristics.

1. Whereas earlier approaches using ant colony technique for solving VRPTW
problem have primarily given importance to distance and pheromone only to
guide the heuristic [3, 32, 34], we in our present study have used besides these
two parameters such as urgency to serve, waiting time and bias parameter also
for this purpose. In (11), heuristic-based parameter n;; only gives importance to
the distance in determining the heuristic parameter. However, it was observed
on experimentation that in addition to the distance waiting time, urgency to
serve, and biasing should also be given importance in deciding the choice of
next customer [11, 32].

As a result in our present study choice of 7y defined in (11) has been modifies
as:

o (dij + Wj))‘ (j —aj)r ([max - Ij) 3

i (15)

In (13), a; is arrival time of vehicle at customer j and w; defined as

| e —ajife > qj
Wi = [O otherwise (16)
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is the waiting time at customer j before service can be started. Alsol/; —aj, a; < I,
is the difference between the latest arrival time /; and actual arrival time a; at
customer j. It is a measure of urgency of customer j to be served, emphasizing
that those customers whose time window is going expire soon be given priority.
AlSso Inax — 1, (where I} is the number of consecutive times the customer j who
could be next visited from the present customer has not been visited and Inax is
a user-specified maximum permissible value of /;(I; < Imax) is a measure of
bias factor).

2. Inorder to prevent the slow convergence of the algorithm when specified number
of initial tours have been generated, we update the pheromone for the next tour
using the best solution among the solution provided by m feasible routes [17].
In order to prevent local optimization and increase the probability of obtaining
higher quality of solution upper and lower values of pheromone have been spec-
ified as 1/ 2dp; and 1/min(d;;) respectively, where dp; is distance from the
depot to the customer.

3. In conventional studies, total travelled distance has been minimized irrespective
of vehicles needed. However keeping in view the fact that cost of obtaining a
vehicle and its maintenance is generally much more than fuel cost we have tried
to minimize total number of vehicles required as a first priority and total travelled
distance as a second priority.

4 Implementation of the Modified ACS Algorithm

In this section, we summarize our computational experience of using the modified
ACS algorithm for solving some of the Solomon benchmark [5] problems.

Solomon generated a set of 56 problems which have been frequently used in
literature to check the performance of the developed algorithm. This set is divided
into three categories namely C, R, and RC. In C category problems, customers are
clustered either geographically or according to the time windows. R types of problems
have uniform distribution of customers. Category RC is hybrid of problems of R
and C set. In our present study, we have chosen 15 problems of 25 customers, 10
problems of 50 customers, and 10 problems of 100 customers from all these three
sets. To solve these problems, the proposed algorithm was coded in MATLAB 7.0 at
Intel Core 2 Duo 2.0 GHz. After experimentation, it was observed that the following
values of parameters proved most suited for solving these problems. The number
of initial feasible tours = 10, = 1,8 = 1,A =55,y =35,6 = 1,0 = 250
and go = 0.9. All problems were run for maximum of 2,500 iterations, Tables 1, 2
and 3 present a summary of our results and their comparison with the best-known
routing solutions compiled from different heuristics available in literature as per our
information.

It may be noticed that whereas in our study, we have used only ACS, most of the
earlier studies with ACO/ACS usually are hybrid in the sense that after completion
of search with ACO/ACS, search is further carried out with some other optimization



Use of Ant Colony System in Solving Vehicle Routing Problem 47

Table 1 Comparison of best-known results with the results generated by proposed algorithms for
Solomon’s 25 customers set problem

Problem Best Worst Using conventional ACO’s Best known [Ref.]
C201 215.54/2 215.54/2 222.53/2 214.7/2 [10]
R101 618.33/8 619.17/8 625.23/8 617.1/8 [20]
R102 563.35/7 573.15/7 605.45/7 547.1/7 [20]
R105 556.72/5 556.72/5 600.13/5 530.5/6 [20]
R109 442.63/5 448.54/5 510.31/5 441.3/5 [20]
RC101 462.15/4 462.15/4 507.87/4 461.4/4 120]
RC105 416.16/4 416.88/4 435.97/4 411.3/4 [20]
RC106 346.51/3 346.51/3 402.11/3 345.5/3 [20]
RC201 432.30/2 432.30/2 412.34/3 360.2/3 [10]
RC202 376.61/2 381.75/2 400.72/2 338.0/3 [18]
RC203 433.94/1 433.94/1 454.78/2 326.9/3 [19]
RC204 331.29/1 333.36/1 370.56/1 299.7/3 8]
RC205 386.15/2 386.15/2 413.37/3 338.0/3 [23]
RC207 358.92/2 367.92/2 387.16/2 298.3/3 [19]
RC208 309.85/1 309.85/1 313.76/1 269.1/2 8]

Table 2 Comparison of best-known results with the results generated by proposed algorithms for
Solomon’s 50 customers set problem

Problem Best Worst Using conventional ACO’s Best known [Ref.]
C101 363.25/5 363.25/5 363.25/5 362.5/5 [20]
C201 444.96/2 444.96/2 402.43/3 360.2/3 [20]
C205 444.57/2 444.57/2 407.58/2 360.2/3 [20]
R101 1053.04/12 1054.84/12 1107.18/12 1044/12 [20]
R201 882.32/2 893.56/3 900.72/3 791.9/6 [20]
R202 869.42/2 870.06/2 898.68/3 791.9/6 [20]
R203 741.3/2 764.3/2 612.32/5 605.3/5 [20]
R206 711.6/2 711.6/2 645.56/4 632.4/4 [20]
R209 722.24/2 735.20/2 619.23/4 600.6/4 [20]
RC101 951.07/8 962.80/8 987.97/8 944/8 [20]

heuristic also (such as local search, genetic algorithm [7, 21, 27]). In order to compare
our present results with performance of earlier versions of ACO only (without use
of any hybrid), we repeated our experimentation with those versions without using
any other add on optimization heuristic. The results of this study are also presented
in the Table 1 (column 4) for comparison.

The proposed algorithm has produced some improved results with lesser number
of vehicles used (however, with some increase in routing length compared to the best
available in literature. This is due to the priority that we assigned to minimize the
total number of vehicles used visa vis total distance travelled).
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Table 3 Comparison of best-known results with the results generated by proposed algorithms for
Solomon’s 100 customers set problem

Problem Best Worst Using conventional ACO’s Best known [Ref.]
C101 828.94/10 828.94/10 830.37/10 (828.94/10)* [9] 828.94/10 [30]
C102 874.20/10 875.36/10 917.53/10 (828.94/10)* [34] 828.94/10 [30]
C105 828.94/10 828.94/10 830.37/10 (828.94/10)* [9] 828.94/10 [30]
C106 856.18/10 857.91/10 875.71/10 (828.94/10)* [9] 828.94/10 [30]
C107 830.60/10 838.42/10 842.67/10 (828.94/10)* [34] 828.94/10 [30]
C201 591.56/3 591.56/3 594.23/3 (591.56/3)* [34] 591.56/3 [20]
C205 591.5/3 595.33/3 598.28/3 (588.88/3)* [25] 588.88/3 [20]
R101 1714.26/19 1725.65/19 1845.12/19 (1670.66/19)* [25] 1645.79/19 [30]
R102 1558.19/17 1575.69/17 1613.34/18 (1535.52/17)* [25] 1486.12/17 [30]
R105 1519.55/14 1544.86/14 1853.45/18 (1365.23/15)* [25] 1377.11/14 [30]

Note * indicates results available in literature using hybrid versions of ACO’s

5 Conclusions

In this paper, a modified version of ACS is proposed.

In our proposed algorithm, we have modified the heuristic-based parameter and
pheromone updation rules, used in conventional ACO for solving VRPTW. An exten-
sive computational study on a set of benchmark test problems has been conducted.
The experimental results show that the proposed algorithm even when used by itself
is competitive with the earlier versions of ACO even when these are hybridized with
certain other heuristics. We have obtained certain results in which lesser number
of vehicles are needed than those reported in literature. However, in most of such
cases, total distance travelled is slightly greater. Lesser number of vehicles means
less initial investment in purchase of vehicles and less maintenance cost. (However,
there is slight increase in fuel cost if total distance travelled is more).

The results are encouraging and we propose to direct further study toward use of
proposed algorithm for solving the dynamic VRPTW

References

1. Andres, EM.: An iterative route construction and improvement algorithm for the vehicle
routing problem with soft time windows. Transp. Res. Part B 43, 438-447 (2010)

2. Azi, N., Gendreau, M., Potvin, J.Y.: An exact algorithm for a vehicle routing problem with
time windows and multiple use of vehicles. Eur. J. Oper. Res. 202(3), 756-763 (2010)

3. Balseiro, S.R., Loiseau, 1., Ramone, J.: An ant colony algorithm hybridized with insertion
heuristics for the time dependent vehicle routing problem with time windows. Comput. Oper.
Res. 38, 954-966 (2011)

4. Bell, J.E., McMullen, P.R.: Ant colony optimization techniques for the vehicle routing prob-
lem. Adv. Eng. Inform. 18, 41-48 (2004)

5. Best solutions to Solomon problems identified by heuristics. (SINTEF VRP page): http://
www.sintef.no/static/am/opti/projects/top/vrp/bknown.html


http://www.sintef.no/static/am/opti/projects/top/vrp/bknown.html
http://www.sintef.no/static/am/opti/projects/top/vrp/bknown.html

Use of Ant Colony System in Solving Vehicle Routing Problem 49

10.

11.

12.

13.

14.

15.

16.

17.

19.

20.

21.

22.

23.

24.

25.

26.

217.

28.

29.

Bianchessi, N., Righini, G.: Heuristic algorithms for the vehicle routing problem with simul-
taneous pick-up and delivery. Comput. Oper. Res. 34, 578-594 (2007)

Briysy, O.: Local search and variable neighborhood search algorithms for the vehicle routing
problem with time windows. University of Vaasa, Finland, Doctoral Dissertation (2001)
Chabrier, A.: Vehicle routing problem with elementary shortest path based column generation.
Comput. Oper. Res. 33(10), 2972-2990 (2006)

Chen, C.-H., etal.: A hybrid ant colony system for vehicle routing problem with time windows.
J. East. Asia Soc. Transp. Stud. 6, 2822-2836 (2005)

Cook, W., Rich, J.L.: A parallel cutting plane algorithm for the vehicle routing problem with
time windows. Working Paper of Computational and Applied Mathematics, Rice University,
Houston, TX (1999)

Donati, A. V., etal.: Time dependent vehicle routing problem. Eur. J. Oper. Res. (2006). doi: 10.
1016/j.ejor.06.047

Dorigo, M., Birattari, M., Stiitzle, T.: Ant colony optimization: Artificial ants as a computa-
tional intelligence technique. IEEE Comput. Intell. Mag. 1, 28-39 (2006)

Dorigo, M., Blum, C.: Ant colony optimization theory: A survey. Theor. Comput. Sci. 334,
243-278 (2005)

Dorigo, M., Gambardella, L.M.: Ant colony system: A cooperative learning approach to the
traveling salesman problem. IEEE Trans. Evol. Comput. 1, 53-66 (1997)

Dorigo, M., Maniezzo, V., Colorni, A.: Ant system: Optimization by a colony of cooperating
agents. IEEE Trans. Syst. Man Cybern. Part B. Cybern. 26, 29—41 (1996)

Gambardella, L.M., Taillard, E., Agazzi, G.: MACS-VRPTW: A Multiple Ant Colony System
for Vehicle Routing Problems with Time Windows New Ideas in Optimization. McGraw-Hill,
London (1999)

Garcia-Najera, A., Bullinaria, J.A.: An improved multi-objective evolutionary algorithm for
the vehicle routing problem with time windows. Comput. Oper. Res. 38(1), 287-300 (2011)

. Irnich, S., Villeneuv, D.: The shortest path problem with k-cycle elimination (k > 3): Improv-

ing a branch-and-price algorithm for the VRPTW INFORMS. J. Comput. 18(3), 391406
(2003)

Kallehauge, B., Larsen, J., Madsen, O.B.G.: Lagrangean duality and non-differentiable opti-
mization applied on routing with time windows. Comput. Oper. Res. 33(5), 1464-1487 (2006)
Kohl, N., Desrosiers, J., Madsen, O.B.G., Solomon, M.M., Soumis, F.: 2-path cuts for the
vehicle routing problem with time windows. Transp. Sci. 33(1), 101-116 (1999)

Laporate, G.: The vehicle routing problem: An overview of exact and approximate algorithms.
Eur. J. Oper. Res. 59, 345-358 (1997)

Laporte, G.: Fifty years of vehicle routing. Transp. Sci. 43, 408—416 (2011)

LarsenJ.: Parallelization of the vehicle routing problem with time windows. Ph.D. thesis IMM-
PHD-1999-62, Department of Mathematical Modelling, Technical University of Enmark,
Lyngby, Denmark (1999)

Lau, H.C., etal.: Vehicle routing problem with time windows and a limited number of vehicles.
Eur. J. Oper. Res. 148, 559-569 (2003)

Ma, X.: Vehicle routing problem with time windows based on improved ant colony algorithm.
In Proceedings of IEEE Computer Society Second International Conference on Information
Technology and Computer Science, Washington, DC, USA, pp. 94-97 (2010)

Masrom, S., Nasir, A.M., Abidin, S.Z., Rahman, A.S.A.: Software framework for vehicle rout-
ing problem with hybrid metaheuristic algorithms. In Proceedings of the Applied Computing
Conference, Angers, pp. 55-61 (2011)

Mester, D.: An evolutionary strategies algorithm for large scale vehicle routing problem with
capacitate and time windows restrictions. In Proceedings of the Conference on Mathematical
and Population Genetics, University of Haifa, Israel (2002)

Qi, C., Sun, Y.: An improved ant colony algorithm for VRPTW. In IEEE International Con-
ference on Computer Science and, Software Engineering (2008)

Rizzoli, A.E., Montemanni, R., Lucibello, E., Gambardella, L.M.: Ant colony optimization
for real-world vehicle routing problems. Swarm Intell 1(2), 135-151 (2007)


http://dx.doi.org/10.1016/j.ejor.06.047
http://dx.doi.org/10.1016/j.ejor.06.047

50

30.

31.

32.

33.

34.

S. Bansal et al.

Rochat, Y., Taillard, E.: Probabilistic diversification and intensification in local search for
vehicle routing. J. Heuristics 1, 147-167 (1995)

Solomon, M.M.: Algorithms for vehicle routing and scheduling problems with time window
constraints. Oper. Res. 35, 254-265 (1987)

Yu, B., Yang, Z.Z., Yao, B.: An improved ant colony optimization for vehicle routing problem.
Eur. J. Oper. Res. 196, 171-176 (2009)

Yuichi, N., Olli, B.: A powerful route minimization heuristic for the vehicle routing problem
with time windows. Oper. Res. Lett. 37, 333-338 (2009)

Zhang, X., Tang, L.: A new hybrid ant colony optimization algorithm for the vehicle routing
problem. Pattern Recogn. Lett. 30, 848-855 (2009)



Energy Saving Model for Sensor Network Using
Ant Colony Optimization Algorithm

Doreswamy and S. Narasegouda

Abstract In this paper, we propose an energy saving model for sensor network
by finding the optimal path for data transmission using ant colony optimization
(ACO) algorithm. The proposed model involves (1) developing a relational model
based on the correlation among sensors both in spatial and in temporal dimensions
using DBSCAN clustering, (2) identifying a set of sensors which represents the
network state, and (3) finding the best path for transmission of data using ACO
algorithm. Experimental results show that the proposed model reduces the energy
consumption by reducing the amount of data acquiring and query processing using
the representative sensors and ensures that the transmission is done on the best path
which minimizes the probability of retransmission of data.

Keywords Ant colony optimization - DBSCAN - Data mining + Sensor network

1 Introduction

Revolution in technology has made sensors an integral part of our life. Sensors are
used in various applications to make human life safer, comfortable, and profitable.
In many areas such as agriculture, smart parking, structural health, traffic control,
fire detection, air and/or water pollution monitoring, environmental monitoring, sur-
veillance, sensor nodes are deployed to collect and process the data to aid users in
decision making. These tiny sensor nodes are equipped with limited battery sup-
ply. And the performance, life span of the network, depends on the energy of the
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sensor nodes. Due to the limited battery power, sensor networks’ life span rapidly
decreases resulting in the failure of the applications. Researchers have observed that
data processing and data transmission are the main causes for the decline in sensor
node energy. Hence, various methodologies have been proposed in order to reduce
query processing and data transmission.

In a densely deployed sensor network, correlated data are frequently generated
by different sensors. In the past, data mining technique such as clustering has been
exploited [1-3] to analyze the correlation among sensors both in spatial and in tem-
poral dimensions to reduce the amount of data acquiring and query processing. Other
methodologies such as data aggregation, clustering, efficient routing protocols have
also been applied to reduce the energy consumption in sensor networks.

The rest of the paper is organized as follows. An overview of the literature survey
is given in Sect. 2. Section 3 presents the proposed model. Experimental results are
discussed in Sect. 4, and conclusion is given in Sect. 5.

2 Literature Review

Energy-efficient routing strategy using nonlinear min—-max programming problem
with convex product was proposed in [4]. The selection of sensor representatives
to reduce query processing and save energy was first proposed by [5], where selec-
tion was made by exchanging the messages between the neighboring nodes. In [1],
clustering techniques were exploited to select a set of representative sensor nodes
for query processing, resulting in the reduction in the data collection and energy
consumption. Energy-efficient data gathering algorithm Energy-efficient Routing
Algorithm to Prolong Lifetime (ERAPL) was proposed by [6]. SeReNe framework
was proposed by [2] to develop energy saving model for wireless sensor networks.
SeReNe framework exploited the clustering technique to select the set of sensor
representatives. Using traveling salesman problem concept, an efficient transmission
path is estimated. In [3], a technique was developed for the selection of cluster heads
to reduce energy consumption called Cluster-based Routing for Top k Querying
(CRTQ). Chong et al. [7] proposed a rule-based framework called Context Aware-
ness in Sensing Environments (CASE) to save energy in sensor networks. In [8], an
energy-efficient routing protocol for acquiring correlated data in sensor network by
considering the issues such as energy of the sensor node, multi-hop data aggrega-
tion was developed. To reduce the number of message exchange between source and
destination, data aggregation technique was designed by [9].

Another approach to save energy in sensor network is to select the best transmission
path which minimizes the retransmission rate. But selecting the optimal path from a
finite set sensor node is a combinatorial optimization problem. Hence, in this paper,
we have proposed to develop energy saving model for sensor network by finding an
optimal path for transmission by applying ant colony optimization (ACO) algorithm
on a subset of sensor nodes, which best represents the network state.The ant colony
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optimization was proposed in [10, 11] and is used in the past for finding an opti-
mal solution in many combinatorial problems such as traveling salesman problem,
assignment problems, scheduling problems. [12].

3 Proposed Model

The proposed model works on the phenomena of finding the optimized data trans-
mission path using ACO algorithm on the relational model of sensor network to
reduce query processing, data retransmission, and energy consumption.

In relational model, clustering techniques are exploited to find correlation among
the sensor observations in both spatial and temporal dimensions. Among clustering
techniques, partitioning clustering algorithms such as k-means are only capable of
finding circle-shaped clusters, whereas density-based clustering algorithms such as
DBSCAN is capable of identifying non-spherical-shaped clusters and DBSCAN
is very less sensitive in the presence of outliers. Hence, DBSCAN is used in our
model. By applying the DBSCAN algorithm [13], different clusters are formed. In
each cluster, representative sensors are selected based on the measurement tendency
strategy as explained in [1, 2]. These set of representative sensors symbolize the
entire sensor network. Hence, query processing is reduced by querying only the set
of representative sensors instead of querying all sensor nodes in the network.

In any sensor network, sensor nodes consume more energy to transmit a packet
than to collect the data. Due to lack of connectivity strength, packet may not reach the
destination. In such cases, retransmission of lost packet results in excessive energy
consumption. In order to minimize the loss of packets, we propose to find the opti-
mized transmission path among the representative sensors by applying ACO algo-
rithm. To estimate the best transmission path, we have considered the probability of
packets reaching from source to destination as a parameter. In [14], ACO algorithm
is explained in detail. The pseudo-code for ACO algorithm is given below.

Set parameters: alpha,beta,rho,Q,ant_num,Max_time.
Initialize: Sensor_Distance_Graph,
Ant_to_random_trail,
Determine initial best path and its length
Initialize pheromone trails
While Max_time

Update Ants

Update pheromones

Construct Ant Solutions

If current solution is better than previous

Initialize: Best solution=current solution

End While
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The proposed model is summarized as follows:

1. Calculate spatiotemporal measures using DBSCAN.
2. Select representative sensors.
3. Calculate optimized transmission path using ACO algorithm.

4 Experimental Results

The proposed model is implemented using Visual Studio 2010 with C#. Experiment
has been conducted on publicly available [15] dataset. It contains 2.3 million obser-
vations and three tables, namely location table containing information about x and
y coordinates of sensors, aggregate connectivity table containing information about
probability of a packet reaching from source to destination, and data table containing
information about features such as date, time, epoch, sensor id, temperature, humid-
ity, light, voltage. By applying the data mining preprocessing techniques such as data
cleaning, data smoothing using binning, dataset has been reduced to 6.5 lakhs.

In our experiment, before applying clustering technique, entire dataset has been
divided into three parts. Each part contains readings taken for 12 days. DBSCAN is
applied on each part separately. And DBSCAN parameters are set as, epsilon value
eps = 1.75 and minimum point to form cluster minPts = 25. In our experiment,
we found that cluster 1 contains measurements from all sensors and most of the
other clusters formed were containing faulty data; hence, they were discarded. After
clusters are formed, representative sensors and set of sensors it representing are
obtained using measuring tendency. Twenty-three representative sensors have been
identified, which can be used to represent the network state. In Fig 1, purple rectangle

Fig. 1 Intel Berkeley research lab
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Fig. 2 Result of ACO

Table 1 Default values of ACO

Parameter Default value
Influence of pheromone on direction (alpha) 3

Influence of adjacent node distance (beta) 2

Pheromone decrease factor (rho) 0.01
Pheromone increase factor (Q) 2.0

Number of ants (Ant_num) 8

Maximum time (Max_time) 1000

represents the representative sensors, and a boundary is drawn to show the set of
correlated sensors they represent and representative sensors without any boundary
indicates that they represent only themselves.

The optimal transmission path among the representative sensors is calculated
using ACO algorithm where the best solution is defined as the transmission path
whose connectivity strength is higher than other transmission paths. The default
parameter set for ACO algorithm is given in Table 1. The optimal transmission path
found by the ACO algorithm is {47, 2, 12, 42, 46, 44, 52, 31, 20, 25, 24, 49, 39, 41,
36, 32,54,11,18, 21,16, 51,7 }, and the strength of the best trail found is 4.8 (result
is shown in Fig. 2).

From experimental results, we observed that (1) out of 54 only 23 sensor nodes
need to be queried to model the network state, i.e., energy required to collect the data
can be reduced since query processing is reduced by 57.40 %. (2) Optimized path
for data transmission is obtained.
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5 Conclusion

In any sensor network, the main reason for energy consumption is data acquiring,
query processing, and data transmission. Furthermore, an excessive energy is con-
sumed when data are retransmitted due to failure in reaching the destination. Data
acquiring and query processing can be reduced by analyzing the correlation among
the sensors, and data retransmission can be reduced by selecting the best transmis-
sion path which increases the possibility of packet being delivered to destination
successfully.

A relational model is developed using DBSCAN to analyze the correlation among
sensors both in spatial and in temporal dimensions. Using relational model, a set of
representative sensors are selected, which best represents the network’s state. Instead
of using all sensor nodes, only representative sensors are used for querying the sensor
network, resulting in the reduction in amount of data acquiring and query processing.
In order to reduce the retransmission of data, we applied ACO algorithm to find the
best transmission path which increases the probability of data being delivered from
source to sink successfully.

Experimental results show that the proposed model reduces the energy consump-
tion by reducing the amount of data collection and query processing using the rep-
resentative sensors and ensures that the transmission is done on the best path which
minimizes the need for retransmission of data. In future, we wish to address the
other issues such as estimation of missing data, prediction of data, developing a
visualization model for sensor networks.
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Multi-Objective Optimization of PID
Controller for Coupled-Tank Liquid-Level
Control System Using Genetic Algorithm

Sanjay Kr. Singh, Nitish Katal and S. G. Modani

Abstract The main aim of this chapter is to obtain optimal gains for a PID controller
using multi-objective genetic algorithm used in a coupled-tank liquid-level control
system. Liquid level control system is a nonlinear system and finds a wide application
in petrochemical, food processing, and water treatment industries, and the quality
of control directly affects the quality of products and safety. This chapter employs
the use of multi-objective genetic algorithm for the optimization of the PID gains
for better plant operations in contrast to conventional tuning methods and GA. The
simulations indicate that better performance is obtained in case of multi-objective
genetic algorithm-optimized PID controller.

Keywords PID controller - Multi-objective genetic algorithm + PID optimization -
Liquid level control

1 Introduction

Coupled-tank liquid-level control is the center to many diverse industrial applications
ranging from petrochemical, food processing to nuclear power generation [1]. The
main objective of this system is to control the flow of liquid between tanks so that
optimum levels are maintained in both the tanks [2].
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In this chapter, coupled-tank liquid-level system has been considered, and the PID
controller is implemented for either maintaining the liquid level at a desired set point,
disturbance rejection or to be used for moving the liquid set point. For designing the
PID controller, classical method of Ziegler Nichols has been used, followed by the
optimization using multi-objective genetic algorithm. The gain parameters have been
tuned with respect to the objective function, stated as “Sum of integral of the squared
error and the sum of integral of absolute error”. According to the results obtained,
considerably better results have been obtained in case of multi-objective genetic
algorithm-optimized PID controllers when compared to Ziegler-Nichols method in
their respective step response on the system.

2 Mathematical Modeling of Coupled-Tank Liquid-Level System

Considering the coupled-tank system, is in Fig. 1. The dynamic equations of the
system, by considering the flow balances for each tank, the equations for rate of
change of fluid volume in tanks are as [3, 4]:

dH,

For Tank 1 : Q; — 0, ZAF (D
dH;

For Tank 2 : Q; — Qp = AT (2)

where

Hy, H, Height of tank 1 and 2
A Cross sectional area of tank 1 and 2
Q1, O Flow rate of the fluid
Q; Pump flow rate

ai
]
| H2
AI * 02,
A
L o
H3 \

Tank 1 Tank2 feasssecionueain]

Fig. 1 Schematic representation of the coupled-tank system
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The steady-state representation of the coupled-tank system can be given as fol-
lows .
hi|  (—ki/A ki/A hy 1/A
in] =™ “g ) [0 ][5 ] *

Taking the Laplace transformation of Eq. 3, the transfer function is obtained in
Eq. 4.

) 1/ka 1/k,
S) = =
(%) 2+ (A<2]fllktkz)) s+l GTi+DED+D)

where

T\'T» = A% /kik»

AQk1 + ko)
nh+1T=——
1+ 12 kiko

(0%
ki = ——

2 Hy — Hy
and kp = ——

2/ Hy — Hj

Using; H; = 18 cm, Hy =14 cm, H3 = 6 cm, o = 9.5 (constant for coefficient
of discharge), H = 32; the transfer function can be obtained in Eq. 4.

0.002318
524+ 0.201.s + 0.00389

G(s) = “4)

3 Designing and Optimization of PID Controllers

PID controllers are the most widely used controllers in the industrial control processes
[5], and 90 % of the controllers today used in industry are alone PIDs. The general
equation for a PID controller can be given by Eq. 5.

dR(s)
dr

C(s) = K,.R(s) + K; / R(s)dt + K (5)

where K ,, K; and K, are the controller gains, C(s) is output signal, and R(s) is the
difference between the desired output and output obtained [6].
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3.1 PID Tuning Using Ziegler Nichols

Ziegler Nichols is the most operative method for tuning the PID controllers. But,
this method is limited for application till ratio of 4:1 for the first two peaks in closed-
loop response, leading to an oscillatory response [7]. Initially, unit-step response
is derived (Fig. 2) followed by the computation of the PID gains as suggested by
Ziegler-Nichols as in Table 1.

3.2 PID Optimization Using Genetic Algorithm

Genetic algorithms have vanguard advantage of wider adaptability to any constraints
and hence are considered as one of the most robust optimization algorithms [8].
Optimization of the PID controllers with genetic algorithms focuses on obtaining
the best possible solution for the three PID gains [K,, K;, K4] by minimizing the
objective function. For the optimal tuning of the controller, the minimization of the
integral square error (ISE) has been carried out.

Ty
ISE:/ &> (t)dr
0

The optimization has been carried out using Global Optimization Toolbox and
Simulink [9] with a population size of 20, scattered crossover, both-side migration
and roulette-wheel-based selection. The PID gains obtained by optimal tuning using
GA are represented in Table 2, and Fig. 3 shows the closed-loop response of the
GA-optimized controllers. Figure 4 represents the plot for best and mean fitness
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Fig. 2 Closed-loop step response of the system with ZN-PID controller

Table 1 PID parameters

estimated by Ziegler-Nichols PID gains Value
K, 28.214
Ki 4.155

K4 47.89
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Table 2 PID parameters

. . PID gains Value
estimated by genetic
algorithm K, 79.9820
K; 1.2042
Ka 83.4625
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Fig. 3 Closed-loop step response of the system with GA-PID controller
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Fig. 4 Plot for the best and average fitness values of the genetic algorithm optimization

values across various generations obtained while optimizing the PID controller using
Genetic Algorithm.

3.3 PID Optimization Using Multi-Objective Genetic Algorithm

Since the Ziegler-Nichols tuned PID controllers give an oscillatory response, they are
not optimum for implementation for plant. PID optimization using multi-objective
genetic algorithm aims at obtaining an optimal Pareto solution, simultaneously
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Fig. 5 Closed-loop response using Mobj-GA-optimized PID controllers

Table 3 PID parameters

estimated by multi-objective PID gains Value

genetic algorithm K, 255.1
Ki 5.5
Ka 1249.96

improving the objective function of both the objectives O; and O», given as fol-
lows:

First objective function is integral square error (ISE) which discards the large
amplitudes, and second objective function is integral absolute error (IAE) which gives
the measure of the systems performance. ISE tends to suppress the larger errors, while
ISE tends to suppress the smaller errors [10]. The algorithm used here is NSGA-II,
which using the controlled elitist genetic algorithm boosts obtaining the better fitness
value of the individuals; and if the value is less, it still favors increasing the diversity
of the population [11, 12]. Diversity of the populations/gains is controlled by the
elite members of the population, while elitism is controlled by Pareto fraction and at
Pareto Front also bound the number of individuals.

T,

ISE = 0, =/ e?(t)dt and IAE =/ |u (1)| dt
0 0

The system implementation and optimization have been carried out in MATLAB
and Simulink [9] environment using Global Optimization Toolbox. The population
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size of 45 has been considered with adaptive feasible mutation function, heuristic
crossover, and the selection of individuals on the basis of tournament with a tourna-
ment size of 2. A hybrid function of Fitness Goal Attain (fgoalattain) is used, which
further minimizes the function after GA terminates. Figure 5 shows the closed-loop
response, and the optimized PID parameters are shown in Table 3. In Fig. 6a, distance
between members of each generation is shown, and Fig. 6b gives the plot for average
Pareto spread, which is the change in distance measure with respect to the previous
generations.

4 Results and Discussion

In this chapter, the implementation and simulations of the system has been car-
ried out in Simulink. Initially, the gains of the PID have been estimated using Ziegler
Nichols rules [13] which give an oscillatory response, followed by the optimiza-
tion by genetic algorithm and multi-objective genetic algorithm. The computed
parameters are implemented for obtaining the closed-loop response of the system.
Figure 7 shows the compared closed-loop step response graph, clearly indicating that
better results are obtained in case of multi-objective genetic algorithm-optimized PID
controller with decreased overshoot percentage and rise and settling time values.
Table 4 represents the numerical data of the results obtained.
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Fig. 7 Comparative closed-loop response of the ZN, GA, and MoGA-optimized PID controllers

Table 4 Comparison of the results

Method of design Overshoot percentage Rise time (s) Settling time (s)
Ziegler-Nichols 46.4 4.83 62.4
Genetic algorithm 23.7 2.93 18.5

Multi-objective GA 4.47 0.504 1.41
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5 Conclusion

The use of multi-objective genetic algorithm for the optimization of PID controller
offers better results in terms of decreased overshoot percentage and rise and settling
times as compared to Ziegler Nichols and genetic algorithm-tuned PIDs, thus offering
better operation for the coupled-tank liquid-level control and better plant safety and
performance.
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Comparative Performance Analysis of Particle
Swarm Optimization and Interval Type-2 Fuzzy
Logic-Based TCSC Controller Design

Manoj Kumar Panda, G. N. Pillai and Vijay Kumar

Abstract In this paper, an interval type-2 fuzzy logic controller IT2FLC) is pro-
posed for thyristor-controlled series capacitor (TCSC) to improve power system
damping. It has been tested on the single-machine infinite-bus (SMIB) system.
The proposed controller performance is compared with particle swarm optimiza-
tion (PSO) and type-1 fuzzy logic controller (T1FLC)-based TCSC. In this problem,
the PSO algorithm is applied to find out the optimal values of parameters of lead-
lag compensator-based TCSC controller. The comparative performance is analyzed
based on the simulation results obtained for rotor speed deviation and power angle de-
viation plot, and it has been found that for damping oscillations of SMIB system, the
proposed IT2FLC is quite effective. The proposed controller is also robust subjected
to different operating conditions and parameter variation of the power system.

Keywords Particle swarm optimization - Type-2 fuzzy system + TCSC - Fuzzy
logic controller

1 Introduction

The particle swarm optimization (PSO) algorithm is a population-based, stochastic
and multi-agent parallel global search technique [1]. The PSO algorithm is based on
the mathematical modeling of various collective behaviors of the living creatures that
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display complex social behaviors. In the PSO algorithm, while a particle is devel-
oping a new situation, both the cognitive component of the relative particle and the
social component generated by the swarms are used. This situation enables the PSO
algorithm to effectively develop the local situations into global optimum solutions
[2]. PSO is a computational intelligence-based technique that is not largely affected
by the size and nonlinearity of the problem and can converge to the optimal solution
in many problems where most analytical methods fail to converge. It can therefore
be effectively applied to different optimization problems in power systems [1]. The
PSO is successfully applied in almost all areas of power system engineering like
reactive power and voltage control, economic dispatch, power system reliability and
security [1]. Very few applications of type-2 fuzzy logic to power system problems
were reported in literature [3—6].

Thyristor-controlled series capacitor (TCSC) is one of the important members of
flexible AC transmission systems (FACTS) family for damping the power oscillations
also to enhance the transient stability [7, 8]. Over the years, artificial intelligence
techniques [9—11] being used in developing TCSC models.

In this paper, a comparison has been made between the performance of three
types of TCSC controller, i.e., PSO optimized lead lag compensator based TCSC
(PSOLLC) in which the time constants and gain of LLC are optimized, a fuzzy
logic control (FLC)-based TCSC controller, and the proposed IT2FL-based TCSC
controller. Simulation is carried out for single-machine infinite-bus (SMIB) system.
The effectiveness of the proposed controller is also tested at all loading conditions
with transmission line reactance variation.

Section 2 of this paper describes about basic theory of PSO and its application
in TCSC controller design. Type-2 fuzzy logic controller (IT2FLC)-based TCSC is
presented in Sect. 3. Results are given and discussed in Sect. 4 and finally conclusion
is presented in Sect. 5.

2 Particle Swarm Optimized Lead-Lag Compensator-based
TCSC

In this paper, the PSO technique is applied to find out the optimal values of TCSC
controller gain K7 and time constants 717 and 737 as shown in Fig. 1.

Ao - STy, 1+sT,; N 1+ 5T, 4
-T 1+ T, 1+sT,, 1+ 5T, Ac
Controller Washout
: ashou
gam block Two stage
Lead-lag
block

Fig.1 TCSC controller block diagram
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Fig. 2 Modified Phillips—Heffron model of SMIB system using TCSC [12]

2.1 TCSC Controller Description

The TCSC controller consists of a gain block having gain K7, a washout block,
which is a high-pass filter to allow signals associated with oscillations in input signal
to pass unchanged and a two-stage phase-compensation block to compensate for the
phase lag between the input and output signal.

The transfer function of the TCSC controller is

sTyT 14+ sTr 14+ sTsr
y=Kr x (D

L+sTyr ) \1+sTor )] \1+sTyr
where y is the output signal and x is the input signal of the TCSC controller, respec-
tively. The TCSC controller is connected in the SMIB system model as shown in
the Fig. 2. The objective of the TCSC controller is to minimize the power system

oscillations after a disturbance to improve the stability by contributing a damping
torque [10].

2.2 Application of PSO for Computing Optimum TCSC
Controller Parameter

The problem is formulated as an optimization problem for the TCSC controller (as
shown in Fig. 1). In this case, the washout time constant 7wt and the time constant
of the two-stage lead-lag block T>7 and Tyr are prespecified. The controller gain
K7 and time constant 717 and 737 of lead-lag compensator are to be determined
applying PSO. As mentioned earlier, the aim of the TCSC-based controller is to
minimize the power system oscillations after a disturbance to improve the stability.
These oscillations are reflected in the deviation in the generator rotor speed (Aw).
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The objective function considered here is an integral time absolute error of the speed
deviations, i.e.,
1=t

J=/|Aw|~t-dt 2)

t=0

The aim is to minimize this objective function to improve the system response in
terms of the settling time and overshoot. In this optimization problem, the different
parameters chosen are as follows:

Swarm size = 20, maximum number of generations = 100, C; = C; =
2.0, wgtart = 0.9 and wepg = 0.4 [15]. The optimized values of TCSC-based con-
troller parameters obtained by PSO are as follows:

Kr =62.9343, 17 = 0.1245 and T37 = 0.1154.

3 Interval Type-2 Fuzzy Logic-based TCSC Controller

It is a well-known fact that the conventional fuzzy logic controller (type-1 FLC) has
the limitations that, it cannot handle or accommodate the linguistic and numerical
uncertainties associated with dynamical systems because its membership grade is
crisp in nature. Type-2 fuzzy logic systems outperformed the type-1 fuzzy logic
systems because of the membership functions of an IT2FLS are fuzzy and also contain
a footprint of uncertainty (Fig. 3). IT2FLC design is based on the concept of interval
type-2 fuzzy logic system. The structure of IT2FLC is same as the conventional fuzzy
logic controller structure except, one type reducer block is introduced between the
inference engine and defuzzifier block because the output of the inference engine
is a type-2 output fuzzy set and before applying it to the defuzzifier for getting the
crisp input, it has to be converted to a type-1 fuzzy set.

The block diagram of an IT2FLC is shown in Fig. 3b which contains five intercon-
nected blocks, i.e., fuzzifier, rules, inference, type reducer, and defuzzifier. There is
a mapping exist between crisp inputs to crisp outputs of the IT2FLS and is expressed
as Y = f(X). The principle of working of the IT2FLC is very much similar to the
type-1 fuzzy logic controller (T1FLC). It is important to note that increasing the type
of fuzzy system only enhances the degree of fuzziness of the system and all other
principles of conventional fuzzy logic like inferencing procedure, defuzzification
techniques holds good for both type [6].

In this problem, the conventional lead-lag compensator-based TCSC is used in
the modified Phillips—Heffron model block diagram, and GTCSC(s) is replaced by
an IT2FLC. First, the SMIB system model is simulated using a conventional T1FLC
and then with IT2FLC. The rule base is same for both FLC and IT2FLC. The inputs
considered here are speed (Aw) and its derivative (Aw’). The output is the change in
conduction angle (Ao). Triangular and gaussian type membership functions have
been used for the mamdani-type FLC and IT2FLC, respectively. Centroid-type
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Fig.3 aFOU (shaded), LMF (dashed), UMF (solid) and an embedded FS (wavy line) for IT2FSA.
b Block diagram of IT2FLC [6]

Table 1 Rule base table for both FLC and IT2FLC

Ao Aw —
NB NS y40) PS PB
Aw' NB NB NB NB NM NS
N NS NM NS NS ZE PS
70 NM NS ZE PS PM
PS NS ZE PS PS PM
PB PS PM PB PB PB

Where NB-Negative Big, NS-Negative Small, ZO-Zero Error, PS-Positive Small and PB-Positive
Big are the name of the membership functions

defuzzification method is used for the FLC design. The performance of the SMIB
system is analyzed.

The performance of the controller is studied and is also validated at different
operating conditions.

4 Results and Discussion

First, the SMIB power system model is simulated using the lead-lag compensator-
based TCSC. The PSO algorithm was used to find the optimal values K7 = 62.9343,
Tirz = 0.1245 and T3y = 0.1154. Washout time constant 7wt and the time
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Fig. 4 a Rotor speed deviation. b Power angle deviation plot for 5% step increase in mechanical
power at nominal loading condition
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Fig. 5 a Rotor speed deviation. b Power angle deviation plot for 5 % step increase in mechanical
power input with 50 % increase in line reactance at nominal loading

constant of the two-stage lead-lag block T>7 and Ty7 are prespecified. These values
are considered in the TCSC structure for simulation. Three loading conditions are
taken, i.e., nominal, light, and heavy loading. The real (P) and reactive power (Q)
values for the two loading conditions are as follows.

(1) Nominal loading (pu) — P=0.9 and Q=0.469 (2) Heavy loading (pu) —
P =1.02and Q = 0.5941.

Second, the GTCSC(S) block of SMIB model is replaced by the conventional
fuzzy logic controller designed with the principle as discussed in the Sect. 3. Third,
the GTCSC(S) block of SMIB system is replaced by the IT2FLC designed with the
procedure as depicted in previous section. The rule base as shown in Table 1 is de-
signed based on the generalized performance of power system oscillations employing
TCSC. The effectiveness and robustness of the controllers are also evaluated at (1)
different loading conditions (2) disturbance of 5% step increase in reference me-
chanical power input (3) variation of transmission line reactance.
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Fig. 6 a Rotor speed deviation. b Power angle deviation plot for 5 % step increase in mechanical
power input at heavy loading with 10 % decrease in line reactance

Figures 4, 5 and 6 shows the rotor speed deviation and power angle deviation plots
at disturbance of 5% step increase in mechanical power input at different loading
conditions and varying the transmission line reactance. It is analyzed from all the
responses that the magnitude of overshoot and the settling time in all the speed
deviation plots is less in case of IT2FLC compared to both PSOLLC and FLC. For
the same condition, it is observed from the power angle deviation plots that there is
no overshoot contributed by the PSOLLC and IT2FLC, but the IT2FLC response is
faster compared to other two. FLC contributed some overshoot, but all are settling
approximately at the same time.

It is found from all three results that the proposed controller is an effective and
robust one compared to PSOLLC and FLC-based TCSC in providing good damping
of low-frequency oscillations and to improve the system voltage profile. Although
PSO-based algorithms are simple concept, easy to implement and computationally
efficient, but there is possibility of trapped in local minima when handling more
constrained problems due to the limited searching capacity.

5 Conclusion

In this paper, the performance of IT2FLC and FLC-based TCSC controllers are
compared with a PSO optimized lead-lag compensator-based TCSC controller. The
IT2FL-based TCSC controller surpasses the FL- and PSO-tuned TCSC controller
performance at different loading conditions.
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Appendix

All data are in per unit (pu) unless specified. Generator: M = 9.26s, D = 0, X4
0.973, X, = 0.55, X, = 0.19, T;, = 7.76, f = 60Hz, X = 0.997, Exciter: K4
50, T4 = 0.05s, TCSC: Xtcsco = 0.2169, X = 0.2X, Xp = 0.25X .
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Improved Parallelization of an Image
Segmentation Bio-Inspired Algorithm

Javier Carnero, Hepzibah A. Christinal, Daniel ljiaz-Pernil,
Raul Reina-Molina and M. S. P. Subathra

Abstract In this paper, we give a solution for the segmentation problem using
membrane computing techniques. There is an important difference with respect to
the solution presented in Christinal et al. [6], we use multiple membranes. Hence,
the parallel behavior of the algorithm with respect to the previous works has been
improved.

Keywords Image segmentation - Digital topology - Membrane computing - Tissue-
like P systems - Parallel computing

1 Introduction

Membrane systems [8] are distributed and parallel computing devices processing
multisets of objects in compartments delimited by membranes. Computation is car-
ried out by applying given rules to every membrane content, in a maximally parallel
non-deterministic way, although other semantics are being explored.
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Segmentation [11] is the process of splitting a digital image into sets of pixels
in order to make it simpler and easier to analyze. Segmentation is typically used to
locate region of interest (ROI) in medical images or in satellite image by finding the
frontiers among regions. Segmentation has shown its utility in bordering tumors and
other pathologies, computer-guided surgery or the study of anatomical structure, but
also in techniques which are not thought to produce images, but it produces posi-
tional information as electroencephalography (EEG), or electrocardiography (ECG).
Locating a ROI is a hard task even for the expert human eye, mainly due to prob-
lems such as noise and the degradation of colors. Technically, the process consists
of assigning a label to each pixel, in such way that pixels with the same labels form
a meaningful region.

Here, a solution is given for the segmentation problem using a membrane comput-
ing device: tissue-like P systems. Initially, systems with only one working cell were
used (see Carnero et al. [2], Christinal et al. [6]). Formally, membrane computing
was used, but the key of these models was not considered: the membranes. In order to
address this, return the membranes to their previous role and to improve the inherent
parallelism of these models (see Christinal et al. [6]) using multiple membranes, in-
crease the scalability for future parallel software implementations of the algorithm.
A brief proof has been added for the ideas which are shown in Reina-Molina et al.
[9]. Also a software tool implemented in Python showing the use of this algorithm
is presented.

In the literature, one can find several attempts for bridging problems from digital
imagery with membrane computing. The following are a few examples: the works
done by Subramanian et al. [3, 4] and a few more problems from digital imagery
have been solved in the framework of membrane computing (see Christinal et al.
(5, 6D).

The paper is organized as follows: First, a family of tissue-like P systems is
designed to obtain a segmentation of a 2D digital image using multiple cells. More-
over, an overview of the computation of this algorithm and a complexity study are
presented in the following section. Next, an implementation of the algorithm using
Python and some examples are shown. Finally, future work is presented.

2 Image Processing: Segmentation Problem

The m-D Segmentation Problem with k auxiliary cells (mDSP-kC)can be described
as follows: Given a m-D Digital Image I, of size n™, to determine the edge pixels of
this image using k auxiliary cells.

There are two usual problems when we work with real images, the noise and
degradation of colors. The former arises when we process or analyze an image
whose color has no relation with those in its environment. The later takes place when
we look at a digital image and we can see different colors connecting two adjacent
regions, blurring the common edge of them. Our aim is to define the boundaries of
these regions. These boundaries are considered as small regions where the colors of
pixels gradually change from one side to another side of each region.
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The usual definition of edge pixel presents problems from a practical point of
view, when noise and degradation of colors are taken into account, because a lot of
border pixels that are not edge pixels are considered. Hence, some cleaning processes
must be applied to our image in order to obtain better results in edge pixels detection.

Next, we will show that mDSP-kC can be solved in constant time (with respect
to the number of pixels of the image) by a family of tIP systems.

Formally, a tissue-like P system (tIP System) of degree ¢ > 1 with input is a tuple
of the form IT = (I', £, §, wy, ..., wy, R, ir1 o) where

(a) I is afinite alphabet, whose symbols will be called objects, ¥ C T isthe input
alphabet and ¢ C T is the alphabet of objects in the environment. (b) wl, ... ,wg
are strings over I representing the multisets of objects associated with the cells at
the initial configuration. (c) R is a finite set of communication rules of the following
form: (i, uv, j),fori, j € {0,1,2,...,q},i # j,u,ve I'and(d)ig € {1,2,...,q}
is the input cell and op € {0, 1, 2, .. ., ¢} is the output cell.

A tIP system of degree ¢ > 1 can be seen as a set of g cells labeled by 1, 2, .. ., g.
We will use 0 to refer to the label of the environment, ifj and o denote the input
region and the output region (which can be the region inside a cell or the environment),
respectively.

Let us construct a family = = {p(n, m, k):n, m, k € N} where each system of
the family will process every instance u of the problem given by a m-D image I with
n™ pixels and using k auxiliary cells. More formally, we define s(u) = (n, m, k) =
(n, (m, k)), where (x,y) = (x + y)(x + y + 1)/2 + x is the Godel mapping. In
order to provide a suitable encoding of this instances into the systems, we will use
the objects a;,, ..., i with 1 < iy, ..., i, < n, torepresent the pixels of the image,
and we will provide cod(u) as the initial multiset for the system, where cod(u) is the
multiset alfl ey,

Then, given an instance u of the mDSP-kC problem, the system 7(s(u)) with
input cod(u) gives a solution to this problem, implemented in the following stages:

e Cleaning noise.
e Homogenizing colors using a general thresholding in color space.
e Segmenting image process.

The family 7 = {n(n, 2, k):n, k € N} of tIP systems of degree k + 1 is defined
as follows: for each n,k € N, w(n, 2, k) = (I', £, &, wi, ..., wikt1, R, im, om),
defined as follows:

e ['=3%XU {aijalf},ﬁ,-j, Aij’ A;j’ A;'/j’
z:{a;jzlgi,jgn,aec},§=r—z,

Zijzlfi,jfn,aeC},

o wi =i kjiwithi =0,n+1,0<j <n+1,wy = =wpp =TI/
e R is the following set of communication rules:

- (1,a;j/a§jA,-j,o) for0 <i,j <n+landae C U {x}
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Ci—1j—1 di—1j ei—1j+1
- | 1L bij—1 Ay fijn T,t

Oi+1j—1 hit1j gi+1J+1

forl <i,j <n,a, b, c,d,e, f,g,h,oe CU{x}and2 <t < k+1
indicating an auxiliary working cell.

Ci—1j—1 di—1j €i—1j+1
/
- |t bij1 A fijn z;;, 0

Oit1j—1 hit1j 8i+1j+1
forl <i,j<n,a,b,c, d,e, f, g h, 0cCU {x}. We take  as the number
of pixels adjacent to the ij position with colors in C and %= = 0. Then,
av=0b+c+d+e+ f+g+j+o)uand z=max{s € C:s < av} and
|z —av| > p1, where p; € (, +00).

Ci1j—1 di—1j €i—1j+1
- |t bij-1 A fijn a;, 0

Oi+1j—1 hit1j Gi+1j+1
for 1 <i,j < n,a,b,c,d,e, f,g,h,0o € C U {x}. We take i as the number
of pixels adjacent to the ij position with colors in C and * = 0. av =
b+c+d+e+ f+g+j+o)pand z = max {s € C:s < av} and
la —av] < p1, where p; € (, +00).
- (t,bi’j/A( O)forl < i,j < nv =(C|/p),]l =0,1,2,....,00.If b €

ij’
Cthenae C

(a<b<a+w—-1)anda =v-l)or(b=a =v-l)and, if b = xthen A = *.

- (t,A;j/T,l)foraeC,Ogi,j§n+1and2§t§k+l.

- (t,A;j/A;/ja?j,O)fora eC,U{x}and0 <i,j <n+l.

Ci—1j—1 di—1j €i—1j+1
—{ 0, bij_1 Al fij+1 / T,t
fis1j—1 hit1j Git1j+1
For 1 5_1',15nanda,b,c,d,e,f,g,h,i e CU{x}.
- (t, A;;.bkl/Aij, 0)forl <i, j, k, Il <n,(,J), (k,1)adjacent pixels;i.e.(i,j)e A
and a,b € Canda < b.

- (t,Z,-j/T, 1)fora e Cand1 < i, j < n.
—in=0n=1.

2.1 Overview

The input data of the system are given by the set {a;j: a €C,1<i,j <n}, which
consists of the pixels of an image.
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The computation starts in cell 1 which contains the initial image encoded by the
objects a;, along the edge pixels ;;. Cells 2,3, ..., k 4 1 contain enough copies
of objects T called workflow markers. The unique rule that can be applied to this
initial configuration is the first one, which is designed to mark non-edge pixels
(a; ja € C ) with A;; and to create enough copies of objects .. and *;;, which will
be used later in workflow distribution. This step will be called copies creation.

Then, the only rule that can be applied is the second one, which sends one object
Aj; and its neighborhood represented by adjacent objects ay; to one working cell (cells
2,3,....,k+ 1) to be processed later. This step will be called object distribution.

After these two initial steps, for the third configuration of the system, only rules
of the third and fourth type can be applied. These rules transform one object A;j
into one object z. , where z is the nearest color in C to the average color in the
neighborhood of object A;; and a is considered as noise, or color a itself in other
cases.

Next, only the fifth rule can be applied, which transforms objects bl”] into objects
A] o where a is a color in a subset of C defining a general thresholding with respect
to the colors. Subsequently, the sixth rule is the one available, for obtaining the sixth
configuration of the system, with the original image preprocessed (noise cleaned and
thresholded) in order to improve the segmentation process.

Once all the preprocessing work is done, the image to be segmented is represented
as objects A] ; where a is either acolorin C or x. The next two steps consistin applying
seventh and eighth rules, respectively, which send to the working cells an object A:’]
and its neighborhood represented by adjacent pixels ay;. From these steps, we get
the eighth configuration.

The next configuration of the system is obtained by applying the rules in the ninth
scheme, marking with A; ; the edge pixels A;’J with respect to an adjacent pixel by

with greater color. The last configuration is got by sending the edge pixels A; j back
to the cell 1.

2.2 Complexity Aspects

A little study of the complexity aspects of this solution is given by Fig. 1 showing
this is an efficient algorithm from a theoretical point of view (Table 1).

Fig.1 Testimage (on the left)
and its segmented one (on the
right). Next, we will show that
mD
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3 Implementation of the Algorithm

The algorithm proposed in this paper is implemented in Python Rossum et al. [10],
an interpreted multiparadigm programming language which is powerful and easy to
learn, read, and write. We have focused our implementation in the use of matrices
as every alphabet object is represented by a matrix. This approach allows us to use
the Numpy library (Ascher et al. [1]) for working effectively with large arrays of
numbers. This way of facing the implementation of membrane objects seems to
make available an easy adaptation of the algorithm to parallel architectures as GPU
or multicores CPU.

The segmentation algorithm is implemented through the definition of the follow-
ing functions:

e BioSeg. This function achieves the full segmentation process by calling other aux-
iliary functions described below. First of all, it creates a dictionary for storing the
initial state of the computation. Next, a new computation is performed by distrib-
uting the work flow through the auxiliary cells. Then, cleaning and thresholding
stages are performed into each auxiliary cell, following which a new computation
is carried out by integrating all the information processed by the auxiliary cells
into the first one. Next, the image cleaned and thresholded is distributed among
the auxiliary cells to be segmented. Finally, the processed information is returned
to the initial cell to be returned.

e createlnitialState. This function creates the initial structure for storing the initial
state of the P system.

e distributionWork. This function distributes every column and its adjacent ones
to the corresponding auxiliary cell. In the P system design, this task is non-
deterministically carried out. However, in the current implementation, the auxiliary
cell for every pixel and its adjacent is deterministically chosen.

e integrationWork. This function integrates the processed pixels back into the first
cell, forgetting the surrounding ones.

e cleaningStep. This function performs the image cleaning in every auxiliary cell.

e thresholdingStep. This function achieves the color thresholding in every auxiliary
cell.

Table 1 Complexity aspects,

where the size of the input mDSP-kC Problem

datais O(n?),|C| = h is the Complexity

number of colors of the Number of steps of computation 9

image, and k is the number of Resources needed

working cells Size of the alphabet 8> +4n+5
Initial number of cells k+1
Initial number of objects (n+2)?
Number of rules om?-h° k)

Upper bound for the length of the rules 10
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(a) (b) (c)

Fig. 2 Examples of images at the beginning of the algorithm (a) and (d), after cleaning and
thresholding steps (b) and (e) and after segmentation step (c¢) and (f)

e segmentationStep. This function makes the segmentation process in every auxiliary
cell.

The algorithm design implemented allows us to rewrite the code in order to take
advantage of massively parallel devices as GPUs. However, in the current develop-
ment stage, we have not implemented it yet and the code executes sequentially.

On the other hand, both cleaning, thresholding and segmentation steps can be
developed using different approaches than those selected by us. Hence, the segmen-
tation algorithm can evolve from the easier one in this work to more complex one,
also designed to be executed in parallel. These changes do not alter the behavior of
the complete algorithm, but they can improve the final result.

3.1 Examples

We present in this section several examples of the application of the implementation
proposed in this paper.

The process is illustrated in Fig. 2, where two images are shown in the initial state,
after cleaning, thresholding and segmentation. Both processes have been carried out
using 1 as cleaning threshold, 3 as color threshold, and 5 as segmentation threshold.

4 Future Work

Our next step in this research line will be the real parallel implementation of the
algorithm using the massive parallelism present in current GPUs. It is also planned
to study other noise cleaning algorithms and also more elaborated segmentation
algorithms, aiming for better results.



82

J. Carnero et al.

References

10.

11.

. Ascher, D., Dubois, PF., Hinsen, K., Hugunin, J., Oliphant, T.: Numerical Python, Lawrence

Livermore National Laboratory, Livermore, California, USA, 2001. Available at http://numpy.
scipy.org/

. Carnero, J., Diaz-Pernil, D., Molina-Abril, H., Real, P.: Image segmentation inspired by

cellular models using hardware programming. Image-A 2(4), 25-28 (2010)

. Ceterchi, R., Gramatovici, R., Jonoska, N., Subramanian, K.G.: Tissue-like P systems with

active membranes for picture generation. Fundam. Inf. 56(4), 311-328 (2003)

. Ceterchi, R., Mutyam, M., Paun, G., Subramanian, K.G.: Array-rewriting P systems. Nat.

Comput. 2(3), 229-249 (2003)

. Christinal, H.A., Diaz-Pernil, D., Real, P.: P systems and computational algebraic topology.

J. Math. Comput. Model. 52(11-12), 1982-1996 (2010)

. Christinal, H.A., Diaz-Pernil, D., Real, P.: Region-based segmentation of 2D and 3D images

with tissue-like P systems. Patt. Recogn. Lett. 32(16), 2206-2212 (2011)

. Diaz-Pernil, D., Gutierrez-Naranjo, M.A., Molina-Abril, H., Real, P.:A bio-inspired software

for segmenting digital images. In: Nagar, A.K., Thamburaj, R., Li, K., Tang, Z., Li, R. (eds.)
Proceedings of the 2010 IEEE Fifth International Conference on Bio-Inspired Computing:
Theories and Applications BIC-TA, IEEE Computer. Society, vol. 2, pp. 1377-1381 (2010)

. Paun, G.: Computing with membranes. Tech. Rep. 208, Turku Centre for Computer Science,

Turku, Finland (November 1998).

Reina-Molina, R., Carnero, J., Diaz-Pernil, D.: Image segmentation using tissue-like P systems
with multiple auxiliary cells. Image-A 1(3), 143-150 (2010)

Rossum, G. Van and Drake, FL. (eds.) Python Reference Manual, PythonLabs, Virginia,
USA, 2001. Available at http://www.python.org

Shapiro, L.G., Stockman, G.C.: Computer Vision Upper Saddle River. Prentice Hall PTR, NJ
(2001)


http://numpy.scipy.org/
http://numpy.scipy.org/
http://www.python.org

A Novel Hardware/Software Partitioning
Technique for System-on-Chip in Dynamic
Partial Reconfiguration Using Genetic
Algorithm

Janakiraman N. and Nirmal Kumar P.

Abstract Hardware/software partitioning is a common method used to reduce the
design complexity of a reconfigurable system. Also, itis a major critical issue in hard-
ware/software co-design flow and high influence on the system performance. This
paper presents a novel method to solve the hardware/software partitioning problems
in dynamic partial reconfiguration of system-on-chip (SoC) and observes the com-
mon traits of the superior contributions using genetic algorithm (GA). This method
is stochastic in nature and has been successfully applied to solve many non-trivial
polynomial hard problems. It is based on the appropriate formulation of a gen-
eral system model, being therefore independent of either the particular co-design
problem or the specific partitioning procedure. These algorithms can perform de-
composition and scheduling of the target application among available computational
resources at runtime. The former have been entirely proposed by the authors in
previous works, while the later have been properly extended to deal with system-
level issues. The performance of all approaches is compared using benchmark data
provided by MCNC standard cell placement benchmark netlists. This paper has
shown the solution methodology in the basis of quality and convergence rate. Con-
sequently, it is extremely important to choose the most suitable technique for the
particular co-design problem that is being confronted.

Keywords Hardware/software partitioning «+ Genetic algorithm - Dynamic partial
reconfiguration - System-on-chip
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1 Introduction

Hardware/software partitioning is a method of dividing a complex heterogeneous
system into hardware co-processor functions and its compatible software programs.
It is a prominent practice that can realize results greater than the software-only or
hardware-only solutions in system-on-chip (SoC) design. This technique can im-
prove the system performance [1] and reduce the total energy consumption [2]. The
proposed partial dynamic reconfiguration method does not depend on any tool. It
uses a set of algorithms to detect crucial code regions, compilation/synthesize of
hardware/software modules, and updating of communication logic. Hence, it could
tune up the system to give full efficiency without disruption of other SoC-related
operations. Here, the genetic algorithm (GA) is used for optimization process. This
is essential in system-level design, since decision-making process affects the total
performance of system. This paper presents a novel system partitioning technique
with in-depth analysis. The paper is organized as follows. Section 2 briefs about the
previous works in this field. Section 3 presents the proposed system model for parti-
tioning problem. Section 4 gives the results and its analysis. Section 5 concludes the
paper and discusses about the future work. Last section provides the list of references.

2 Related Works

When compared to dynamic partitioning using standard software, the run-time (or)
partial dynamic reconfigurable systems had attained superior performance with man-
ually specified predetermined hardware regions. Multiple choices of preplanned
reconfigurations were rapidly executed in a run-time reconfigurable system using
PipeRench architecture [3] and dynamically programmable gate arrays (DPGA) [4].
The binary-level partitioning technique [5] was provided a good solution compared to
source-level partitioning methods due to the functionality of any high-level language
and software compiler. Since the satisfaction of performance was not considered for
the cost function of this system, it may be failed to find out local minima. A mapping
technique for nodes and hardware/software components was developed in [6] called
GCLP algorithm. The hardware cost was minimized by the incorporation of hill-
climbing heuristic algorithm with the hardware/software partitioning algorithm [7].

3 System Model for Partitioning

The problem resolution requires the system model definition to represent the impor-
tant issues in the hardware/software co-design for a specific problem [8]. The system
partitioning problem model is represented by the task graph (TG) flow diagram. TG
is a model of directed and acyclic graph (DAG) flow with weight vectors. Formally,
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Fig.1 System model for partitioning

itis defined as G = (V, E), where ‘V’ represents the nodes and ‘E’ represents the
edges. The flow direction is represented by each edge. Due to reducing the complex-
ity of TG, it can be modified as one starting node and one ending node. Figure 1
represents the overview of the partitioning procedure. Design constraints and design
specifications are given as the input to the partitioning process as a high-level spec-
ification language. The nodes can act as giant pieces of information like tasks and
processes of coarse granularity or tiny types like instructions and operations of fine
granularity approach.

After the system space estimation, every node is tagged with some attributes.
Giant pieces of data for a node (V;j) are represented by 5 attributes as follows:

(1) Hardware area (HA; ;).

(2) Hardware implementation time (HTj ;).
(3) Software memory size (SS; ;).

(4) Software execution time (STj ;).
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(5) The average execution time in numbers (N j).
Shortly,
Hardware module (HM; j) = (HA;;j) + (HTj;) + (Vi)
Software module (SM; j) = (SSi;j) + (STi;) + (Vi)

Communication values (Cj ;) of every node are represented by three
components as follows:

(1) Transfer time (TT; ;)
(2) Synchronization time (SynT; ;)
(3) The average communication time in numbers (M; ;)
Shortly,
Communication value of node (Cjj) = (TT;;) + (SynTi,j) + (M)

(Ni % ATT;) + (Nj x ATT;) + (SynT; ;)

“i= (HT,) + (HT))

where (ATT;) = (ST;) — (HT;) and (ATT;) = (ST,) — (HT;).

Efficiency of the hardware/software system partitioning process is based on
the target architecture and its mapping technique. Hence, this work considers the
‘Dynamically Reconfigurable Architecture for Mobile Systems’ (DReAM) as target
architecture. Execution of hardware and software processes should be concurrently
in the standard processor and the application-specific co-processor. This partitioning
process concludes the assignment of modules to implement the hardware and soft-
ware stages, implementation schedule (timing), and the communication interface
between software and hardware modules. In general, this partitioning solution can
be validated by the measurement of eminent attributes like performance and cost pa-
rameters. Hence, this paper used as three quality attributes related to design elements
as follows:

(1) The estimated hardware area is A g, and the maximum available area is A.

(2) The estimated design latency is Tg, and the maximum allowed latency is T.

(3) The estimated software (or) memory space is Mg, and the maximum available
space is M.

Static-list scheduling method is used for the scheduling process [9]. It is a subtype
of resource-constrained scheduling algorithm. This scheduler considers the timing
estimation of every vertex and its interconnections. This scheduler unit provides the
design latency (7f) and the cost of communication for hardware—software co-design.
Based on the hardware and software implementations, another four parameters are
considered for co-design realization.

When the entire system is implemented in hardware,

(1) The minimum design latency is MinT.
(2) The maximum hardware area is MaxA.
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When the entire system is implemented in software,

(1) The maximum design latency is MaxT.
(2) The maximum memory space is MaxM.

These parameters are used to create the bounding constraints for the design space.
0 <A <MaxA;0 <M <MaxM; MinT < T < MaxT.

3.1 System Operations

The design specifications are given in the format of ISPD98 benchmark suite [10]
circuit netlist. This partitioning process has three stages.

In first stage, the processing of design specifications is divided into three subtasks.
The first subtask is the separation of hardware (HA; and HT;) and software (SS; and
ST;) estimations from the design specifications. The second subtask is to translate
the design specifications into a hypergraph-based control data flow graph (CDFG)
representation G = (V, E). The third subtask is scheduling (N; and N; ;) of each
operations in the CDFG with satisfaction of the design constraints and the priority
of operations.

In second stage, the outputs of these three tasks are given into the system-level par-
titioning module through the registers. It has three functionalities. The operational-
level analysis is the first process, used to classify the tasks whether it is suitable for
hardware realization or software execution. Next, the allocation process is used to
allocate the required supporting entities like functional units, interconnections, and
storage elements for the scheduled hardware and software systems. This allocation
is based on the speed constraint (i.e., parallel processing) and the area constraint
(i.e., dynamic partial reconfiguration). Finally, an absolute data path is generated
by integrating components in the basis of hardware and software partitions. Then,
the partitioning data are given to the specific hardware (HM;) and software (SM;)
models.

In third stage, the hardware and software models are executed separately and the
outcomes are compared with their estimated values (i.e., first stage). If any con-
troversy arises, the feedbacks are given to the second-stage process. This looping
process is continued till the satisfaction of all criterions.

Next, the performance (Cj ;) of hardware—software co-design is estimated and
compared with target performance metrics. If any misalignment arises, the feedback
is indicated to the system-level partitioning stage. Then, the entire second and third
stages are recompiled, till the achievement of target performance measures. Finally,
the hardware/software co-simulation and co-verification is performed, and then, the
SoC is realized.
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3.2 Hardware/Software Estimation

The CDFG file is given to the input of both hardware and software estimations with
the settings of target technology files and processor specifications. The hardware
execution is a parallel process since the specifications are modeled in VHDL library.
The software execution is a sequential process since the specifications are modeled in
C code. The GA technique is used to optimize these parallel and sequential processes.

Hardware estimation is based on the high-level synthesizable components, to
share the control and data path between hardware and software processes. GA is
used to optimize this resource sharing process [11]. The quality measures are closely
associated with performance metrics like execution, implementation, transfer, and
synchronization times commonly called reaction time. This reaction time is associ-
ated with each node in each execution of local DFG. For convenient, the CDFG is
split into several small DFGs called local DFGs.

The response times for

Routine statements, Trs = Tprg

Conditional statements, Tcs = > P, TpFGn ;

n

n—Number of iterations
P,,—Probabilities of iterations of outcomes

Looping statements, 71.s = nTDFG ;
Tcpre = F(Tprci, FDFGIs - - - » TDFGi> FDFGH)
+F (Tpect, Fprat, - - - » TpEGj, FDEG))

MinT = a[(MaxA « Cij) + > TiNij]

1

T;—Time delay for each node
a—Co-estimation factor

R;
MaxT = MinT + 3 Z[Ti z Nijl
i j=1

R;—Required components of each node ‘7’
[—Constant, since MaxT is a higher-order term
F;—Number of fixed components for each node ‘i’

R,
. T; :
Tcprg = MinT + 3 E [# E Nijl
N .
i j=F;+1

Register Estimation: [12]
Many input multiplexers = (i*MUXs)
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State machine-based control logic is used to control lines, log,i

ROM size, (STA*[(I + logzi) (REG +> Fi) + log, S])bits
i

STA—Number of states
REG—Number of registers

Software estimation is based on the calculation of memory space occupied by
instruction set and user-defined data types and data structures. The average queuing
time for each memory access can be modeled as 7, and the number of access is

represented by Npem. This calculation is necessary to estimate (TTi, j) and (SynTi, j) .

Hardware estimation (Tm) = (7(cprG, M) + @7y (Nmem,HM)

Software estimation (Tsm) = (T(cprG,smy) + Ty (N(mem,sMm))

Co-estimation (THM/SM) =0 (Tq) + @(N}l—qem); where o and ¢ are complex
structures.

4 Analyses of Results

All the hardware/software partitioning algorithms have been experimented in a set of
benchmark suites provided by ISPD’98, whose characterization is shown in Table 1.
Size and values of the system graph should bound within the design space. All these
examples are illustrated in the form of directed and acyclic graphs to specify the
certain coarse—grain tasks. Every example has been tested in different constraints,
but it always within the specified boundary conditions. The results are summarized
in Table 2. These results will be analyzed from both qualitative and quantitative
perspectives. The qualitative aspects will be mainly represented by the resulting
cost of the solutions obtained from each method, under different constraints. The
quantitative issues will be shown by means of the computation time resulting from
each technique.

Table 1 Design characteristics for ISPD’98 benchmark suite

Circuit # Cells # Pads # Modules # Nets # Pins
ibmO1 12,506 246 12,752 14,111 50,566
ibm02 19,342 259 19,601 19,584 81,199
ibm03 22,853 283 23,136 27,401 93,573
ibm04 27,220 287 27,507 31,970 105,859

IbmO05 28,146 1,201 29,347 28,446 126,308
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Table 2 Results acquired with the ISPD’98 examples

Example Constraints Genetic algorithm
Area (CLBs) Time (ns) Memory (Bytes) Apg Tg ME Fitness
ibm01 121,800 10,200 52,670 118,146 9,384 46,350 0.9233
103,080 8,670 44,770 101,637 8,020 41,189 0.9437
ibm02 154,700 12,600 55,980 140,170 11,230 49,823  1.0000
193,375 15,750 48,980 172,104 15435 51,429 0.9733
ibm03 171,200 14,200 48,090 154,896 12,040 38,953 1.0000
111,280 9,230 57,708 103,521 8,769 54,823 1.0000
ibm04 182,200 15,900 56,460 173,090 14,469 62,106 0.9866
258,724 19,239 50,814 234,597 16,546 46,749  0.9600
ibm05 198,300 16,800 62,210 180,453 13,776 58,478 0.8900
97,167 12,432 81,495 92,309 10,940 84,755 0.9566

5 Conclusion and Future Work

In this paper, the commonly used biologically inspired optimization algorithm, which
addresses the hardware/software partitioning problem for SOC designs, is imple-
mented using clustering approach as well as their performance is evaluated. This
evaluation process does not have any constraints on the cluster size and the number
of clusters. Hence, this evaluation approach is quiet suitable to be used in reducing
the design complexity of systems. This paper had shown how this problem can be
solved by means of very different partitioning techniques at runtime of the system
(dynamic partial reconfiguration). The problem resolution has been based on the
definition of a common system model that allows the comparison of different pro-
cedures. These extensions have improved previous implementations, because they
include some issues previously not considered. The constraints of these algorithms
have been integrated into the cost function in a general and efficient way. This genetic
algorithm-based dynamic partitioning technique has produced an average of 16.19 %
accuracy in hardware/software partitioning compared to [13] and [14].

A future study could extend the system model to encompass other quality at-
tributes, like power consumption, influence of communications, and the degree of
parallelism. Also, the hybrid algorithms of these biologically inspired algorithms
and their compilation are currently under study.
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Solving School Bus Routing Problem Using
Hybrid Genetic Algorithm: A Case Study

Bhawna Minocha and Saswati Tripathi

Abstract School bus routing involves transporting students from predefined loca-
tions to school using a fleet of buses with varying capacity. This paper describes a
real-life problem of the school bus routing. The overall goal of this study is to develop
a route plan for the school bus service so that it is able to serve the students in an
efficient and economical manner with maximum utilization of the capacity of buses
using hybrid genetic algorithm.

Keywords School bus routing problem * Genetic algorithm + Vehicle routing prob-
lem with time windows

1 Introduction

Approximately 23 million public school students travel through 400,000 school buses
twice daily for going to school and back from the school. It has been estimated that
out of these one to two million students travel in school buses (National Association
of State Directors of Pupil Transportation Services 1998).

School bus routing and scheduling is a transportation area which needs an
in-depth study for improving the service quality and reducing operating costs. The
school bus routing problem consists of a set of students dispersed in a region who
have to travel to and back from their schools every day. The main goal of any school
transportation system is to provide safe efficient and reliable transportation for its
students. It is therefore necessary to efficiently assign students to designated bus
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stops and determine the appropriate locations of different bus stops and routes and
the bus schedules to minimize the total operating cost while satisfying requirements
of the school and the children.

According to Swersey et al. [8], “In school bus transportation the two most visible
problems are routing and scheduling. In the routing problem every student is assigned
to a bus stop and those particular stops are sum up to form routes. In the morning
a bus follows these routes, from one stop to another, picking up the students and
carrying them to school. In the scheduling problem, particular buses are assigned to
particular routes.”

According to Spasovic et al. [7], “School Bus Routing is a version of the traveling
salesman problem, normally referred to the group of vehicle routing problems (VRP),
also with or with no time window constraints. Three factors that make School Bus
Routing unique are: (1) Efficiency (the cost to run a school bus) (2) Effectiveness
(how well the demand for service is fulfilled) (3) Equity (fairness of the school bus
for each student).”

Keetal. [3] present a variety of model formulations of school bus routing problem.
Li et al. [4] solved a case study treating the problem as multi-objective combinatorial
optimization problem. Thangiah et al. [9] discuss the routing of school buses in rural
areas. Recently, a complete review of school bus routing problems has been provided
by Park et al. [6].

Bus routing has gained the attention of many researchers in different fields.
Whereas some researchers are focusing on the designing new algorithms, others
are advancing existing algorithms and applying existing algorithms to the real-world
problems. These have been discussed by Toth et al. [10] and Golden et al. [1] in their
respective books.

The aim of school bus routing is to transport students in the safest, most econom-
ical, and convenient manner such that the following objectives and constraints are
met:

Objectives:

e Minimize the total number of buses required.
e Minimize the total distance traveled by the buses.

Constraints:

The number of students must not exceed the number of seats on each bus.

The time taken by buses must not exceed the specified limit.

Each bus stop is to be allocated to only one bus.

Each bus must pick all the students allocated on that route within specified time
windows and must reach the school before it starts.

Thus, school bus routing is essentially vehicle routing problem with time window
(VRPTW). In VRPTW, a set of vehicles with fixed and identical capacity is to be
routed from a central depot to a set of geographically scattered locations (cities, stores,
schools, customers, warehouses, etc.), which have varying demands and predefined
time windows. The vehicle can visit the location in this specified time window only.
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The objective of VRPTW is to service all the customers as per their requirement
while minimizing the number of vehicles required as well as the total travel distance
by all the vehicles used without violating capacity constraints of the vehicles and
the location’s time window requirement such that each location is visited once and
only once by one of the vehicles. All the routes are to start and ultimately end at the
depot. In the present study, we deal with routing the buses to appropriate bus stops.

The genetic algorithm (GA) approach was proposed by Holland [2] in 1975. It is
an adaptive heuristic search method that mimics evolution through natural selection.
It works by combining selection, crossover, and mutation operations of genes. The
selection procedure drives the population toward a better solution, while crossover
uses genes of selected parents to produce new offsprings that form the next genera-
tion. The genetic algorithm approach has now become popular as it helps in finding
reasonably good solutions for complex mathematical problems and NP-hard prob-
lems like vehicle routing problem.

2 Optimal Allocation of School Buses in Vehicle Routing
Planning of Blooming Dales School: A Case Study

The case study considered by us is the school bus routing problem of Blooming Dales
School situated in Ganga Nagar, Rajasthan, India. The school has primary wing and
high school wing in which presently students from nursery grade to grade X study.
Students from all over the town come there for schooling as it is very famous school
in the city imparting quality education to the students. An important problem before
the school management is to provide transport the students to and from the school
which is safe, economical, and convenient to the students who do not have their own
means of travel to the school.

Students travel to the school by different modes of transports. However, a large
number of them depend upon school buses. Presently, the school has a fleet of six
buses each with a seating capacity of 60 seats. The school starts at 8:00 am, so all the
buses have to reach the school campus by 7:50 am. The students go to their allocated
bus stop from their respective homes and board the school buses from there. The
students have been clustered into groups. Each group is associated with one of 50
bus stops. The buses are required to depart and return to the school within an allotted
fifty minutes time period. Table 1 shows the data provided by the school.

The travel plan currently being followed by the school management is shown in
Table 2. The currently running routes have been established intuitively and providing
the bus facility to 286 students. Every single route is serviced by a single vehicle.
All routes start and end at 0 indicate that all buses start their journey from school and
ends at school. Each bus stop is represented by a unique number, and all students at
a particular bus stop are serviced by a single bus.
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Table 1 Distance and demands of case study

B. Minocha and S. Tripathi

Bus stop No. of students Distance of bus stop Scheduled arrival
boarding at bus from school (in km) time of bus at bus
stop stop

0 0 0 7:00

1 12 5.1 7:33

2 4 7.9 7:22

3 9 9.5 7:17

4 4 5.7 7:33

5 10 7.2 7:28

6 6 6.7 7:24

7 4 4.2 7:34

8 8 4.7 7:32

9 6 9.7 7:19

10 4 7.9 7:26

11 6 6.3 7:30

12 3 8.9 7:20

13 6 8.3 7:17

14 4 8.9 7:21

15 3 4.9 7:36

16 9 8.4 7:21

17 3 5.9 7:33

18 6 7.4 7:25

19 8 6.2 7:26

20 7 9.4 7:20

21 6 6.4 7:31

22 4 6.9 7:29

23 3 7.8 7:24

24 3 7.9 7:26

25 8 6.7 7:28

26 8 6.9 7:27

27 4 9 7:16

28 6 8.9 7:23

29 2 10.1 7:19

30 4 5.2 7:31

31 3 44 7:38

32 4 39 7:40

33 7 4.1 7:38

34 12 5.9 7:31

35 2 8.5 7:24

36 5 54 7:35

37 8 7.2 7:22

38 4 52 7:34

39 7 4.9 7:35

40 8 7.4 7:25

41 4 5.7 7:28

42 2 9.3 7:22

43 4 7.5 7:27

(continued)



Solving School Bus Routing Problem 97

Table 1 (continued)

Bus stop No. of students Distance of bus stop Scheduled arrival
boarding at bus from school (in km) time of bus at bus
stop stop

44 16 8.4 7:18

45 9 8.5 7:23

46 8 6.1 7:30

47 3 8.8 7:16

48 2 9.9 7:18

49 6 7.7 7:00

50 2 4.1 7:37

Table 2 Current bus route plan

Bus Route Start time (am) Return time (am)
1 0-29-28-35-10-5-21-17-15-31-0 7:00 7:46
2 0-48-20-14-24-43-22-4-39-33-0 7:00 7:46
3 0-3-12-16-23-40-25-34-38-0 7:00 7:45
4 0-47-13-49-37-6-19-41-8-7-0 7:00 7:43
5 0-27-44-2-18-26-46-1-0 7:00 7:45
6 0-9-42-45-11-30-36-50-32-0 7:00 7:44

2.1 Problem Identification

We analyzed the data provided by the school management and calculated the capacity
utilization of each bus, which is shown in Table 3. The table shows details for each
bus route which includes the starting time from the school and time at which bus
return to the school, the number of stops it covers and total number of students it
served during the entire trip. The capacity utilization (students/capacity) has also
been computed and listed in the Table 3. This shows that some of the buses are under
utilized.

2.2 Design of More Efficient Bus Routes

The goal of this study is to develop a route plan for the school bus service so that
it is able to serve all the students efficiently with maximum utilization of the buses.
For this, we have first transformed the problem into the format of a VRPTW. In
order to convert the given school bus routing problem into VRPTW problem, we
need the latest arrival time of bus and required service time at each stop. We have
added four minutes to the scheduled arrival time of bus at each stop to determine the
latest acceptable arrival time of bus at a designated stop. Service time is actually the
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stoppage time of bus at each stop. This is equal to total time required by all students
to board the bus. This has been taken to be the number of students boarding the bus
from that stop multiplied by ten. (We are assuming here that each student needs about
10 s to board the bus.)

The buses depart from the school to the farthest bus stop points and start picking
up students from various bus stops in their return journey to the school. The travel
time #o; is computed as d,; /v, where d is the distance of bus stop i from school, and
v is the average running speed of the bus (we have assumed the average speed of the
bus to be 30 km/h). The present problem in reality is a VRPTW problem with some
constraints. Buses cannot travel randomly from one stop to another. They have to
follow the roads available. For instance, there is no direct path between many bus
stops such as 45 and 35, 3 and 29, 42 and 48, 47 and 27, 18 and 19, 16 and 37.
Similarly, one can reach bus stop 42 only from bus stop nine.

3 Use of Genetic Algorithm to Solve School
Bus Routing Problem

Keeping all points in view, we developed a VRPTW-based model for this problem.
A genetic algorithm is developed to solve it. After building the initial population, all
individuals are evaluated according to the fitness criteria. The evolution continues
with a three-way tournament selection in which good individuals are selected for
reproduction. In each generation, two best individuals are preserved for the next
generation without being subjected to genetic operations. The problem-specific route-
exchange crossover and mutation operations have been designed and applied to
modify the selected individuals to form new feasible individuals for the population.
Details of the algorithm are available in Minocha et al. [5]. The proposed algorithm
has been coded in C++.

The travel plan obtained by genetic algorithm is shown in Table 4. All the bus
departs and arrives at the school within the time window. Now, bus no. 1 and bus
no. 2 cover more bus stops, but bus No. 6 covers lesser bus stops than the original
route plan. The overall capacity utilization of the buses though remains same. But if
we replace the bus no. 6 with a bus with half the capacity, it will increase the overall
capacity utilization to 86.67 %.

4 Use of Hybrid Genetic Algorithm to Solve
School Bus Routing Problem

Although genetic algorithms can rapidly locate the region in which the global opti-
mum exists, they take a relatively long time to locate the exact local optimum in the
region of convergence. On contrary, local searches (valid in a small region of search
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space) are quick in finding an optimal solution. A combination of a genetic algorithm
and a local search method can speed up the search to locate the exact or near-exact
global optimum. These are now properly known as hybridized GAs. In such an algo-
rithm, applying a local search to the solutions that are guided by a genetic algorithm
to the most promising region can accelerate convergence to the global optimum.

In this study, we incorporate two new local search heuristics to search for better
routing solutions of VRPTW. These searches are as follows:

1. Changing next neighbor (CNN): In this case having selected an individual ran-
domly from the population, a node says C; is randomly chosen from one of its
routes. An effort is now made to replace its next neighbor C; | by some alter-
native acceptable node, say Cy. If it is possible, then we terminate the selected
route at Cj ;1 and all the nodes from C;4, onwards are reinserted in suitable
places in other existing routes. The route from which new C;; was picked up
is joined together at the next node of that route. If such an arrangement of routes
is not possible, then the same individual is returned.

2. Reinserting random node (RRN): In this case again after selecting an individual
randomly from the population, a customer C is randomly selected from one of its
routes. An attempt is made to insert it in another existing route at an appropriate
place. If that becomes possible we join the route from where C; was taken at the
next node of that route. This creates a new feasible solution. If it is not possible,
then the same individual is returned.

The genetic algorithm used in previous section is combined with these local
searches to yield hybridized genetic algorithm. Any one of the alternative local
search heuristics is applied randomly. The travel plan obtained by hybrid genetic
algorithm is shown in Table 5. All the bus departs and arrives at the school within
the time window, but covers more bus stops. Hence, the overall requirement of buses
is reduced by one, and thus, capacity utilization of buses is increased.

5 Conclusion

In the present study, we have solved a practical real-life situation using hybrid genetic
algorithm. New travel plan obtained yields a better solution as compared to the
currently used one both in the terms of number of buses required and in terms of the
overall capacity utilization of the buses. This has motivated the school management
to use the suggested route plan. Less number of buses indicates saving in terms
of cost of bus, its maintenance, running expanses (including fuel, salary of driver,
conductor). In fact with the increase in fuel prices, transportation schedules should
be planned efficiently.



Solving School Bus Routing Problem 103

References

. Golden, B., Raghavan, S., Wasil, E.: The Vehicle Routing Problem: Latest Advances and New

Challenges. Springer, Berlin (2008)

Holland, J.H.: Adaptation in Natural and Artificial System. The University of Michigan Press,
Michigan (1975)

Ke, X., Caron, R.J., Aneja, Y.P.: The school bus routing and scheduling problem with
homogenous bus capacity: formulations and their solutions. http://www.uwindsor.ca/math/
sites/uwindsor.ca.math/files/05-06.pdf (2006)

Li, L.Y., Fu, Z.: The school bus routing: a case study. J. Oper. Res. Soc. 53, 552-558 (2002)
Minocha, B. Tripathi S., Mohan, C.: Solving vehicle routing and scheduling prob-
lems using hybrid genetic algorithm. In: IEEE Proceedings of 3rd International Con-
ference on Electronics Computer Technology-ICECT 2011, vol. 2, pp. 189-193. IEEE.
http://ieeexplore.ieee.org/xpl/freeabs_all.jsp?arnumber=5941682&reason=concurrency

Park, J., Kim, B.: The school bus routing problem: a review. Eur. J. Oper. Res. 202(2), 311-319
(2010)

Spasovic, L., Chien, S., Kelnhofer-Feeley, C., Wang, Y., Hu, Q.: A methodology for evaluating
of school bus routing-a case study of riverdale, New Jersey. Transportation Research Board
80th Annual Meeting Washington, D.C. Springer, Berlin. http://transportation.njit.edu/nctip/
publications/No01-2088.pdf (2001)

Swersey, A.J., Wilson, B.: Scheduling school buses. Manag. Sci. 30(7), 844-853 (1984)
Thangiah, S.R., Fergany, A., Wilson, B., Pitluga, A., Mennell, W.: School bus routing in rural
school districts. computer-aided systems in public transport. Lecture Notes in Economics and
Mathematical Systems, vol. 600(1I), pp. 209-232, Springer, Berlin (2008)

Toth, P., Vigo. D.: The Vehicle Routing Problem. Monographs on Discrete Mathematics and
Applications. SIAM, Philadelphia, (2002)


http://www.uwindsor.ca/math/sites/uwindsor.ca.math/files/05-06.pdf
http://www.uwindsor.ca/math/sites/uwindsor.ca.math/files/05-06.pdf
http://transportation.njit.edu/nctip/publications/No01-2088.pdf
http://transportation.njit.edu/nctip/publications/No01-2088.pdf

Taguchi-Based Tuning of Rotation Angles
and Population Size in Quantum-Inspired
Evolutionary Algorithm for Solving
MMDP

Nija Mani, Gursaran, A. K. Sinha and Ashish Mani

Abstract Quantum-inspired evolutionary algorithms (QEAs) have been success-
fully used for solving search and optimization problems. QEAs employ quantum
rotation gates as variation operator. The selection of rotation angles in the quantum
gate has been mostly performed intuitively. This paper presents tuning of the parame-
ters by designing experiments using well-known Taguchi’s method with massively
multimodal deceptive problem as the benchmark.

Keywords Robust design + Multimodal - Deceptive - Optimization

1 Introduction

Quantum-inspired evolutionary algorithms (QEAs) have been successfully applied in
solving wide variety of real-life difficult optimization problems, where near-optimal
solutions are acceptable and efficient deterministic techniques are not known [1].
QEAs are EAs inspired by the principles of quantum mechanics. They are devel-
oped by drawing some ideas from quantum mechanics and integrating them in the
current framework of EA. QEAs have performed better than classical evolutionary
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algorithms (EAs) on many complex problems [1] as they provide better balance be-
tween exploration and exploitation due to probabilistic representation of solutions.

The canonical QEA proposed by Han and Kim [2] employs Q-bit as the smallest
unit of information, which is essentially a probabilistic bit. The Q-bit is modified by
using quantum gates, which are implemented as unitary matrix [2]. A quantum gate
known as rotation gate has been widely used in many QEA implementations [1]. It
acts as the main variation operator that rotates Q-bit strings to obtain good candidate
solutions for the next iteration. It takes into account the relative current fitness level
of the individual and the attractor and also their binary bit values for selecting the
magnitude and direction of rotation. The magnitude of rotation is a tunable parameter
and is selected from a set of eight rotation angles. The value of the rotation angles
are problem dependent and require tuning.

The other parameters that require tuning in QEA are population size, group size,
and migration period. The effect of population size, group size, and migration period
on the performance of QEA have been studied in some detail [2]; however, the eight
rotation angles have been mostly set by ad hoc experimentation, which is not a
best practice as per [3]. It has also been recommended in [3] that proper design of
experimentation should be employed for determining the parameter values.

Taguchi had proposed fractional design of experiments which have been very suc-
cessful in identifying the parameters that have maximum influence on the process.
Though Taguchi’s method was developed primarily for improving quality of the
product by incorporating it in design and manufacturing process, it has been used
in some efforts for tuning of evolutionary algorithms [4] as the process of search
in EAs is analogous to industrial process affected by set of tunable parameters with
the objective function fitness as the quality characteristics [4]. Taguchi’s design of
experiment are based on a special set of orthogonal arrays that does not guarantee
optimality (unlike factorial design of experiments) but has been shown to find bet-
ter parameters values than ad hoc experimentation [3]. Further, it does not suffer
from curse of dimensionality as in case of factorial design of experiments, in which
number of experiments quickly become impractical to execute, e.g., in this study,
nine parameters with five levels each have been considered, so according to factorial
design of experiments, the total number experiments to be conducted is 9°, which is
a hooping 59,049 experiments. It can be argued that even after considering more than
59,000 experiments, the optimality is not guaranteed in principle as it is dependent
on choice of levels, which is determined subjectively. Taguchi’s fractional design of
experiment reduces the number experiments to a manageable 50 experiments only,
which is a reduction by a factor of about 1,200.

2 Quantum-Inspired Evolutionary Algorithm

The potential advantages offered by quantum computing [1] have led to the develop-
ment of approaches that suggest ways to integrate aspects of quantum computing with
evolutionary computation [5]. The first attempt was made by Narayan and Moore [6]
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to use quantum interpretation for designing a quantum-inspired genetic algorithm.
A number of other hybridizations have also been proposed, of which the most pop-
ular proposal has been made by Han and Kim [2], which primarily hybridizes the
superposition and measurement principles of quantum computing in evolutionary
framework by implementing qubit as Q-bit.

A qubit is the smallest information element in quantum computer, which is quan-
tum analog of classical bit. The classical bit can be either in state ‘zero’ or in state
‘one,” whereas a quantum bit can be in a superposition of basis states in a quantum
system [2]. The Q-bit string acts as genotype of the individual and the binary bit string
formed by collapsing Q-bit forms the phenotype of the individual. The process of
measuring or collapsing Q-bit is performed by generating a random number between
0 and 1 and comparing it with |oz|2. If the random number is less than |oe|2, then the
Q-bit collapses to 0 or else to 1 and this value is assigned to the corresponding binary
bit. Further, the Q-bit is modified by using quantum gates or operators, which are
also unitary in nature [7]. The quantum gates are implemented in QEA as unitary
matrix, and further details are available in [2].

A quantum gate known as rotation gate has been employed in [2]. It acts as the
main variation operator that rotates Q-bit strings to obtain good candidate solutions
for the next iteration. It requires an attractor [8] toward, which the Q-bit would be
rotated. It further takes into account the relative current fitness level of the individual
and the attractor and also their binary bit values for determining the magnitude and
direction of rotation. The magnitude of rotation is a tunable parameter and is selected
from a set of eight rotation angles viz., 8, 6>, . . . 3. The value of the rotation angles
is problem dependent and require tuning [2].

The quantum-inspired evolutionary algorithm is as follows [2]:

(a) t = 0; Define Group Size;

(b) initialize Q(t);

(c) make P(t) by observing the states of Q(t);
(d) evaluate P(t);

(e) store the best solutions among P(t) into B(t);
(f) while (termination condition is not met) {

(2) t=t+1;
(h) make P(t) by observing the states of Q(t-1);
1) evaluate P(t);
() Determine the attractors Atr(t);
(k) update Q(t) according to P(t) and Atr(t) using Q-gate;
0 store the best solutions among B(t-1) and P(t) into B(t);
(m) store the best solution b among B(t);
(n) if(migration condition)
(o) migrate b or b} to B(t) globally or locally, respectively
}

In step (b), the qubit register Q(f) containing Q-bit strings for all the individuals
is initialized randomly. In step (c), the binary solutions in P(0) are constructed by
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observing the states of Q(0). In a quantum computer, the act of observing a quantum
state collapses it to a single state. However, collapsing into a single state does not
occur in QEA, since QEA runs on a digital computer, not on a quantum computer.
In step (d), each binary solution is evaluated to give a measure of its fitness. In
step (e), the initial best solutions are then selected among the binary solutions P(0),
and stored into B(0). In steps (f) and (g), iteratively, the binary solutions in P(t) are
formed by observing the states of Q (¢ — 1) as in step (c), and each binary solution
is evaluated for the fitness value. In step (j), the attractors are determined for each
individual according to the strategy. In step (k), Q-bit individuals in Q(#) are updated
by applying Q-gates by taking into account Atr(), b and P(f), which is defined as a
variation operator of QEA. The variation operator is rotation gate. In steps (1) and
(m), the best solutions among B(t — 1) and P(¢) are selected and stored into B(?),
and if the best solution stored in B(¢) is better fitted than the stored best solution b,
the stored solution is replaced by the new one.

In step (n), a migration condition is checked and if satisfied, the best solution b
is migrated to B(?) or the best among some of the solutions in B(?), b;, is migrated
to them. The migration condition and local groups are taken to be design parameters
and have to be chosen appropriately for the problem at hand.

It is suggested that QEA should have a local migration in every iteration and
global migration after every 100 iterations. The group size is taken as five.

3 Design of Experiments

The design of experiment follows guidelines given in [3] and is outlined below:

1. The process objective describing the quality of the algorithm is the objective
fitness function value.

2. The design parameters are the eight rotation angle parameters (6 to #g) in the
Q-gate and the population size. The number of levels has been taken as five for
each parameter so that we can investigate them thoroughly. The value of each
level for all the parameters is shown in Table 1.

3. There are a total of nine parameters and five levels, so the orthogonal array listed
in L50 has been selected [9] for deciding the experiments; hence, a total of fifty
experiments have been conducted.

4. Thirty runs of QEA with different sets of random numbers have been conducted
for each experiment. The experiments data have been collected for mean and
variance of objective fitness value.

5. The primary interest in design of EAs is to have better mean value rather than
signal to noise ratio. Therefore, data analysis has been reported in this work for
the mean value only.

The experimentation is performed by using massively multimodal deceptive prob-
lem as benchmark, with size k = 40, which is a large instance [10]. This problem
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Table 1 Parameter levels

Parameters L1 L2 L3 L4 L5

01 0 —0.0025 7 —0.0057 —0.01l7 —0.057
0> 0 —0.0025 7 —0.005 7 —0.01l7 —0.057
03 0 +0.005 7 +0.017 +0.057 +0.17
04 0 —0.0025 7 —0.0057 —0.01l7 —0.057
05 0 —0.005 7 —0.01l7 —0.05 pi —0.17
O 0 +0.0025 7 +0.005 7 +0.017 +0.05 7
07 0 +0.0025 7 +0.005 7 +0.01 7 +0.057
03 0 +0.0025 7 +0.005 7 +0.017 +0.05 7

—
=]

Population size 15 25 35 50

is difficult for EAs as the numbers of local maxima are very large as compared with
global maxima. Further, the fitness landscape is such that EA finds it very convenient
to reach the local maxima, but searching global maxima is extremely difficult as it
is located at the extreme ends of subproblem string.

4 Results and Analysis

The results of the experiments conducted by employing Taguchi’s method are sum-
marized in Table 2. The results show that best set of parameters values identified
from the experiments are —0.005 7 for 6y, —0.01 7 for 65, +0.1 7 for 63, —0.05 7
for A4, —0.005 7 for 05, +0.01 7w for ¢, +0.005 7 for 67, +0.0025 = for Og, 25
for population size. Table 3 shows comparison between the performance of QEA
with parameters’ value tuned with Taguchi’s method and the performance of QEA
with parameters’ value at recommended setting derived by ad hoc experimentation
as reported in the literature [1, 2]. The result in Table 3 indicates the superiority
of the Taguchi’s method over ad hoc experimentation for finding suitable values of
parameters.

Table 2 Results of parameter optimization

0, 0 03 04 05 O 07 0 Pop size
37.13 35.38 32.23 35.74 37.43 33.34 36.23 33.83 33.52
36.25 36.64 36.02 34.95 38.63 37.87 36.28 37.59 36.64
37.49 35.12 37.76 36.00 35.33 35.06 36.79 37.42 37.17
32.74 37.09 35.65 35.70 32.88 37.92 34.47 35.19 36.98
36.49 35.87 38.77 36.29 35.96 35.64 36.32 35.88 35.68

VR W — |
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Table 3 Comparison between Adhoc-tuned and Taguchi-tuned QEAs

Adhoc-tuned QEA Taguchi-tuned QEA

Optimal 40

Best 40 40

Median 39.64058 40

Worst 38.5623 40

Mean 39.4968 40

SD 0.418 0.0

Percentage success runs 26.67 100

The ad hoc-tuned QEA had all s set to zero except #3(= 0.017) and
fs(= —0.01 ) and with population size as 25, and the comparison has been made
over 30 independent runs.

5 Conclusion

QEAs are evolutionary algorithms, which provide better balance between exploration
and exploitation and have been widely used for solving difficult problems. This paper
highlights issues in tuning of parameters and shows the utility of Taguchi-based
method for tuning of parameters, especially the eight rotation angles and population
size.

Further studies will include more comprehensive study by including other para-
meters on a suite of difficult problems.

References

1. Zhang, G.: Quantum-inspired evolutionary algorithms: a survey and empirical study. J Heuris-
tics 17, 303-351 (2011)

2. Han, K.H., Kim, J.H.: Quantum-inspired Evolutionary Algorithm for a Class of Combinatorial
Optimization. IEEE Trans. on Evo. Comp. 6(6), 580-593 (2002)

3. Adenso-Diaz, B., Laguna, M.: Fine-Tuning of Algorithms using Fractional Experimental De-
signs and Local Search. Op. Res. 54(1), 99-114 (2006)

4. Hippolyte, J.L., Bloch, C., Chatonnay P., Espanet, C., Chamagne, D., and Wimmer, G.: Tuning
an Evolutionary Algorithm with Taguchi Methods and Application to the dimensioning of an
Electrical Motor. Proc. CSTST-2008, 265-272 (2008).

5. Sofge, D. A.: Prospective Algorithms for Quantum Evolutionary Computation. Proc. QI-2008,
College Publications, UK, 2008.

6. Narayanan, A. and Moore M. : Quantum-inspired genetic algorithms. Proc. IEEE CEC-1996,
61-66, (1996).

7. Nielsen, M.A. and Chuang, I.L.: Quantum Computation and Quantum Information. Cambridge
University Press, Cambridge.



Taguchi-Based Tuning of Rotation Angles and Population Size 111

8. Platelt, M.D., Schliebs, S., Kasabov, N.: A Verstaile Quantum-inspired Evolutionary Algorithm.
Proc. of IEEE CEC 2007, 423-430 (2007)

9. Design of experiments via Taguchi methods: orthogonal arrays available at https:/
controls.engin.umich.edu/wiki/index.php/Design_of_experiments_via_taguchi_methods:_
orthogonal_arrays

10. Alba, E., Dorronsoro, B.: The exploration / exploitation tradeoff in dynamic cellular genetic
algorithms. IEEE Trans. Evo. Co. 8(2), 126-142 (2005)


https://controls.engin.umich.edu/wiki/index.php/Design_of_experiments_via_taguchi_methods:_orthogonal_arrays
https://controls.engin.umich.edu/wiki/index.php/Design_of_experiments_via_taguchi_methods:_orthogonal_arrays
https://controls.engin.umich.edu/wiki/index.php/Design_of_experiments_via_taguchi_methods:_orthogonal_arrays

Part 11
Soft Computing for Mathematics
and Optimization (SCMO)



Simultaneous Feature Selection and Extraction
Using Fuzzy Rough Sets

Pradipta Maji and Partha Garai

Abstract In this chapter, a novel dimensionality reduction method, based on fuzzy
rough sets, is presented, which simultaneously selects attributes and extracts features
using the concept of feature significance. The method is based on maximizing both
relevance and significance of the reduced feature set, whereby redundancy therein is
removed. The chapter also presents classical and neighborhood rough sets for com-
puting relevance and significance of the feature set and compares their performance
with that of fuzzy rough sets based on the predictive accuracy of nearest neighbor
rule, support vector machine, and decision tree. The effectiveness of the proposed
fuzzy rough set-based dimensionality reduction method, along with a comparison
with existing attribute selection and feature extraction methods, is demonstrated on
real-life data sets.

1 Introduction

Dimensionality reduction is a process of selecting a map by which a sample in an
m-dimensional measurement space is transformed into an object in a d-dimensional
feature space, where d < m. The problem of dimensionality reduction has two as-
pects, namely formulation of a suitable criterion to evaluate the goodness of a feature
set and searching the optimal set in terms of the criterion. The major mathematical
measures so far devised for the estimation of feature quality can be broadly classified
into two categories, namely feature selection in measurement space and feature selec-
tion in a transformed space. The techniques in the first category generally reduce the
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dimensionality of measurement space by discarding redundant or least information-
carrying features. On the other hand, those in second category utilize all information
contained in the measurement space to obtain a new transformed space, thereby
mapping a higher dimensional pattern to a lower dimensional one. This is referred
to as feature extraction [1].

An optimal feature subset selected or extracted by a dimensionality reduction
method is always relative to a certain feature evaluation criterion. In general,
different criteria may lead to different optimal feature subsets. However, every cri-
terion tries to measure the discriminating ability of a feature or a subset of fea-
tures to distinguish different class labels. One of the main problems in real-life data
analysis is uncertainty. Some of the sources of this uncertainty include incomplete-
ness and vagueness in class definitions. In this background, the rough set theory
[2] has gained popularity in modeling and propagating uncertainty. Rough sets can
be used to find most informative feature subset of original attributes from a given
data with discretized attribute values [3, 4]. However, there are usually real-valued
data and fuzzy information in real-world applications. In rough sets, the real-valued
features are divided into several discrete partitions, and the dependency or quality of
approximation of a feature is calculated. The inherent error that exists in discretiza-
tion process is of major concern in the computation of the dependency of real-valued
features. Combining fuzzy and rough sets provides an important direction in rea-
soning with uncertainty for real-valued data [5]. They are complementary in some
aspects. The generalized theories of rough fuzzy computing have been applied suc-
cessfully to feature selection of real-valued data set [5—7]. Also, neighborhood rough
sets [8] are found to be suitable for both numerical and categorical data sets.

On the other hand, a feature extraction technique such as principal component
analysis (PCA), linear discriminant analysis, and independent component analysis
[1] generates a new set of features using a mapping function that takes some linear
or nonlinear combination of original features. While PCA uses a linear orthogonal
transformation to project a sample space containing possibly correlated variables
into a different space with uncorrelated variables, independent component analysis
decomposes a multidimensional feature vector into statistically independent com-
ponents to reveal the hidden factors from a set of random variables [1]. In general,
a feature extraction technique provides a richer feature subset than that obtained
using a feature selection algorithm with a higher cost. Hence, it is very difficult to
decide whether to select a feature from original measurement space or to extract a
new feature by transforming the existing features for a given data set. A dimension-
ality reduction algorithm needs to be formulated ,which can simultaneously select
or extract features depending upon the criteria, integrating the merits of both feature
selection and extraction techniques.

In this regard, a novel dimensionality reduction algorithm is proposed based on
fuzzy rough sets, which simultaneously selects and extracts features from a given
data set. Using the concept of feature significance, the feature set in each iteration
is partitioned into three subsets, namely insignificant, dispensable, and significant
feature sets. The insignificant feature set is discarded from the current feature set,
while significant feature set is used to select or extract a feature in the next iteration.
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Depending on the quality of features present in the dispensable set of current iteration,
a new feature is extracted or an existing feature is selected from the dispensable set
for reduced feature set. In effect, the final reduced feature set may simultaneously
contain some original features of measurement space and extracted new features of
transformed space, which are both relevant and significant. The effectiveness of the
proposed fuzzy rough dimensionality reduction method, along with a comparison
with other methods, is demonstrated on a set of real-life data.

2 Proposed Dimensionality Reduction Method

In this section, a new dimensionality reduction method is presented, integrating fuzzy
rough sets and the merits of feature selection and extraction techniques.

2.1 Fuzzy Rough Sets

A crisp equivalence relation induces a crisp partition of the universe and generates
a family of crisp equivalence classes. Correspondingly, a fuzzy equivalence relation
generates a fuzzy partition of the universe and a series of fuzzy equivalence classes
or fuzzy knowledge granules. This means that the decision and condition attributes
may all be fuzzy [9]. Let < U, A > represents a fuzzy approximation space and X is
afuzzy subset of U. The fuzzy P-lower and [P-upper approximations are then defined
as follows [9]:

ppx (Fi) = inf{max{(l — p, (X)), px (0} Vi (D

gy (Fi) = sup{min{pr, (x), px (X)}} Vi @)

where F; represents a fuzzy equivalence class belonging to U/P, the partition of U
generated by P C A, and px (x) represents the membership of object x in X. These
definitions diverge a little from the crisp upper and lower approximations, as the
memberships of individual objects to the approximations are not explicitly available.
As a result of this, the fuzzy lower and upper approximations can be defined as [5]

pex (x) = sup  min{up; (x), ppx (Fi)} 3)
F;eU/P

ppy () = sup  min{u, (x), iy (F)). (4)
F;eU/P

The tuple < PX,PX > is called a fuzzy rough set. This definition degenerates
to traditional rough sets when all equivalence classes are crisp. The membership of
an object x € U belonging to the fuzzy positive region is
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HPOSc(D) (X) = sup  pex(x) )
XeU/D

where A = C U D. Using the definition of fuzzy positive region, the dependency
function can be defined as follows [5]:

leposcmy ()1

D) = = — . 6
e (D) o |U|§MPOSC(D)(X) (6)

2.2 Feature Significance

Let U = {x1,---,x;, -+ ,x,} be the set of n samples and C = {&, -,
&, -, 2y} denotes the set of m features of a given data set. Define v, (D) as
the relevance of the feature .7 with respect to the class label or decision attribute
D. The relevance represents the quality of a feature or degree of dependency of de-
cision attribute ID on condition attribute .7;. To what extent a feature is contributing
to calculate the joint relevance or dependency can be calculated by the significance
of that feature. The change in dependency when a feature is removed from the set of
features is a measure of the significance of the feature.

Definition 1 The significance of a feature .; with respect to another feature .27; can
be defined as follows:

o1t N (D), D) = Yep ot} (D) — V7, (D). (7

Hence, the significance of a feature .<7; is the change in dependency when the feature
«/; is removed from the set {7, o/;}. The higher the change in dependency, the
more significant feature .«7; is. If significance is 0, then feature %7 is dispensable.
The following properties can be stated about the measure:

L. 0o o7 (D) = 0 if and only if the feature «7; is dispensable in the set
(o, o).

2. 0, o }(,Q/j, D) < O if the feature 7 is more relevant than the feature set
{7, oj}.

3. 0.} (@j, D) > 0 if the feature «7; is significant with respect to another
feature o7 .

4. 014, ﬂj}(fxz%j, D) # U{ﬂhgg/}(&z{i, D) (asymmetric).

2.3 Simultaneous Feature Selection and Extraction

The high-dimensional real-life data set generally may contain a number of nonrele-
vant and insignificant features. The presence of such features may lead to a reduction
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in the useful information. Ideally, the reduced feature set obtained using a dimen-
sionality reduction algorithm should contain features those have high relevance with
the classes, while the significance among them would be as high as possible. The
relevant and significant features are expected to be able to predict the classes of the
samples. Hence, to assess the effectiveness of the features, both relevance and signif-
icance need to be measured quantitatively. The proposed dimensionality reduction
method addresses the above issues through the following three phases:

1. computation of the relevance of each feature present in original feature set;
2. determination of the insignificant, dispensable, and significant feature sets; and
3. extraction of a relevant feature from the dispensable set.

The fuzzy rough set is used to compute both relevance and significance of fea-
tures. The insignificant feature set is discarded from the whole feature set, while
the significant feature set is used to select or extract significant features for reduced
feature set. Let 7, (ID) represents the relevance of feature .2 € C. The proposed
algorithm starts with a single feature .o7; that has the highest relevance value. Based
on the significance values of all other features, the feature set C is then partitioned
into three subsets, namely insignificant set [;, dispensable set D;, and significant
set S;, which are defined as follows:

li = {jlo(a o7,)(#}. D) < =b;; & # @ € C} ®)
Di ={dj| = bi < 0o.07,)(}, D) < bi; & # o € C} )
Si = {Ajlo\ ) (A}, D) > iy A # o € C} (10)

where C = [; U D; U S; U {4} and §; is a predefined threshold value corresponding
to the feature .<7;.

The insignificant set I; represents the set of features those are insignificant with
respect to the candidate feature <7 of the current iteration. Hence, the insignificant
set I; should be discarded from the whole feature set C as the presence of such
insignificant features may lead to a reduction in the useful information. If insignificant
features are present in the reduced feature set, they may reduce the classification or
clustering performance. The significant set S; consists of a set of features those are
significant with respect to the feature <7;. In other words, the set S; represents the
set of features of C those have the significance values with respect to the feature .o7;
greater than the threshold ¢;. This set is considered in the next iteration to select or
extract a new feature.

On the other hand, the dispensable set D; is used for extracting a new feature in the
current iteration. As the significance values of the features present in the dispensable
set are very low, they form a group of similar features. These features may be consid-
ered to generate a new feature. However, the similar features of dispensable set may
be in phase or out of phase with respect to each other. Hence, the following definition
can be used to extract a new feature Ei from the dispensable set of features D;:
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i:%l);\/j/j where A\; € {—1,0, 1} and &/ € D;. (11

To find out the value of A; for each feature 27; € D;, the following greedy algo-
rithm can be used. Let <7 be the initial representative of the set D;. The representative
of D; is refined incrementally. By searching among the features of set D;, the current
representative is merged and averaged with other features, both in phase and out of
phase, such that the augmented representative .27; increases the relevance value. The
merging process is repeated until the relevance value can no longer be improved. If
afeature &7; € D; in phase (respectively, out of phase) with the feature .27 increases
the relevance value, then \; = 1 (respectively, A; = —1). On the other hand, the
value of \; = 0 if feature 7; does not increase the relevance value, irrespective of
the phases.

After extracting the feature .o7; from the dispensable set D; using (11), the in-
significant feature set /; and used features of D; are discarded from the whole feature
set C. From the remaining features of C, another feature .<7; is selected by maximizing
the following condition:

1
1 @) + D Oy (D) (12)
y,’GS

where S is the already selected or extracted feature set. The process is repeated to
select or extract more features. In the proposed dimensionality reduction method,
both relevance and significance of a set of features are computed using fuzzy rough
sets. If \; = O for all @/; € D;, then the extracted feature 7; at a particular
iteration is actually the candidate feature <7 of the original feature set C. Hence,
the proposed dimensionality reduction method generates a reduced feature set S that
may simultaneously contain some selected features of original measurement space
and some extracted features of transformed feature space, which are both relevant
and significant.

3 Experimental Results

The performance of the proposed fuzzy rough simultaneous attribute selection and
feature extraction method is extensively studied and compared with that of some ex-
isting feature selection and extraction algorithms, namely maximal-relevance (Max-
Relevance) and maximal-relevance maximal-significance (MRMS) [4] frameworks
with classical, neighborhood, and fuzzy rough sets, quick reduct (Max-Dependency
and rough sets) [3], fuzzy rough quick reduct (Max-Dependency and fuzzy rough
sets) [5], neighborhood quick reduct (Max-Dependency and neighborhood rough
sets) [8], minimal-redundancy maximal-relevance (mRMR) framework [10], fuzzy
rough set-based mRMR framework (fuzzy rough mRMR) [7], and PCA [1].
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3.1 Performance of Various Rough Set Models

In dimensionality reduction method, the reduced feature set is always relative to a
certain feature evaluation index. In general, different evaluation indices may lead to
different reduced feature subsets. To establish the effectiveness of fuzzy rough sets
over Pawlak’s or classical and neighborhood rough sets, extensive experiments are
done on various data sets. Table 1 presents the comparative performance of different
rough set models for simultaneous attribute selection and feature extraction tasks.
The results and subsequent discussions are presented in this table with respect to the
classification accuracy of the K-NN, SVM, and C4.5 on test samples considering the
optimum parameter values.

From the results reported in Table 1, it can be seen that the proposed dimensionality
reduction method based on fuzzy rough sets attains maximum classification accuracy
of the K-NN, SVM, and C4.5 in most of the cases. Out of 12 cases of training—testing,
the proposed method with fuzzy rough sets achieves highest classification accuracy
in 10 cases, while that with classical or Pawlak’s rough sets attains it only in 2 cases.
The better performance of the fuzzy rough sets is achieved due to the fact that it can
capture uncertainties associated with the data more accurately.

3.2 Performance of Different Algorithms

Finally, Table 2 compares the performance of the proposed fuzzy rough simultane-
ous feature selection and extraction algorithm with that of different existing feature
selection and extraction algorithms on various data sets.

From the results reported in Table 2, it is seen that the proposed dimensionality
reduction method achieves highest classification accuracy of SVM, C4.5, and K-NN
in 11 cases out of total 12 cases, while the PCA attains highest classification accuracy
in only 1 case. The proposed method also provides higher classification accuracy than
the max-Relevance, max-Dependency, and MRMS criteria in all cases, irrespective
of the classifiers, rough sets, and data sets used.

Hence, all the results reported in Table 2 confirms that the proposed fuzzy rough
dimensionality reduction method selects a set of features having highest classification

Table 1 Performance of various rough set models on different data sets

Different data sets Test accuracy of K-NN  Test accuracy of SVM  Test accuracy of C4.5
Classical Neighbor Fuzzy Classical Neighbor Fuzzy Classical Neighbor Fuzzy

Satimage 84.65  87.50 87.55 84.45  83.60 87.35 82.40  83.95 87.20
Segmentation 87.61  85.76 86.24 91.38  91.38 92.33 90.90  89.98 90.33
Leukemia II 91.07  91.07 94.64 91.07  90.17 93.75 91.07  90.17 93.75
Breast II 84.21  94.73 94.73 89.47  94.73 94.73 100 100 100
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accuracy of the K-NN, SVM, and C4.5 in most of the cases, irrespective of the data
sets. Also, the proposed method can potentially yield significantly better results
than the existing algorithms. The better performance of the proposed method is
achieved due to the fact that it provides an efficient way to simultaneously select and
extract features for classification. In effect, a reduced set of features having maximum
relevance and significance is being obtained using the proposed method.

4 Conclusion

This chapter presents a novel dimensionality reduction method, integrating judi-
ciously the theory of fuzzy rough sets and merits of both attribute selection and
feature extraction. An efficient algorithm is introduced by performing simultaneous
feature selection and extraction. It uses the concept of fuzzy rough feature signifi-
cance for finding significant and relevant features of real-valued data sets. Finally,
the effectiveness of the proposed method is presented, along with a comparison with
other related algorithms, on a set of real-life data sets.
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A Fuzzy Programming Approach for Bilevel
Stochastic Programming

Nilkanta Modak and Animesh Biswas

Abstract This article presents a fuzzy programming (FP) method for modeling
and solving bilevel stochastic decision-making problems involving fuzzy random
variables (FRVs) associated with the parameters of the objectives at different hi-
erarchical decision-making units as well as system constraints. In model formu-
lation process, an expectation model is generated first on the basis of the fuzzy
random variables involved with the objectives at each level. The problem is then
converted into a FP model by considering the fuzzily described chance constraints
with the aid of applying chance constrained methodology in a fuzzy context. After
that, the model is decomposed on the basis of tolerance ranges of fuzzy numbers
associated with the parameters of the problem. To construct the fuzzy goals of the
decomposed objectives of both decision-making levels under the extended feasible
region defined by the decomposed system constraints, the individual optimal values
of each objective at each level are calculated in isolation. Then, the membership
functions are formulated to measure the degree of satisfaction of each decomposed
objectives in both the levels. In the solution process, the membership functions are
converted into membership goals by assigning unity as the aspiration level to each of
them. Finally, a fuzzy goal programming model is developed to achieving the high-
est membership degree to the extent possible by minimizing the under deviational
variables of the membership goals of the objectives of the decision makers (DMs) in
a hierarchical decision-making environment. To expound the application potentiality
of the approach, a numerical example is solved.

Keywords Bilevel programming -+ Stochastic programming * Fuzzy random
variable + Fuzzy goal programming
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1 Introduction

Bilevel programming (BLP) is considered as a hierarchical decision-making problem
in which decision makers (DMs) locating at two hierarchical levels independently
controls a vector of decision variables for optimizing his/her own pay off by taking
serious attention to the benefit of the other. In the decision-making situation, although
the execution of decision is sequential from higher level to lower level, the decision
for optimizing the objective of the upper level DM (leader) is often affected by
the reaction of the lower level DM (follower) due to his/her dissatisfaction with the
decision. In such cases, the problem for proper distribution of decision power to the
DM:s is often encountered and decision deadlock arises.

To solve BLP problems (BLPPs), several approaches are developed by some
pioneer researchers in the field, viz. Kuhn—Tucker approach [1], kth best solution
approach [2], penalty function approach [3], complementary pivot approach [4]. But
the use of classical approaches developed so far often leads to the paradox that the
decision of the follower dominates the decision of leader and the methods do not
always provide satisfactory decision in a highly conflicting hierarchical decision
situation.

Considering uncertainties involved with most of the mathematical programming,
probabilistic programming and fuzzy programming (FP) advanced to deal with dif-
ferent inexact parameters values and inherent uncertain characteristic of decision
parameters. The stochastic programming (SP) is a field of probabilistic program-
ming where the parameters associated with the objectives are random variables. The
methodology to solve this kind of problem was introduced by Charnes and Cooper [5]
for its potential applications in various real-life planning problems [6]. SP is further
classified as chance constrained programming (CCP) if some or more constraints
are probabilistic in nature following some sort of probability distribution. Different
aspects of CCP were studied [7] in the past.

In model formulation process, it is often found that the parameters involved with
the model cannot be defined precisely. Under this situation, FP is appeared as a power-
ful technique to solve optimization problem, which was developed by Zimmermann
[8], Klir and Yuan [9], and others based on fuzzy set theory [10]. The main difficulty
with conventional FP approach is that re-evaluation of the problem again and again
by redefining membership values of the objectives is involved to reach satisfactory
decision.

To avoid such computational difficulties, fuzzy goal programming (FGP) [11]
for solving BLPP has been presented by Biswas and Bose [12] in the recent past.
Considering fuzziness involved with different CCP or SP problems, Luhandjula and
Joubert [13] developed some technique by using fuzzy random variable (FRV) to
solve CCP problems in fuzzy environment. A methodology for solving CCP problems
through expectation model by using FGP technique has been recently studied by
Biswas and Modak [14].

In real-life decision-making context, it is often found that the probability of occur-
rence of the objective of the DM at higher level is not the same as that of lower level,
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and also, the parameters involved with the objectives as well as system constraints
are not defined precisely. To capture this type of uncertainties, stochastic BLP is
considered in this article.

In the present study, FGP approach is adopted to solve fuzzy stochastic BLPP
where the parameters associated with the objectives as well as with system con-
straints are FRVs and fuzzy numbers. In model formulation process, the objectives
of the problem is first approximated by using expectation model (E-Model) [14] and
the system constraints are converted into fuzzy constraints by applying general CCP
methodology. Then, the model is decomposed on the basis of the tolerance ranges
of the fuzzy numbers associated with the objectives as well as with the system con-
straints by the concept of a-cut of fuzzy numbers in order to defuzzify the problem.
Individual objective values are obtained to construct the membership functions of
each of the decomposed objectives within the extended feasible region. The mem-
bership functions are then converted into membership goals by assigning unity as the
aspiration level of each of them. Lastly, an FGP model is constructed to achieving the
highest membership degree to the extent possible by the DM by minimizing the group
regret consisting of under deviational variables in decision-making environment.

2 Formulation of Bilevel Stochastic Programming Problem

In a stochastic bilevel decision-making situation, let 7 and F, be the objective
function of leader and follower respectively. Also, let x;be the controlling vector of
leader and x; be the controlling vector of follower. Then, a bilevel SP problem with
chance constraints is stated as

Find X (x1, x) so as to

1\/)[6311)( F| = ¢11x1 + ¢12x2 and for given xq, xj solves N)[gx F) = ¢y1x1 + Cnxn

subject to Pr(djx1+ dipxz < by) > pi; Pr(@xi+ dnxa < by) > payxi, x2>0
] (1)
where ¢11, €12, C21, C22, and by are the vectors of normally distributed independent
FRVs with fuzzily defined mean and variance; a1, a» are the matrices of normally
distributed independent FRVs; 51 is a vector of right-sided fuzzy number; as(, az
are matrices of triangular fuzzy numbers; p1, p2 are vectors of real numbers. With
the consideration of the above model, the FP model is derived in the next section.

3 FP Model Construction

Considering the FRVs associated with the objectives at each level DM, an E-model
is generated in the following subsection.
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3.1 Fuzzy E-model of Objective Function

Since ¢y1, €12, €21, Capare the vectors of normally distributed independent FRVs,
let E(¢11), E(C12), E(¢21), and E(¢p2) are the respective mean values of the FRVs
€11, €12, €21, €22 associated with objective functions of leader and follower. Then,
the objectives of equivalent E-model of the given problem (1) are presented as

Max E(F1) = E(c11)x1 + E(¢12)x2 where for given x1, x» solves Max
x2

E(F) = E(c21)x1 + E(¢22)x2. 2)

Since E(c11), E(C12), E(C21),and E(¢22) are vectors of fuzzy numbers, introducing
M 11, M 12, Mz 1, and Mzz are vectors of fuzzy numbers with the assigned values
My = E@En1), M1z = E(12), Moy = E(é21), and Moy = E(E).

In a fuzzy decision-making situation, it is to be assumed that the mean associated
with the vectors of FRVs ¢y, €12, €21, ¢22 are triangular fuzzy numbers.

A triangular fuzzy number a can be represented by a triple of three real numbers

asa = (aL, a,ak ) The membership function of a triangular fuzzy number is of
the form
0 if x<alorx > af
e (x) = [x—aL]/[a—aL] if al<x<a

[aR—x]/[aR—a] if a<x<af

where a’ and a® denote, respectively, the left and right tolerance values of the
fuzzy number a. Now considering the following triangular fuzzy numbers associ-
ated with the mean values of the vectors FRVs of the objectives of the DMs with

the form 11, &12, éa1, G20 as My = (MY, My, MR), My = (ML, Myp, ME),
My = (M2L1, M>y, Mﬁ), My = (Msz’ M»s, Mﬁ), the objective functions in (2)
are decomposed as

Max E(FF = {ME + My — ME)a) xy + {ME + (M2 — ME)a} x; ,

Lead bl

Ma" E(F)R = {ME — ME — Mya}xi + {ME — (ME — Mip)a}x, (Leader problem)
3

Max E(Fpt = {M21 + (My1 — Mﬁ)a} X1+ {Msz + (M2 — Msz)a} X
R_ R R (Follower’ s problem)
Max E(F)R = {ME — B — Mona)xi + [ME - ME - Mo} x,

“4)



A Fuzzy Programming Approach for Bilevel Stochastic Programming 129

3.2 Conversion of Fuzzy Chance Constraints into Fuzzy
Constraints

The parameters involved with the chance constraints are treated here as FRVs fol-
lowing normal distribution. Under this consideration, it is assumed that E (aj),

Var (ap1), E (ai2), Var (ajp) and E (152) , Var (52) be the respective mean and vari-
ance of the matrices a1, a2, and the vector 152 whose entries are normally distributed
FRVs.

Now applying CCP methodology in fuzzy environment, the constraints in (1) is
converted into the equivalent fuzzy constraints as

E @) xi +E @) x2+ @ (p1) \/VaI (@) x? + Var(an)x3 < by

arx1 +anx; <E (52) + o711 - p) |/ Var (52),)61, x2>0

Here, ®(.) represents cumulative distribution function of the standard normal
variate.

Since aypp, ajp are the matrices of normally distributed FRVs and the decision
variables x;, x» > 0 are unknowns, then two FRVs, 31, Jz, are introduced by
621 = dj1x1, and c?z = ajpxy whose respective mean and variance are given by
mg = E @) x,mg = E (an) x, 051 = Var (d) x1, 0[2?2 = Var (d12) x2. Also,

(&)

let m b = E (152) and ol% = Var (52) be the respective mean and variance of the
2
normally distributed FRV b;.
Now applying mean and variance to the elements of the matrices of FRVs, the
above constraints in (5) is converted into the following form
mg +mg, + o' (p1) {O’gl + 0’(;2} < by, ayxy + dnx; < mp, + !

(I =p2)oj,, x1, x2=20 (6)

In a fuzzy decision-making situation, it is to be assumed that the mean and variance
associated with the elements of matrices of the FRVs d, d», and the vectors of FRV's
by are the matrices of triangular fuzzy numbers. With the form

(L RY. 2 _ (20 2 28N (L .
Ma = (’"d My ’”d) % = (% % %4 )””dz - (%’ M, mt}z)’

2 _ (2t 2 2R
032 o (0072’0&2’ 032)
= (mL m- mR): o2 = (o2 o2 2R
Moy = (mbz’mbz’mbz)’ %5, = (th %%, %y )

~ L R ~ L R
ay) = (a21 ,azi, a21), ayy = (a22, ana, 022)~
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Further, the fuzzy numbers b are considered as one-sided fuzzy numbers as

1 if  x<b
iy, (x) = { [85—x1/0.5 if by <x <b +0
0 if x>85

On the basis of the lower and upper tolerance limits of the triangular fuzzy

numbers, the constraints in (6) can be expressed as
{mé + (mf mk )a} + {mé + (m~ m* )a}
dy do

d
+ o (m)/ 402 —oaf + {02 + (02 - o)al
< {E(b1)+51 — ad})
R] — (mg1 —mg )a} + {mgz — (mg2 —mgz)a}
T (pl)\/ (o2 = @2 = o2} + {02 — @2 ~ o o]
<{E(b1) + 01 — ad1}

{azﬁ + (a2 — ale)a] xi+ [asz + (an — asz)a} X < {mé2 + (mp, — m;fz)a}

i,
3
[

+o7 ' (1= py) {052 + (op, — o,fz)a}
R R R
{a21 (a21 — cm)oz} X1 + {a22 (ay; — azz)a} Xy < {mb2 — (mb2 — mbz)a}

o (1 - P2) [af; + (a;‘; — sz)a}

O0<a <1

(7

Hence, the BLPP model under the decomposed set of system constraints is pre-

sented as
Find X (x1, x») so as to

MaX E(FDE = {Mf + (M — ME)a}x; + (M, (MIZ_ ME)a}x;

]
Max E(F)® = {Mfi — (Mf{ — Mia}xi + {M — — Mi)a}xs ] (Fesders proien)

Max E(F)" = (M3 + (M1 — Myp)atx + {M3 + (M — Mzy)atx )
Follower's problem
N)lc‘;lx E(F)R ={MR — (ME — Mopa}x + {ME — (ME — Myp)a)x ( P )

subject to the constraints given in (7);

®)

x1, x>0
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3.3 Construction of Membership Functions

In a bilevel decision-making context, the DMs are very much interested to optimize
their own payoffs to the extent possible by paying serious attention to the benefit of
the others. To assess the fuzzy goals of the objectives of the DMs, the independent
optimal solutions are determined first.

Let E(Fl)tL;, E(Fl)g and E(Fl)ﬁ,, E(Fl)fv be the respective best and worst
achieved expected decomposed objective values of the leader when the above model
(8) is solved only by considering leader’s problem independently.

Similarly, let the independent best and worst achieved expected decomposed
objective values of the follower are appeared as E(Fy)k, E(F2)§ and E(F)L,
E(F)¥.

Hence, the fuzzy goals of the expected values of the decomposed objectives of
leader and follower are appeared as

E(F)" > E(F)G. E(FOR > E(F)§. E(F)" > E(F). E(F)R > E(F)f

On the basis of upper and lower tolerance values of the fuzzy goals, the following
membership functions are developed to measure the degree of satisfaction of the
each level DMs.

0 if E(F)t < E(F)E,
ppe () = { [E(FDE = E(FDG ]/ [E(FDS — E(FDY, ] if E(FDY, < E(FD)E < E(FDg
1 if E(F)E > E(F)k

0 if E(FDR < E(F)E
tpr @) = { [ECFDR — E(FOR |/ [E(FDE — E(FDR ] if E(FDE, < E(FDR < E(FDE
1 if E(FD® > E(F)R

The membership functions corresponding to E (F>)" are to be defined similarly.

4 FGP Model Formulation

In FGP, the membership functions are considered as flexible goals by assigning
unity as the aspiration level and introducing under- and over-deviational variables to
each of them. Then, the FGP model is formulated by considering each membership
function of the fuzzy goals of the DMs as follows

Find X (x1, x») so as to

MinD=w;d; +w,dy, +wyd; +wyd,

and satisfy
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E(F)E(x1, x)—E(FDY, E(F)R(x1, x)—E(FDE,

T ey i B B vy vyt A B Sl
subject to the system constraints in (8)
xi,x >0,d,, df >0, withd, -d;f =0fork=1,2,3,4 9)

where d_, d,j represent the under- and over-deviational variables, respectively, and
the fuzzy weights wy, (k € N4) are determined as [14]:

w =[Gy - R ow = [EG0E - B0f]
wy = [~ ERy] ows = [EEs - Bf]

The minsum GP technique is used to solve the problem (9).

5 A Numerical Example

To illustrate the proposed methodology, the following fuzzy stochastic BLPP is
solved. The problem is presented as
Find X (x1, x2) so asto Max F| = ¢11x1 + C12x2 and for given x|, x7 solves
X1
Max F>, = ¢1x2

X2

subject to Pr (ajyx1+apxy < b1) > 0.95; Pr (ajx1 +axnxy < b)) >0.10;x1, xp > 0
(10)

Now, the E-model of the above problem with fuzzy constraints is written as

Find X (x1, x») so as to

Max E(F)) = E(¢11)x1 + E(¢12)x2 and for given x{, x; solves Max E(F») =
X1 X2

E(ca1)x2

subject to E (@11)x1 + E(@2)xa + 1.645\/var(&11)xf + var(ai)x3 < by,
axxi +anxy < E(b) + 1.28/var(hy), x1, x2 = 0 (1D

where ¢11, €12, ¢21 are normally distributed FRVs with respective mean represented
by the following triangular fuzzy numbers

E(ci1) = (6.5, 7, 7.5); E(¢12) = (2.8, 3, 3.2); E(c21) = (4.6, 5, 5.6);



A Fuzzy Programming Approach for Bilevel Stochastic Programming 133

Also, ayy, as, 52 are normally distributed independent FRVs with the mean and
variance of these variables that are considered as E (a11) = (0.95, 1, 1.05), E(ay2) =
(2.95,3,3.05), Var(a;;) = (24.95,25,25.05), Var(a;p) = (15.95, 16, 16.05),
E(by) = (6.95,7,7.05), Var(by) = (8.95,9,9.05) . Again d»1, d» are considered
as triangular fuzzy numbers with the formap| = (3.95, 4, 4.05),a2 = (2.95, 3, 3.05).

Here, b is considered as right-sided fuzzy number which is given by

1 if b <8
tp, (x) = 1 [8.5—=01]/0.5 if 8<b <85
0 if by >85

Now, the FP model using the above defined fuzzy numbers takes the form as
Find X (x1, x) so as to

Max E(F)E = (6.5 +0.50)x; + (2.8 4+ 0.2a)x2, Max E(F))F
X1 X1
= (7.5 = 0.50)x1 + (3.2 — 0.2a)xs Max E(F»)" = (4.6 + 0.40)x>,
X2

Max E(F>»)® = (5.6 — 0.6a)x»
X2

Subject to

(0.95 4 0.05c) x1 + (2.95 4 0.050) x2

+ 1.645\/ (24.95 4 0.050) x2 4 (15.95 + 0.050) x2 < (8.5 — 0.5)
(1.05 — 0.050) x1 4 (3.05 — 0.050) x2

+ 1.645\/ (25.05 — 0.050) x? + (16.05 — 0.050) x3 < (8.5 — 0.5q)

(3.95 + 0.050) x1 + (2.95 + 0.050)x2 < (6.95 + 0.05) + 1.28\/(8.95 + 0.050)

(4.05 — 0.050) x1 + (3.05 — 0.050)x2 < (7.05 — 0.050) + 1.28,/(9.05 — 0.050)
X1,x >0, 0<ax<l (12)

The individual best and worst decision of the leader when calculated in isolation
are obtained as E(F1)5 = 6.003, E(F)% = 6.922, E(F))%, =0, E(F)§ =0

Again the follower’s best and worst solution are found as E (Fz)ng = 4.132,
E(F)R =4.938, E(F)L, =0, E(F)f, = 0.

The fuzzy goals of the DMs are appeared as

E(F)E >6.003, E(F)R >6.922, E(Fy)t >4.132, E(F>)R >4.938.

Now developing the membership functions and assigning highest achievement
level (unity) to the membership goals, the minsum FGP model is formulated as



134 N. Modak and A. Biswas
Find X (x1, x) so as to
Min D =d| /6.003 +d; /6.922 + d; /4.132 +d, /4.938
and satisfy

[(6.5 4 0.5a)x1 + (2.8 4+ 0.2a)x2] /6.003 + d; —d; = 1;[(7.5 — 0.50)x;
+(3.2 - 0.20)x2] /6.922 +d; —di = 1;
[(4.6 +0.40)x2] /4.132 +dj —df = 1;[(5.6 — 0.60)x2] /4.938 +d, —d} =1

subject to same system constraints in (12)
x1,x > 0,0<a<ld,,d >0, withd, -d} =0fork=1,2,3,4. (13)

The software LINGO (6.0) is used to solve the problem.

The achieved solutions of problem (13) are found as x; = 0.31, x> = 0.786 with
the expected decomposed objective values E (F Ve =4.528, E(F))R = 4.84 of the
leader and E(F>)" = 3.93, E(F>)® = 4.402 for the follower. Hence, it may be
concluded that for different tolerance values of the objectives of the fuzzy parameters,
the expected objectives value of the leader lies in the interval [4.528, 4.84] and that
of the follower lies in the interval [3.93, 4.402]. The achieved solution is most
satisfactory from the view point of achieving desired goal levels of the objectives of
both the leader and follower in a hierarchical decision-making context.

6 Conclusions

The methodology developed in this paper captures the simultaneous occurrence of
probabilistic and imprecise nature of the parameters associated with the model under
one roof. The solution approach can be extended to solve multiobjective stochastic
BLPP, fuzzy stochastic nonlinear BLPPs and multilevel stochastic linear program-
ming problem, multilevel multiobjective stochastic linear programming problem in
some large hierarchical decision-making organization without any computational
difficulties. Finally, it is hoped that the approach may open up new look into the way
of solving stochastic hierarchical decision-making problems.

Acknowledgments The authors are grateful to the anonymous reviewers for their comments and
suggestions.
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Implementation of Intelligent Water Drops
Algorithm to Solve Graph-Based Travelling
Salesman Problem

Roli Bansal, Hina Agrawal, Hifza Afaq and Sanjay Saini

Abstract The travelling salesman problem (TSP) is one of the most sought out
NP-hard, routing problems in the literature. TSP is important with respect to some
real-life applications, especially when tour is generated in real time. The objective
of this paper is to apply the intelligent water drops algorithm to solve graph-based
TSP (GB-TSP). The intelligent water drops (IWD) algorithm is a new meta-heuristic
approach belonging to a class of swarm intelligence-based algorithm. It is inspired
from observing natural water drops that flow in rivers. The idea of path finding of
rivers is used to find the near-optimal solution of the travelling salesman problem
(TSP).

Keywords Intelligent water drops (IWD) - Travelling salesman problem (TSP) -
Swarm intelligence + Graph-based TSP (GB-TSP)

1 Introduction

Soft computing is a term applied to a field within computer science which is used to
obtain near-optimal solutions to NP-complete problems in polynomial time. Swarm
intelligence is a relatively new field of soft computing [1] which is inspired by
nature. Swarm intelligence is based on the collective behavior of decentralized, self-
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organized systems. It refers to algorithms such as ant colony optimization (ACO) [9],
particle swarm optimization (PSO) [4], artificial bee colony [3], bat algorithm [11],
and many more. Intelligent water drops IWD) is an upcoming swarm intelligence-
based algorithm. IWD was proposed by Hamed Shah-Hosseini [7] in 2007. IWD
algorithm is based on the dynamics of river system, action, and reactions that takes
place among the water drops in rivers [6]. A water drop prefers the path having low
soil to the path having high soil. In this way, it finds best possible path for itself. This
behavior of IWD is used to optimize the tour for travelling salesman problem (TSP).

In the TSP [2], a map of cities is given to the salesman and he is required to visit
all the cities to complete his tour such that no city is visited twice except the city
it starts with, which it has to visit in the end again to complete its tour. In real-life
situation, all cities may not be completely interconnected with direct paths and so
paths may not exist between some of the cities, so the map of cities is not completely
interconnected. The goal in the TSP is to find the tour with the minimum total length,
among all possible tours for the given map.

2 Behavior of Intelligent Water Drops

The behavior of the natural water drop is observed with some properties such as

e Velocity (with which a drop moves)
e Soil (which is carried by the drop)

IWD is based on these two properties of water drops. These properties change
with time according to the environment of water drop when IWD flows from source
to destination. Initially, IWD has zero amount of soil and nonzero velocity. It carries
more soil with high velocity and unloads the soil with low velocity of IWD.

A water drop prefers an easier path to a harder path in an obvious way when it has
to choose between several paths that exist in the path from source to destination. Each
IWD has a number of possible paths to choose from when it goes from one position
to another position. It chooses the path with the low soil and maximum probability.

Every IWD flows in finite length steps from one location to another location.
The IWD’s velocity depends on the soil between two locations. The IWD’s velocity
increases on less soil path and decreases on high soil path. Thus, IWD’s velocity
is inversely proportional to the soil between two locations. An IWD removes some
amount of soil from the path and carries it while travelling through that path. It
removes the soil from the path depending upon the time it takes to cover the distance
between two locations. More soil is removed from the path if the time taken by IWD
is high and vice versa. Thus, IWD’s soil is inversely proportional to time taken in
travelling from current location to next location. This time is calculated by the simple
laws of physics linear motion.
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3 Solving GB-TSP Using IWD

In this section, steps for solving the graph-based TSP (GB-TSP) are discussed. For
geographical problems, where location of cities is given by their Cartesian coordi-
nates and path from any node to any other node exists necessarily (which is simply
the Euclidean distance between the two nodes), solution using IWD to such TSP
has been given by Hamed Shah-Hosseini as MIWD [5]. In our case, a GB-TSP is
represented by a graph (N, E), where the node set N denotes the n cities of the TSP,
and the edge set E denotes the paths between the two cities. The considered graphs
are non-complete, i.e., it is not necessary that a direct edge exists between every pair
of nodes. In fact, we consider graphs where a direct edge may not exist between
certain two nodes. This formulation of the problem is much more realistic than the
earlier problems. The cost associated with the edges represents distance between
cities. However, for the sake of simplicity and similarity with earlier problems, in
this paper, the location of cities is given by their Cartesian coordinates and the dis-
tance between them is their Euclidean distance. For GB-TSP, we start with a graph
which is not completely interconnected. For this, we create an adjacency matrix
depicting distances between cities, and then, we remove the edges where there is no
path between the cities. In this way, we have a subset of edge set which represent a
graph which is not completely interconnected. A solution of the GB-TSP having the
graph (N, E) is then an ordered set of n distinct cities.

Now, the following IWD strategy for the GB-TSP is used. Each link of the edge
set E has an amount of soil. An IWD visits nodes of the graph through the links.
The IWD is able to change the amount of soil on the links. An IWD starts its tour
from a random node. The IWD changes the soil of each link that it flows on while
completing its tour.

Since there are no standard problems available where the graph is not complete, we
have created such test graphs for our experiments. For this, we convert a completely
connected graph into a non-complete graph. This conversion of complete graph into
non-complete graph is done using the X nearest neighbor (XNN) algorithm [8]. In
this method, the links, depicting distances, from one node to all other nodes are
taken, and then, a certain percentage of those links are dropped. The dropped links
are those which are the largest in that set of links. We repeat the same process for
all the nodes in our graph. By converting the complete graph into a non-complete
graph, the search space of the problem is reduced.

This algorithm takes a complete graph and drops a given percentage of links from
it. For our experiments, a few standard problems are considered and 20 % links are
dropped from it.

The IWD algorithm that is used for the GB-TSP is as follows:

1. Initialization of static parameters:

e Set the number of water drops Nrwp, the number of cities N¢, and the Carte-
sian coordinate of each city i such thatc(i) = [x;, y;] T to their chosen constant
values. The number of cities and their coordinate values depends on the prob-
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lem at hand, while the Niwp is set by the user. We choose Nwp to be equal
to or greater than the number of cities.

e Setthe parameter number of neighbor cities called neighbor_city. For instance,
if we have to drop 20 % links from each node, then neighbor_city is 80 % of
Nc-1.

e Parameters for velocity updating: @, = ¢, = 1 and b, = 0.01.

e Parameters for soil updating: a; = ¢ = 1 and by = 0.01.

e Initial soil on each link is denoted by the constant InitSoil such that the soil of
the link between every two cities i and j is set by soil (i, j) = InitSoil. Here,
we choose InitSoil = 10,000.

o Initial velocity of IWD is denoted by the constant InitVel. Velocity of each
drop with which they start their tour. Here, InitVel = 200.

e The best tour with minimum tour length (Len(75)) is denoted by Tg. Initially,
it is set as Len(7) = infinity.

e The termination condition is met when maximum number of iterations is
reached.

. Initialization of dynamic parameters:

e For every IWD, we create an empty visited city list V.(IWD) = {}.
e Initially, each IWD has velocity equal to InitVal and soil equal to zero.

. Non-complete graph is generated using XNN algorithm [8] along with its adja-

cency matrix.

e Initialize the number of neighbors of each city with the constant neighbor_city.
e Create the adjacency matrix for new city links.

. For every IWD, select a city randomly and place that IWD on that city.
. Update the visited city lists of all IWDs to include the cities just visited.
. Select the next city:

e For each IWD, choose the next city j to be visited by IWD when it is in city
i with the probability Pl.IWD (j) as given in (1).

wp . Joil(, j))
PP (j) = S S0 6.0 )

such that f (soil (i, j)) = 1/e5 4+ g (soil (i, j))
where

soil (i, j)if minlgévc(]WD) (soil (i, j)) = 0
g (soil(@, j)) = 1 soil (i, j) — minsg,.qawp)(soil (i, j)) else

Here, g = 0.01. Where ve( IWD) is the visited city list of the IWD.
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The probability depends on the soil between the path. IWD selects the city with
maximum probability.
7. Update the soil and velocity:

e An IWD in city i wants to go to next city j; then, the amount of soil on this
path, i.e., soil (i, j) is used to update the velocity as given by (2).

ay
by + ¢, - s0il(i, j)

vel™P (1 + 1) = vel™P (1) +

2

e Each IWD, carries some amount of the soil, Asoil(i, j), that the current IWD
alters in its current path while travelling between the cities i and j is given by

(3).
Asoil (i, j) as 3)
soil (4, j) =
/ bs + ¢, - time(i, j; vellWD)
where time taken to travel from city i to city j with velocity vel™P is given

by time(i, j; vel™"P) = ¢ (i) — ¢ (j)/max(e,, vel'VP)

e For each IWD, update the soil of the path traversed by that IWD by removing
certain soil from the path as in (4)

soil (i, j) = (1 — p) - soil (i, j) — p - Asoil(i, j) 4)

Here, p=0.9.
Update the soil of each IWD by adding soil removed from the path in present
soil of the IWD

soil™P = 50il™P + Asoil(i, j) (5)

soil(i, j) represents the soil of the path between i and j. Asoil (i, j) represents
the soil that IWD carries from that path, and soil™P represents total soil carried
by the drop.

8. Each IWD completes its tour by using steps 5 to 8 repeatedly. Then, length of the
tour (Tour™P) traversed by the IWD is calculated. Then, the tour with minimum
length among all IWD tours in this iteration is found. Test the correctness of the
minimum path from the adjacency matrix.

9. If iteration best tour (current minimum tour) exists then:

e Update the soil of the paths included in the current minimum tour of the IWD
denoted by Ty, by (6).

o Lo 2-soils™P
5011(1,])=(1—P)'8011(l7])+/)'mv(l,])GTM (6)
c C
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e If the minimum tour 7, is shorter than the best tour T found so far, then Tg
is updated by (7).

Tp = Tyrand Len (Tg) = Len (Tyy) (7)

10. Otherwise discard the current minimum tour.

11. Go to step 2 unless the maximum number of iterations is reached.

12. If the maximum number of iterations is reached, then the algorithm stops with
the best tour Tp with tour length Len(7g).

4 Experimental Result

In this section, we present computational results obtained. We evaluated the perfor-
mance of IWD algorithm for some TSP benchmark problems form TSPLIB [10].
We applied IWD algorithm on self-generated network like a pentagon. Firstly, a five
node layout is taken as a complete graph, which then is converted to a non-complete
graph using XNN algorithm. This network and its optimal path are shown in Fig. 1.

We also apply this on some benchmark problems such as eil51, eil76, st70, and
kroA100 after converting them to non-complete graphs.

The experimental result of benchmark problem is shown in the Table 1.

Table 1 Experimental results

for benchmark problems (10 Problems Optimum length Average length by IWD

run) Eil51 426 445
Eil76 538 550
St70 675 748
Kroal00 21,282 24,344

Fig. 1 Left the non-complete
graph and right the optimal
path
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5 Conclusion

The intelligent water drops algorithm or the IWD algorithm is one of the recent
bio-inspired swarm-based optimization algorithms. It gives the optimal solution to
various optimization problems. The experimental results show that this algorithm is
capable of finding the near-optimal solution. In this paper, we apply IWD on graph-
based TSP (non-complete graphs) which gives the near-best optimal solution. We
used XNN algorithm to convert the complete TSP graph to non-complete graph.
GB-TSP represents the real-life transportation problem.

The IWD algorithm can also be used for solving multiple knapsack problem,
n-Queen problem, multilevel thresholding problem, etc.

References

1. Bonabeau, E., Dorigo, M., Theraultz, G.: Swarm Intelligence: From Natural to Artificial Sys-
tems. Oxford University Press, New York (1999)

2. Greco, E.: Travelling Salesman Problem. In-Teh is Croatian Branch of I-Tech Education and
Publishing KG, Vienna, Austria (2008)

3. Karaboga, D., Akay, B.: A comparative study of artificial bee colony algorithm. Appl. Math.
Comput 214(1), 108-132 (2009)

4. Kennedy, J., Eberhart, R.C.: Particle swarm optimization, pp. 1942-1948. Proceedings of the
Fourth IEEE International Conference on Neural Networks, IEEE Service Center, Perth, Aus-
tralia (1995)

5. Shah-Hosseini, H.: Optimization with the Nature-Inspired Intelligent Water Drops Algorithm.
In: Sentos E.W (ed.) Evolutionary Computation, p. 572. I-Tech, Vienna, Austria (2009).

6. Shah-Hosseini, H.: Problem solving by intelligent water drops. Proceedings on IEEE Congress
on Evolutionary Computation, pp. 3226-3231. Singapore (2007).

7. Shah-hosseini, H.: The intelligent water drops algorithm : a nature-inspired swarm-based opti-
mization algorithm. Compu. Eng. 1(1), 71-79 (2009)

8. Taba, M.S.: Solving Traveling Salesman Problem With a Non-complete Graph. Waterloo,
Ontario, Canada (2009)

9. Toksari, M.D.: Ant colony optimization for finding the global minimum. Appl. Math. Comput.
176(1), 308-316 (2006)

10. TSPLIB. (n.d.). Retrieved 08 23, 2012, from http://comopt.ifi.uni-heidelberg.de/software/
TSPLIB95/

11. Yang, X.-S.: A new metaheuristic bat-inspired algorithm. In: Nature Inspired Cooperative
Strategies for Optimization (NICSO 2010) 284, 65-74 (2010).


http://comopt.ifi.uni-heidelberg.de/software/TSPLIB95/
http://comopt.ifi.uni-heidelberg.de/software/TSPLIB95/

Optimization of Complex Mathematical
Functions Using a Novel Implementation
of Intelligent Water Drops Algorithm

Maneet Singh and Sanjay Saini

Abstract The intelligent water drops (IWD) algorithm was introduced by Hamed
Shah Hosseini in 2007, which has been used to solve some of the discrete opti-
mization problems. This chapter introduces a simplified version of the basic IWD
algorithm and uses it to find the global minimum of some of the complex mathemat-
ical functions. The parameter settings have a very important role in the efficiency
of the algorithm. The results demonstrated that the simplified IWD algorithm gave
better results as compared to other techniques in less number of iterations.

Keywords Complex mathematical functions + Global minimum - Intelligent water
drops

1 Introduction

The optimization problems can be classified into two broad categories namely dis-
crete optimization problems and continuous optimization problem. Discrete opti-
mization problems are those that involve finding values for discrete variables such
that constructing an optimal solution for the given objective function. Traveling
salesman problem, multi-knapsack problem, and n-queen problem are some of the
examples of combinatorial or discrete optimization problems. Continuous optimiza-
tion problems are those that involve finding real values of the parameters of a given
problem. Function minimization and maximization are the examples of continuous
optimization problems.
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2 Global Minimum

Each function has two kinds of extremes, commonly known as maxima and minima.
The maxima corresponds to the largest value of the function, whereas minima cor-
responds to the smallest value of the function. Global minimum is the term which is
used in place of minima to refer to the point where the function takes on the small-
est value. The point where the function has the smallest value with respect to its
neighborhood and not to the whole function is known as local minima.

3 Recent Work

Intelligent water drops (IWD) algorithm follows the principle of swarm intelligence.
Using Swarm Intelligence for optimization problems as specified by Blum et al. [1],
has become a very popular and widely used technique. IWD algorithm was proposed
by Hosseini [2, 3]. Various problems have been solved using this technique. Kamkar
et al. [4] used IWD to solve an NP_hard combinatorial optimization problem i.e.,
vehicle routing problem. Rayapudi [5] solved economic dispatch problem using
IWD. Ochoa et al. [6] used IWD algorithm along with the cultural algorithm (hybrid
approach) to improve a shoal in FishVille. Msallam et al. [7] improved the IWD
algorithm using adaptive schema to prevent it from premature convergence. Hosseini
[8] reviewed various optimization problems (traveling salesman problem, n-queen
puzzle, multidimensional knapsack problem and automatic multilevel thresholding)
that can be solved using IWD.

4 TWD Algorithm

IWD algorithm is a nature-inspired optimization algorithm proposed by Hamed Shah
Hoseini. Shah Hoseini simulated the behavior of water drops flowing in the natural
river. The moving water drops all together in the form of a group creates path for the
natural river. The water drops affect the environment in which they move, and the
environment also effects the movement of water drops. Artificial water drops retain
two important properties of natural water drops—velocity and soil. The velocity with
which an IWD moves and the soil an IWD carries may change as an IWD flows in
the environment. The path containing less soil is considered to be the easiest path to
traverse. An IWD may load or unload soil from the path it traverses.

5 Complex Mathematical Functions Taken for Finding Global
Minimum

The following mathematical functions are considered for applying IWD to find the
global minimum:
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1. Rastrigin’s Function: This function is defined as:

fx)=10n+ i (xl2 — 10cos (271x,-))

i=1

In this function, there are two number of variables, several local mimima, and
the global minima is x = (0, 0, ...0), with f(x) = 0.
2. Rosenbrock’s Function: This function is defined as:

fx) = ni [100 (#21 - x?)z +(1- x3)2]
i=1

In this function, there are two number of variables, several local mimima, and
the global minimais x = (1, 1, ... 1), with f(x) = 0.
3. Griewank’s Function: This function is defined as:

n 2 n )
fx) = 24)800 —Hcos (%) +1
’ i=1

i=1

In this, the global minima is x = (0, 0, ...0), with f(x) = 0.
4. Sphere Function: This function is defined as:

f=>x
i=1

In this function, the global minima is x = (0, 0, ...0), with f(x) = 0.

6 Simplified Intelligent Water Drops Algorithm for Finding
Global Minimum

The basic IWD algorithm is being modified and implemented on some of the complex
mathematical functions. The simplified IWD algorithm is as follows:

1. Initializing static parameters: njyg for number of water drops, G p represents the
quality of the total best solution—initially set to worse, max_iter for maximum
number of iterations, count_iter for counting the number of iterations—initially
set to zero.

2. Initializing dynamic parameters : velocity of each IWD is initially set to start_vel,
but as the iteration proceeds, the velocity decreases, soil of each IWD is set to
the function value at the point in the space where IWD lies.

3. Every IWD is randomly placed in the two-dimensional space.
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4. Each IWD randomly selects some theta values. If the lowest function value for
all the directions is less than the current soil of the IWD, then IWD is moved
in that particular direction with the distance equal to the velocity of the IWD;
otherwise, the IWD will not move for the current iteration.

5. The velocity is reduced by some fixed ratio each time.

6. Compute the iteration best solution /p from the given solution by all IWDp,
where IWD g = soiljygq.

7. Update the total best solution as the current best solution if the current best
solution is better than total best solution; otherwise, the total best solution will
remain unchanged.

8. The count_iter is incremented by one, and if count_iter is less than max_iter,
then go to step 2 (initializing dynamic parameters).

9. The algorithm gets terminated with G p as the optimal solution.

7 Results

The results that were obtained after applying the simplified IWD algorithm on com-
plex mathematical functions are compared with the performance of GA and PSO as
specified by Valdez et al. [9] and are shown in the Table 1. From the table, we can say
that the performance of the simplified IWD algorithm is better than GA and PSO.
The performance of the proposed algorithm on Rosenbrock function was compared
with the ARSET and ACO algorithms as specified by Toksari [10] (Table 2).

8 Conclusion

In this chapter, a simplified version of IWD algorithm is proposed. The proposed
algorithm is tested on some of the benchmark problems, the results are compared
with the results of genetic algorithm and particle swarm optimization algorithm, and
it has been observed that the performance of the proposed algorithm is better than
the GA and PSO. The efficiency of the simplified IWD algorithm was tested in terms
of epoch number by comparing with ARSET and ACO. The results clearly depicts

Table 1 Comparison of the performance of simplified IWD with GA and PSO
Mathematical Minima by GA Minima by PSO  Minima by sim- Global minimum

functions plified IWD

Rastrigin 7.36E-07 3.48E-05 0 0
Rosenbrock 2.35E-05 2.46E-03 0 0
Sphere 1.62E-04 8.26E-11 1.5831e-046 0
Griewank 2.552E-05 2.56E-02 0 0
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Table 2 Comparison of the performance of simplified IWD with ARSET and ACO for Rosenbrock
function

Algorithms X y F(x,y) Epoch number
ARSET 0.99401 0.997 3.58E-005 10,000

ACO 1.00021 1.00004 1.73E-006

Simplified IWD 1 1 0

ARSET 1.0001 1.0001 2.03E-008 30,000

ACO 1 1 5.68E-12

Simplified IWD 1 1 0

ARSET 1 1 4.02E-16 50,000

ACO 1 1 0

Simplified IWD 1 1 0

that the proposed algorithm is much better also in the case of number of iterations
required to produce good results.
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A New Centroid Method of Ranking
for Intuitionistic Fuzzy Numbers

Anil Kumar Nishad, Shailendra Kumar Bharati and S. R. Singh

Abstract In this paper, we proposed a new ranking method for intuitionistic fuzzy
numbers (IFNs) by using centroid and circumcenter of membership function and
non-membership function of the intuitionistic fuzzy number. The method utilizes
the midpoint of the circumcenter of membership and non-membership function of
intuitionistic fuzzy number to define the ranking function for IFN satisfying the
general axioms of ranking functions. The developed method has been illustrated by
some examples and is compared with some existing ranking method to show its
suitability.

Keywords Intuitionistic fuzzy sets (IFS) - Trapezoidal intuitionistic fuzzy
number - Triangular intuitionistic fuzzy number (TIFN) - Membership function *
Non-membership function + Ranking function

1 Introduction

Decision-making problems need the processing of information for getting an optimal
solution of a problem in a specific situation. But in general the information available
is often imprecise and vague and many times contains uncertainty, and thus, such
situation demands its handling by non-traditional methods. The fuzzy set theory
developed by Zadeh [14] immerged as a potential tool in theory of optimization to
deal with imprecision and vagueness in parameters. Further dealing with sociometric
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problems of decision-making one is encountered by a situation where information
available also contains hesitation factor in addition to belonging and non-belonging.
Intuitionistic fuzzy set theory was developed by Atanassov [1, 2] to deal with such
situations in an effective way. Such optimization problems in general involve the
intuitionist fuzzy numbers. Here, while defining arithmetic operations on intuition-
istic fuzzy number (IFN), its ranking is needed to have comparison among IFNs.
Unlike to ranking of fuzzy numbers, one has also to take the cognition of non-
membership functions in ranking of IFNs. Thus, this ranking becomes an interesting
property of intuitionistic fuzzy number, and various workers have proposed sev-
eral methods of ranking. In order to develop a standard for raking methods, Wang
and Kerre [13] proposed six axioms which a reasonable ranking method is desired
to satisfy. Further, Grzegorzewski [5] studied distances and ordering in a family
of IFNs. A significant work on ranking method was carried out by Michell [7]
for fuzzy numbers. Theory of ranking methods for IFN was further enriched by
Su [12], Nayagam [10], Abbasbandy [3], and Nan and Li [8]. Recently, Rao and
Shanker [11], Dubey and Mehra [4] , Nagoorgani and Ponnalagu [9] proposed some
ranking methods for normal IFNs. In the present study, we have studied the various
aspects of some ranking methods on six standard axioms and have proposed a general
method for ranking of IFNs satisfying the six standard axioms for its application to
decision-making problems.

2 Preliminaries

Definition 1 (Fuzzy Set) If X is a collection of objects denoted generically by x,
then a fuzzy set A in X is a set of ordered pairs: A = {(x, 1;(x)) |x € X}, where
w 5 (x) is called the membership function or grade of membership of x in A that maps
X to the membership space M [0, 1].

Definition 2 (Intuitionistic Fuzzy Set) If X is a collection of objects, then an intu-
itionistic fuzzy set Ain X is defined as : A = {(x (X)), va (x)) |x € X}, where
m;(x), va(x) is called the membership and non-membership function of x in A
respectively.

Definition 3 [Trapezoidal Intuitionistic Fuzzy Number (TFN)] An intuitionistic
fuzzy set (IFS) A= {(x i (x), va (x)) |x € X} of R is said to be an intuition-
istic fuzzy number if w4, and v4 are fuzzy numbers with vy < Mix, where ;LZ’
denotes the complement of 11 4. A TFN with parametersa’ <a <b <c <d < d’
denoted by A= ((a,b,c,d,jxa,), (@, b,c,d,vy))is aIFS on real line R whose
membership function and non-membership function are defined as follows:
(2‘}:‘3;” ifa<x<b
ni(x)=qw ifb<x<c

e fe<x<d
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Fig. 1 Membership and
non-membership function of (a’.1) (d'.1)
triangular intuitionistic fuzzy [ a9
number

a'a b dd

and )
% ifa <x<b
valx) =qu ifb<x<c
—(x_d(c)f;,gc_x) ifc<x<d

respectively. The values w and u represent the maximum degree of membership and
the minimum degree of non-membership function, respectively, such that ;14 : X —
[0,1]and vy : X = [0, 1]and 0 < w4+ u < 1.

Definition 4 (Triangular Intuitionistic Fuzzy Number (TIFN)) If in a trapezoidal
IFN we take (b=c ), then it bNecomes a triangular IFN with the parameters a’ < a <
b <d <d and denoted by A = ((a,b,d, pua,), (', b,d ,va)) Fig. 1.

3 Ranking of Intuitionistic Fuzzy Numbers

Ranking of fuzzy numbers is an important arithmetic property of IFNs. It provides
comparison between two IFNs. This property of ranking is used in decision-making
problems in uncertain environment. In view of belonging, non-belonging and hesita-
tions factor of an IFN several ranking methods have been developed. Thus, in order
to standardize these methods, Wang and Kerre [13] proposed six axioms . Let M be
an ordering method and S the set of fuzzy quantities for which the method M can be
applied and A be finite subset of S.

A1. For any arbitrary finite subset A of S and @ € Ad@ > a by M on A.
Aj. For an arbitrary finite subset AofSand (a:b) € A%, a > b, and b > abyM

on A , we should have a ~ b by M on A. y ~ y ~
As. For an arbitrary finite subset A of S and (a; b; ¢) € A3 a>bandb>¢ by M

on A we should have @ > ¢ by M on A

Ay. For an arbitrary finite subset A of S and (a, b) € A% inf sup (a) > sup supp
(b), we should have a > b by M on A



154 A. K. Nishad et al.

K (a’.1) P (b.1) 0O (c.1) N (d’.1)
S I Gs {6 T
] M it L e P T T A== e 1
1 ~ - 1] | I # )
1 L1 9, »* ¥ 1
w _______ .i_---_-:‘-\ ------ ™ — Glﬁ - ElL l,, i
' “.\ “‘\ Ga ’/" Pt !
' N AN £ ]
Y I | S ':FP»‘.‘.}.,—.’.’.Q':T.‘.‘.;}‘.‘.(‘E&?
1 -~ “-‘\ !
i T e |
H o2 i
11 AU i R —— - 1l
! :
H G G !
1 1}
1 1
' 1
a’a b c da

Fig. 2 Centroids of membership function and non-membership function

As. Let S and S’ be two arbitrary finite sets of fuzzy quantities in which M can be
applied and & and b are in s N s”. We obtain the ranking order @ > b by M on S’
iff ¢ > b by M on S.

Ag.Leta, b,a+¢, b+¢beelementof S, If & > EbyMon {a, l;}, thena-+c¢ > b+¢

by M on {d + &, b+ &}.

3.1 Proposed Ranking Method

Centroid of TIFN is considered as the balancing point of trapezoidal IFN for mem-
bership function and non-membership function are shown Fig. 2. Midpoints of cir-
cumcenters of centroid of membership function and non-membership function is
taken as point of references to define the ranking of generalized trapezoidal IFN, and
these points (circumcenters) are considered as balancing point of each individual
membership function and non-membership function.

Considera generalized trapezoidal IFN, A = ((a, b, ¢, d, jua,), (@', b, c,d’, vp))
as shown in Fig. 2.

In which centroid of the three plain figures of membership function are G; =
(mgﬂ, LY, Gy = ((b+c), L), and G3 = (@, ), respectively. These centroids
are non-collinear and they form a triangle whose circumcenter is C ;(xo, yo) with
vertices G1, G2 and G3 of membership function of generalized trapezoidal IFN.
Let A = ((a,b,c,d,w), (@, b,c,d',u)) is a intuitionistic fuzzy number whose
circumcenter is given as:
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(a+2b+2c+d) (a+b—73c)(cH+2d—3b)+5uw?
6 ’ 12w

C ;(x0, y0) = ( )
And centroid points of non-membership function are G4 = (@, %), Gs =
(@, 1%), and Gg = (M, 2%), respectively forms a triangle G4, Gs, Gg¢

3
whose circumcenters is given as:

, (@' +2b+2c+d’) (—2a7—b+3c) (c+2d' —3b) +7 — 2u — 5u?
C (xo0, yo)= ,
A 6 12(1 — u)

&)

Thus, we have two circumcenters C i (x0, y0) and C k (x0, yo), now take the mid-

point of these circumcenters of generalized trapezoidal IFNs S 7 (xo, yo) which is
given as :

(@ +a+4b+4c+d +d)

12 ’
(1 —uw)[(2a +b — 3¢) (¢ + 2d — 3b) + 5w?) + w[(—2a’ — b+ 3¢) (c +2dr — 3b) + (7T — 2u — 5u2))
24w(l —u)

S5 (o, 50) = (

Definition 5 Fora generalized trapezoidal IFN A = ((a, b, ¢, d, w), (a’, b, ¢, d’, u))
with midpoint of circumcenters of membership and non-membership function
S 7 (X0, Yo), we define index associated with the ranking as I, = ayo + (1 — a)xol,
where a € [0, 1] is the index of optimism which represent the degree of optimism of
decision maker. If « = 0, we have a pessimistic decision maker, and if « = 1, then
we have optimistic decision maker or a neutral with « = .5. The ranking function
of trapezoidal IFN A= ((a,b,c d w), @, b,c d, u)isafunction which maps

the set of all IFNs to a set of real number and is defined as R(A) = \/ )Eg + )73,
which is the Euclidean distance of midpoint of circumcenters of centroids of mem-
bership function and non-membership function of trapezoidal IFN. Now using above
definition, we define ranking between IFNs as follows :

Let A and B be two IFNs then

1. A> B,if(R(A) > R(B))
2. A < B,if (R(A) < R(B))

But if R(A) = R(B), then this definition of ranking fails.
For such situation, we use second ranking function defined as [y g)(A) =

ﬂ(%) + (1 — B)1,(A) where B € [0, 1] and represent the weight of central value
and (1 —B) is the weight associated with the extreme values of xoand yy. This ranking
function of trapezoidal IFN also holds for the triangular IFN since triangular IFNs
are special case of trapezoidal IFN, i.e., let A = {(a, b, c,d, w), (a’, b, c,d’, u)) be
a trapezoidal IFN and if take b = c it becomes triangular IFN, the midpoint of cir-
cumcenters of membership and non-membership function of triangular IFN is given
by
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@ +a+8+d +d)
12 ’
(1 —u)[4(a—b)(d—b)+ 5w + w4 (b—a')(d —b)+ (7T —2u —5u)
24w(l — )
w(l —u)

S0, o) = (

and holds for ranking function defined above.

Example I Let A = ((0.4,0.5,0.7;0.8), (0.3,0.5,0.8; 0.1)), B = ((0.4,0.6,0.7;
0.6), (0.5,0.6,0.9; 0.3)), C = ((0.2,0.6,0.7;0.9), (0.1, 0.6, 0.8; 0.3)), are three
IFNs which are to be compared

Here, using the above ranking method, we get

S (X0, yo) = (0.516, 0.486), Sz (x0, yo) = (0.608, 0.475), S (xo, yo) = (0.55,0.511).

This on further computation gives
R(A) =0.7088 R(B)=0.771 R(C)=0.750=B>C > A

Example 2 Let A= ((0.1,0.3,0.5; 1), (0.1,0.3,0.5; 0)) and B = ((—0.5, —=0.3,
—0.1; 1), (0.5, —0.3, —0.1; 0)) are two IFNs.

The above method gives S ; (xo, yo) = (0.3, 0.5), Sz (X0, yo) = (—0.3,0.5) and

hence R(A) = R(B) = ¥3*
Thus, we use second definition for its ranking

1. For a pessimistic decision maker, i.e., « = 0

Lop)(A) =B(0.4) + (1 — B)0.3
Lop(B) =B(0.1) = (1 - )03 = A > B

2. For a optimistic decision maker, i.e., « = 1

Ia.5)(A) =p0.4) + (1 — $)0.5
Inp(B) =B0.1)+(1—p)05=>A> B

3. For a neutral decision maker, i.e., « = 0.

Lo.5.8)(A) =p0.4) + (1 — )0.4
Io5.8(B) =p0.1) + (1 —B)0.4 = A > B

= A>8B Thus, we see that the ranking order of IFN is same for all cases

Example 3 Let A = ((0.1,0.3,0.5; 1), (0.1,0.3,0.5;0)), B = ((—0.5, —0.3,
—0.1; 1), (0.5, —=0.3, —0.1; 0)) are two IFNs.
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Then, —A= ((=0.5,-0.3, =0.1; 1), (—=0.5, —0.3, —0.1; 0)) and

—B = ((0.1,0.3,0.5; 1), 0.1,0.3,0.5; 0)), and S ; (%o, o) = (~0.3,0.5),
Sz (X0, Yo) = (0.3,0.5),

Thus, R(A) = R(B) = 10 ¥34 4nd discrimination of triangular IFN is not possible.
Thus, for this case, we use the second definition of ranking function and get the
following,

1. For a pessimistic decision maker, i.e., « = 0

Lop)(—A) = B(0.1) — (1 — $)0.3
Loy (—B) = B0.1) —(1— )03 = —A < —B

2. For an optimistic decision maker, i.e., « = 1

Ia.p)(—A) = B0.1) + (1 — $)0.5

la.p)(—B) = B(0.4) + (1 — $)0.5=> —A < —B
3. For a neutral decision maker, i.e., « = 0.5

Los.p)(—A) = B0.1) + (1 — B)0.4
Iosp(—B)=p0.4) +(1—p)04=—-A<B

Now from the above Example 2 and Example 3, we see that A>B=—-A<—

3.1.1 Comparison with Dubey and Mehra Method

Example 4 Let A = ((9, 10, 20; 1), (9, 10,20; 0)), B = ((8.7,8.8,8.9; 1), (8.7,
8.8, 8.9; 0)) are two IFNs, then Dipty ranking method falls to satisfy axiom A4 (For
an arbitrary finite subset A of S and (a, b) € A? inf sup (@) > sup supp (b), we
should have @ > b by Mon A ) and rank as A < B.

But proposed ranking method satisfy axiom A4 and rank this IFN, i.e., by getting
S5 (%o, ¥o) = (18.66,0.5), S (%o, ¥o) = (14.66,0.5), R(A) = 18.17, R(B) = 14.67 = A > B

which is correct according to axiom Ajy.
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3.1.2 Comparison with Hassan Method

Let A = ((a1, a2, az, as), (b1, ba, b3, by, )) be a triangular IFN, then characteristic
values of membership and non-membership for IFN A with parameter (k) denoted

by C/kL (A), C"j (B), respectively, are defined by

by +by  (by —by)+ (b3 — by)
2 2(k+2)

ay+az | (ay —ap) + (aqg — az)
2 2(k +2)

Ch(A) = .Ch(B) =

and according to the two IFNs, A and B are compared as follows :

1. For a given k, compare ordering of A and B according to relative position of
Ck(A) ,and CK(B),

2. If CZ(A) and Cﬁ(é) are equals, then conclude that A and B are equals. Other-
wise, rank A and B according to relative position of —ij(A) and —C{f(l?)

Example 5 Let A = ((0.4,0.5,0.7; 0.8), (0.3,0.5,0.8; 0.1)) and (B) = ((0.4, 0.5,
0.7;0.7), (0.3,0.5,0.8; 0.1)) are two IFNs, then by Hassan as well as Nagoorgani
methods it is clear that these two IFNs are equal. But using the proposed method, we
have S ; (X0, yo) = (0.516, 0.486), S3 (X0, yo) = (0.516, 0.464),

R(A) = 0.7088, R(B) = 0.6939 = R(A) > R(B),= A > B.

4 Conclusion

Thus, we proposed a more general method for ranking of IFNs to provide an appeal-
ing and logically interpretation of comparison in IFNs in view of ambiguity. The
proposed method satisfy the standard axioms given by Wang and Kerre [13] which
is commonly used standard for ranking method of IFNs. We have clearly illustrated
with suitable examples that even those specific cases where Dubey and Mehra [4],
Hassan [6], and Nagoorgani [9] methods for ranking do not give clear conclusion,
the proposed method provides a better comparison to such IFN. Thus, the proposed
method of ranking may be suitably used in optimization problems in intuitionistic
fuzzy environment for better understanding under ambiguity.
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research work.
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Solution of Multi-Objective Linear
Programming Problems in Intuitionistic Fuzzy
Environment

S. K. Bharati, A. K. Nishad and S.R. Singh

Abstract In the paper, we give a new method for solution of multi-objective linear
programming problem in intuitionistic fuzzy environment. The method uses com-
putation of the upper bound of a non-membership function in such way that the
upper bound of the non-membership function is always less than the upper bound
of the membership function of intuitionistic fuzzy number. Further, we also con-
struct membership and non-membership function to maximize membership function
and minimize non-membership function so that we can get a more efficient solution
of a probabilistic problem by intuitionistic fuzzy approach. The developed method
has been illustrated on a problem, and the result has been compared with existing
solutions to show its superiority.

Keywords Multi-objective programming - Positive ideal solution - Intuitionistic
fuzzy sets - Intuitionistic fuzzy optimization

1 Introduction

Atanassov [1] generalized the fuzzy sets to intuitionistic fuzzy sets to deal with
imprecision, vagueness, and uncertainty for a class of problems in a better way.
In fuzzy sets, we consider only belonging of an element to a set, whereas in intu-
itionistic fuzzy set theory, we consider both the belonging and the non-belonging
as membership and non-membership functions. Intuitionistic fuzzy set, with this
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property, emerged as more powerful tool in dealing with vagueness and uncertainty
than fuzzy set. Angelov [3] proposed a method for solving multi-objective program-
ming problems in intuitionistic fuzzy environment. Further, Atanassov and Gargov
in [2] generalized intuitionistic fuzzy sets and proposed several new properties to
intuitionistic fuzzy sets which made IFS suitable to deal with problems of opti-
mizations. De et al. [4], Mondal and Samanta [12] proposed some properties of
intuitionistic fuzzy sets to make it more suitable for various applications. For dealing
with multi-objective programming, goal programming emerged as more powerful
to provide its solutions, and Mohamed [11] studied relationship in goal program-
ming and fuzzy programming. Etoh et al. [8] considered a probabilistic problem in
fuzzy environment for its solution, and this problem was further studied by Garg and
Singh [7] for suitability of fuzzy solution of a probabilistic problem. Jana and Roy
[9] considered a multi-objective intuitionistic fuzzy linear programming approach
for solution of transportation problem, and Mahapatra et al. [13] studied intuition-
istic fuzzy mathematical programming on reliability optimization model. Another
direction in optimization under interval-valued intuitionistic fuzzy emerged with
the work of Li [10] who considered linear programming method for MADM with
interval-valued intuitionistic fuzzy sets. Dubey et al. [5, 6] considered the linear pro-
gramming problems with triangular intuitionistic fuzzy number interval uncertainty
in intuitionistic fuzzy set (IFS). Recently Nachammai and Thangaraj [14], Nagoor-
gani, Ponnalagu and Shahrokhi et al. [16] have also studied the solutions of linear
programming problems in intuitionistic fuzzy environment. Here, we construct the
membership and non-membership functions and have applied the developed algo-
rithm for solution of an probabilistic problem by intuitionistic fuzzy approach.

2 Preliminaries

Since Zadeh [17] generalized the set theory as fuzzy set theory to deal with infor-
mation available in imprecise form, many new properties have been developed for
fuzzy set and numerous applications have been developed. It was Zimmermann [18]
who considered a fuzzy programming with several objectives. As Atanassov [1, 2]
theories are considered the generalization of fuzzy set to intuitionistic fuzzy set, it is
needed to study the basics of intuitionistic fuzzy to develop an application of this IFS.
Thus, here we reproduce some of its fundamentals to make the study self-sufficient.

Definition I An intuitionistic fuzzy set A assigns to each element x of the uni-
verse X a membership degree i ;(x) € [0, 1] and non-membership degree v ;(x) €
[0, 1] such that w;(x) + v;(x) < 1. A IFS is mathematically represented as
{(x. nz (), v5(x)) |1x € X} where 1 — p;(x) — v;(x) is called hesitancy margin.

Example Let A be set of countries with elected government, and let x be a member

of A. Let M(x) be the percentage of the electorate that voted for the government,

N (x) the percentage that voted against. If we take u 7(x) = %, vi(x) = %
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then p ; (x) gives the degree of support, v ; (x) the degree of opposition and / ; (x) =
I — p ;(x) —v;(x) stand for indeterminacy which is the portion that cast bad votes:
invalid votes, abstinent.

2.1 Intuitionistic Fuzzy Number

AnIFS A = (u i» V) of real numbers is said to be an intuitionistic fuzzy number
if wz and v; are fuzzy numbers. Hence, A = (i ;, v;) denotes an intuitionistic
fuzzy number if p© i-and vy are fuzzy numbers with v i = ,ug, where ug denotes
the complement of w ;.

Some operations on intuitionistic fuzzy sets are as follows:
AN B = {{x, min(u;(x), 1 (x)), max(vz(x), vz(x)))|x € X}
AU B = {{x, max(uz(x), 13 (x)), min(vz(x), vz () Ix € X}

3 Optimization in Intuitionistic Fuzzy Set

Various studies of optimization problems in fuzzy environment showed the suitabil-
ity of considering optimization problems in fuzzy environment. The reason for the
success was quite obvious that a small violation in constraints leads to more efficient
solution. Further studies revealed that fuzzy optimization formulations are more flex-
ible and allow better range of solutions especially when boundaries are not sharp.
As a matter of fact in case of multi-objective programming problem, we search an
optimal compromise solution rather than optimal solution. This idea of getting com-
promise solution in intuitionistic fuzzy environment needs to maximize the degree
of acceptance to objective functions and constraints and to minimize the rejection of
objective functions and constraints.

Consider the intuitionistic fuzzy optimization problem as generalization of fuzzy
optimization problem under taken by Angelov [3] and is given as

min fi(x), i=1,2,...m

Such that
gix) <0, j=12,...n
where x is decision variables, f;(x) denotes objective functions, and g;(x) denotes

the constraint functions. m and n denote the number of objective(s) and constraints,
respectively.
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Theorem 1 For objective function of maximization problem, the upper bound for
non-membership function is always less than that of the upper bound of membership
function.

Proof From definition of IFS, sum of the degree of rejection and acceptance is less
than unity.

If, U,f and LZ are upper and lower bound, respectively, for the membership
function and similarly U}’ and L} are upper and lower bound, respectively, for the
non-membership function, then

(@) +ve(fr(x)) <1 forall k=1,2,...,K

or
fi) =L U — fir(x) 1
Uy — Ly U - L}
Case 1 If possible, let U} = U/', then we have
—L* yy—
Sre(x) k k Sre(x) <1

Iz Iz Iz
U — L Up = Li

this gives L; < L;: which is contradicting the fact that lower bound of the member-

ship and non-membership is equal; hence, U}’ # U ,ﬁ‘ .

Case 2 Let us consider L] = L, then we have

fi) =L U = filo) -

1
Iz w i
Uk - Lk Ul: - Lk

Which imply that U} < U, ,f .

Case 3 LetusconsiderLz = L,’:—i—sk,sk >Q0forallk=1,2,...,K.

fix) =L U — fi(x) -
U =Ly ULy

Uy — fi(x)
fex) = Li — &

1

U15L>U]:+8k

: I3 v 23 v
ie., U; > Uy hence U, > Uy.
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3.1 Computational Algorithm

Using the above-mentioned theorem and with the method by Anglev [3], we develop
the following algorithm for getting solution of a multi-objective programming prob-
lem in intuitionistic fuzzy environment:

Step 1:

Step 2:
Step 3:

Step 4:

Step 5:

Take one objective function out of given k objectives and solve it as a single
objective subject to the given constraints. From obtained solution vectors,
find the values of remaining (k — 1) objective functions.

Continue the step 1 for remaining (kK — 1) objective functions. If all the
solutions are same, then one of them is the optimal compromise solution.
Tabulate the solutions thus obtained in step 1 and step 2 to construct the
positive ideal solution (PIS) as given in Table 1.

From PIS, obtain the lower bounds and upper bounds for each objective
functions, where f;* and fk/ are the maximum and minimum values, respec-
tively.

Set upper and lower bounds for each objective for degree of acceptance and
degree of rejection corresponding to the set of solutions obtained in step 4.

For membership functions:

Ul' = max(Zg(X,)) and L} =min(Zx(X,)), 1<r <k

For non-membership functions:

Step6b:

Ul =U— U — LY and L} =L} 0<xr<l.

Consider the membership function px ( fi (x)) and non-membership function
Vi (fi (x)) as following linear functions:

0 if filn) < LI
fex) = Ly
(e 0) = 1 o i L = i) S U
kK~ “k
1 if fr(x) > U
Table 1 Positive ideal solution
N f fz Jfr X
max fi I f2(X1) Sf3(X1) Sie(X1) X
max f2 fi(X2) 1 f3(X2) . fi(X2) X>
max f3 f1(X3) f(X3) 135 fi(X3) X3
max fi S1(Xk) F2(Xk) S3(Xk) - i (Xe) Xk
f 5 f i
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0 if fi() = U

U’ — filx

kv—f"(v) if Ly < fix) < Uy
Uk _Lk

1 if fi(x) < Lf

v (fi(x)) =

Figure of the membership function and non-membership function for maximiza-
tion type objective function are shown in Fig. 1.

Step 7: An intuitionistic fuzzy optimization technique for MOLP problem as taken
in this section with such membership and non-membership functions can be
written as

Maximize i (fr(x))
Minimize vi(fi(x))
Subject to  pi (fi(x)) + v (fe(x)) <1,
i (fe(x)) = vie(fie(x)),
Vi (fi(x)) = 0,
gj(x) <bj, x>0,
for k=1,2,....K; j=1,2,...,m.

Now the above problem may be equivalently written in a linear programming
problem as

Maximize (o — )

Subjectto o < ui(fr(x)),
B = vi(fr(x)),
a+p <1,
o= p,
B =0,
gix)<b;j,x>0, k=1,2,...K; j=12,...,m.

This linear programming problem can be easily solved by a simple method.

Fig. 1 Membership and non-

membership functions [ VG0 (V)

' (f(x)

Lé=LY v vy kW
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4 Numerical Illustration

In this section, the developed algorithm is implemented by a numerical example.
We consider the problem as undertaken by Garg and Singh [7], Itoh [8] in which a
farmer has to grow carrot, radish, cabbage, and Chinese cabbage in a season under
areas xi, x2, x3, and x4 (unit 10 acres = 1000 mz), respectively. The farmer has a
total land of 10 acres and a max labor work time available to him is 260 h. The profit
coefficients (unit 10,000 Japanese Yen) and work time for the crops are given in the
Table 2 .

The complete mathematical formulation of the above problem is as follows:

Maximize z; = 29.8x1 + 10.4xp + 13.8x3 + 19.8x4

Maximize zp = 23.9x; + 21.4xy + 49.2x3 + 32.8x4

Maximize z3 = 37x1 + 16x + 3.6x3 + 9.7x4

Maximize z4 = 19.3x1 + 26.6x, + 48.4x3 + 75.6x4 (1)

Subject to the constraints

x1+x2+x3+x4 <10
6.9x1 + 71xo + 2x3 4+ 33x4 < 260,

X1, X2, x3,x4 > 0.

The solution procedure of the above problem involves the following steps:

Step 1: The solution choosing one by one objective as single objective function
programming problem
Maximize z; = 29.8x1 + 10.4x, + 13.8x3 + 19.8x4
Subject to the constraints

x1+x2+x3+x4 <10
6.9x1 + 71x2 + 2x3 4+ 33x4 < 260

X1, x2,x3,x4 > 0.

Table 2 Values of various parameters available to the problem

Random Carrot Radish Cabbage Chinese cabbage Probability percentage

variable of profit coefficients
Cil Ci2 Ci3 Cid

1 29.8 10.4 13.8 19.8 10

13 239 21.4 49.2 32.8 50

2 37.0 16.0 3.6 9.7 10

123 6.9 26.6 48.4 75.6 30

Work time 6.9 71 2 33
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Step 2:

Step 3:
Step 4:

Step 5:

S. K. Bharati et al.
The optimal solution to this linear programming problem is
X1 = 10, Xy = 0, X3 = OX4 = 0, (Z1)1 = 298.

And with this solution vectors, the value of other objective functions are as

(z2)1 =239, (z3)1 =370 and (z4)1 = 193.
Solve linear programming problem for z3, z3, z4 subject to constraints and
find values of remaining objective functions.
Tabulate the values as given below to form PIS as given in Table 3.

Find lower and upper bounds for each case of max z;, max z;, max z3, max
74 which are

Ul =298, L) = 138;U5" =492, L5 = 239; U}’ =370, LY = 36;
U, =694.58, Ll =193.
Set the upper and lower bounds of each objective for degree of rejections as

L;::Lz
U =Ul 42U} — L) =1 —DUL + ALY, k=1,2,3,4.

Which for A = 0.6 becomes

Uy = (1-0.6)U;" +0.6L; =0.4U;" +0.6L;
Ul =202, L} =138, Uy =3402, L} =239, Uj =169.6, L} = 36,

Step 6:

Uj =393.63, L, = 193.

Construction of membership functions:

Table 3 Positive ideal solution

21 22 3 24
Max z; 298 239 370 484 X
Max zo 138 492 36 484 X>
Max z3 298 239 370 193 X3
Max z4 184.44 365.06 83.21 694.85 X4




Solution of Multi-Objective Linear Programming Problems 169

29.8x1 4+ 10.4x7 4+ 13.8x3 + 19.8x4 — 138

wi(x) =

)

(298 — 138)
23.9x1 +21.4x2 +49.2x3 + 32.8x4 — 239
m2(x) = ,
(492 — 239)
37x1 + 16x + 3.6x3 +9.7x4 — 36
w3(x) = ,
(370 — 36)
19.3x; + 26.6xp + 48.4x3 + 75.6x4 — 139
pa(x) = .

(694.58 — 193)
Construction of non-membership functions:

202 — 29.8x1 — 10.4x2 — 13.8x3 — 19.8x4

V1) = (202 — 138) ’
_340.2 — 23.9x; — 21.4xy — 49.2x3 — 32.8x4
v2(x) = (340.2 — 239) ’
b3(x) = 169.6 — 37x1 — 16xp — 3.6x3 — 9.7x4
(169.6 — 36) ’
393.63 — 19.3x; — 26.6xp — 48.4x3 — 75.6x4
1)4()() = .

(393.63 — 193)

Step 7: The above problem (1) is now equivalently written to a linear programming
problem as

Maximize (o — f),

Subjectto  29.8x1 + 10.4x2 + 13.8x3 4+ 19.8x4 — 138 > 160«
23.9x1 4 21.4x7 +49.2x3 + 32.8x4 — 239 > 253a,
37x1 + 16x3 4+ 3.6x3 + 9.7x4 — 36 > 334«,
19.3x1 + 26.6x3 4 48.4x2 + 75.6x4 — 193 > 501.58«,
202 —29.8x1 — 10.4x3 — 13.8x3 — 19.8x4 < 648,
340.2 — 23.9x; — 21.4xp — 49.2x3 — 32.8x4 < 101.28,
169.6 — 37x; — 16x2 — 3.6x3 — 9.7x4 < 133.68,
393.63 — 19.3x1 — 26.6x3 — 48.4x3 — 75.6x4 < 200.638, (2)
x1 +x2 +x3 + x4 < 10,
6.9x1 + 71x2 + 2x3 + 33x4 < 260,
a+p <1,
oa>B, B,x1,x2,x3,x4 >0

The above problem (2), a linear programming problem is solved by MAT-
LAB and the solutions obtained are

x1 =414
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Table 4 Profit in different probabilistic cases

Probability cases for  Profit by proposed Profit by Garg and Profit by Itoh method

profit coefficients intuitionistic fuzzy Singh method [7] [8]
(%) optimization
technique
10 216.46 207.37 268.4
50 352.98 348.58 280.4
10 186.80 181.07 303.5
30 419.07 410.54 274.8
Weighted profit 342.53 336.29 280.08
xp = 0.00
x3 = 3.79
X4 = 2.06
oa =045
B = 0.00

Putting these values in the problem, the profit obtained are as in (Table 4).

5 Conclusion

The objective of this paper was to develop a method to solve a probabilistic pro-
gramming problem in an intuitionistic fuzzy optimization environment. Here, the
developed method first considers the conversion of the probabilistic programming
problem into a multi-objective programming problem. This is done by considering
the objective function corresponding to probabilistic cases as one objective func-
tion of the said multi-objective programming. Thus, such converted multi-objective
programming problem is solved with one objective at a time to construct the PIS.
Thus, in order to obtain a best compromise solution of the situation, we construct the
membership function and non-membership functions for the solutions, and thus, we
introduce intuitionistic fuzzy parameters. Using the intuitionistic fuzzy optimiza-
tion approach, the problem is transformed into an equivalent linear programming
problem. The linear programming problem thus obtained has been solved by using
MATLAB. The result thus obtained has been compared with the existing solution,
and clearly, the proposed method gives a better solution than existing solutions.
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Analyzing Competitive Priorities for Machine
Tool Manufacturing Industry: ANP Based
Approach

Deepika Joshi

Abstract In an attempt to study the success factors for the competitiveness of
machine tool manufacturing (MTM) industry an in-depth study of 10 manufacturers
located in India was carried out. Performance measures, especially which are related
to supply chain (SC) activities, are also the part of competitive priorities [16, 17].
It can be seen that systematic identification and prioritization of SC performance
indicators would help managers to integrate them into corporate strategy. An ANP
approach is used to analyze the dynamic, large, and complex attribute decision. To
perform the related computations, a programming platform of MATLAB™ software
suite was operated. Research findings unveiled that flexibility and quality dimensions
are of foremost significance in the development of sector under study, followed by
delivery indicators. However, the companies believed that cost constituents need to
be focused to achieve overall SC competitiveness.

Keywords Analytic network process (ANP) - Supply chain performance
indicators - Competitiveness - Machine tool manufacturing industry - India

1 Introduction

Machine tool manufacturing (MTM) industry in India is performing a vital role in
advancing national competitiveness. In particular, it is instrumental in promoting the
output of Indian manufacturing industry and in general, the Indian economy. Typi-
cally, growth of any industry depends on the ability to manage its supply chain (SC)
activity [28]. SC of MTM industry is composed of large number of firms. Conse-
quently, it necessitates concerted efforts to overcome the overwhelming complexity
and associated challenges of this developing sector. It will not only bring structural
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transformation in business operations but will also compel engineers and managers
to inculcate strategic thinking while managing value chain elements.

The spurred industry reforms have radically shifted the significance of competitive
priorities in SC management activity. For example, in auto-component manufactur-
ing, cost and flexibility drives the SC performance whereas in retail sector delivery
leads to successful business operations [16, 17]. Thus, there are always some sector
specific performance indicators leading to overall SC competitiveness. A system-
atic identification of performance indicators and their priorities is necessary in order
to plan and implement suitable strategies for industrial competitiveness. Most of
the previous studies on MTM sector were conducted considering the whole gamut
of competitive priorities and factors affecting these priorities. Few of such studies,
which are exclusively considered competitive priorities, were nation specific like
China, US, and Japan [33]. It has been noted, however, that there is hardly any
research study which reports the prioritization of competitive priorities specific to
Indian MTM industry. On the whole, this perceived gap among existing research
studies shapes the main ground of the work presented in this paper.

In Sect. 2 a review of literature is presented to disseminate knowledge regarding
SC performance indicators. Section 3 presents a research methodology exclusively
designed to attain the research objective. Section 4 portrays the research findings.
Section 5 discusses the results and strategies for its managerial implications. Section
6 concludes the paper while providing avenues for future research.

2 Review of Literature

In the present era of globalization and industrialization, competitive priorities like
cost, delivery, flexibility, and quality (CDFQ) which are critical to operation’s success
of the firm [31]. Neely et al., Ho et al. and Singh et al. are few of the numerous
proponents who suggested the need of competitive priorities for SC competitiveness
building [14, 21, 28]. Identifying competitive priorities for industrial application
lead to overall competitiveness.

2.1 Competitive Priorities

Traditional operations management literature considers cost as the simplest measure
of competitiveness. Herein, labor cost, raw material cost, R&D cost, manufactur-
ing cost, etc., are found to be important ones [1, 9] and [18]. With the objective
of SC responsiveness, inventory control is another major concern for manufactur-
ing based industries [2]. Fuss and Waverman highlighted the impact of variation
in inter-country costs such as costs related to labor and raw material, toward cost
competitiveness [ 10]. Due to increased distances the costs related to distribution have
become a major concern for managers [2]. Managers control it by focusing on storage
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facilities at client’s location. Flexibility as a determinant of competitiveness has been
discussed. It effects the business operations to capture global market opportunities
[30]. The various types of flexibilities discussed in literature are—volume flexibility,
process flexibility, product-mix, delivery flexibility, distribution flexibility, new prod-
uct development, and design flexibility [27]. However, the type of flexibility which
would best make a business competitive depends on available resources, goals and
objectives of a particular firm.

Similarly, researchers mentioned that specific quality norms reduce the defects and
enhance the perceived quality level of a product. This also advocates the consistency
of process and product design. Durability, performance, conformance, reliability, and
design characteristics are various commonly used dimensions of quality [11]. Quality
parameters are reflected in higher value of returns on investment, defect-free prod-
ucts, goodwill, strong brand loyalty, and higher chance of repeat purchase. Fulfilling
customer demand through on-time delivery leads to competitiveness [13]. Today all
major business activities, right from procurement of raw material to distribution of
finished goods, mark delivery as a distinctive indicator of their performance. The
delivery capability of a firm depends on factors like delivery speed, vehicle speed,
delivery date and time [12, 13]. Considering delivery decision as a significant part
of SC strategy leads to strategic and operational competitiveness.

Literature review emphasizes the significance in SC performance for competitive-
ness building. The mentioned performance indicators comprise of internal as well
as external performance indicators. Executing these competitive priorities firms can
realizes its business goals and objectives. Literature also unveiled the majority of
research on SC competitiveness are aimed at competitive priorities [32, 33]. The
targeted sectors were auto component firms [16, 17, 20, 22] and grocery and retail
[5], PC manufacturing company [24]. But dynamic business environment calls for
most up-to-date industry specific Key Performance Indicators [15]. Thus a realistic
and easy-to-implement framework is crucial to any SC management activity.

2.2 Multi-Criteria Decision-Making Technique

The survey of literature unveiled a variety of MCDM methods which are universally
recognized approaches for MCDM problems. Taking into account both outranking
methods and multi attribute utility theory (MAUT), these methods are: analytic hi-
erarchy process (AHP) [25], data envelopment analysis (DEA) [4], GRA [7], rough
set approach (RSA) [23], and analytic network process (ANP) [26]. Choice among
these to be used would depend on the type of available data, ease of understanding,
and nature of the required decision.

Literature review unveiled that in real life business situations, business ele-
ments are dependent on each other. Unlike AHP, it is not compulsory to have such
dependence in hierarchical form, where the lower level is dependent on the upper one
[3, 19, 25]. Similarly, the technique like RSA, which simply classifies the attributes
on the basis of ‘if-then’ decision rules, is least suited, especially for the task of
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prioritization in modern business environment [29]. Moreover, with information
complexity in various business facets, the DEA technique falls short in dealing with
fuzzy and imprecise information [8]. MCDM techniques like GRA, DEA, and RSA
involves rigorous mathematical calculations which require that managers spend a
great deal of time to learn and understand the functioning and implementation of a
chosen approach. Thus, a technique which can lead to weights of individual attributes
is the need of industrial decision makers.

An apparent technique which can overcome the limitations associated with the
above mentioned MCDM techniques was the need of strategists and managers. Such
atechnique should be clear and precise and most importantly, it should be time bound
and easy to implement by managers. To overcome such limitations of AHP, GRA,
DEA, and RSA techniques, ANP technique was established. It addresses the issue
of prioritization while considering the nature of interdependence.

3 Research Methodology

The current section presents an overview of the overall research approach adopted
to discover the fact and accuracy behind the performance of competitive priorities
for SC competitiveness.

3.1 Designing of Research Instrument

A well-structured questionnaire was prepared using sixteen performance indicators.
These indicators are the dimensions of competitive priorities. For the ease of study
symbols were assigned to each criterion. Refer column 3 of Table 2. Questionnaire
was divided into two different sections. Section 1 contains a pairwise comparison ma-
trices designed while Sect. 2 is composed of a large number of open-ended questions.
Section I was designed on the basis of Satty 9-point scale (2001). The significance
of numerical rating is mentioned in Table 1. Section 2 contained questions related
to the cost, quality delivery flexibility, business category, and impact of business en-
vironment. Unlike few of the research studies, the present research uses open-ended
questions to help in gathering the rationale behind the responses of pairwise compar-
ison matrices. During the entire study, the dynamic nature of machine tool industry
was discussed in detail with the respondents.

3.2 Profile of the Respondents and Responding Organization

In order to select the responding firms, the directory of India Machine Tool
Manufacturers’ Association was used. In all, 30 organizations were selected, of
which only 10 showed their positive response to participate in research process.
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Table 1 Satty 9-point scale [26]

Comparison scale Verbal scale

1 Equal importance of both elements

3 Moderate importance of one element over another

5 Strong importance of one element over another

7 Very strong importance of one element over another
9 Extreme importance of one element over another
2,4,6,8 Intermediate values

These firms have an annual turnover between 30 million USD to 25 billion USD.
In India, these firms are listed in Bombay stock exchange (BSE) and National stock
exchange (NSE). Approved firms were considered as the representative section of
Indian MTM industry. Managers having minimum experience of 5 years with MTM
industry were considered for administering the questionnaire. With the aim of con-
cealing respondent’s identity, the firms’/respondents names are not divulged in the

paper.

3.3 ANP Technique of Prioritization

As defined by Saaty [26], “ANP is a theory of measurement generally applied to
the dominance of influence among several stakeholders, or alternatives with respect
to an attribute or a criterion.” It is based on the theory of relative measurement.
It allows prioritization without making assumptions about the dependence among
considered set of elements. Generic steps followed for ANP implementation are:
(a) carry out pairwise comparison between the criterions on the basis of the nature
of being influenced and influencing, (b) obtain the super-matrix by calculating the
weights from pairwise comparison matrices, (c) obtain limit super-matrix by matrix
multiplication, and (d) analyze the results based on final assessment. For this research
paper, MATLAB™ programming platform was used for ANP computations. Two
different programs were written to obtain the final Priority Vector (PV). The first
program helped to generate the eigenvectors. The second program was used to obtain
the limit super-matrix.

Once the filled pairwise questionnaires were received, these were processed with
the first program on the programming platform of MATLAB™ software suite. In
all twenty-five eigenvectors were obtained. These eigenvectors were then arranged
under the respective control criterion, to obtain the un-weighted super-matrix. The
un-weighted super-matrix so obtained was normalized to obtain the weighted super-
matrix. This ANP super-matrix reveals the local-priority information of the consid-
ered network by representing the overall impact of one criterion on a group of criteria
and vice-versa. In this representation, the zeros in the matrix indicate nondependence.
Positive numerical values indicate the strength of being influenced and influencing
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Table 2 Priority vector for competitive priorities

Competitive Performance Symbols Priority Competitive
priorities indicators vector priority
contribution
Cost Labour cost CPC1 0.04112 0.183197
Material cost CPC2 0.04268
Manufacturing cost CPC3 0.03761
Inventory cost CPC4 0.03603
Distribution cost CPC5 0.02575
Delivery Delivery dependability CPD1 0.05312 0.096214
Delivery speed CPD2 0.04309
Flexibility Product mix CPF1 0.08818 0.411823
Volume flexibility CPF2 0.07407
Design flexibility CPF3 0.12387
New product development flexibility CPF4 0.12571
Quality Durability CPQl1 0.06056 0.308767
Working condition and safety CPQ2 0.0608
Environmental damage CPQ3 0.05575
Defect rate CPQ4 0.06274
Reliability CPQ5 0.06892

(dependence) the criteria by each other. Then, the second program was used to
repeatedly multiply the weighted super-matrix by itself, until the entities in the matrix
become regularized. The converged matrix so obtained is called a limit super-matrix.
The limit super-matrix indicates the final priorities for all the considered elements.
The values in any column of the limit super-matrix represent the priority vector for
the responding firm.

4 Survey Results

The quantitative results of qualitative variables were obtained by using ANP
approach. The priorities so obtained in form of PV elicit the relative weights of
each performance indicator in overall SC competitiveness of Indian machine tool
industry.

The PV unveiled that:

1. Flexibility (41 % weight) is the most important among all competitive prior-
ity. Herein, new product development and design flexibility drives the business
growth. Flexibility indicators get affected by almost all cost and quality variables.

2. Quality being the major concern for all manufacturers carries a significant weight
of 0.308767. It affects and gets affected by cost and flexibility variables. It gets
hold of existing buyers and draws the newer customer demand.
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3. Cost falls short to gain the highest contribution in overall SC competitiveness. It
is because of the fact that cost advantage associated with labor, manufacturing,
and material are higher than other European and American manufacturers.

4. Delivery as competitive priority contributed 10% weight. Firms’ ideal deci-
sion regarding both the delivery indicators reduces distribution cost, inventory
cost, environmental damage, and enhances the volume flexibility and reliability
whereby making Indian machine tool industry a competitive sector.

5 Discussion for Managerial Implications

The questionnaire-based survey of MTM firms of India was carried out. The obtained
responses were analyzed to generate priority vectors. Study revealed that all the
considered performance indicators are important for SC competitiveness of the sector
under study. Based on firm’s capability to harness such competitive priorities, the
business strategies are planned and implemented [16, 17]. In the following points,
the PV and the imperative strategies are discussed for managerial implication.

e Flexibility is found to be the key competitive priority for SC performance of Indian
tool manufacturing companies. It is justified by dynamic demand of customers
like auto and auto component manufacturers, capital goods industry, consumer
durables, and aviation industry. Tool manufacturers are implementing strategies
like customization, rapid response, and postponement. It is found that new product
development and design flexibility is among the critical dimensions of flexibility.
Due to variation in process technology at customers end, the large product mix
drives the customer demand.

e The machine tool manufacturers deliver their finished goods to component man-
ufacturers. Their quality in turn determines the production of quality equipment.
Presently, Indian machine tool industry is manufacturing its products with ISO cer-
tification and international standard of quality/ precision and reliability. Companies
have entered into joint ventures and alliances with Swiss, German and Chinese
counterparts to bring in the state-of-art technology. Computer numerically con-
trolled (CNC) technology is among the most commonly used technique for qual-
ity improvement in tool manufacturing. For process improvement companies are
executing soft strategies like 5S, Kaizen, and quality circles. Moreover, companies
are utilizing third party services for trouble shooting, accurate measurement and
adjustment for CNC machines, laser cutter, gas and oil turbine manufacturing, and
many more.

e In dynamic business environment, customer responsiveness has become the prime
measure of performance. Respondents found delivery as one of the component for
fulfilling such responsiveness. Most of the companies were found to be depend-
able on third-party logistic providers for tools delivery. The advent of informa-
tion technology had eased the logistic facility, for both national and international
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customers. However, respondents mentioned delivery speed as an indicator depen-
dent on other factors like infrastructure, plant location, and vehicle conditions.

e Insignificant variation was observed among the five cost dimensions. Due to major
contribution of material cost in overall cost composition, manufacturers are strug-
gling to reduce it. Respondents from studied firms believed that any re-engineering
to reduce material cost leads to cost advantage with their immediate competitors. It
can also be lowered by reducing the procurement cost and cost of product redesign.
Labor cost was found to be the least significant. It is rationalized by the availability
of low cost labor with Asian countries especially with India and China. Firms are
implementing latest techniques like INVENTORIA to manage the inventory of
small-sized tools. However, least effort can be exercised to reduce the inventory
cost raised due to storage of heavy machines. It was also found that due to extreme
locations of machine tool manufacturers distribution cost needs a greater attention
in overall cost structure.

6 Conclusion and Avenues for Future Research

This study highlights the significance of competitive priorities in development of
Indian machine tool industry. The findings will guide SC managers in aligning SC
strategy with their firm’s corporate strategy. It will also help strategy managers in
improving their SC competitiveness in global market. Further studies with the aim of
considering the impact of other performance indicators like business environment,
buyer—supplier relationship, technology, location and infrastructure on competitive
priorities are required for more comprehensive insights.

In contrast to the work done by Dangayach and Deshmukh [6] and Joshi et al.
[16, 17] on complete Indian manufacturing companies and auto-component sector
respectively, the presented work was targeted exclusively for machine tool manu-
facturing industry. Instead of considering the entire range of manufacturing strategy
and related issues, herein the focus was kept on competitive priorities. Similarly,
the survey conducted by Zhao [33] was entirely targeted toward the competitiveness
of manufacturing enterprises in China. In order to study the SC competitiveness of
Indian machine-tool manufacturers, few performance indicators were added. While
studying the Indian strategies, it was found that they are rarely different from the ones
implemented at China except for greater focus on quality enhancement parameters
and cost reduction tactics. With the Indian market strategy of importing technologies
from international market like Germany and Switzerland, specially related to CNC
will lead to the place of Indian MTM industry in global canvas. Moreover, changing
management style at public limited companies and concentration of Department of
Heavy Engineering on private firms is boosting the competition. Surely this will
lead to the development of Indian manufacturing industry as a whole. It was also
found those small and middle scale tool manufacturing firms are still unorganized in
their management and technological deals. Prospective research is suggested for the
unorganized tool manufacturers in India.
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A Modified Variant of RSA Algorithm
for Gaussian Integers

Sushma Pradhan and Birendra Kumar Sharma

Abstract A Gaussian prime is a Gaussian integer that cannot be expressed in the
form of the product of other Gaussian integers. The concept of Gaussian integer was
introduced by Gauss [4] who proved its unique factorization domain. In this paper,
we propose a modified RSA variant using the domain of Gaussian integers providing
more security as compared to the old one.

Keywords RSA public-key cryptosystem - Gaussian integers - Multiprime RSA

1 Introduction

RSA system is the one of most practical public-key password systems. In addition to
other domain, it has successfully provided security to the electronic-based commerce.
Encryption of plaintext in asymmetric key encryption is based on a public key and a
corresponding private key. Document authentication and digital signature are other
advantages of RSA public-key cryptosystem. RSA provides security to the plaintext
based on factorization problem [5]. There are PKCs other than RSA. Those are
Elgamal and Rabin’s PKCs. These PKCs provide security-based discrete logarithm
problem.

The classical RSA cryptosystem is described in the setting of the ring Zn, the
ring of integers modulo a composite integer n = pq, where p and ¢ are two distinct
odd prime integers. Many aspects of arithmetics over the domain of integers can be
carried out to the domain of Gaussian integers Z [i], the set of all complex numbers of
the form a + bi, where a and b are integers [6]. The RSA cryptosystem was extended
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domain of Gaussian integers in the papers [2] and [3]. In [2] and [3], the advantages
of such extension of RSA were briefly stated in these papers.

Now in this paper, another fast variants of RSA cryptosystems is proposed using
arithmetic’s modulo of Gaussian integers. Proposed scheme provides more security
with same efficiency. Before doing so, in next section, we review the classical RSA
PKC. Next, we introduced Gaussian integers and its properties in Sect. 3. In Sect. 4,
we present a variant of RSA scheme based on factorization of Gaussian integers with
a suitable example. Finally, we conclude with security analysis and comparison with
the standard method.

2 Classical RSA Public-Key Cryptosystem

The classical RSA cryptosystem is described as follows: entity A generates the public
key by first generating two large random odd prime integers’ p and g, each roughly of
the same size. Then, entity A computes the modulusn =pgand ¢ (n) = (p—1)(g—1),
where ¢ is Euler’s phi function. Next, entity A selects the encryption exponent e to be
any random integer in the interval (1, ¢ (7)), and which is relatively prime to ¢ (n).
Using the extended Euclidean algorithm for integers, entity A finds the decryption
exponent d, which is the unique inverse of e in Zn. The public key is the pair (n, e)
and A‘s private key is the triplet (p, g, d).

To encrypt a message, entity B first represents the message as an integer m in
Zn. Then, entity B obtains A’s public-key (n, ¢), uses it to compute the cipher text
¢ = m®(modn), and sends c it to entity A. Now, to decrypt c, entity A computes
m = ¢?(mod n) and recovers the original message 7.

3 Gaussian Integers

Gaussian integer is a complex number a + bi where both a and b is integers:

Zli] = a+ bi: a,b € Z. Gaussian integers, with ordinary addition and multi-
plication of complex numbers, form an integral domain, usually written as Z [i]. The
norm of a Gaussian integer is the natural number defined |a + bi| = a’ + b2

Gaussian primes are Gaussian integer’s z = a + bi satisfying one of the following
properties:

1. If both a and b are nonzero, then (a + bi) is a Gaussian prime iff (@® + b?) is an
ordinary prime.

2. If a = 0, then bi is a Gaussian prime iff |b| is an ordinary prime and |b| =
3 (mod 4).

3. If b =0, then a is a Gaussian.

J.T. Cross [1] gave a full description for complete residue systems modulo prime
powers of Gaussian integers.
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4 RSA Algorithms Over the Field of Gaussian Integers

In paper [2], the RSA is extended into the field of Gaussian integers. It is presented
as follows:

Key Generation: Generate two large Gaussian primes P and Q. Compute N = P(Q.
Compute ¢ (N) = (|p| — 1)(|g| — 1). Select a random integer e such that 1 <

e < ¢(N) and ged (e, p(N) = 1). Compute d = e~ 'mod ¢(N). Pair N and e is a
public key, and d is the private key.

Encryption: Given a message M (represented as a Gaussian integer), compute

ciphertext

C :=m°(modn).

Decryption: Compute the original message M := ¢¢(modn).

Now, we propose the algorithms for the variant of RSA cryptosystem in Z [i] as
below:

Key Generation:
Generate b distinct large Gaussian primes «, 8, and y each n/b bits long.

Compute N = afy.

Compute ¢ (N) = (o] — DBl — D(ly| = D).

Select a random integer e such that | < e < ¢(N) and ged, (e, (V) = 1)
Compute d = e 'mod ¢(N).

Pair (N, e) is a public key, and («, B, y, d) is the private key.

Encryption:
Given a message M (represented as a Gaussian integer) compute cipher text

C = m®(mod N)

Decryption:
Compute the original message M = ¢?(mod N).

Following is the example in support of proposed algorithm.

Example
Key generation

Letusselecto = 19and 8 =5and y =3,
Compute the product N = afy = 283,

d(N) = (197 — (5> — (3% — 1) = 69, 120.
Choose e = 3,331.

Then, d = e 'mod ¢ (N) = 3331~ mod 69,120 = 29,611
The public key is n = 285, e = 3,331
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Encryption
Let message M = my; my = (555, 444)

C = (c1; ¢2) = m®(mod N)
= (555, 444)*331 mod 285
= (270, 159)

Decryption

M = ¢ (mod N)
= (270, 159) mod 285
= (555, 444)

5 Security Analyses

The comparison of the classical RSA [7], its Gaussian integer domain in Z [i] [2],
and our proposed scheme is as follows:

e The generation of primes p, g in classical scheme and Gaussian primes a, b in
Z[i] require the same amount of computation. Same in the case with our proposed
scheme where an additional prime g in the form of 4k + 3 would be generated
with the same computation.

e The modified Gaussian variant provides more security than the classical method
since the number of elements which are chosen to represent the message m is
about square of those used in the classical case. scheme would provide security
as compared to Gaussian variant, because domain Z [7] in our proposed scheme
provides a more extension to the range of chosen messages, which make trails
more complicated as compared to the Gaussian integer domain [2].

e In [2], Euler’s phi function is ¢ = (p* — 1)(¢? — 1), whereas in proposed scheme,
itis ¢ = (a® — 1)(B% — 1)(y? — 1). This make the attempt to find the private key
d from the public key more complicated as compared to the Gaussian variant [2]
in Z [i]. Thus, our proposed scheme provides more security than the [2]. More so,
the computations involved in the Gaussian variant do not require computational
procedures different from those of the classical method. Same would be the case
with our scheme.

e Itis noted that the complexity for programs depends on the complexity of generat-
ing the public key. Thus, the classical and proposed algorithms are equivalent since
their public-key generation algorithms are identical when restricting the choice of
primes to those of the form 4k 4+ 3. However, our scheme is recommended since
it provides a better extension to the message space and the public exponent range
as compared to classical one.
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6 Conclusion

We modify the computational methods in the domain of Gaussian integers. Lastly,
we show how the modified computational methods can be used to extend the RSA
algorithm to the domain Z[i]. Also, we show that the modified algorithm requires a
little additional computational effort than the classical one and accomplishes much
greater security.
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Neural Network and Statistical Modeling of
Software Development Effort

Ruchi Shukla, Mukul Shukla and Tshilidzi Marwala

Abstract Many modeling studies that aimed at providing an accurate relationship
between the software project effort (or cost) and the involved cost drivers have been
conducted for effective management of software projects. However, the derived mod-
els are only applicable for a specific project and its variables. In this chapter, we
present the use of back-propagation neural network (NN) to model the software
development (SD) effort of 18 SD NASA projects based on six cost drivers. The
performance of the NN model was also compared with a multi-regression model and

other models available in the literature.

Keywords Neural network - Software development « Effort estimation - Regression

R. Shukla ()

Department of Electrical and Electronic Engineering Science, University of Johannesburg,
Johannesburg, South Africa

e-mail: ruchishuklamtech@gmail.com

M. Shukla
Department of Mechanical Engineering Technology, University of Johannesburg,
Johannesburg, South Africa

M. Shukla
Department of Mechanical Engineering, MNNIT, Allahabad, UP, India
e-mail: mukulshukla2k @ gmail.com

T. Marwala

Faulty of Engineering and Built Environment, University of Johannesburg,
Johannesburg, South Africa

e-mail: tmarwala@uj.ac.z

B. V. Babu et al. (eds.), Proceedings of the Second International Conference on Soft Computing
for Problem Solving (SocProS 2012), December 28-30, 2012, Advances in Intelligent Systems
and Computing 236, DOI: 10.1007/978-81-322-1602-5_21, © Springer India 2014

189



190 R. Shukla et al.

1 Introduction

Software companies today are outsourcing a wide variety of their jobs to offshore
organizations, for maximizing returns on investments. Estimating the amount of
effort, time, and cost required for developing any information system is a critical
project management issue. In view of the above, long-term, credible, and optimum
forecast of software project estimates in the early stages of a project’s life cycle is
an almost intractable problem. Often, key information of real-life projects regarding
size, complexity, system documentation, vocabulary, annual change traffic, client
attitude, multilocation teams, etc. is unavailable. In spite of the availability of more
than 100 estimation tools in the market, experience-based reasoning still remains
the commonly applied estimation approach owing to some fundamental estimation
issues which software developers have struggled with [1].

2 Literature Review

A review of studies on expert estimation of SD effort was presented by [2, 3]. An
exploratory analysis of the state of the practice on schedule estimation and software
project success prediction is presented in [4]. It was found that the data collection
approach, role of respondents, and analysis type had an important impact on software
estimation error [5]. Soft-computing- or artificial intelligence (Al)-based approaches
are of late being used for more accurate prediction of software effort/cost. Artificial
neural networks (ANN) offer a powerful computing architecture capable of learning
from experimental data and representing complex, nonlinear, multivariate relation-
ships [6, 7]. Kumar et al. compared the effectiveness of the variants of wavelet
neural network (WNN) with many other techniques to forecast the SD effort [8].
Genetic algorithms (GAs) were used for the estimation of COCOMO model para-
meters of NASA SD projects in [9] while different fuzzy logic-based studies have
been conducted [10—12]. Many hybrid schemes (neuro-GA, neuro-fuzzy, grey-GA,
fuzzy-grey, etc) have also been investigated [13—15]. Many studies on software pre-
diction have focused on the development of regression models based on historical
data [16, 17].

3 Statistical Modeling

This modeling study is based on the SD effort dataset of Bailey and Basili [18]
(Table 1—shown partly for brevity reasons). The six input factors are the total lines
of code, new lines of code, developed lines of code (DL) (all in kloc), total method-
ology (ME), cumulative complexity, and cumulative experience, and the output is
effort (in man months). Preliminary statistical analysis of the dataset was conducted
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beforehand including the following: (1) correlation coefficient, (2) covariance, (3)
kurtosis, and (4) R-square as presented in Table 1. Initially, from Minitab [19]-based
ANOVA, a multivariable linear regression model (Eq. 1) has been fitted. The good-
ness of this developed model is validated with two other models (Egs. 2 and 3)
given by Sheta and Al-Afeef [15] in Table 2. Based on the high T (or low P) values,
the following ranking (in a decreasing order) of the 6 effort drivers has been es-
tablished: (1) methodology, (2) new LoC, (3) total LoC, (4) cumulative experience,
(5) developed LoC, and (6) cumulative complexity. The high R-squared value of
98.3 % and R-Sq(adjusted) values of 97.4 % justify the correctness of the ANOVA.

Effort =41.6 + 0.314 Tot_LoC + 0.986 New_LoC + 0.116 Develop_LoC

R. Shukla et al.

— 1.57 Meth — 0.112 Cum_Complex + 0.376 Cum_Exper

E =1.75992 x DL —4.56 x 107> x DL?

E=2xDL—-059%x10°ME? x DL

The main effect plots for the 6 effort drivers are shown in Fig. 1.
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Fig. 1 Main effects plot
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4 Neural Network Modeling

Back-propagation (BP) NN modeling for effort estimation has been carried out in this
work using the MATLAB (2007b) NN toolbox options. Initially, a simple two-layer
BP (6-6-1) NN was employed. The number of hidden nodes in the hidden layer was
kept equal to the number of inputs (6 here). The number of hidden neurons was then
suitably increased in an orderly hit and trial manner, to decide the final structure of
the NN by keeping a check on the convergence rate of training, testing, and validation
errors as well as the average percentage error. The learning rate and momentum can
also be adjusted for the above purpose (although not varied in the present work).

Before the network is made ready to make estimates, we input the combinations
of data inputs and outputs [18] through the network for training (60 %), validation
(20 %), and testing (20 %). In our case, the activation functions of both the hidden and
output layers were initially chosen to be tan-sigmoid. The same was later changed to
the purelin(ear) function in the output layer. We used the two most popular training
algorithmsi.e., the Levenberg-Marquardt (LM) and the Bayesian regularization (BR)
algorithms. The training performance and linear regression analysis (between the
network outputs and the corresponding targets) are shown in Figs. 2 and 3. For
the LM algorithm, the output tracks the targets reasonably well, and the regression
coefficient (R) value is over 0.97 mostly. Similarly, for the BR algorithm-based
training with purelin output function, the R values are over 0.99 in nearly all the
cases (Fig. 3).
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4.1 NN Modeling Tips

Listed underneath are some practical tips for efficient NN modeling.

e NN are rather sensitive to the number of neurons in the hidden layers. Too few
neurons often lead to underfitting, while too many neurons can contribute to over-
fitting. In this case, inspite of all the training points being well fitted, the fitted
curve oscillates largely between these points [20].

e The NN dataset is generally divided in the following ratios: training (50-60),
validation (20-25), and testing (20-25).

e Learning rate (alpha) represents how quickly an NN learns ranges from 0 to 1 and
is initialized randomly. As with linear networks, a learning rate that is too large
leads to unstable learning. Contrarily, a too small learning rate results in much
longer training times. Typical values are 0.01-0.05.

e Momentum is a variable, which helps NN to break out of local minima. It may
range from O to 1. Typical values are around 0.5.

e The threshold function (logsig, tansig, purelin, etc) selection is critical and de-
termines when a node fires propagating a value further through the network. The
choice is essentially based on the range and sign of inputs/outputs.

e The BR algorithm which is a modification of the LM algorithm is often used, as
it generalizes well and reduces the difficulty of determining the optimum network
architecture.

e LM training would normally be used for small- and medium-size networks, if
enough memory is available. If memory is a problem, then there are a variety of
other fast algorithms available. For large networks, one would probably want to
use trainscg (conjugate gradient) or trainrp (resilient BP) algorithms.
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e Overfitting is one of the most common problems that occurs in NN training. The
training set error becomes a very small value, but the error turns to a large value
when new data are presented to the network. An attempt at collecting more data
and increasing the size of the training set must be made to prevent the situation of
overfitting [20].

e One suggested method to improve network generalization is the use of a just large
enough network that provides an adequate fit. Larger is the network used, more
complex can be the functions the network can create. A small enough network
will not have enough power to overfit the data. The two methods for improving
generalization and implemented in MATLAB NN toolbox are regularization and
early stopping [20].

5 Results and Discussion

The degree to which a model’s estimated effort (MM, ) matches the actual or target
effort (MM, ) is estimated by a percentage relative error. Magnitude of relative error
(MRE), which accounts for under and overestimates along with its mean magnitude
of relative error (MMRE) is often used in effort estimation analysis.

MMyt — M Meg
MRE = act est (4)
M Mt

Table 2 (in brief) presents a comparison of the empirical models (Eqgs. 1-3) fitted
effort and NN effort (for different configurations) with the target effort of [19]. It
can be concluded that the present NN framework is able to successfully model the
dataset with nearly the following percentage relative error and percentage mean
relative error:

1. —10.58 to 8.36 and 4.68 %, respectively, for trainlm with tansig function in
output layer and hidden neurons varied from 6 to 20.

2. —12.5 to —9.62 and —10.3 %, respectively, for trainbr with tansig function in
output layer and hidden neurons varied from 6 to 20.

3. 0.65to —3.12 and 0.79 %, respectively, for trainbr with purelin function in output
layer and hidden neurons varied from 6 to 20.

The relative error obtained from the developed multi-regression model (Eq. 1)
is comparable to other models (Egs. 2 and 3). A comparison between the mean
relative error of the developed NN and regression models and the MMRE of Halstead,
Walston-Felix, Bailey-Basili, and Doty models are shown in Table 3 [16].
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Table 3 Comparison of different models
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Model name Model equation MMRE
Halstead E =52(DL)1.50 0.1479
Walston-Felix E =0.7(DL)0.91 0.0822
Bailey-Basili E =5.54+0.73(DL)1.16 0.0095
Doty (for DL > 9) E =5.2838(DL)1.0 0.1848

Present work—(1) LM-based BPNN -

Mean relative error
0.0468

(2) BR-based BPNN - 1 —0.1030
(3) BR-based BPNN -2 0.0079
(4) Multilinear regression Eq. 1 —0.0541

6 Conclusions

Effort estimation is a complex task, and research studies indicate that results in gen-
eral vary a lot. The market potential for SD and maintenance is huge and constantly
growing mainly for financial and online applications. In this work, a twofold approach
based on NN and multilinear regression has been carried out for more accurate SD

effort estimation
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On a-Convex Multivalent Functions Defined by
Generalized Ruscheweyh Derivatives Involving
Fractional Differential Operator

Ritu Agarwal and J. Sokol

Abstract In the present investigation, we introduce a class of «-convex multivalent
functions defined by generalized Ruscheweyh derivatives introduced by Goyal and
Goyal (J. Indian Acad. Math. 27(2):439-456, 2005) which involves a generalized
fractional differential operator. The necessary and sufficient condition for functions
to belong to this class is obtained. We study properties of this class and derive
a theorem about image of a function from this class through generalized Komatu
integral operator. Also, the integral representation for the functions of this class has
been obtained.

1 Introduction

Let A denote the class of analytic p-valent functions defined on unit disk U = {z :
|z] < 1} of the form

f@=2"+ > at (1)

k:p-‘rl

The function f(z) € A is said to be p-valent starlike of order § if and only if

Re (Z;((ZZ))) =5, (zeU: 0<5 < p) )

R. Agarwal (<)
Malaviya National Institute of Technology, Jaipur, Rajasthan, India
e-mail: ritugoyal.1980@ gmail.com

J. Sokol
Institute of Mathematics, University of Rzeszéw, ul. Rejtana 16A, 35-310 Rzeszéw, Poland
e-mail: jsokol@prz.edu.pl

B. V. Babu et al. (eds.), Proceedings of the Second International Conference on Soft Computing 199
for Problem Solving (SocProS 2012), December 28-30, 2012, Advances in Intelligent Systems
and Computing 236, DOI: 10.1007/978-81-322-1602-5_22, © Springer India 2014



200 R. Agarwal and J. Sokol

The class of starlike functions of order § is denoted by S5. On the other hand, a
function f(z) € A is said to be p-valent convex of order § if and only if

Re(1+zf (Z))>5, (zeU;0<8 < p). 3)
/(@)

The class of convex functions of order § is denoted by Kjs. It is observed that
f() e Ks & zf'(z) € S5.

For ¢« € [0, 1], let Ks(«) denote the family of functions f(z) € A with
f'(2) f(z)/z # 0 in U such that

2f(2) (zf'(2))
Re[(l—a) o +a( e )]>5, (zel) 4)

The functions in class Ks(«) are said to be «-convex functions of order § (see e.g.
[1, 2]). We recall the definition of subordination ([3], p. 190). For two functions f
and g analytic in U, we say that f(z) is subordinate to g(z) in U and write f < g or
f(z) < g(2), if there exists a Schwarz function w(z), analytic in U with w(0) = 0
and |w(z)| < 1 such that f(z) = g(w(z)), z € U.

The generalized Ruscheweyh derivative operator ¢ ;‘ "* defined by the author (see
e.g. [5, 10]) is given by

TC(w—A+v+2)

P A v u—p
Frw+2)I'(u+ 1)Z Jop  @TTS() 5)

Iyt fR) =

where the fractional differential operator J& Z“ "V is given by (see e.g. [16])

1 d fhp (2 -
r(l—A)&{Z "y @=0)

—a—p1-=£
i = | 22 (= romit = f) sou 0 <a <

LR F@, (<A <n+ LneN) (k> max{0,p—v—1}—1)

(6)

provided further that
f@)=0(z), (z— 0)

The generalized Ruscheweyh derivative of f € A, introduced by Goyal and Goyal
[5], is defined as

Irlf@ ="+ D> @Byt (7)

k=p+1

where
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B (k) = Fk—p+1+wWl@+2+p—NLk+v—p+2) )
P T Tk pr DI k+v—p+2+pu—MLw+2T(1 + )

For w = A, this generalized Ruscheweyh derivative operator reduces to
Ruscheweyh derivative operator of order A (see, e.g. [13]). Further, forp = 1,
it reduces to ordinary Ruscheweyh derivative of univalent functions [14].

Definition 1 Let ¢ be an univalent function in U with ¢g(0)=1 and such that D =
¢ (U) is a convex domain from right half-plane. We define a subclass .Z (A, i, ¢) of
a-convex functions f in A for 0 < o« < 1 and A > —1, satisfying the subordination
condition

A ’ A ”
PR (SRS, BT (FET. ) B
p I @) p (JIp" f@)

Subclasses of .#2 (A, i, q) were studied by several authors. To mention a few
are:

A3(0,0,9) = S*(q)
ML0,0,q) = My (q)

1+-2
10,0, gy) = S*(y) where g, (2) = M,o <y <1
—Z
1
M0,0, q) = My for q(z) = lfi

///01 (m,m,q) = My(m,0,q),m € N*

The class S$*(y) is the well-known class of starlike functions of order y. The
class $*(g) was introduced by Ma and Minda [7], the class .#, (¢) was studied by
Ravichandran and Darus [12], .#, is the class of a-convex functions introduced
by Mocanu [9], and .#, (m, 0, ¢) makes the object of the papers of Raducanu and
Nechita [11]. For @ = 0, we shall denote the following subclass of functions f € A
as S;(A, W, q).

S;()‘" M, CI) = '%Op()\‘s M, Q)

2 (S @)Y

=1f€eA: 70, pun, f;2)=
[ 4 )

=< q(2), ZGU]

(10)
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2 Preliminaries

In our present investigation, we shall need the following results concerning Briot—
Bouquet differential subordinations.

Theorem 1 [4] Let B, y € C, B # 0 and consider the convex function h, such that
Re[Bh(z) +y] >0, z € U.If p € [h(0), n], then

p() + % < h(z) = p(2) < h(z)

Theorem 2 [8] Let g be an univalent function in U and consider 6 and ¢ to be
analytic functions in a domain q(U). We denote by Q(z) = zq'(2).¢[q(2)], h(z) =
0lq(z)] + Q(z) and assume that

1. his convex, or
2. Q is starlike.
Further suppose that

ezh’(z) :Re[(?’[q(z)] n ZQ’(Z)} -0
0(z) ¢lg(2)] 0(2)

3.
R

If p is an analytic function in U, with p(0) = q(0), p(U) < D and such that

0lp()]1 + zp"(D)9[p(2)] < 0[g ()] + 24" (2)$lg(2)] = h(2)

then p(z) < q(z) and q is the best dominant.

3 Main Results

Theorem 3 Leta € [0,1], A >0, u > —1. Then f € ML (O, W, q) if and only if
the function g defined by

—Z(/”A’Mf(Z))T zeU (11

g = X" f@) [
7 Iyt @)

belongs to S;; (X, i, q). the branch of the power function is chosen such that

=1.
z=0

[z(/,?*“ﬂz))’}“
Iyt @)

Proof Calculating the logarithmic derivative of g, we obtain
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@%@::a;ﬁ“f&»[+g[L+ag¢#fQWQ_a;¢#f@»J

@  p gytf@ P (O 73N 63) IR oy {69
= J(hu f12) <q()

The equivalence from the hypothesis follows immediately.

Theorem 4 If the function f belongs to the class .#L (h, 11, q), for a given a €
[0,1], A>0, u> —1, then f € S;‘;(k, W, q).

Proof Let us denote /
z (/ﬁ Hf (z))
p (f 3 rf (z))

p(2) =

The logarithmic derivative of p(z) is

'@ _ | N z (/3’“]‘&))” z (/pk’”f(z))/

N N )
Since f € AL (A, 1. q),
azp'(z) ‘
p@) + P I, ki, f32) <q(2)

It has been assumed that the function ¢ is convex and that the image g(U) is in
the right half-plane. We have « € [0, 1], therefore,

Re[@]>OzeU
[07

By applying Theorem 1 for 8 = g and y = 0, we conclude that p(z) < ¢(z) and
hence f € S;‘,(A,u,q).

Theorem 5 Let g be convex function in U with q(0)=1 and Re q(z) > 0. Also

consider Q(z) = « ;qt;g)) and h(z) = q(2)+ Q(2), z € U. If Q is a convex function in

Uand f € MLk, pu, h) forana € [0,1], A >0, u > —1, then f € S;(A,u,q).

Proof Define the functions 6 (w) = wand ¢ (w) = p“—w and notice that the hypothesis
of the Theorem 2 are satisfied. It follows that

(@)

p(2) = <q()
(A" @)
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and ¢ is the best dominant. Therefore, f € S;‘, X,y q).

The generalized Komatu integral operator Kg p A— A,c+p>0,0=>0
introduced by Komatu [6] is defined as

o _(e+p)? [F z\o-!
Kc,pf(z)——razc /ot 1og() F()dt (12)

c+ a
=z + z ( pk) azt
eyl c+p+

Theorem 6 If K7 ,f € ME O\, 1, q), then K”+1f € S5y q) A =0, >
-1

Proof Komatu integral operator satisfies the recurrence relation

€+ PK, @ =2 (K @) +eKeS f @) (13)

Applying generalized Ruscheweyh derivative operator, defined by (5), on both
sides of (13), we obtain

(4P IFHKE @) = F3 (K@) +e /i (KT @) (14

Observe that j,’,\ ( K"*]f(z)) = (/1;\ “(K"*lf(z))) Therefore, for
f € A, Eq. (14) result becomes

(c+p) FyMKS,f@) =z (/,f’“(K"“f(z))) +e JyMKIT f() (15)
Differentiating (15) w.r.t. z and multiplying by z, we obtain
e+ pe[ 3K, f@n] (16)
= e+ e[ gk n] + 2k ren ]
Divide (16) by (15) to obtain

( bt Kf;If(z)))

(i, ) (ke | T Graeo)
MU o =z Ao+l b Ko

" (KE,f(2) S K f(@) o I @)

(ﬁ'“(Kz;].ﬂz)))

A7)
Using the notations
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(e @) (S @)
P(Z) N o+1 and p(Z) N
p (0K f@n) p (" K, r @)
in (15), we get
c+pPQ)+ Z;f(g) ZP'(2)
p(z) = P(2) ctpP@) —P(Z)‘I‘m

LetK7 ,f € ML (x, 11, q), then by Theorem 4, K¢ »f € S;(A, i, q) and hence
the subordination

ZP'(2)
p() <q(2) = P(2)+ crpPQ) < q(2)

holds. As ¢ is a convex function and Re[c 4+ p P(z)] > 0, from Theorem 1, with
B = pand y = ¢, we conclude that P(z) < ¢(z). Thus,

(e @)

e (7ot &es' ren)

<q(2),

that is, K"Hf € SH(h, i, q).

Put 0 = 0 in the above theorem and denote K cl = L., p, which is generalized
Libera integral operator, to obtain the important result contained in the following
theorem:

Theorem 7 If f € MY (A, 1, q), then L. , f € S5, 1, q)-

4 A Representation Theorem

Theorem 8 A function f € ///f(k, w,q)forana € [0,1], A >0, u > —1ifand
only if

o

st (27 r@) :exp(p [ae =
7\ () o

dz) (18)

where w(z) is analytic in U satisfying w(0) = 0 and \w(z)| < 1.
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Proof Since f € ME O, W, q), (9) holds, and therefore, there exists a Schwarz
function w(z) such that w(0) = 0 and |w(z)| < 1 and

B Mo , A 7
[(1 ) ALy S@) +g(1+z@f§¢)}:qw<z»
N A (O (I @Y

Rewriting the above equation in the form

[(1 —a) ((/,?’“f@)’) L« (1 N (f,?*“ﬂz))’) ~ 1} _qw(@) — 1

P\ LM ) r\E (Lt ry) s :
On integrating from O to z, we obtain the desired expression upon exponentiation.
The converse follows directly by differentiation.

Putting © = A in Theorem 8, we obtain the following corollary.
Theorem 9 A function f € ML O, q) forana € [0, 1], A > 0 if and only if

o

Dife) (2(Phf@) ( /Zq(w(z))—l )
=exp|p —dz
@\ (ppro) 0o Z

19)

where w(z) is analytic in U satisfying w(0)=0 and |w(z)| < 1.

Further, on taking p = 1 in the Theorem 9, we can find the corresponding result
for univalent functions.
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A New Expected Value Model for the Fuzzy
Shortest Path Problem

Sk. Md. Abu Nayeem

Abstract Here, we consider a network, whose arc lengths are intervals or trian-
gular fuzzy numbers. A new comparison technique based on the expected value of
intervals and triangular fuzzy numbers is introduced. These expected values depend
on a parameter which reflects the optimism/pessimism level of the decision-maker.
Moreover, they can be used for negative intervals or triangular fuzzy numbers.

1 Introduction

Shortest path problem on a network with fuzzy parameters is one of the most studied
problems in fuzzy set theory. A wide range of variations in the study of the fuzzy
shortest path problem (FSPP) is found in the literature [ 1-3]. In arecent development,
Nayeem and Pal [4] proposed an algorithm to find a fuzzy optimal path to which
the decision-maker always satisfies with different grades of satisfaction. Hernandes
et al. [5] proposes an iterative algorithm that assumes a generic ranking index for
comparing the fuzzy numbers involved in the problem. But, neither of the above
works addressed the problem when the arc lengths are imprecise numbers of mixed
type. Tajdin et al. [6] gave an algorithm to find a fuzzy shortest path in a network
with mixed fuzzy arc lengths using a-cuts. But, this a-cuts are not applicable for
intervals, which can be considered as equipossible fuzzy numbers.

Recently, Liu [7, 8] developed a credibility theory including credibility measure,
pessimistic value, and expected value as fuzzy ranking methods. Yang and Iwamura
[9] introduced the m) measure as the linear combination of possibility measure
and necessity measure and employed that measure to construct the fuzzy chance-
constrained programming models. In this chapter, we have introduced the A-expected
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value of a fuzzy variable. Using this A\-expected values, Dijkstra’s [10] algorithm for
classical graphs can be applied to solve the FSPP.

2 Preliminaries and m ) Measures

In this section, we give the arithmetic and ranking methods of intervals and triangular
fuzzy numbers. Also we give a brief introduction to the m ) measure and define the
A-expected value of fuzzy variables.

An interval number is defined as A = [a,b] = {x : a < x < b}, where
a and b are real numbers called the left end point and the right end point of the
interval A. or, alternatively, A = (m(A), w(A)), where m(A) = midpoint of
A = #, and w(A) = half width of A = 4
is an equipossible fuzzy variable, whose membership function is given by pj(x) =
[ 1,ifa<x<b

0, otherwise.

A crisp real number k may be considered as a degenerate interval [k, k] = (k, 0).

The sum of two interval numbers A = [ay, bi] and B = [az, by] is given by
A® B = [a) +a3, ar +b>]. Alternatively, in mean-width notations, if A = (m, wi)
and B = (my, wy),then A @ B = (m1 + mo, wi + w»).

In the following, we give the definition of acceptability index in connection with
the ranking two intervals, due to Sengupta and Pal [11].

. or, an interval A = [a, b]

Definition 1 The acceptability index (< -index) of the proposition ‘ A = (m1, wy)
is preferred to B = (mo, wy)’ is given by &7/ (A < B) = u.
w) + wy
Using this «7-index, we may define the following ranking orders.

Definition 2 If &/(A < B) > 1, then A is said to be totally dominating over B in
case of minimization, and the case is converse in case of maximization, and this is
denoted by A < B.

Definition 3 If 0 < &/(A < B) < 1, then A is said to be ‘partially dominating’
over B in the sense of minimization and B is said to be ‘partially dominating’ over
A in the sense of maximization. This is denoted by A <p B.

A triangular fuzzy number is given by a triplet A = (a, b, ¢) with the membership

xX—a
Jifa<x<b
b—a
function =31 Xx—cC .
#2 (%) ,ifb<x<c
b—c
0, otherwise.

i.e., b is the point whose membership value is 1, and b — a and ¢ — b are the
left-hand and right-hand spreads, respectively.
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In fuzzy optimization theory, the most important fuzzy ranking methods are based
on the possibility and necessity measures. The possibility theory was proposed by
Zadeh [12] and developed by many researchers such as Dubois and Prade [13].
Let § be a fuzzy variable with membership function p¢(x) and B be an arbitrary
subset of R, then the possibility measure of fuzzy event {{ € B} is defined as
Pos {{ € B} = sup,p pe(x). The necessity of this fuzzy event is defined as Nec
{{ € B} =1—Pos{{ € B} =1 — sup,¢pge pe(x).

Liu [7] introduced the credibility measure of a fuzzy event as an average of the
possibility and necessity measure as below.

Definition 4 The credibility measure for the chance of a fuzzy event is defined as
1
Cr{ € B} = E(Pos{f € B} + Nec{¢ € B}).

Liu and Liu [8] show that the expected value of a fuzzy variable can be defined
in terms of the credibility measure as follows.

Definition 5 Let £ be a fuzzy variable. The expected value of ¢ is defined as E[{] =
00 0
/ Cr{& > r}dr — / Cr{¢ < r}dr, provided that at least one of the two integrals
0

—0o0
is finite.

But, in reality, most decision-makers are neither absolutely optimistic/ optimistic,
nor absolutely neutral. To balance between the optimism and pessimism, a convex
combination of the possibility measure, and the necessity measure is introduced
by Yang and Iwamura [9]. It gives scope to the decision-maker to set the degree
of optimism/ pessimism. Thus, m) measure is a generalization of the credibility
measure.

Definition 6 Formally, the m ) measure for the chance of a fuzzy event is defined as
my{& € B} = APos{¢ € B} + (1 — M)Nec{¢ € B}, where the parameter A € [0, 1]
is predetermined by the decision-maker according to the degree of optimism or
pessimism.

Clearly, when A = 0.5, the m ) measure reduces to the credibility measure. Based
on the m) measure, the A-expected value of a fuzzy variable is defined as follows
[14]:

Definition 7 Let £ be a fuzzy variable. The A-expected value of ¢ is defined as,
00 0
E\[&] = / my{& > r}dr —/ my{€ < r}dr, provided that at least one of
0

—00
the two integrals is finite, and the parameter A € [0, 1] is predetermined by the
decision-maker according to the degree of optimism or pessimism.

Example 1 Let & be the equipossible fuzzy variable (a, b), i.e., the interval [a, b],
b+ (1 —MNa, ifa>0

then the \-expected value of ¢ is given by E\[£] = { A(a + b), ifa<0<b
Aa+ (1 —MN)b, if b <0.
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Example 2 Letnbe the triangular fuzzy variable (a, b, c¢), then the A-expected value
oh 4 Me—a), ifa=0

2 —ab—ac—a%) -
b"+A(bc—ab—ac “),lfa<05b<c

. 2(b—a)
of nis given by E\[n] = 2
% ifa<b<0<c
l%_%(c—a), ifc <0.

Liou and Wang [15] considered an ordinance method of fuzzy numbers with
integral values. This definition involves the areas relating to the left-hand spread and
right-hand spread, and the index is the convex combination of those two.

Remark 1 If £ is a positive triangular fuzzy number, then the Liou and Wang index
of ¢ coincides with E[£].

It can be shown that the A\-expected value operator is linear as like the ordinary
expected value operator.

Lemma 1 Let & and n be two independent fuzzy variables, then for any real numbers
a and b, we have Ey[a& + bn] = aE\[£] + bE\[7].

Using the A-expected value operator, we can define the following functions to
find the fuzzy minimum of two independent fuzzy variables.

Definition 8 Let ¢ and 7 be two independent fuzzy variables, then we say that the
fuzzy minimum between £ and 7 is £ if E)\[£] < Ex[n] and denote this by ‘¢ <« n’.

Theorem 1 Let A and B be two positive intervals, then A < B if A < B.

ar+by _ajtby
Proof Let A =[aj, b1] and B = [ay, by], then A < B gives W >1,1ie.,
2 2

ar > b.

Now, E)\[A] = a1 + (b1 —ap)X < a; + (b —ay) (since, A < )=b; < ay <
ay + A(by — ap) (since A > 0)= E\[B].
Hence the theorem follows. |

Theorem 2 Let A = [ay,b1] and B = [aa, ba] be two positive intervals, then
a; <ayand w(A) < w(B) imply A <p Band A < B .

Proof w(A) < w(B) gives by —aj; < by —az. So, a; < ap and w(A) < w(B)
together give by < by. Thus, m(A) < m(B), and hence, A <p B.

Again, E\[A] = a1 + \(b1 —a1) < aa +A(b1 —ay1) < ax+ by —a) = E\[B],
and hence, A < B. O
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3 Expected Value Model of FSPP

Let us consider a directed network G = (V, E), where V is the set of vertices and
E is the set of arcs. Each arc is denoted by an ordered pair (i, j), where i, j € V.
We consider that there is only one directed arc (i, j) from i to j. Let the node 1
be the source node and let us assume ¢ as the destination node. We define a path
pij as asequence p;; = {i, (i,i1), i1, ..., ik, (ix, j), j} of alternating nodes and arcs.
The existence of at least one path pg; in G = (V, E) is assumed for every node
i € V — {s}. Let ; be an imprecise number (either an interval or a triangular
fuzzy number) associated with the arc (7, j), corresponding to the length necessary
to traverse (i, j) from i to j, then the FSPP is formulated as the following linear
programming problem:

min f(x) = z E\[&ijlxij

(i,j)eE
1, ifi=1
subjectto > xijj — > xji =10, ifi € {1,2,..., [V[}\{l,7}
j j -1 ifi =1,

xij =0or 1, for (i, j) € E.

To solve this expected value model of FSPP, we replace each ;;, (i, j) € E with
the corresponding A\-expected value E\[¢;;] and then we apply the classical shortest
path algorithms, like that of Dijkstra [10]. We illustrate this with the help of the
following examples.

Example 3 We consider a small-sized network as shown in Fig. 1 having mixed arc
lengths with four nodes and five arcs, of which two arcs are of triangular fuzzy length
and the other three are of interval length. A-expected values of the arc lengths for
different A are listed in Table 1. Different fuzzy shortest paths obtained for different
A are shown in Table 2.

2
~
o ’ 8
o
%
T
1 - 4

Fig. 1 A small-sized network
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Table 1 Arc lengths and expected values

Arc Length A-expected value

A=0.25 A =0.50 A=0.75
(1,2) (2,3,8) 3.25 4.00 4.75
(1,3) (5,6, 8) 5.88 6.25 6.63
2,3) [3,5] 3.50 4.00 4.50
2,4) [7, 8] 7.25 7.50 7.75
(3., 4) [5, 6] 5.25 5.50 5.75

Table 2 Different fuzzy shortest paths of the network in Fig 1

A Path Expected length
0.25 1->2—>4 10.50
0.50 1->2—>4 11.50
0.75 1-3—>4 12.38

Fig. 2 Another network

Remark 2 1t is evident that, as X increases, the expected length of the FSPP is also
increased. So, in a maximization problem, A\ would be considered as an index of
optimism, whereas in case of minimization, it would be considered as an index of
pessimism.

Example 4 For the sake of a comparative study, we consider the network shown in
Fig. 2 with same arc lengths as considered by Tajdin et al. [6]. Using our method,
we getthe FSPP 1 — 2 — 4 — 6 for A < 0.5, and the FSPP 1 — 3 — 4 — 6 for
A > 0.5. For A = 0.5, there is tie between those two FSPP with the expected length
8.25. The FSPP 1 — 3 — 4 — 6 has the A-expected value 5.93 (the distance value
obtained by Tajdin et al.) for A = 0.19, which clearly reflects a highly optimistic
view of the decision-maker.

4 Conclusion

In this chapter, we have considered the fuzzy shortest path problem on a network
with mixed arc lengths. Replacing each imprecise arc length by the corresponding
A-expected value, we may apply the Dijkstra’s algorithm to solve the problem. If
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some of the arc lengths are crisp real numbers, then also the method works. It is
also worth mentioning that instead of Dijkstra’s algorithm, if we use Ford-Moore-
Bellman’s algorithm [16], then the presence of a negative circuit can be detected,
since the A-expected value of negative intervals or negative triangular fuzzy numbers
can also be computed.
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Existence and Uniqueness of Fixed Point in
Fuzzy Metric Spaces and its Applications

Vishal Gupta and Naveen Mani

Abstract The main aim of this paper is to prove some fixed point theorems in
fuzzy metric spaces through rational inequality. Our results extend and generalize
the results of many other authors existing in the literature. Some applications are also
given in support of our results.

Keywords Fuzzy metric space - Rational expression * Integral type - Control
function

1 Introduction

The foundation of fuzzy mathematics is laid by Zadeh [1] with the introduction of
fuzzy sets in 1965. This foundation represents a vagueness in everyday life. Sub-
sequently, several authors have applied various form general topology of fuzzy sets
and developed the concept of fuzzy space. In 1975, Kramosil and Michalek [2]
introduced concept of fuzzy metric spaces. In 1988, Mariusz Grabiec [3] extended
fixed point theorem of Banach and Eldestien to fuzzy metric spaces in the sense
of Kramosil and Michalek. In 1994, George et al. [4] modified the notion of fuzzy
metric spaces with the help of continuous t-norms. A number of fixed point theorems
have been obtained by various authors in fuzzy metric space by using the concept
of compatible map, implicit relation, weakly compatible map, R weakly compat-
ible map. (See Section-: [5—13]). Also Saini and Gupta [10, 11] proved some
fixed points theorems, on expansion type maps and common coincidence points of
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R weakly commuting fuzzy maps, in fuzzy metric space. The present paper extends
and generalizes the results of Grabeic [3] and also many other authors existing in the
literature.

2 Preliminaries

In this section, we define some important definition and results which are used in
sequel.

Definition 1 [1] Let X be any set. A fuzzy set A in X is a function with domain X
and values in [0, 1].

Definition 2 [14] A binary operation % : [0, 1] x [0, 1] — [0, 1] is a continuous
t-norms if ([0, 1], %) is an abelian topological monoid with the unit 1 such that
axb <c*dwhenevera <candb <d foralla,b,c,d €0, 1].

Definition 3 [2] A triplet (X, M, %) is a fuzzy metric space if X is an arbitrary set,
% is continuous t-norm and M is a fuzzy set on X2 x (0, co) satisfying the following
conditions, for all x, y, z € X, such that 7, s € (0, 00)

.M (x,y,t) > 0.

.M (x,y,t)=1iffx =y.

.M (x,y,t) =M (y,x,t).

M (x,y, )« M (y,z,8) <M (x,z,t+5).
5. M (x,y,.):[0,00) — [0, 1] is continuous.

B W N =

Then, M is called a fuzzy metric on X, and M (x, y, t) denotes the degree of nearness
between x and y with respect to t.

Definition 4 [3] Let (X, M, %) is a fuzzy metric space then a sequence {x,} € X is
said to be convergent to a point x € X if lim,,_, oo M (x,, x,t) = 1 forall r > 0.

Definition 5 [3] Let (X, M, %) is a fuzzy metric space then a sequence {x,} € X is
called a Cauchy sequence if lim,_, oo M (x,,+p, Xns t) = 1forallt > 0and p > 0.

Definition 6 [3] Let (X, M, %) is a fuzzy metric space then an fuzzy metric space in
which every Cauchy sequence is convergent is called complete. It is called compact,
if every sequence contains a convergent subsequence.

Lemma 1 [3] Forall, x,y € X, M (x, y, .) is non-decreasing.

Lemma 2 [9] If there exist k € (0, 1) such that M (x, y, kt) > M (x, y, t) for all
x,y,€ Xandt € (0,00),thenx =y

Now, we prove our main result.
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3 Main Results

Theorem 1 Let (X, M, %) be a complete fuzzy metric space and f : X — X be a

mapping satisfying
M (x,y,t) =1 (1)

and
M (fx, fy, kt) = A(x,y,1) (2)

where
M (x, fx,t)y M (y, [y, 1)

M(x,y,1)

/\(x,y,t)zmin[ ,M(X,y,t)] (3)

forallx,y, € X and k € (0, 1). Then f has a unique fixed point.

Proof Letus consider x € X be any arbitrary point in X. Now construct a sequence
{x,} € X such that fx, = x,4 foralln € N

Claim: {x,} is a Cauchy sequence.

Let us take x = x,_1 and y = x, in (2), we get

M (xp, Xpy1, kt) =M (fxp—1, fxn, kt) > XN(xp—1, Xn, 1) 4)
Now
M — 1 1t M ’ ’t
)\(-xn—ly-xns t) = mln (xn Lo ) (xn x”+l )9 M(-xl’l—lv-xl’h t)}
M(xn—laxnvt)

=min{M (xp, Xp11,1) , M (Xy—1, Xn, 1)}
Now if M (x;,, xp+1,1) < M (x,—1, Xn, t), then from Eq. (4)
M (xp, Xpy1, kt) = M (X, Xpg1, 1)

Thus, our claim is immediately follows. Now suppose M (x;,, X41,1) > M (x;—1,
X, t) then again from Eq. (4),

M (x,, Xn+1, kt) > M (xp—1, Xp, t)
Now by simple induction, for all n and ¢ > o, we get

t
M (xy, Xpt1, kt) > M (x, X1, F) &)

Now for any positive integer g, we have
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t t
M (xn,xn_,_q, t) >M (x,,, Xn+1, 5) * (l]) x M ()CyH_p_l, Xn+p> 5)

By using Eq. (5), we get

t g t
M(x,,,xn+q,t) > M x,xl,W ¥ o (D). x M x,xl,qw
Now taking lim,_, o, and using (1), we get

lim M (xn,x,,+q, t) =1 (6)

n—o0

This implies, {x,} is a Cauchy sequence. Call the limit z.
Claim: 7 is a fixed point of f.
Consider

t
M(fz’ Zyt) z M(fZ’ fxi’h t)*M(xn+l7Zn, t) 2 A (Zax}’h ﬁ) *M(xn+132n, t)
@)

Now

A (z,xn, 2t_k> = min{ M (2. [z 3¢) M (tn. Sxn 57) M (Z,Xna L)}

M (2, Xn, 5¢) 2k

Taking lim,,_, o, in above inequality and using (1), we get

t . t
/\(z,z, ﬁ) =mm[M(z, fz, ﬂ) ) 1]

Now if M(z, fz, 2t_k) > 1 then )\(z,z, Zt_k) = 1. Therefore, from (7) and
using Definition 3, we get z is a fixed point of f. Now if M (z, fz, 5r) < 1, then
A (2.2, 55) = M (z, fz., %) Hence, from Eq. (7), we get

M(vaZJ)EM(L fZ? ﬁ)*M(xn—HvZnst) (8)

Now taking lim,_, , in (8) and using lemma 2 ,we get fz = z. Thatis z is a fixed
point of f.

Uniqueness: Now, we show that z is a unique fixed point of f. Suppose not, then
there exist a point v € X such that fv = v. Consider

]ZM(Z’V’t):M(fZ»fVJ)Z)\(z,v,é) ZM(fz,fv,é) 9)
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Again

M (fz, £, %) - M (fz, fr. kt—z) S (fz, 7, ki) (10)

Taking lim,,_, », in (10) and use it in (9), we get z = v. Thus, z is unique fixed point
of f. This completes the proof of Theorem 1. ]

let us define ® = {¢/¢:[0, 1] — [0, 1]} is a continuous function such that
o(1) =1,¢(0) =0, ¢p(a) > aforeach0 < a < 1.

Theorem 2 Let (X, M, %) be a complete fuzzy metric space and f : X — X be a

mapping satisfying
M(x,y,t)=1 1D

and
M (fx, fy, kt) = ¢{A(x,y, 1)} (12)

where
M (x, fx,t) M (y, fy, 1)
M (x,y,t)

)\(x,y,t):min[ ,M(x,y,t)] (13)

forallx,y, e X,k € (0,1), ¢ € ®. Then, f has a unique fixed point.

Proof Since ¢ € @, this implies that ¢(a) > a foreach 0 < a < 1. Thus, from (12)

M (fx, fy. kt) =z ¢{A (x, y, )} = A(x, y,1)

Now, applying Theorem 1, we obtain the desired result. U

4 Applications

In this section, we give some applications related to our results. Let us define W :
[0,00) — [0,00), as ¥ (t) = f(; p(@)dt Y t > 0, be a non-decreasing and
continuous function. Moreover, foreache > 0, ¢ (¢) > 0. Alsoimplies that (r) = 0
iff t = 0.

Theorem 3 Let (X, M, %) be a complete fuzzy metric space and f : X — X be a

mapping satisfying
M(x,y, 1) =1

M(fx,fy.kt) Alx,y,t)
/ o (1) di z/ o (1) di
0 0
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where
M (x, fx,t)y M(y, [y, 1)
M(x,y,1)

)\(x,y,t):min[ ,M(x,y,t)]

forallx,y, e X,p € Vandk € (0, 1). Then, f has a unique fixed point.
Proof By taking ¢ (t) = 1 and applying Theorem 1, we obtain the result. (]

Theorem 4 Let (X, M, %) be a complete fuzzy metric space and f : X — X be a

mapping satisfying
Mx,y,t)=1

M(fx, fy.kt) A(x,y,1)
/ p@)dt > ¢ / p(t)dt
0 0

M (x, fx,0) M (y, fy.1)
M (x,y.1)

where

/\(x,y,t)zmin’ ,M(x,y,t)]

forallx,y,e X p € ¥, k € (0,1) and ¢ € ®. Then, f has a unique fixed point.
Then, f has a unique fixed point.

Proof Since ¢(a) > a for each 0 < a < 1, therefore, result follows immediately
from Theorem 3. (]

Remark 1 Our paper extends and generalizes the result of Grabeic [3] and also many
other authors existing in the literature.
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Variable Selection and Fault Detection
Using a Hybrid Intelligent Water Drop
Algorithm

Manish Kumar, Srikant Jayaraman, Shikha Bhat, Shameek Ghosh
and V. K. Jayaraman

Abstract Process fault detection concerns itself with monitoring process variables
and identifying when a fault has occurred in the process workflow. Sophisticated
learning algorithms may be used to select the relevant process state variables out
of a massive search space and can be used to build more efficient and robust fault
detection models. In this study, we present a recently proposed swarm intelligence-
based hybrid intelligent water drop (IWD) optimization algorithm in combination
with support vector machines and an information gain heuristic for selecting a subset
of relevant fault indicators. In the process, we demonstrate the successful application
and effectiveness of this swarm intelligence-based method to variable selection and
fault identification. Moreover, performance testing on standard machine learning
benchmark datasets also indicates its viability as a strong candidate for complex
classification and prediction tasks.
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1 Introduction

Fault detection and isolation are associated with monitoring a process and
identifying when a fault may occur [1, 2]. Generally, a large set of sensor read-
ings may be collected over a long period of time by a process monitoring module. As
part of this process, a system can inject faults into the process by random variation
of variable measures. A log of all such process data may thus be treated as a train-
ing dataset by a learning algorithm for building fault prediction models. However,
a limitation of this technique is that it generates a vast amount of complex data.
Constructing classification models from such data thus turns out to be very tedious
and the resulting model is normally quite inferior due to inclusion of irrelevant and
redundant variables in the model. To get around this problem, we can select a small
subset of relevant variables from the data. This process is known as variable selec-
tion and it helps in reducing the computational load and in increasing the overall
classification performance.

Variable selection algorithms may typically be categorized as: wrappers and
filters. Wrappers [3—5] use a learning algorithm to estimate the suitability of a sub-
set of variables. In contrast, filters evaluate the capability of a variable considering
their inherent characteristics using techniques based on statistical tests and mutual
information.

In the following study, we present a recently proposed swarm intelligence-
based learning technique known as intelligent water drop (IWD) optimization [6]
in conjunction with an entropy-based heuristic ranking and support vector machines
as a filter—wrapper algorithm for variable subset selection and simultaneous fault
detection.

2 Intelligent Water Drop Algorithm

Natural phenomena are a huge source of inspiration for building swarm intelligence-
based techniques. A particular instance of a natural process is found in the optimal
selection of path by flowing water sources, while converging to a bigger source of
water, say a sea or an ocean. The paths followed by rivers exemplify this nature. Ata
finer level, the flowing water is basically built up of a swarm of natural water drops.
The behaviour of a single water drop thus turns to be of significant importance in the
construction and movement of a swarm of water drops. Shah-Hosseini, consequently,
extended this concept to introduce the IWD algorithm for the travelling salesman
problem (TSP) [6].
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The IWD algorithm involves employing a swarm of IWDs characterized by two
important properties. These are (1) the IWD’s soil content denoted as soil(IWD)
and (2) the velocity of an IWD denoted by vel(IWD). The soil(IWD) and vel(IWD)
dynamically keep changing based on the path taken by an IWD while flowing through
the problem landscape. It is thus pertinent that as an IWD moves, it removes soil
from the traversed path and the path soil is also updated dynamically in the process.
This joint action may thus contribute to lowering of soil content of certain routes
in the problem environment which is associated with the fitness landscape. It has
been consequently posited that the paths with lesser soil content are thus the most
important for the search of a near optimal solution. The emergent behaviour of a
swarm of IWDs therefore governs the construction of an optimal solution for the
concerned problem.

Accordingly, when an IWD moves in discrete time steps from its current location
i to its next location j, the IWD velocity is increased by a Avel component which is
given by
ay

Avel™P (1) = ——
by 4 ¢y x soil*“(i, j)

(D

Here, a,, by, ¢y, and « are algorithm specific parameters. Similarly the soil content
of an IWD is also increased by a Asoil given as

As

Asoil (i, j) =
@) bs + ¢5 x time2? (i, 7)

2

Here, Asoil indicates the soil content removed by the IWD while moving from
location i to j.timeze(i , J) denotes the amount of time required for the IWD to
move from i to j which is given as

e i, 1y — HUDG. J)
ime (i, j) = m 3)

HUD is characterized as a heuristic function which can be used to measure the
undesirability of an IWD to select a path from i to j.

Once the IWD properties are updated, the soil content of the concerned solution
paths also need to be updated which is possible by following-

soil (i, j) = po x soil (i, j) — pn x Asoil(i, j) 4)

where p, and p, are between 0 and 1. According to the original IWD algorithm for
the TSP, p, = 1 — py.

The most important behavioural characteristic of an IWD lies in its probabilistic
selection of a partial solution component where the transition function is given by

J (s0il(i, j))

P (i’ J) - Zk is unvisited f (SOil(i’ k))

S)
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iy — L
[ (s0il(i, j)) = £+ g (soil(i, j)) "

soil(i, j) if minsoil > 0
soil(i, j) — minsoil if minsoil < 0

g (soil(i, j)) = [ (7

Here, minsoil indicates the least soil available on a path between any location i and j.
As illustrated in Egs. (5-7), the transition probability of an IWD is thus proportional
to the soil content available in a path between component i and j. Thus, the lower
the soil content of a path, the more the probability of selection of the corresponding
solution component.

A discussion of the IWD algorithm for the simultaneous variable selection and
fault detection problem is provided in the next section.

3 Hybrid IWD-Based Variable Selection and Fault Detection

The TWD algorithm had earlier been used for solving a variety of discrete
combinatorial optimization problems, viz. TSP [6], vehicle routing [7], robot path
planning [8]. For the variable selection problem, a solution may be represented as a
set of variable indices [4, 5]. For example, if the fault detection dataset is composed
of 100 variables/attributes, then a possible solution could be a variable subset com-
prising of {10, 21, 32, 57, 84} with subset size as 5. Any variable index could thus
be a part of the complete solution vector, where the vector size is specified by the
user.

Therefore, we initially position each IWD randomly on different variables, from
where they commence their flow. Each IWD moves to the next variable by employing
the transition probability given by Eq. 5. Once a variable has been visited, a local
soil update between variables i and j are performed by Eq. 4 as mentioned before.
This process, continues till a complete solution vector is constructed by the IWD,
updating the path soil content, the IWD soil and velocity in the process. When a
variable subset of the required size is obtained, a corresponding reduced dataset with
the given variables is generated. The reduced dataset is thus fed as input to a classifier
like SVM [9], which reports back a 10-fold classification cross-validation accuracy
(10-fold CVA).The 10-fold CVA is assigned as the fitness function value for the
corresponding variable subset. Subsequent IWDs also build up their solution vectors
in a similar manner.

At the end of one iteration, the solution vector with the maximum 10-fold CVA is
selected as the iteration-best solution (Tig). Subsequently, a certain amount of soil
on the edges of the iteration-best solution is decreased based on the quality of the
solution. For example, if Tig is given as (5, 11, 18, 21, 76), then the edges to be
updated are 5-11, 11-18, 18-21 and 21-27. This can be done according to Eq. 8.
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D IWD (8)

soil (i, j) = ps x soil (i, j) — p™V x soil]}

X —_—
(N — 1)

where soilly'P represents the soil of the iteration-best IWD. Nyg is the number of
variables in the solution vector Tg. p!™VP is the global soil updating parameter, which
may be selected from [0, 1]. py is normally set as (1+ p™P).

In addition, we also maintain a global best solution which is given by the maximum
of all the iteration-best solutions. The above process is thus repeated till a termination
criterion is reached. At this stage, the global best solution is reported as the most

optimal solution to the variable selection problem.

3.1 Information-Gain-Based Heuristic Function

Owing to a massive search space, it might be advantageous and useful to incorporate
additional intelligent information in the form of a variable ranking. We thus employ
the information gain (IG) filter as heuristic ranking in the computation of time taken
by an IWD (Eq. 3) to move from location i to j as given in (Eq. 9).

1
i i) = . 9
ime (7, /) Infogain (j) + velIWD) ©)

IG records the ‘information content’ of a variable in correlation to the class label
for the problem under consideration. So, a higher IG value (corresponding to a
relevant variable ) aids in minimizing the time taken to traverse from i to j and
consequently initiating increased soil removal from the corresponding path given by
Asoil (i, j) in Eq. (2). IG thus greatly helps in faster convergence by probabilistically
favouring soil updates to higher-ranked variables.

4 Results and Discussion

The IWD algorithm has been used to solve the problem of fault detection in the
benchmark tennessee eastman process (TEP) [2, 10, 11]. There are 51 variables in
the system comprising different pressures, temperatures, etc. monitored over a certain
period of time. The data dimensions, variability and dynamics of the process add to the
complexity of constructing an efficient classification model. Earlier, several methods
have been suggested to solve this problem [2, 10, 11]. We approach this problem
typically as a joint subset selection and classification problem by first obtaining an
optimal variable subset of a much reduced size and then using SVM to build a binary
fault classification model. The faults considered in this case are due to the step in
D feed temperature and reactor cooling water inlet temperature as given in [12]. In
addition to fault detection, we also considered the ionosphere (34 features) and the
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Table 1 Algorithm parameters

Parameters Values
Number of IWDs 25
Number of iterations 30
Po, € 0.1,0.5

Table 2 10-fold cross-validation results

Dataset SVM Infogain-SVM Hybrid IWD
Fault detection 80.89 78.23(15) 92.02(15)
Tonosphere 95.60 95.44(15) 96.86(15)
Wisconsin breast cancer 95.76 94.90(15) 95.95(15)

Wisconsin breast cancer (32 features) datasets for performance benchmarking [13].
The parameters of the hybrid IWD algorithm are as given in Table 1.

We carried out numerous simulations for all cases before arriving at the estimates
provided in Table 2. The subset sizes are reported in brackets.

Based on the results, we can infer that the hybrid IWD filter—wrapper technique
is clearly more powerful in the selection of important fault detection variables. In
contrast, the base SVM without any variable selection and with a filter solely does
not help to get the best performances for classification.

5 Conclusion

The IWD algorithm utilizes both filter and wrapper methods to obtain smaller
informative subset of variables important for fault detection. The information gain
heuristic also provided more possibilities for an effective search space exploration
that seems to have helped in the selection of important variables. The algorithm is
also simple to implement, flexible and robust since we can adapt it to a given problem
and related domain constraints.
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Air Conditioning System with Fuzzy Logic and
Neuro-Fuzzy Algorithm

Rajani Kumari, Sandeep Kumar and Vivek Kumar Sharma

Abstract Fuzzy logic controls and neuro-fuzzy controls are accustomed to increase
the performance of air conditioning system. In this paper, we are trying to provide
the new design air conditioning system by exploitation two logics, namely fuzzy
logic and neuro-fuzzy management. This paper proposes a set of rule and uses 2
inputs specifically temperature and humidness and 4 outputs specifically compressor
speed, fan speed, fin direction and mode of operation. These outputs are rule-based
output. At last, compare simulation results of each system exploitation fuzzy logic
and neuro-fuzzy management and notice the higher output.

Keywords Fuzzy logic controls - Neuro-fuzzy controls - Air conditioning system -
Membership function

1 Introduction

The air conditioning systems are usually found in homes and publicly capsulated
areas to make snug surroundings. Air conditioners and air conditioning systems are
integral part of nearly each establishment. It includes atmosphere, energy, machinery,
physical science and automatic management technology [1, 2].

R. Kumari (X)) - S. Kumar - V. K. Sharma
Jagannath University, Chaksu, Jaipur 303901, India
e-mail: sweetugdd @gmail.com

S. Kumar
e-mail: sandpoonia@ gmail.com

V. K. Sharma
e-mail: vivek.kumar@jagannathuniversity.org

B. V. Babu et al. (eds.), Proceedings of the Second International Conference on Soft Computing 233
for Problem Solving (SocProS 2012), December 28-30, 2012, Advances in Intelligent Systems
and Computing 236, DOI: 10.1007/978-81-322-1602-5_26, © Springer India 2014



234 R. Kumari et al.

1.1 Conventional System

Conventional style strategies need the event of a mathematical model of the con-
trol system then use of this model to construct the controller that is represented by
the differential equations. The task of dehumidification and temperature decrease
goes hand in hand just in case of typical AC. Once target temperature is reached
AC seizes to perform sort of a dehumidifier. Within the typical methodology, it is
very troublesome to interaction between user preferences, actual temperature and
humidness level and it is too nonlinear [3]. Typical AC system controls humidness
in its own means while not giving the users any scope for ever changing the point for
the targeted humidness. However, this limitation has been overcome by exploitation
fuzzy logic management. It is the power to handle nonlinear systems.

1.2 Problem Definition

The optimum limit of temperature that is marked as temperature is 25 °C and sat-
uration point is 11 °C. Standard AC system controls set the target purpose by its
own approach. This drawback takes 3 input variables user temperature preference,
actual temperature and space saturation point temperature. Fuzzy logic algorithmic
program is applied on these variables and finds the ultimate result. User temperature
is deducted from actual temperature and then sent it for fuzzification, once this fuzzy
arithmetic and criterion is applied on these variables and also the consequence is
shipped for defuzzification to urge crisp result.

1.3 Fuzzy Logic Control

Fuzzy logic may be a straightforward however very powerful drawback solving
technique with in-depth relevancy. It is presently employed in the fields of business,
systems management, physical science and traffic engineering. A fuzzy logic deals
with uncertainty in engineering by attaching degrees of certainty to the solution
to a logical question. A fuzzy logic system (FLS) will be outlined as the nonlin-
ear mapping of an information set to a scalar output data. Fuzzy logic is employed
for management machine and shopper merchandize. Several applications have suc-
cessfully uses fuzzy logic management, for example environmental management,
domestic merchandize and automotive system [4].

The fuzzy sets are quantitatively outlined by membership functions. These func-
tions are generally very straightforward functions that cover a fixed domain of the
worth of the system input and output. Fuzzy logic management is primarily rule-
based system, and therefore, the performance of it depends on its control rules and
membership functions (Fig. 1).
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1.4 Neuro-Fuzzy Logic Control

One of the key issues of the fuzzy logic management is that the problem of selection
and style of membership functions for a given downside. Neural networks provide
the likelihood of finding the matter of standardization. Neural fuzzy systems will
generate formal logic rules and membership functions for advanced systems that a
standard fuzzy approach could fail. Hence, combining the adaptive neural networks
and formal logic management forms a system known as neuro-fuzzy system. Neuro-
fuzzy system is based on the neural network that learned from fuzzy if-then rules.
Neural network performance is dependent on the quality and quantity of training
samples presented to the network. Neural nets can solve many problems that are
either unsolved or inefficiently solved by existing techniques, including fuzzy logic
[5, 6].

2 Fuzzy Logic Control Algorithm

Fuzzy logic management primarily based on air conditioning system consists of two
inputs that are actual temperature and room temperature dew point (humidity). When
measuring actual temperature, the user temperature (Ut) is subtracted from actual
temperature for realize the temperature distinction (Td) and sent it for fuzzification.
Fuzzy arithmetic and criterion is applied on the input variables, outcome is defuzzified
to induce output, and these output signals are distributed to manage the compressor
speed. During this case, the range of actual temperature is taken to be 15-50°C
and range of its taken to be 18-30 °C; therefore, the temperature distinction arises
between —3 and 32 °C. The input has 2 membership functions. The size over that
membership functions for temperature is represented as 0-50 °C and membership
functions for humidness is represented as 0—100 %. The output additionally has four
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membership functions particularly compressor speed, fin direction, fan speed and
operation mode. The principles base for coming up with is as “IF Temperature is
just too cold AND humidness is dry THEN compressor speed is Off, Fin direction
is Away, Fan speed is Off and Operation mode is AC” and so on [7, 8] (Table 1).

3 Neuro-Fuzzy Algorithm

Neuro-fuzzy management primarily based on air conditioning system additionally
consists of 2 inputs that are actual temperature and space room (humidity). The input,
temperature takes the name “inputl” (Inl) and range is taken to be 0—40°C for
membership function. Similarly, the input, humidness takes the name “input2” (In2)
and range is taken to be 5-85 % for membership function. The output, compressor
speed amendment the name as “outputl” (Outl), fin direction named as “output2”
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Table 1 Fuzzy rules for proposed design

237

Output

Temperature Humidity

Compressor speed Fin direction Fan speed

Operation mode

Rules Input

1 Too cold
2 Too cold
3 Too cold
4 Too cold
5 Too cold
6 Cold

7 Cold

8 Cold

9 Cold

10 Cold

11 Warm

12 Warm
13 ‘Warm
14 Warm
15 Warm
16 Hot

17 Hot

18 Hot

19 Hot

20 Hot

21 Too hot
22 Too hot
23 Too hot
24 Too hot
25 Too hot

Dry
Refreshing
Comfortable
Humid
Sticky

Dry
Refreshing
Comfortable
Humid
Sticky

Dry
Refreshing
Comfortable
Humid
Sticky

Dry
Refreshing
Comfortable
Humid
Sticky

Dry
Refreshing
Comfortable
Humid
Sticky

Off

Off

Off

Off

Very low
Off

Off

Very low
Very low
Low
Very low
Very low
Low
Medium
Medium
Low
Medium
Medium
Fast

Fast
Medium
Medium
Fast

Fast

Fast

Away
Away
Away
Away
Towards
Away
Away
Away
Towards
Towards
Away
Away
Away
Towards
Towards
Away
Away
Towards
Towards
Towards
Away
Towards
Towards
Towards
Towards

Off

Off

Off

Very low
Low

Off

Off

Very low
Low
Low
Very low
Very low
Low
Medium
Medium
Low
Medium
Medium
Fast

Fast
Medium
Medium
Fast

Fast

Fast

AC
AC
AC
AC
Dehumidifier
AC
AC
AC
AC
Dehumidifier
AC
AC
AC
Dehumidifier
Dehumidifier
AC
AC
AC
Dehumidifier
Dehumidifier
AC
AC
Dehumidifier
Dehumidifier
Dehumidifier

(Out2), fan speed named as “output3” (Out3) and operation named as “output4”

(Out4). The principles are applied consequently in Table 2.

4 Experimental Results

Result of this experiment is predicated on fuzzy rules and neuro-fuzzy rules. Figures 2
and 3 show input values for fuzzy logic management, and Figs. 4 and 5 show input
values for neuro-fuzzy management. Supported these inputs acquire results when
simulation of fuzzy logic management is based on air conditioning system that are
shown in the following figures. Figure 6 shows the compressor speed memberships
of air conditioning system. Compressor speed may be either off or may be varied
between 10 and 100 % (Fig. 7).
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Figure 8 shows the operation mode memberships of air conditioning system. Mode
of operation decides whether AC works like a dehumidifier only or normal. Figure 9
shows the fin direction memberships of air conditioning system. Fin direction directs
air from the AC towards or away from occupants.

Figure 10 shows compressor speed with respect to temperature by using fuzzy
rules. Figure 11 shows compressor speed with respect to humidity by using fuzzy
rules. Figure 12 shows the outputl with respect to inputl by using neuro-fuzzy rules.
Figure 13 shows the outputl with respect to input2 by using neuro-fuzzy rules.



Air Conditioning System with Fuzzy Logic and Neuro-Fuzzy Algorithm 239

Table 2 Neuro-fuzzy rules for proposed design

Rules Input Output
Temperature (Inputl) Humidity Compressor speed Fin direction Fan speed Operation mode
1 InlTc In2D Out10f Out2A Out30f Out4AC
2 In1Tc In2R Out10f Out2A Out30f Out4AC
3 In1Tc In2C Out10f Out2A Out30f Out4AC
4 InlTc In2H Out10f Out2A Out3Vl  Out4AC
5 InlTc In2S OutlVl Out2To Out3dL  Out4D
6 In1C In2D Out10f Out2A Out30f Out4AC
7 In1C In2R Out10f Out2A Out30f Out4AC
8 In1C In2C Outl V1 Out2A Out3Vl  Out4AC
9 In1C In2H Out1VI Out2To Out3L  Out4AC
10 InlIC In2S OutlL Out2To Out3L  Out4D
11 InlW In2D Outl V1 Out2A Out3Vl  Out4AC
12 InlW In2R Out1VI Out2A Out3Vl  Out4AC
13 InlW In2C OutlL Out2A Out3L  Out4AC
14  InlW In2H OutlM Out2To Out30f Out4D
15 InlW In2S OutlM Out2To Out3M  Out4D
16 InlH In2D OutlL Out2A Out3L  Out4AC
17 InlH In2R OutlM Out2A Out3M  Out4AC
18 InlH In2C OutlM Out2To Out3M  Out4AC
19 InlH In2H OutlF Out2To Out3F  Out4D
20 InlH In2S OutlF Out2To Out3F  Out4D
21  InlTh In2D OutlM Out2A Out3M  Out4AC
22 InlTh In2R OutlM Out2To Out3M  Out4AC
23 InlTh In2C OutlF Out2To Out3F  Out4D
24  InlTh In2H OutlF Out2To Out3F  Out4D
25 InlTh In2S OutlF Out2To Out3F  Out4D
1 Off Very Low Low Medium Fast
0.5
0

0 10 20 30 40 50 60 70 80 90 100

Fig. 6 Compressor speed membership functions
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5 Conclusion

Neuro-fuzzy algorithm is better than fuzzy logic algorithm in air conditioning system.
Neuro logic algorithm gives a better control than fuzzy logic. In neuro logic algorithm,
performance of compressor speed is much better than fuzzy logic algorithm. In fuzzy
logic control design, the compressor speed remains constant for temperature range
from 35 °C onwards, but in neuro-fuzzy control design, it increases consistently with
respect to temperature. By this, it provides proper output and save energy. It controls
the room environment and weather.
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Improving the Performance of the Optimization
Technique Using Chaotic Algorithm

R. Arunkumar and V. Jothiprakash

Abstract Optimizing the operations of a multi-reservoir systems are complex
because of their larger dimension and convexity of the problem. The advancement
of soft computing techniques not only overcomes the drawbacks of conventional
techniques but also solves the complex problems in a simple manner. However,
if the problem is too complex with hardbound variables, the simple evolutionary
algorithm results in slower convergence and sub-optimal solutions. In evolutionary
algorithms, the search for global optimum starts from the randomly generated initial
population. Thus, initializing the algorithm with a better initial population not only
results in faster convergence but also results in global optimal solution. Hence in
the present study, chaotic algorithm is used to generate the initial population and
coupled with genetic algorithm (GA) to optimize the hydropower production from a
multi-reservoir system in India. On comparing the results with simple GA, it is found
that the chaotic genetic algorithm (CGA) has produced slightly more hydropower
than simple GA in fewer generations and also converged quickly.

Keywords Optimization -+ Genetic algorithm - Chaotic algorithm
Multi-hydropower system.

1 Introduction

The last decade had witnessed several optimization techniques from conventional
linear programming to recently soft computing techniques. Among the soft comput-
ing techniques, the genetic algorithm (GA) had been widely used for optimization of
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reservoir operation [ 1-3]. Application of simple GA technique to solve real-life water
resources problems, especially optimizing multi-hydropower system is always cum-
bersome because of the complex nature, large number of variables and nonlinearity of
the problem. Some recent studies reported that simple optimization techniques often
succumbs to premature convergence and results in local optimal solution for complex
water resources problems [4—6]. Hence, still researches are emerging to introduce
new techniques and also to improve the performance of the existing techniques to
achieve global optimum and faster convergence.

The search for global optimal solution in evolutionary algorithms begins from
the randomly generated initial population. Thus, a better initial population leads to
faster convergence and not only saves substantial computational time but also results
in global optimal solution. Hence, to generate a good initial population, chaotic
algorithm is used, since chaos is highly sensitivity to the initial value, ergodic, and
randomness in nature [7]. Yuan et al. [4] proposed a hybrid chaotic genetic algo-
rithm (HCGA) model to prevent premature convergence for a short-term hydropower
scheduling problem. Cheng et al. [5] optimized the hydropower reservoir operation
using HCGA and reported that the long-term average annual energy production was
the best in HCGA and also it converges faster than the standard GA. It was also
reported that the combination of chaotic characteristics along with general optimiza-
tion algorithm would more likely result in global optimal solution. Han and Lu [6]
proposed a mutative scale chaos optimization algorithm (MSCOA) for the economic
load dispatch problem. Huang et al. [8] optimized the hydropower reservoir with
ecological consideration using chaotic genetic algorithm (CGA) approach. These
studies show that GA results better when coupled with chaotic algorithm and also
escapes premature convergence. Hence in this study, in order to improve the perfor-
mance of GA, chaotic algorithm is used to generate initial population and tested for
a real-life hydropower system. The proposed algorithm is applied to maximize the
hydropower production from a multi-reservoir system, namely Koyna hydroelectric
project (KHEP).

The KHEP consists of two reservoirs, namely Koyna and Kolkewadi, which has
four powerhouses to a total capacity of 1,960 MW [9]. Earlier, Jothiprakash and
Arunkumar [10] optimized the operation of Koyna reservoir alone considering it as a
single reservoir system. However, in the present study, both the reservoirs are consid-
ered and optimized as multi-reservoir system. Apart from hydropower production,
it also serves multiple purposes such as irrigation and flood control. In this system,
the major powerhouses of the Koyna reservoir and Kolkewadi reservoir are in the
western side and the irrigation releases are in the eastern side. The diversion of large
quantity of water toward the western side for power production has resulted in dis-
putes from the eastern side stakeholders, and hence, it was limited by Krishna water
dispute tribunal [11]. This limiting constraint on the discharge for power production
from the western side powerhouses made the system more complex by making the
variables hard bound. This hard-binding constraint is considered in this study.
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2 Chaotic Genetic Algorithm

GA is a search and optimization algorithm based on the principles of natural genet-
ics [12]. In contrast to traditional optimization technique, GA searches the optimal
solution from a randomly generated population within the upper and lower bounds of
the variables. Each solution is represented through group of genes (sub-string) called
chromosome (string) in the population space (search space). Each gene controls one
or more features of the chromosomes. In the present study, the chaotic logistic map-
ping method is used to generate the initial population. Chaos often exists in nonlinear
systems [13] and exhibits many good properties such as ergodicity, stochasticity, and
irregularity [7]. May [7] proposed a one-dimensional logistic mapping equation to
generate a chaotic sequence. It is given as:

Yip=AY(1-Y;) j=123... (1)

where ) is a control parameter and varies between 0 < A < 4. The chaotic sequence
is produced when X is equal to 4. The initial random variable (Y1) is generated in the
range between 0 and 1; however, it should not be equal to 0.25, 0.5, and 0.75, since it
leads to a deterministic sequence [7]. Thus, the generated sequence using the logistic
Eq. (1) is highly irregular and possesses chaotic characteristics. Each variable in the
sequence is dependent on initial variable, and a small change in initial value causes a
large difference in its long-time behavior, which is the basic characteristic of chaos.
This can be correlated with the releases in reservoir operation, such that the releases
in the subsequent months depend on previous month releases. Hence in the present
study, the initial population is generated as floating-point chaotic values within the
upper (UB ) and lower bounds (LB ) of the variables using the equation:

Xij=Y;x (UBJ' —LBJ') -I—LBQ,' i=1,2,...,Np;j=1,2,....,N, (2)
where X; ; is the ¢j* sub-string of " string, N, is the population size, Y; ; is the
chaotic variable, and N, is the number of variables. Once the initial population is
generated, the fitness of each string is evaluated using an appropriate fitness function.
Based on the fitness value, the strings are selected for crossover and mutation to create
a new population for the next generation. The tournament selection is used in the
present study, since it provides selective pressure by holding a tournament among
the selected individuals [12]. In the tournament selection, the fitness of the randomly
selected strings from the population is compared with each other and the string having
with higher fitness value will be copied to the mating pool. This process is repeated
until the mating pool is filled with strings for generating new offspring for the next
generation. The mating pool comprising the winners of the tournament will have
higher average fitness value. Then, the strings in the mating pool are made to cross
each other to create a new population. The simulated binary crossover (SBX) [14] is
applied to create new population. The following steps were performed during SBX
operation [12]. In the first step, a random number (u;) between 0 and 1 is generated.
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Then, the spread factor (y;) is computed using the equation

Qu)Tm . if u <05

- 1
qr = e+ .
( 1 ) T otherwise

3)

2(0—u))

where 7). is the distribution index for crossover. Deb [12] reported that larger value

of 1. produces ‘near-parent’ offspring’s and vice versa. Then, the off-springs xl.l"tJrl

and xl.z"”rl are computed from xl.l’t and xiz’t using the equations,
X =05 [(1 + Bg) x4 (1= B x%’] @)
5P = 05 (1= Ba) )+ (14 Ba) 7] )

where xil’t and )cl.2 " are the parent string with ith sub-string in the rth generation. If
the created offsprings are not within the upper and lower limits, the probability distri-
bution needs to be adjusted accordingly. The new two offsprings are symmetric about
the parent to avoid bias toward any particular parent solution in a single crossover
operation. After crossover, the strings are subjected to mutation. The mutation oper-
ator introduces random changes into the characteristic of the offsprings. Mutation is
generally applied at the sub-string level at a very small rate and depends on the length
of the string. The mutation reintroduces the genetic diversity into the population and
assists the search to escape from the local optima [12]. Then, the fitness of the newly
created population is evaluated, and the procedure is continued until the termination
criteria are reached.

3 Hydropower Model Development

The objective of the present study is to maximize the power production from all the
four powerhouses of the KHEP and is expressed as:

12 4
MaxZ = > > PH,, (6)

t=1 n=1

where PH,, ; is the power production from the powerhouse ‘n’ during the time period
‘t” in terms of kWh. The hydropower production from the power plant [15] is given
by

PH,; =K x R,; x HN,; xn @)

where K is the constant for converting hydropower production in terms of kilo Watt
hour (kWh), R, ; is discharge to the powerhouse ‘n’ during the time period ‘¢’, HN,,
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is the net head available for the powerhouse ‘n’ during the time period ‘¢’, and 7 is
the plant efficiency.
The above objective function is subjected to various constraints. They are:

H,, >MDDL,, t=1,2...12; n=1,2,3,4 8)

PH, ; < Pmax, ; t=1,2...12;, n=1,2,3,4 ©))

Ry, >ID, t=1,2...12 (10)

Semin < Sk < Semax t=1,2...12; x=1,2 (11
1,3,4

Sty =S+ li— D Ruy— 01, —Er;  t=1,2...12 (12)
n=1

S04y =8+ hb+Ri +R3;— Ry — 02y — Epy t=1,2...12 (13)

Ox,t = Sx,t4+1) — Sy,max  t=1,2...12 (14)

0,:>0 t=1,2...12 (15)

where MDDL,, ; is the minimum drawdown level (m) for the powerhouse ‘n’;
Pmaxy ; is the maximum generation capacity (kWh) for the powerhouse ‘n’; Ry ;
is the irrigation release (10° m3); ID; is the monthly irrigation demand (10° m3);
Sy.min is the minimum storage of the reservoir ‘x” (10° m?); Sy max is the maximum
storage of the reservoir ‘x’ (106 m3); Sy ¢ 1s the storage in the reservoir ‘x’ (106 m3);
Sx,(+1) 1s the final storage in the reservoir ‘x’ (10 m?); Iy ; is the inflow into the
reservoir ‘x’ (106 m3); O, is the overflow from the reservoir ‘x’ (106 m3); E,,is
the evaporation losses from the reservoir (10° m?);  is the time period.

As already stated, the diversion of water to the western side powerhouses are
limited by KWDT [11]. This constraint is given by:

12
Z Z Rn,t = Rw,max (16)

t=1n=1,3
12
> Ra; < AlDpy (17)

t=1

where R,, max is the maximum water that can be diverted to the western side for
power production, and AlDy,x is the water to be released annually for irrigation
to the eastern side. R4, is the monthly irrigation release on the eastern side of the
reservoir. These constraints make the system more complex by limiting the discharge
to the powerhouses.
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Fig. 1 Comparison of CGA and simple GA technique

4 Results and Discussion

The proposed CGA is applied to a complex multi-powerhouse system, namely
KHEP to maximize its power production. The KHEP is one of the largest hydropower
projects in India and consists of two reservoirs with various stages of development.
The constraint on diverting large quantity of water for power production on the west-
ern side powerhouses makes the problem complex. This hard-binding constraint on
discharge restricts the operation of the powerhouses on the western side to is full
potential. Evaporation is one of the important components of reservoir operation
studies, since a considerable amount of water is lost, especially from large reser-
voirs. Hence in the present study, the regression equation developed by Arunkumar
and Jothiprakash [16] for estimating reservoir evaporation is considered and directly
incorporated in the continuity equation. Both the CGA and simple GA used in the
study employs tournament selection, simulated binary crossover, and random muta-
tion for comparison. The crossover probability of CGA and simple GA is varied
from 0.5 to 0.95 with an increment of 0.05 and found that 0.80 resulted better. The
mutation probability is fixed as the ratio of the number of variable (1/n) [12]. The
elitism is also applied to preserve the best strings in the population. The algorithm
is evaluated for 1,000 generation for a population size of 250. The constraints of
the problems are handled by penalty function approach. Thus, heavy penalties are
imposed on fitness function, if the constraints are violated. For each constraint dif-
ferent value of penalties are assumed. The total annual power production shows
that CGA has resulted slightly higher power production of 3,225.71 x 10° kWh
than simple GA (3,224.23 x 100 kWh). However, the convergence of these tech-
niques over the generation varied largely and is given in Fig. 1. From the figure, it
can be observed the convergence to optimal solution by CGA is faster than simple
GA. It can also be noted that due to hard-binding constraints on releases, both the
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techniques have resulted in sub-optimal solution for first few generations. Thus
imposing heavy penalty on fitness function leads to negative fitness value and results
in sub-optimal solution. However, the CGA has satisfied all the constraints and
reaches the optimal solution in lesser generations than simple GA. This also shows
that when hard-binding constraints are imposed strictly, the simple GA takes more
generations for convergence. The time taken by CGA is 1,790.753 s where as simple
GA took 2,418.966 s.

5 Conclusion

In the present study, the chaotic algorithm is combined with genetic algorithm to
maximize the power production from a multi-powerhouse system. Based on the per-
formances, it is found that the chaotic genetic algorithm resulted slightly higher
power production than simple GA within fewer generations and also converged
quickly. This shows that coupling the chaotic algorithm with evolutionary algorithm
has enriched the global search of the optimization technique by having better initial
population. Thus, it may be concluded that the chaotic algorithm with general opti-
mizer converges quickly to global optimum in lesser generation compared to simple
optimization technique.

Acknowledgments The authors gratefully acknowledge the Ministry of Water Resources, Gov-
ernment of India, New Delhi, for sponsoring this research project. The authors also thank Chief
Engineer, KHEP, Executive Engineer, Koyna Dam and Executive Engineer, Kolkewadi Dam for
providing the necessary data.

References

1. Wardlaw, R., Sharif, M.: Evaluation of genetic algorithms for optimal reservoir system opera-
tion. J. Water Resour. Plann. Manage. 125(1), 25-33 (1999)

2. Sharif, M., Wardlaw, R.: Multireservoir systems optimization using genetic algorithms: case
study. J. Comput. Civ. Eng. 14(4), 255-263 (2000)

3. Jothiprakash, V., Shanthi, G., Arunkumar, R.: Development of operational policy for a multi-
reservoir system in India using genetic algorithm. Water Resour. Manage. 25(10), 2405-2423
(2011)

4. Yuan, X., Yuan, Y., Zhang, Y.: A hybrid chaotic genetic algorithm for short-term hydro system
scheduling. Math. Comput. Simul. 59(4), 319-327 (2002)

5. Cheng, C.T., Wang, W.C., Xu, D.M., Chau, K.: Optimizing hydropower reservoir operation
using hybrid genetic algorithm and chaos. Water Resour. Manage. 22(7), 895-909 (2008)

6. Han,F,Lu,Q.S.: Animproved chaos optimization algorithm and its application in the economic
load dispatch problem. Int. J. Compt. Math. 85(6), 969-982 (2008)

7. May, R.M.: Simple mathematical models with very complicated dynamics. Nature 261(5560),
459-467 (1976)

8. Huang, X., Fang, G., Gao, Y., Dong, Q.: Chaotic optimal operation of hydropower station with
ecology consideration. Energy Power Eng. 2(3), 182-189 (2010)



250 R. Arunkumar and V. Jothiprakash

9. KHEP: Koyna hydro electric project stage-IV. Irrigation Department, Government of Maha-

rashtra, (2005)

10. Jothiprakash, V., Arunkumar, R.: Optimization of hydropower reservoir using evolutionary
algorithms coupled with chaos. Water Resour. Manage. (2013). doi: 10.1007/s11269-013-0265-
8, (Published online)

11. KWDT: Krishna water disputes tribunal: The report of the Krishna water disputes tribunal with
the decision. Ministry of water resources, Government of India. New Delhi (2010)

12. Deb, K.: Multi-objective Optimization Using Evolutionary Algorithm. Wiley, New Jersey
(2001)

13. Williams, G.P.: Chaos Theory Tamed. Joseph Henry Press, Washington, D.C (1997)

14. Deb, K., Agrawal, R.B.: Simulated binary crossover for continuous search space. Complex
Syst. 9, 115-148 (1995)

15. Loucks, D.P,, Stedinger, J.R., Haith, D.A.: Water Resources Systems Planning and Analysis.
Prentice Hall Inc, Englewood Cliffs, New Jersey (1981)

16. Arunkumar, R., Jothiprakash, V.: Optimal reservoir operation for hydropower generation using
non-linear programming model. J. Inst. Eng. (India) 93(2), 111-120 (2012)



New Reliable Algorithm for Fractional Harry
Dym Equation

Devendra Kumar and Jagdev Singh

Abstract In this paper, a new reliable algorithm based on homotopy perturbation
method using Laplace transform, named homotopy perturbation transform method
(HPTM), is proposed to solve nonlinear fractional Harry Dym equation. The numer-
ical solutions obtained by the HPTM show that the approach is easy to implement
and computationally very attractive.

Keywords Fractional Harry Dym equation - Laplace transform - Homotopy
perturbation transform method - He’s polynomials + Maple code.

1 Introduction

Fractional differential equations have gained importance and popularity, mainly due
to its demonstrated applications in science and engineering. For example, these equa-
tions are increasingly used to model problems in fluid mechanics, acoustics, biology,
electromagnetism, diffusion, signal processing, and many other physical processes
[1-6].

In this paper, we consider the following nonlinear time-fractional Harry Dym
equation of the form:

Du(x,t) = uP(x,)D3u(x, 1), 0<a <1, (1)
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with the initial condition

2/3
u(x,0) = (a — %Ex) . 2)

where u(x, ) is a function of x and ¢. The derivative is understood in the Caputo
sense. In the case of @ = 1, the fractional Harry Dym equation reduces to the classical
nonlinear Harry Dym equation. The exact solution of the Harry Dym equation is given

by [7] >
u(x,r) =(a— %E(x+bt)) , 3)

where a and b are suitable constants. The Harry Dym is an important dynamical equa-
tion which finds applications in several physical systems. The Harry Dym equation
first appeared in Kruskal and Moser [8] and was discovered by H. Dym in 1973—
1974. Harry Dym is a completely integrable nonlinear evolution equation. The Harry
Dym equation is very interesting because it obeys an infinite number of conversion
laws; it does not possess the Painleve property. It has strong links to the Korteweg-
de Vries equation, and applications of this equation were found in the problems of
hydrodynamics [9]. Recently, a fractional model of Harry Dym equation was pre-
sented by Kumar et al. [10] and approximate analytical solution was obtained by
using homotopy perturbation method (HPM).

The HPM was first introduced by He [11]. In a recent paper, a new approach,
named homotopy perturbation transform method (HPTM), is introduced by Khan
and Wu [12] to handle nonlinear equations. The HPTM is a combination of Laplace
transform method, HPM, and He’s polynomials.

In this paper, we apply the HPTM to solve the nonlinear time-fractional Harry
Dym equation. It provides the solutions in terms of convergent series with easily
computable components in a direct way without using linearization, perturbation, or
restrictive assumptions.

2 Basic Definitions of Fractional Calculus

In this section, we mention the following basic definitions of fractional calculus.

Definition 2.1 The Riemann—Liouville fractional integral operator of order o > 0,
of a function f(¢) € Cy, u > —1is defined as [2]

1 t
0= s /O (i — 0 f(D)de, (@ > 0), 4

JOf @) = f@). (5)
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For the Riemann-Liouville fractional integral, we have

jarp = LOFD ey

T T(y+a+1) ©)

Definition 2.2 The fractional derivative of f(¢) in the Caputo sense is defined as
(3]

1 t
D F(0) = "D (1) = s /O (=" fmydr, ()

form—1<a <m,méeN,t>0.
Definition 2.3 The Laplace transform of the Caputo derivative is given as [6]

m—1

LIDY f()] =s"LIf (O] = D s* " fO0+), m—1<a <m).  (8)

r=0

3 Basic Idea of HPTM

We consider a general fractional nonlinear nonhomogeneous partial differential equa-
tion with the initial condition of the form:

DYu(x,t) + Ru(x,t) + Nu(x,t) = g(x, 1), C))

u(x,0) = f(x), (10)

where Dfu(x,t) is the Caputo fractional derivative of the function u(x,?),

R is the linear differential operator, N represents the general nonlinear differential
operator, and g(x, t) is the source term.

Applying the Laplace transform (denoted in this paper by L) on both sides of Eq.

(9) and using result (8), we have

fx) 1 1
Llu(x,)]=——+ —LI[gx, 0] — - L[Ru(x,1) + Nu(x, ]. (11)
s s s
Operating with the Laplace inverse on both sides of Eq. (11) gives

u(x,t) = G(x,t) — L™ [%L[R u(x,t) + Nu(x, t)]] , (12)
S

where G (x, t) represents source term and initial conditions separately. Now, we apply
the homotopy perturbation method
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u(x, 1) =Zp"un(x,t), (13)

n=0

and the nonlinear term can be decomposed as

Nu(x.t) =" p"Hyu), (14)
n=0

for some He’s polynomials H, (u) [13, 14] that are given by

1o Sl
Hn(uo,ul,...,u,,)z—' —|N E plu; ,n=20,1,2,... (15)
n! dp = 0
= e

Substituting Eqs. (13) and (14) in Eq. (12), we get

o0 1 o0 o0
> P unlx, ) =Glx, 1) — p(L‘ L‘"L [R > P e )+ > p”Hn(u)H),
n=0 n=0 n=0

(16)

which is the coupling of the Laplace transform and the homotopy perturbation
method using He’s polynomials. Comparing the coefficients of like powers of p, the
approximations uo, u1, 42, and so on are obtained.

4 Solution of the Problem

In this section, we use the HPTM to solve the time-fractional Harry Dym Eqgs. (1)-(2).
Applying the Laplace transform on both sides of Eq. (1) and using result (8), we get

2/3
Llu(x, )] = %(a - %Ex) + siaL [u3(x, HD3u(x, z)] Can

The inverse Laplace transform implies that

2/3
u(x,r)=(a—¥x) +L—1[S%L[u%x,twiu(x,t)ﬂ. (18)

Now applying the homotopy perturbation method, we get
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Fig. 1 The behavior of the u(x, ¢) w.r.t. x and t are obtained, whena o = 1/2b o = 1 ¢ exact
solution

o 2/3 o

34/b 1
z pnun(xal) ={a—- ix +p L_l _L z ann(u) ’ (19)
n=0 2 s¢ n=0

where Hj, (1) are He’s polynomials [13, 14] that represent the nonlinear terms.
The first few components of He’s polynomials are given by

Hy(u) = uéDiuo,
Hi(u) = uoDiul + 3M%M1D)3Cu0, (20)

Comparing the coefficients of like powers of p, we have
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-1/3
1 3Vb t*
1. _ -1 . 13/2
: ) =L | —=LI[H — b Al _r
porui(x, 1) |:s°‘ [ o(u)]] (a > x) Fa 1D
(21)
3 —4/3 2
P e =L [ELIH]] = -4 (o - 3x) 7 1,
and so on. Thus, the solution u(x, ¢) of the Eq. (1) is given as
u(x, 1) =uo(x, 1) +ui(x, 1) +ua(x, 1) +--- . (22)

The numerical results for the approximate solution obtained by using HPTM and
the exact solution given by Mokhtari [7] for constant values of @ = 4 and b = 1 for
various values of 7, x, and « are shown in Fig. la—c. Figure 1b and c clearly shows
that when o = 1, the approximate solution obtained by the present method is very
near to the exact solution.

5 Conclusions

In this paper, the HPTM is successfully applied for solving nonlinear time-fractional
Harry Dym equation. It is worth mentioning that the HPTM is capable of reducing the
volume of the computational work as compared to the classical methods while still
maintaining the high accuracy of the numerical result; the size reduction amounts to
an improvement in the performance of the approach. In conclusion, the HPTM may
be considered as a nice refinement in existing numerical techniques and might find
the wide applications.
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Floating Point-based Universal Fused
Add-Subtract Unit

Ishan A. Patil, Prasanna Palsodkar and Ajay Gurjar

Abstract This paper describes fused floating point add—subtract operations and
which is applied to the implementation of fast fourier transform (FFT) processors.
The fused operations of an add—subtract unit which can be used both radix-2 and
radix-4 butterflies are implemented efficiently with the two fused floating point oper-
ations. When placed and routed using a high-performance standard cell technology,
the fused FFT butterflies are about may be work fast and gives user-defined facility
to modify the butterfly’s structure. Also the numerical results of the fused imple-
mentations are more accurate, as they use rounding modes is defined as per user
requirement.

Keywords Floating point - Fused - Addition + Subtraction - Universal - Different
types of rounding

1 Introduction

Traditionally, most DSP applications have used fixed-point arithmetic to reduce
delay, chip area, and power consumption. Fixed-point arithmetic has serious prob-
lems of overflow, underflow, scaling, etc. Single-precision floating point arithmetic
is a potential solution because of no overflow or underflow, automatic scaling [3].
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Two new fused floating point element implementation: (1) fused dot product
contains multiplies two pair of floating point data, add (or subtract) the product (2)
fused add—subtract contains add a pair of floating point data, and simultaneously
subtract the same data [1].

It is traditional floating point adder which consist only addition of only valid
floating point numbers. They work inefficiently when given data are not a floating
point number and also it has some limitation that they can perform only programmer-
defined rounding method due this reason if other rounding method we have use then
again we have to edit program and change the data for new rounding method, so it
can be neglected in proposed floating point adder.

All research is related to Xilinx SPARTAN 6 kit [5, 7] by using compilation
software Xilinx version: 13.2. Xilinx is FPGA stimulator to estimate output of from
Verilog code in terms of input—output buffers, maximum delay (longest path execu-
tion of circuit), area in terms of lookup table (LUTs).This software is used for VHDL
and Verilog code implementation, stimulation and generating program for dump on
FPGA Kkit.

2 Basic of Floating Point

The Institute of Electrical and Electronics Engineers (IEEE) Standard for Floating
Point Arithmetic (IEEE 754) [4] is a technical standard established by the IEEE.
This standard specifies the basic types of representation.

e Half Precision (16-bits or 2-bytes)
e Single Precision (32-bits or 4-bytes)
e Double Precision (64-bits or 8-bytes).

The format of a floating point number comprises 3 types of bits presented in the
following Fig. 1.

e Recall that exponent field is 8 bits for single precision

— E can be in the range from 0 to 255

— E =0and E = 255 are reserved for special use (discussed later)
— E =110 254 are used for normalized floating point numbers

— Bias = 127 (half of 254), val(E) = E—127

— val(E=1) = —126, val(E=127) = 0, val(E=254) = 127.

IEEE 754 standard specifies four modes of rounding

T T T T L T

Exponent (E) Mantissa (M)/Fraction(F)
8 bits 23 bits

+(s)

Fig. 1 Single-precision floating point format
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1. Round to nearest even: default rounding mode increment result if: rs = “11” or
(rs = “10” and fln = ‘1). Otherwise, truncate result significant to 1. f1f2...fln

2. Round toward +oo: result is rounded up Increment result if sign is positive and
rors="‘1

3. Round toward —oo: result is rounded down Increment result if sign is negative
andrors="‘I’

4. Round toward 0: always truncate result.

3 Normal Addition—Subtraction Rule

+1.1234 —1.1234
+1.2456 —1.2456
+2.4690 —2.4690

If we take normal addition or subtraction, consider a two numbers [Greater (G)
and Lesser (L)] magnitude wise then only 4 combination are possible which are given
in Table 1 [2].

After watching all examples, we came to conclusion that in addition and sub-
station when there same sign number added or substrate then only add or subtract,
respectively. Similarly, when two numbers have different signs, then we can use
opposite function, i.e., subtract or add.

4 Study of FP Arithmetic Algorithms

Floating Point addition steps
Assume 32 bit binary number and then by applying algorithm for normal addition
by calculator and by using FP addition algorithm stepwise.

A =32b0__0111_1000__1011_1010_0000_1111_0110_110;
B =32b0__0111_0011__0101_0000_0000_0011_1111_111;

Table 1 Signed addition or subtraction rules

Sr. no Numbers Operations Sign used
1 +G +L (+G) + (+L) = G+L +
2 -G -L (-G)+(-L)y=-G-L=—-(G+L) +
3 +G -L +G +(-L)=G-L -
4 -G +L (-G)+(+HL)=L—-GOR —(G-L) —
1 +G +L (+G) - (+L) =G -L —
2 -G -L (-G)-(-L)=>-G+L=—-(G+L) -
3 +G -L (+G) - (-L)=G+L +
4 -G +L (-G)—(+L) = -G—-LOR —(G+1L) +
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A =1.3490607*E—2, B = 3.2044944*E—4.

4.1 Calculation From Calculator

1st step align decimal point
2nd step add

1.3490607 * E—2
+0.032044944*E—-2
+1.381105644*E—2

3rd Normalize result
4.2 Detailed Bitwise Example

SEXP Mantissa(M)
0 01111000 1011_1010_0000_1111_0110_110
0 01110011 0101_0000_0000_0011_1111_111

Find Greater no. and lesser no. and assign it [6].

G=001111000 1011_1010_0000_1111_0110_110
L=0011100110101_0000_0000_0011_1111_111

e 1st step

Align radix point by using True exponent value difference
G_exp_t=0111_1000(120) —0111_1111 = 1111_1001(-7)
L_exp_t=0111_0011(115) —0111_1111 = 1111_0100(—12)
Ed=G_exp-L_exp=5

Shift Lesser no. to right by Ed value

Shift_L._m = 1.0101_0000_0000_0011_1111_111(0)
Shift_L._m =0.10101_0000_0000_0011_1111_111(1)

Shift L._m =0.010101_0000_0000_0011_1111_111(2)

Shift L_m =0.0010101_0000_0000_0011_1111_111(3)

Shift L_m =0.00010101_0000_0000_0011_1111111(4)
Shift_ L._m =0.0000_1010_1000_0000_0001_111_111(5)

1. A. Patil et al.

(D

e 2nd step addition of mantissa depend on signs of both no. (Table 1) and store last

bits for rounding

1.1011_1010_0000_1111_0110_110
+0.0000_1010_1000_0000_0001_111_111
01.1100_0100_1000_1111_1000_101_111

Result_m =01.1100_0100_1000_1111_1000_101_111
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e 3rd step normalize mantissa result

n_Result_m =01.1100_0100_1000_1111_1000_101_111

(For if result is m = 00.0010_0100_1000_1111_1000_101_111
Normalize now m = 01.0010_0100_0111_1100_0101_111_000)
(For if result is m = 10.0010_0100_1000_1111_1000_101_111
Normalize now m = 01.00010_0100_1000_1111_1000_101_111)

e 4th step Rounding (Round toward O: always truncate result)
Round_Result_ m =01.1100_0100_1000_1111_1000_101
e 5Sth Step After rounding normalize

n_Result_m =01.1100_0100_1000_1111_1000_101
Final Result sig_G, G_exp, n_Result_m
Sum=00111_1000 1100_0100_1000_1111_1000_101
+1.3811056 * E — 2
+1.381105644 * E — 2 (From actual calculation)

5 Floating Point Adders

This contains original floating point adder and proposed floating point adder. Due
three limitations like it will also work on invalid floating point, rounding mode,
inefficient swap in greater and lesser number when both number have same sign and
same exponent. To remove all limitations, we can see their proposed model satisfied
in all three manners.

5.1 Traditional Floating Point Adder

Basic Floating Point Addition Algorithm [1, 3, 8]: The straightforward basic float-
ing point addition algorithm requires the most serial operations. It has the following
steps: (Fig. 2)

1. Exponent subtraction: Perform subtraction of the exponents to form the absolute
difference |E, — Ep| = d.

2. Alignment: Right shift the significant of the smaller operand by d bits. The larger
exponent is denoted Ef .

3. Significant addition: Perform addition or subtraction according to the effective
operation. The result is a function of the op-code and the signs of the operands.

4. Conversion: Convert a negative significant result to a sign-magnitude repre-
sentation. The conversion requires a two’s complement operation, including an
addition step.
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Fig. 2 Traditional floating point adder

5. Leading one detection: Determine the amount of left shift needed in the case of
Subtraction yielding cancellation. For addition, determine whether or not a 1-bit
right shift is required. Then priority-encode the result to drive the normalizing
shifter.

6. Normalization: Normalize the significant and update Exponent appropriately.

7. Rounding: Round the final result by conditionally adding as required by the
IEEE standard. If rounding causes an overflow, perform a 1-bit right shift and
increment Ef.

5.2 Proposed Floating Point Adder

Proposed Floating Point Addition Algorithm: The straightforward derived floating
point addition algorithm requires the most serial operations. It has the following steps:
(Fig. 3)

1. Check given number is floating point number or invalid floating point enable
other operation or enable not a FP no to show given data is invalid.
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Fig. 3 Proposed floating point adder

2.

If given number is valid floating point number then sort out greater and lesser
number from data comparing its magnitude.

. Exponent subtraction: Perform subtraction of greater exponents to lesser expo-

nent Eg — E; =d.

. Alignment: Right shift the significant of the lesser mantissa by d bits and store

last 3 shifted bits.

. Significant addition: Perform addition according to their signs take decision.
. Normalize result: check result is overflow or not and then according to condition

adjust exponent.

. Rounding: Check the rounding mode and perform rounding on the result with

the help of last 3 stored bits.

. Normalize result: Check result is overflow or not and then according to condition

adjust exponent and Display the result.

To remove all limitation in this, we have use 1st check valid floating point or not

then for selective rounding, we have given choice to user mode, i.e., user-defined
rounding modes to select round mode by giving signals to round_mode pins, and
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Fig. 4 Adder

Fig. 5 Subtracter
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finally, we have to check exact greater or lesser number by comparing all 31 bits.
Similarly, we can create substrater module referring Table 1 and then, we serially
and parallel combination of adder and substrater finally we made fuse model of one
adder and one substrater and we have advantage that fused required less numbers of
LUT’s and less delay to get final output as if we use both different models of adder

and subtract.

6 Proposed Floating Point Work Result

This shows all main modules implementations in RTL and outputs waveforms with

respect to Xilinx SPARTAN 6 kit [7] stimulation on Xilinx software.

6.1 Proposed Models RTL View

Figures 4, 5 and 6.
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6.2 Proposed Models Output Waveform

Figures 7, 8 and 9.

7 Comparisons of all Modules

See Table 2.
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Fig. 9 Add-subtracter output waveform

Table 2 All modules details of implementations

Types No of LUT used(Area%) 10Bs% Delay (ns)
FP adder 381 0f 9112 (4.18) 99 of 232 (42.67) 35.418
FP subtracter 381 0f 9112 (4.18) 99 of 232 (42.67)  35.513
FP Serial AS 762 of 9112 (8.36) 131 of 232 (56.47) 70.518
FP parallel AS 808 of 9112 (8.86) 131 of 232 (56.47) 37.213
Fused FP add-subtract unit 678 of 9112 (7.44) 131 of 232 (56.47) 39.876
Table 3 All modules comparisons in terms of percentage w.r.t. adder

Types No of LUT used (Area % ) I0Bs (%) Delay (ns)
FP adder 100 100 100

FP subtracter 100 100 100.27
FP serial AS 200 132.32 200

FP parallel AS 212 132.32 105
Fused FP add—subtract unit 177.95 132.32 112.58

Table 4 Basic comparison of
programming styles in
Verilog on demo floating
point adder

8 Conclusions

Types of programming Time (ns) LUTs

Normal adder 26.468 254
Task adder 27.727 308
Function adder 24.533 249

In proposed floating point adder have two different functions from traditional floating
point adder to provide user-defined adder. First is to check the given data are valid
floating point number or not. Second is to give privilege to select rounding modes (i.e.,
user-defined rounding mode selection and default is truncating). While programming,
we used different methods like by using TASK, function, and normal programming.
After comparing all types of models of floating point adder, we came to conclusion
that we modified traditional adder and able to prove that when we use functions in
programming has good result at cost of saving 2 % number of LUTs and 7.8 %
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reduce delay (referring Table 4 Basic comparison of programming styles in Verilog
on demo floating point adder). So we finally decided that we are using functions in
all Verilog design programs to give best output.

After watching results from Tables 2, 3 and Figs. 10, 11, 12, 13, we came to know
that we are saving in proposed floating point add—subtract model is 68 % decrease in
10Bs, saving 23 % number of LUTs and 88 % reduce delay as compared to the single
adder, single subtracter, serial adder and subtracter, Parallel adder and subtracter.
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New Analytical Approach for Fractional
Cubic Nonlinear Schrodinger Equation Via
Laplace Transform

Jagdev Singh and Devendra Kumar

Abstract In this paper, a user-friendly algorithm based on new homotopy pertur-
bation transform method (HPTM) is proposed to obtain approximate solution of
a time-space fractional cubic nonlinear Schrédinger equation. The numerical solu-
tions obtained by the HPTM indicate that the technique is easy to implement and
computationally very attractive.

Keywords Fractional cubic nonlinear Schrodinger equation - Laplace transform -
Homotopy perturbation transform method - He’s polynomials + Maple code

1 Introduction

Fractional differential equations have found applications in many problems of physics
and engineering. For example, these equations are increasingly used to model prob-
lems in research areas as diverse as dynamical systems, mechanical systems, control,
chaos, chaos synchronization, continuous-time random walks, anomalous diffusive
and subdiffusive systems, unification of diffusion and wave propagation phenom-
enon, and others [1-6]. It is difficult to get the exact analytical solution of frac-
tional order problems especially nonlinear cases. The homotopy perturbation method
(HPM) was first introduced by the Chinese mathematician J.H. He in 1998 and was
further developed by He [7-9]. This method was applied to handle various problems
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arising in science and engineering [10-14]. In recent years, many authors have paid
attention to study the solutions of linear and nonlinear partial differential equations
by using various methods combined with the Laplace transform. Among these are
Laplace decomposition method (LDM) [15, 16] and homotopy perturbation trans-
form method (HPTM) [17, 18].

In this article, we consider the following time-space fractional cubic nonlinear
Schrddinger equation of the form:

0%u 0%Pu 2
PG T T 2uu=0, 1>0.0<a =1, (1)

with the initial condition

ulx,0)=e*, i=.(-1. (2)

where u(x, t) is a function of x and t. The derivative is considered in the Caputo
sense. In the case of « = 1 and 8 = 1, the fractional cubic nonlinear Schrédinger
equation reduces to the classical cubic nonlinear Schrodinger equation. The time-
space fractional cubic nonlinear Schrodinger equation has been previously studied
by Herzallah and Gepreel [19] and Hemida et al. [20].

In this paper, we apply the HPTM to solve the time-space fractional cubic nonlin-
ear Schrodinger equation. The HPTM is a combination of Laplace transform method,
HPM, and He’s polynomials. It provides the solutions in terms of convergent series
with easily computable components in a direct way without using linearization, per-
turbation, or restrictive assumptions.

2 Basic Idea of HPTM

To illustrate the basic idea of this method, we consider a general fractional nonlinear
nonhomogeneous partial differential equation with the initial condition of the form:

Df‘u(x,t)—i—Ru(x,t)—i—Nu(x,t) =g(x, 1), 3)
u(x,0) = f(x), 4)

where Du(x, t) is the Caputo fractional derivative of the function u(x, t), R is the
linear differential operator, N represents the general nonlinear differential operator
and g(x, 1), is the source term.

Applying the Laplace transform on both sides of Eq. (3), we get

fx) 1 1
Liu(e,0]= ==+ < L [g(.01 = S L [Ru(x.0+Nu(x,0l.  (5)
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Operating with the Laplace inverse on both sides of Eq. (5) gives
1
u(x, 1) =G(x,1)— L™ [—QL[Ru(x,t)+Nu(x,t)]i|, (6)
s

where G (x, t) represents the term arising from the source term and the prescribed
initial condition. Now, we apply the HPM

(e, 1) =D p i (x, 1), (7)

n=0

and the nonlinear term can be decomposed as

Nux,1) =D p"Hyw), ®)

n=0

for some He’s polynomials H, (#) [21, 22] that are given by

1 8" o0 )
_ i, _
H"(uo’ul’”"u”)_nlap" N Eopu, 0, n=0,1,2,... (9
i= p=

Using (7) and (8) in (6), we get

oo 1 oo o0
n — _ -1 = n n
> P unlx, 1) = G(x, 1) p(L [SQL[RZP un(e,0)+ D p Hn(u)ﬂ),

n=0 n=0 n=0
(10)

which is the coupling of the Laplace transform and the HPM using He’s polynomials.
Comparing the coefficients of like powers of p, the components uq, ©1, u> and so on
are obtained.

3 Solution of the Problem

In this section, we use the HPTM to solve the time-space fractional cubic nonlinear
Schrodinger Eqgs. (1), (2). Applying the Laplace transform on both sides of Eq. (1),
we get

ix

e I 92y ’—
Llu(x,0] = — + — L | == + 2% |, (1
s s X

where u?u = |u|>uand % is the conjugate of u.

The inverse Laplace transform implies that
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, i [d%Pu _
u(x,t) =e* + L 1|:s_°‘L|:8x2/3 +2u2uﬂ. (12)

Now applying the HPM, we get

%o} ) . azﬁ e} e}
> ) =€+ p(L“ L’L [Mﬂ (Z P (x, t)) + (Z p" Hn(u))ﬂ),
n=0 n=0 n=0

(13)

where H,,(u) are He’s polynomials that represent the nonlinear terms.
The first few components of He’s polynomials are given by

Ho(u) = 2ujito,
Hi(u) = 2(udity + 2uouito), (14)

Comparing the coefficients of like powers of p, we have

p0 cuo(x, 1) = e,

pliinGen =L [EL [ Zuo + How) ] = 16 gy

p?iup(x, 1) =L7! [s’—uL [%ul + Hl(u)]] = czeix%, (15)
PP iuz(x,t) =L} I:Sl_aL [%uz I Hg(u)]] _ c3eix%’

and so on. After some calculation, we get

c1 =i +2),
) = i(einﬂcl + 2¢1 + 4cy), (16)

. - IQa+1)
cy=1ile"Pe +2|:c +2¢) + ————=(2|c 2+6‘2:|),
3 ( 2 2 2 (F(a+1))2( letl 1)

Therefore, the HPTM series solution is

cit* cot2e c313Y
1 2 3 ) (17)

u(x, 1) =e (1+F(a+1)+r(2a+1)+r‘(3a+l)+
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Setting « = 1 and B = 1 in (16) and (17), we reproduce the solution of the
problem as follows:

u(x,t):eix(l—}-it-i-( ) +( ) +) (18)
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u(x, 1) = '@t (19)

The numerical results for the approximate solution obtained by using HPTM at
o = 1 and B = 1 and the exact solution for various values of ¢ and x are shown
by Figs. 1 and 2. Figs. 1 and 2 clearly show that, when « = 1 and § = 1, the
approximate solution obtained by the HPTM is very near to the exact solution.

4 Conclusions

In this paper, the HPTM is successfully employed for solving time-space fractional
cubic nonlinear Schrodinger equation. It is worth mentioning that the HPTM is
capable of reducing the volume of the computational work as compared to the classi-
cal methods while still maintaining the high accuracy of the numerical result; the size
reduction amounts to an improvement of the performance of the approach. Finally,
we can conclude the HPTM may be considered as a nice refinement in existing
numerical techniques and might find the wide applications.
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An Investigation on the Structure of Super
Strongly Perfect Graphs on Trees

R. Mary Jeya Jothi and A. Amutha

Abstract A graph G is super strongly perfect graph if every induced subgraph H
of G possesses a minimal dominating set that meets all the maximal cliques of H.
In this paper, we have characterized the super strongly perfect graphs on trees. We
have presented the results on trees in terms of domination and codomination numbers
Y and Y. Also, we have given the relationship between diameter, domination, and
codomination numbers in trees.

Keywords Super strongly perfect graph - Minimal dominating set + Domination
and codomination numbers and tree

1 Introduction

Graph theory is a growing area in mathematical research and has a large specialized
vocabulary. It is rapidly moving into the mainstream of mathematics mainly because
of its applications in diverse fields which include biochemistry (genomics), electri-
cal engineering (communications networks and coding theory), computer science
(algorithms and computations), and operations research (scheduling) [1].

A tree is a mathematical structure that can be viewed either as a graph or as a data
structure. The two views are equivalent, since a tree data structure contains not only
a set of elements, but also connections between elements, giving a tree graph. Trees
were first studied by Cayley [2, 3]. A tree is a special kind of graph and follows a
particular set of rules. It is a simple, undirected, connected, acyclic graph. A tree
does not have a specific direction. Depending on how it is to be used, the tree may
branch outward while going [4].
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2 Basic Concepts

In this paper, graphs are finite and simple, that is, they have no loops or multiple
edges. Let G = (V, E) be a graph. A clique in G is a set X € V(G) of pairwise
adjacent vertices. A subset D of V (G) is called a dominating set if every vertex in
V-D is adjacent to at least one vertex in D. A subset S of V is said to be a minimal
dominating set if S—{u} is not a dominating set for any u € S. The domination number
Y (G) of G is the smallest size of a dominating set of G. The domination number of
its complement G is called the codomination number of G and is denoted by Y (G) or
simply ¥ [5]. A shortest u—v path of a connected graph G is often called a geodesic.
The diameter denoted by diam (G) is the length of any longest geodesic. A vertex of
degree zero in G is called an isolated vertex of G. The minimum degree of a graph
is denoted by §(G).

3 Our Results on Super Strongly Perfect Graph

In this paper, we have characterized the super strongly perfect graphs on trees. We
have presented the results on trees in terms of domination and codomination numbers
Y and Y. Also, we have found the relationship between diameter, domination, and
codomination numbers of super strongly perfect graph in trees.

3.1 Super Strongly Perfect Graph (SSP)

A Graph G = (V, E) is super strongly perfect if every induced subgraph H of G
possesses a minimal dominating set that meets all the maximal cliques of H. Figures
1 and 2 illustrates the structures of SSP and Non-SSP

Example 1 {v1, v2}is a minimal dominating set which meets all maximal cliques of
G.

Fig. 1 Super strongly perfect Vi
graph
V2

Ve

Vs v V3

V4
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Fig. 2 Non-super strongly
perfect graph

Example 2 {v1, v3, ve, v9} is a minimal dominating set which does not meet all
maximal cliques of G.

4 Cycle Graph

A closed path is called a cycle. A path is a walk in which all vertices are distinct. A
walk on a graph is an alternating series of vertices and edges, beginning and ending
with a vertex, in which each edge is incident with the vertex immediately preceding
it and the vertex immediately following it. An odd cycle is a cycle with odd length,
that is, with an odd number of edges. An even cycle is a cycle with even length,
that is, with an even number of edges. The number of vertices in a cycle equals the
number of edges.

4.1 Theorem

Let G = (V, E) be a graph with number of vertices n, where n > 5. Then, G is
super strongly perfect if and only if it does not contain an odd cycle as an induced
subgraph [6] .

5 Tree

An acyclic graph is a graph which contains no cycle. A tree is a connected acyclic
graph. Every tree on n vertices has exactly n — 1 edges. Any two vertices of a tree are
connected by exactly one path. Figure 3 illustrates the tree structure which is SSP.

Example 3 {1} is a minimal dominating set which meets all maximal cliques of G.
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Fig. 3 Tree 4

5.1 Theorem

Every tree is super strongly perfect.

Proof Let G be a tree.
= G does not contain an odd cycle as an induced subgraph.
Now, by the Theorem 4.1, G is super strongly perfect.
Hence, every tree is super strongly perfect.

5.2 Theorem

Let G be a tree which is super strongly perfect with number of vertices n, where
n > 2,then Y(G) = 1if and only if diam (G) = 2.

Proof Let G be a tree which is super strongly perfect withn > 2.

Assume that Y(G) = 1.

= There exists a vertex v € G which is adjacent to all the remaining vertices in
G.

To prove diam (G) = 2.

Suppose diam (G) > 2, then there exists at least two vertices a and b with diam
(a,b) > 3.

=> There does not exist a vertex in G which is adjacent to both a and b.

= Y(G) > 1.

which is a contradiction to the assumption, hence diam (G) = 2.

Conversely assume that diam (G) = 2.

To prove Y(G) = 1.

Suppose Y(G) # 1,

= Y(G) > 2, then there does not exist a vertex in G which is adjacent to all
the remaining vertices.

= There exists at least two vertices a and b such that diam (a, b) > 3.

= diam (G) > 3.

Which is a contradiction to the assumption, hence Y(G) = 1.
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5.3 Theorem

Let G be a tree which is super strongly perfect with number of vertices n, where
n > 2withY(G) = 1,thenY (G) = 2if and only if diam (G) is not defined.

Proof Let G be a tree which is super strongly perfect, n > 2 with ¥(G) = 1.
Assume that Y(G_) = 2.
To prove diam (G) is not defined.

Since Y(G) = 1, there exists a vertex v € G which is adjacent to all the vertices
in G.

= v is an isolated vertex in (G) .

Since Y(G) = 2 and v is an isolated vertex in G, hence v must be one of the

vertex of the minimum dominating set of G.

Let u € G such that {u, v} be a minimum dominating set of G.

= diam (u, v) is not defined in G, since v is an isolated vertex in G.

= diam (G) is not defined.

Conversely assume that Y(G) = 1 and diam (G) is not defined.

To prove Y(G) = 2.

Since diam (G) is not defined, there exists a vertex v € G which is an isolated
vertex such that diam (u, v) is not defined for some u € G.

Since Y(G) = 1, {v} will be the minimum dominating set of G.

Since G is a tree, there exists at least one pendent vertex u ! incident with a pendent
edge, letitbe e = ulv! € G.

= u' is a pendent vertex in G, it is adjacent with all the remaining vertices except
v!linG.

= There exists a vertex u' which is adjacent with all the remaining vertices in G
and v is an isolated vertex in G.

= {u!, v} is a minimum dominating set of G.

= Y(G) = 2.

Hence proved.

5.4 Theorem

Let G be a tree which is super strongly perfect with number of vertices n, where
n > 2,then Y(G) > 1 if and only if diam (G) > 3.

Proof Let G be a tree which is super strongly perfect withn > 2.
Assume that diam (G) > 3.
To prove Y(G) > 1.
By the assumption, diam (G) > 3.
Then, there exists at least two vertices u and v of G such that diam (u, v) > 3.
=> There does not exist a vertex in G which is adjacent to both u and v.
= Y(G) > 1.
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Conversely assume that Y(G) > 1.
= Y(G) #1.

By the Theorem 5.2, diam (G) # 2.
= diam (G) > 2.

= diam (G) > 3.

Hence proved.

5.5 Theorem

Let G be a tree which is super strongly perfect with number of vertices n, where
n > 2and diam (G) = 2thenY(G) = §(G).

Proof Let G be a tree which is super strongly perfect, n > 2 and diam (G) = 2.
Since G is atree, 6(G) = 1.
To prove Y(G) = 6(G).
It is enough to prove Y(G) = 1.
Suppose Y(G) > 1
Then, by the Theorem 5.4, diam (G) > 3.
which is a contradiction to the hypothesis.
Hence, our assumption is wrong.
=Y(G) = 1.
= Y(G) = i(G).
Hence proved.

5.6 Theorem

Let G be a tree which is super strongly perfect with number of vertices n, where
n > 2, then diam (G) and diam (G) cannot be 1.

Proof Let G be a tree which is super strongly perfect withn > 2.
To prove diam (G) # 1 and diam (@) # 1.
Suppose diam (G) = 1.
=> All the vertices are pairwise adjacent in G.
= G is complete, which is a contradiction to the hypothesis.
Hence, our assumption is wrong
= diam (G) # 1.
Now to prove diam (G) # 1.
Suppose diam (G) = 1.
= All the vertices are pairwise adjacent in G.
=> All the vertices are isolated in G.
= G is not connected.
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Which is a contradiction to the hypothesis.
Hence, our assumption is wrong.

=diam (G) # .

Hence, diam(G) # 1 and diam (G) # 1.

5.7 Proposition

Let G be a tree which is super strongly perfect with number of vertices n, where
n > 2,then diam (G) > 3ifandonlyif Y(G) = 2.

5.8 Proposition

Let G be a tree which is super strongly perfect with number of vertices n, where
n > 2,then diam (G) < 3 if and only if Y(G) = 2.

6 Conclusion

We have investigated the characterization of super strongly perfect graphs on trees.
Also, we have given the relationship between diameter, domination, and codomi-
nation numbers of super strongly perfect graph in trees. This investigation can be
applicable for the well known architectures like bipartite graphs, butterfly graphs,
Benes butterfly graphs, and chordal graphs.
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A Novel Approach for Thin Film Flow Problem
Via Homotopy Analysis Sumudu Transform
Method

Sushila and Y. S. Shishodia

Abstract In this paper, a numerical algorithm based on new homotopy analysis
sumudu transform method (HASTM) is proposed to solve a nonlinear boundary value
problem arising in the study of thin flow of a third-grade fluid down an inclined plane.
The homotopy analysis sumudu transform is a combined form of sumudu transform
and homotopy analysis method. The proposed technique finds the solution without
any discretization or restrictive assumptions and avoids the round-off errors. The
numerical results show that the proposed approach is very efficient and simple and
can be applied to other nonlinear problems.

Keywords Thin flow problem - Third-grade fluid - Nonlinear boundary value
problem - Homotopy analysis sumudu transform method + Maple code

1 Introduction

Nonlinear phenomena that appear in many areas of scientific fields, such as solid
state physics, plasma physics, fluid mechanics, population models, and chemical
kinetics, can be modeled by nonlinear differential equations. Most of the science
and engineering problems, especially some heat transfer and fluid flow equations,
are nonlinear; therefore, some of these problems are solved by computational fluid
dynamic (numerical) method, and some are solved by analytical perturbation method.

Sushila ()

Department of Physics, Jagan Nath University, Village-Rampura, Tehsil-Chaksu,
Jaipur, Rajasthan 303901, India

e-mail: sushila.jag@gmail.com

Y. S. Shishodia

Pro-Vice-Chancellor, Jagan Nath University, Village- Rampura, Tehsil-Chaksu,
Jaipur, Rajasthan 303901, India

e-mail: yad.shi@gmail.com

B. V. Babu et al. (eds.), Proceedings of the Second International Conference on Soft Computing 287
for Problem Solving (SocProS 2012), December 28-30, 2012, Advances in Intelligent Systems
and Computing 236, DOI: 10.1007/978-81-322-1602-5_32, © Springer India 2014



288 Sushila and Y. S. Shishodia

Recently, for solving the linear and nonlinear boundary value problems, the analyt-
ical techniques have become an ever-increasing interest of the scientists and engi-
neers. These techniques have been dominated by the perturbation methods and have
found many applications in physical problems. However, perturbation methods, like
other analytical techniques, have their own limitations. For example, all perturbation
methods require the presence of a small parameter in the equation, and approximate
solutions of the equation are expressed in the form of series expansion containing
this parameter. Selection of small parameter also requires special skill. Therefore,
an analytical method is welcomed which does not require a small parameter in the
equation modeling the phenomenon. Unlike perturbation methods, the homotopy
analysis method (HAM) [1] does not require the existence of a small parameter in
terms of which a perturbation solution is developed and is thus valid for both weakly
and strongly nonlinear problems. In recent years, determining approximate analytical
solutions using the homotopy analysis method has generated a lot of interest due to
its applicability and efficiency, and this technique has been successfully applied to a
number of nonlinear problems [2—6]. Very recently, Sushila et al. [7] have introduced
a new approximate method, named homotopy analysis sumudu transform method
(HASTM) to handle nonlinear partial differential equations. The homotopy analysis
sumudu transform method is a combined form of sumudu transform and homotopy
analysis method.

In this paper, we apply the homotopy analysis sumudu transform method
(HASTM) to obtain the approximate solutions of nonlinear equation governing the
thin flow of a third-grade fluid down an inclined plane. The HASTM provides the
solution in a rapid convergent series which may lead to the solution in a closed form.
The advantage of this method is its capability of combining two powerful methods
for obtaining exact and approximate solutions for nonlinear equations.

2 Sumudu Transform

The sumudu transform [8] is defined over the set of functions
A ={fO1IM, 71,7 > 0, ()] < M "7 if t € (=1Y x [0, 00)}

by the following formula
far) = S[f)] = /f(ut) e”'dt, u e (=71, m). (1
0

Some of the properties of the sumudu transform were established by Asiru [9].
Further, fundamental properties of this transform were established by Belgacem
et al. [10]. The sumudu transform has scale and unit preserving properties, so it can
be used to solve problems without resorting to a new frequency domain.
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3 Governing Equation

The thin film flow of a third-grade fluid down an inclined plane of inclination
a # 0 is governed by the following nonlinear boundary value problem [11, 12]

U 6%+ B3) (dU\? d*U  pgsina _o )
dy? 7 dy) dy? w0
dUu
U0)=0, — =0 aty=29. 3)
dy
Introducing the parameters
N §’pgsina
y=0y",U = U~*,
I
36%p?g? sin’ o
g = L5226+ ) (4)

the problem in Egs. (2) and (3) , after omitting asterisks, takes the following form

d2U dUu\? d*U

— 4+68—) —+1=0, 5

dy2+ ﬁ(dy) dy2+ ©)
dU

U0 =0, — =0 aty=1, (6)
dy

where p is the dynamic viscosity, g is the gravity, p is the fluid density, and § > 0
is the material constant of a third-grade fluid. We note that Eq. (5) is a second-order
nonlinear and inhomogeneous differential equation with two boundary conditions;
therefore, it is a well-posed problem.

Through integration of Eq. (5), we have

dU dU
. +23 ( ) =Cy, (7N
Yy

where Cj is a constant of integration. Employing the second condition of (6) in
Eq. (7), we obtain C1 = 1. Thus, the system (5)—(6) can be written as

dUu A
e 2ﬂ( ) +@—-D=0, (8)
y

U@ =0. )
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It should be noted that for 3 = 0, Eq. (5) corresponds to that of Newtonian fluid
whose exact solution subjected to the boundary conditions (6) is given by

v =5 [o-12=1]. (10)

1

2

In what follows, we will obtain the approximate analytic solution of the nonlinear
system (8)—(9) by using the HASTM.

4 Basic Idea of HASTM

To illustrate the basic idea of this method, we consider an equation N[U (x, t)] =
g(x,t), where N represents a general nonlinear ordinary or partial differential
operator including both linear and nonlinear terms. The linear terms are decom-
posed into L + R, where L is the highest order linear operator, and R is the remaining
of the linear operator. Thus, the equation can be written as

LU+ RU + NU = g(x, 1), an

where NU indicates the nonlinear terms.
Applying the sumudu transform on both sides of Eq. (11) and using the differen-
tiation property of the sumudu transform, we have

n—1
U (0
Sl —u" u(n—(m) +u" [SIRUL+ SINU] = Slg@)ll =0.  (12)
k=0

We define the nonlinear operator

=l a® (¢ 1 a)(0
N[o(x, t;q)] =S[P(x, t;q)] — ”"Z%

k=0
+u" [S[RO(x, 1;q)] + SING(x, 1; )] — S[g()]],  (13)

where ¢ € [0, 1] and ¢(x, t; g) is a real function of x, t and g. We construct a
homotopy as follows:

(I =g)Slo(x,1:q) — Uo(x, )] = h gH(x, 1) N[U(x,1)], (14)

where S denotes the sumudu transform, g € [0, 1] is the embedding parameter,
H(x,t) denotes a nonzero auxiliary function, & # 0 is an auxiliary parameter,
Uo(x, t) is an initial guess of U (x, t), and ¢(x, t; ¢) is a unknown function. Obvi-
ously, when the embedding parameter ¢ = 0 and ¢ = 1, it holds
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P(x,1;0) =Uo(x, 1),  ox,151) =Ulx, 1), (15)
respectively. Thus, as q increases from O to 1, the solution ¢(x, t; ¢) varies from the

initial guess Up(x, t) to the solution U (x, t). Expanding ¢(x, #; g) in Taylor series
with respect to g, we have

o
¢(x, 15.q) = Uo(x, 1) + D Un(x, 1)g", (16)
m=1
where Lo )
X, 1549
Un(e.0) = h =g la=0- a7

If the auxiliary linear operator, the initial guess, the auxiliary parameter £, and
the auxiliary function are properly chosen, the series (16) converges at ¢ = 1, then
we have

Ulx. 1) =Up(x. 1) + D Up(x, 1), (18)

m=1

which must be one of the solutions of the original nonlinear equations. According
to the definition (18), the governing equation can be deduced from the zero-order
deformation (14). Define the vectors

Up = {Uo(x, ), Ur(x,1), ..., Un(x, D}. (19)

Differentiating the zero-order deformation Eq. (14) m-times with respect to ¢ and

then dividing them by m! and finally setting ¢ = 0, we get the following mth-order
deformation equation:

S[Un(x, 1) = XmUn—1(x,1)] = hH (x, t)mm(ﬁmfl)- (20)

Applying the inverse sumudu transform, we have

Up (6, 1) = XmUn—1(x, 1) + 1S [H (x, )R (Upn—1)1, 1)
where - 1 0" 'N[o(x.t; q)]
Ry (Up—1) = P g |g=0. (22)
and
Wl mst
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5 Solution of the Problem

According to HASTM, we take the initial guess as

2

Up(y) =y — y? (24)

Applying sumudu transform on both sides of Eq. (8), we have

3
S[U] —u + u®+253uS [(i—ly]) } =0. (25)

We define the nonlinear operator

d ; 3
N [o(y; )1 = S[p(y; @)1 — u + u> +23uS [( oW Q)) } (26)

dy
and thus
m—1 i
- - dU; dU;_; dU
B O-1) = S [t |~ (0= x) (i=t®)+2uS e
dy dy
i=0 1=0
(27)
The mth -order deformation equation is given by
S [Un () = XnUn-1(0)] = "9 (1) (28)
Applying the inverse sumudu transform, we have
Un() = XnUn-1() + 5S™ [9n (Upn1)1. (29)
Solving the above Eq. (29), form = 1,2,3,---, we get
Bh
v =-5[o-nt-1]. (30)

v = - [o-nt 1] -2 o] an
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h
U3 == D [ -0t 1] - agra e m [ -0 1]

— 12833 [(y— 18 — 1], (32)

The series solution is given by
U(y) =Uo(y) + U1(y) + U2(y) + Us(y) + - - - . (33)

If we put 2 = —1 in Egs. (30)—(33), we can recover the solutions obtained by
using HPM [9], VIM [10], and ADM [10].

In the solution (33), the terms involving the powers of 3 gives the contribution of
the non-Newtonian fluid. It is worth noting that by setting 5 = 0 in the above approx-
imations, we recover the exact solution for the case of Newtonian fluid. Thus, the
first approximation of the nonlinear system (8)—(9) obtained by HASTM is identical
with the exact solutions of the corresponding linear problem. This indicates that the
HASTM can be equally applied to linear equations. The effects of the non-Newtonian
parameter 3 on the velocity given in (33) are shown in Fig. 1. It is depicted that as we
decrease the non-Newtonian parameter /3, the solution converges to the Newtonian
case.

Fig. 1 Variations in velocity 0.5 4
with y for different values of
&
0.4 -
0.3 4
S
=]
0.2 -
0.1 - / : ——p=0
J ; B=01
: p= 007
044 — - B=003

0 02 04 06 08 1
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6 Conclusions

In this paper, the homotopy analysis sumudu transform method (HASTM) is
employed for solving the nonlinear equation governing the thin flow of a third-
grade fluid down an inclined plane. The numerical results reveal that the HASTM
is a very effective method and might find wide applications to solve many types of
nonlinear differential equations in science, engineering, and finance. Maple has been
used for computation in this paper.
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Buckling and Vibration of Non-Homogeneous
Orthotropic Rectangular Plates with Variable
Thickness Using DQM

Renu Saini and Roshan Lal

Abstract The present work analyzes the buckling and vibration behavior of
non-homogeneous orthotropic rectangular plates of variable thickness and subjected
to constant in-plane force along two opposite simply supported edges on the basis of
classical plate theory. The other two edges may be clamped, simply supported, and
free. For non-homogeneity of the plate material, it is assumed that Young’s moduli
and density vary exponentially along one direction. The governing partial differential
equation of motion of such plates has been reduced to an ordinary differential equa-
tion using the sine function for mode shapes between the simply supported edges.
This has been solved numerically employing DQM. The effect of various parameters
has been studied on the natural frequencies for the first three modes of vibration. Crit-
ical buckling loads by allowing frequencies to approach zero have been computed.
Comparison has been made with the known results.

Keywords Non-homogeneous - Orthotropic + Rectangular - Buckling - DQM

1 Introduction

Plates of various geometries are key components in many structural and machinery
applications, particularly in aerospace, civil, mechanical, and automotive industries.
In various engineering applications, plates are often subjected to in-plane stresses
arising from hydrostatic, centrifugal, and thermal stresses [1-3], which may induce
buckling, a phenomenon that is highly undesirable. A lot of work has been carried
out to study the vibration of rectangular plates and reported in references [4, 5].
Orthotropic plates are often non-homogeneous either by design or because of the
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physical composition and imperfection in the underlying materials. Very few models
representing the behavior of non-homogeneous materials have been proposed in the
literature, and some recent references are [6—8]. The present paper analyzes the
behavior of non-homogeneous orthotropic rectangular plates whose two opposite
edges are assumed to be simply supported and are subjected to constant in-plane force
on the basis of classical plate theory. For non-homogeneity of the plate material, it is
assumed that Young’s moduli and density vary exponentially along one direction. The
governing differential equation for such plates reduces to fourth-order differential
equation with variable coefficients whose analytical solution is not feasible. DQM
has been employed to obtain the natural frequency for C-C, C-S, and C-F boundary
conditions.

2 Formulation

Consider a non-homogeneous orthotropic rectangular plate of dimension a x b and
thickness h(x, y). The x and y axes are taken along the principal directions of
orthotropy, and axis of z is perpendicular to the xy plane. The plate that is simply
supported at y = 0 and b is taken to be under constant in-plane force N, along these
two edges (Fig. 1). The differential equation of motion is given by

a4w+D a4w+2H *w L 0H 3w L0 PBw
T x4 Y gy 9x20y? dx dx dy?2 dy 9y dx2

D, ¥w 3Dy 3w  3*Dy 3®w  3?Dy 3w

D

2 X C Ty E
+ ax 9x3 + dy ay3 ax2 9x2 + ay2 9y?
3’Dy 3w 3°Dy 3° 3*Dyy 92 32 9?
_1_w+_1_w+4 Y w +ph_w_Ny_w:0,
x2 9y? dy? o0x2 dx dy dx dy ot2 dy?

(D

where Dy = EXh3/12, Dy = E}h*/12, Dy, = G,yh? /12, Dy = E*h3/12,

A
SLtttrrtrettYy
. Cl d
Clamped \ Simply supported Sisqrgll;;esu(;; oried
N Simply supported or free

O3 isiiia >

Fig. 1 Geometry of the plate and boundary conditions
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H = D; + 2D,,, E* = vE} = (E* E*) = (Ex, Ey)/(1 — vyvy),
w(x, y,t) is the transverse deﬂection, t is the time, and Ey,Ey, vy, vy, Gyy are
material constants.

Let us assume that 7 = h(x), i.e., independent of y. For harmonic solution, the
deflection w is assumed to be

w(x, y,z) = w(x)sin(pry/b)e' o

where p is a positive number and w is the frequency in radians. Further, for elastically
non-homogeneous material, it is assumed that the Ey, Ey, and p are the functions
of x only, i.e., Ey = Eje"X, Ey = EyetX, p = ppePX and the shear modulus
is Gyy = JExEy/2(1 + m). Using (2) and introducing the non-dimensional
variables X = x/a,Y = y/b,h = hj/a, W = wW/a where h = hoe®*, Eq. (1)
reduces to AgW + AW + Ao W' + A3W’ + A4W = 0, where Ag = 1

Al =2(u+30), As = (n + 3a)> — 2/E2/E1A2, A3 = —2(u + 30)/E2 JE1 A2
Ay = A Ey/Ey — vy (4 30)23% — QPePmH720X | 32N p(or—deX 3)

22 =n2a’p? /b?, Q2 = 12 po(1 —vyvy)a’w? /Evh, N§ = 12Ny (1 —vyvy)/aE h}
and prime denotes the differentiation with respect to X. Here, (hg, po) = (, p) x=0, 14
is the non-homogeneity parameter, « is the taper parameter, g is the density para-
meter, and E, E; are Young’s moduli. Equation (3) is a fourth-order differential
equation with variable coefficients whose approximate solution is obtained by DQM.

3 Method of Solution and Boundary Conditions

Let X1, X7 ... Xy be the N grid points in the applicability range [0, 1] of the plate.
According to DQM, the nth-order derivative of W(X) with respect to X can be
expressed discretely at the point X; as

4

d"W(X )

— Z PWX), i =1,2,...N

where cl@

; are the weighting coefficients at X; and given by
<"> =MOX)/(Xi —X)MD (X)), i=1,2...NG # ),
N
MYXn= T Xi—X))

J=1j#
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(n—1)
™ (n—1) (1) ij — . .
Cij n(” G — m) i,j=1,2...N,j#iandn=2,3,4

o) ==, e i=12 .. .Nandn= 12,3, 4 Discretizing Eq. (3) and

substituting for W (X) and its derivative at the ith grid point

M-

(Aocty + Are) + Aze) + Ase) )W (X)) + A W(XD) =0 (4)
1

J

Fori = 3,4...(N — 2), ones obtain a set of (N — 4) equations in terms of
unknowns W;(= W(X;)), j =1,2,... N, which can be written in the matrix form
as

[BIIW*] = [0], ®)

where B and W* are matrices of order (N —4) x N and (N x 1), respectively. The
(N — 2) internal grid points are the zeroes of shifted Chebyshev polynomial in the
range [0, 1] givenby Xy4+1 = 1/2[1+cos(2k— D) /2(N-2))], k=1,2,..N—2.
The three sets of boundary conditions, namely C-C, C-S, and C-F, have been
considered. By satisfying the relations, a set of four homogeneous equations are
obtained.
W =dW/dX =0; W = (d*W/dX?) — (E*/E})A*W = 0 and
= (d*W/dX?) — (E*/E})A\*W
= (d*W/dX3) — A2(E* +4Gy)/Ex(dW/dX) = 0.
This set together with field Eq. (5) gives a complete set of N equations in N
unknowns, which is expressed as

[ ec 181 =0 ©

For a non-trivial solution of Eq. (6), the frequency determinant must vanish, and
hence,

A

)Bcc =0, (7)
Similarly for C-S and C-F plates

A

‘BCS =0, ()

A

‘BCF =0. ©))
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4 Numerical Results and Discussions

The frequency Eqs. (7-9) provide the values of frequency parameter €2 for various
values of Ny = —50(20) 50,0, 8 = —0.5(0.2)0.5,0.0,0.1, « = —0.5(0.2) 0.5,
0.0,0.1, p = —0.5(0.2)0.5,0.0,0.1 and a/b = 0.25(0.25)2.0 for p = 1. The
values of elastic constants for plate material ‘ORTHO1’ are taken as (Ey, E7) =
(1 x 1019,0.5 x 1010) MPa, vy = 0.2, v, = 0.1. To choose the appropriate number
of grid points N, a convergence study has been carried out and graphs are shown in
Fig. 2. The value of N has been fixed as 17, for all the three plates.

The results are presented in Figs. (3,4, 5, 6 and 7 ) and Table 1. In Fig. 3a, it is
observed that €2 increases with the increasing values of ﬁy for all three boundary
conditions. The rate of increase in € with Ny increases in the order of boundary
conditions C-C, C-S, and C-F. In Fig. 3b, c, the behavior of Q2 with Ny is the same
except the rate of increase in 2 with ﬁy decreases with the increase in the number
of modes.

In Fig. 4a, it is observed that €2 increases with the increasing values of ufor all
three plates. The rate of increase in 2 with p increases in the order of boundary
conditions C-F, C-S, and C-C. In Fig. 4b, c, the rate of increase in 2 with increasing
values of pincreases with the increase in the number of modes.

From Fig. 5a, it is clear that 2 decreases with increasing value of 8. The rate of
decrease in 2 with B for a C-S plate is higher than that for a C-F plate but lower
for a C-C plate. For IT and III modes of vibration, this rate of decrease in €2 further
increases in the same order of boundary conditions as shown in Fig. 5b, c.

From Fig. 64, it is observed that €2 increase with the increasing values of @ when
ﬁy < 0 for all three plates. In Fig. 6b, c, the value of 2 increases with the increasing
values of « for all three plates.

(a) (b) (©)
1.1 1.01 1.35
1 +<2e o o oo soed 13
1.05 1
0.99 1.25
t e 0.98
Q 1.15
0.97
0.95 1
1.1
0.96
1.05 1
09 1
0.95 118 e e eeoseoseaa
0.85 0.94 0.95
7 9 11 13 15 17 19 7 9 11 13 15 17 19 7 9 11 13 15 17 19
N— N— N—

Fig. 2 Normalized frequency parameter 2/Q*: a C-C plate, b C-S plate, and ¢ C-F plate, for
a/b =1, = -05u = —-0.5,N, = 30, square, I mode circle, Il mode lozenge, III mode.
Q*-result using 20 grid points
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Fig. 3 Frequency parameter: a I mode, b II mode, and ¢ IIIl mode for 8 = —0.5,a/b = 1.
—C-C; - - -, C-S; -.-., C-F; square, u = a = —0.5; blacksquare, p = 0.5, « = —0.5; circle,
u = —0.5,a = 0.5; blackcircle, u = a = 0.5
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Fig. 4 Frequency parameter: a I mode, b Il mode, and ¢ IIl mode for g = -0.5,.—C-C;---,C-S; -
.-.C-F; square, Ny = 30, o = —0.5; blacksquare, N, = 30, a = —0.5; circle, Ny = 30, = 0.5;
blackcircle, Ny =30, =0.5

In Fig. 7a, it is found that 2 increases with the increasing values of a/b for all
three plates. The rate of change of Q2 with a /b increases for ﬁy = —30 and decreases
for ﬁy = 30 with the increase in the number of modes as shown in Fig. 7b, c. By
allowing the frequency to approach zero, the critical values N, of Ny have been
computed for all the three plates (Table 1).

A comparison of result by other methods has been given in Tables 2 and 3.
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Fig. 5 Frequency parameter: a I mode, b II mode, and ¢ III mode for a/b = 1. —C-C; - -

-, C-S; -.-.-, C-F; square, Ny = —30,u = —0.5; blacksquare, Ny, = —30,u = 0.5 circle,
Ny = 30, u = —0.5; blackcircle, Ny =30,u=0.5

(@) (b) (c)
52

115 210

) / s .
05 -03 -01 01 03 05 -05 -03 -01 01 03 05 -05 -03 -01 01 03 05
o —> O —> o—>

Fig. 6 Frequency parameter: al mode, b II mode, and clll mode for § = —0.5.. —g—C; ---,C-S;
-.-. C-F; square, Ny = =30, u = —0.5; blacksquare, N, = =30, u = 0.5, circle, Ny = 30, u =
—0.5; blackcircle, ﬁy =30,u=0.5
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Table 2 Comparison of frequency parameter 2 for homogeneous (u = 0, 8 = 0), isotropic
(Ex = Ey = E), plates forv = 0.3

I Mode

11 Mode

a/b

0.5

0.5

o
C-C

C-S

C-F

0.0
23.8156
23.8204*
23.8156°
17.3318
17.3350*
17.1614¢
5.70387
5.7031*

5.7039¢

0.5
30.7594
30.7573%
30.7594¢
21.2621
21.2595%
21.2621¢
6.86986
6.8682%

6.8677¢

0.0
28.9509
28.94992
28.946°
28.9508¢
23.6463
23.6468%
23.646°
23.6463°
12.6874
12.68382
12.69°
12.6873¢

0.5
37.2761
37.2675%
37.2761¢
30.1345
30.1282%
30.1345¢
17.2586
17.2545%

17.2583¢

0.0
63.5345
63.6027%
63.6345°¢
52.0979
52.0978*
52.0978°¢
24.9438
24.949*

24.9438°¢

0.5
81.6107
81.6757*
81.6101¢
65.6981
65.7417%
65.6999¢
30.1903
30.194*

30.1922¢

0.0
69.3270
69.37962
69.320°
69.3270°
58.6464
58.6880°
58.641°
58.6463¢
33.0651
33.0642
33.06°
33.0652¢

0.5
88.9922
89.0385%
88.9921¢
74.5075
74.5381*%
74.5102°¢
42.0484
42.045%

42.0566°

# values from quintic spline [7], b exact values [9] and © values from Chebyshev collocation technique
[10]. A comparison of N, has been presented in Table 3

Table 3 Comparison of critical buckling loads N, for homogeneous (1 = 0, 8 = 0), isotropic
(Ex = Ey = E), C-Cplates for v = 0.3

Ref. a/b 0.4 0.5 0.6 0.7 0.8 0.9 1

Present 93.247 75.910 69.632 69.095 72.084 77.545 84.922

[7, 11] 93.209 75.887 69.604 69.072 72.067 77.533 75.877
93.247 7591 69.632 69.095 72.084 77.545 7591
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5 Conclusions

The DQM has been used to study the effect of in-plane force together with non-
homogeneity of the material on the transverse vibrations of orthotropic rectangu-
lar plates of exponentially varying thickness on the basis of classical plate theory.
The frequency parameter 2 is found to be increased with the increasing values of
Ny, W, a/b and decreased with the increasing values of B keeping all other parame-
ters fixed. Critical buckling load N, for a C-S plate is higher than that for a C-F
plate but less than that for a C-C plate keeping all other plate parameters fixed. An
excellent agreement of the results with those obtained by other methods shows the
high accuracy and computational efficiency of the present approach.
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A Dual SBM Model with Fuzzy
Weights in Fuzzy DEA

Jolly Puri and Shiv Prasad Yadav

Abstract The dual part of a SBM model in data envelopment analysis (DEA) aims
to calculate the optimal virtual costs and prices (also known as weights) of inputs and
outputs for the concerned decision-making units (DMUs). In conventional dual SBM
model, the weights are found as crisp quantities. However, in real-world problems,
the weights of inputs and outputs in DEA may have fuzzy essence. In this paper,
we propose a dual SBM model with fuzzy weights for input and output data. The
proposed model is then reduced to a crisp linear programming problem by using
ranking function of a fuzzy number (FN). This model gives the fuzzy efficiencies
and the fuzzy weights of inputs and outputs of the concerned DMUs as triangular
fuzzy numbers (TFNs). The proposed model is illustrated with a numerical example.

Keywords Fuzzy DEA - Fuzzy SBM model - Fuzzy efficiency * Fuzzy weights

1 Introduction

Data envelopment analysis (DEA) [1] is a nonparametric and linear programming-
based technique which evaluates the relative efficiency of homogeneous DMUs on
the basis of multiple inputs and multiple outputs. Since the time DEA was proposed,
it has got comprehensive attention both in theory and in applications. The beauty of
DEA is its ability to measure relative efficiencies of DMUs without assuming prior
weights on the inputs and outputs. The first model in DEA is the CCR model [1]
which deals with proportional changes in inputs and outputs. The CCR efficiency
score reflects the proportional maximum input reduction (or output augmentation)
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rate which is common to all inputs (outputs). But it neglects the slacks corresponding
to inputs and outputs. To overcome this shortcoming of CCR model, Tone presented
Slack-based Measure (SBM) model [15] in DEA, which puts aside the assumption
of proportionate changes in inputs and outputs, and deals with slacks directly. The
primal part of the SBM model directly deals with input excesses and output shortfalls
of the concerned DMUs. On the other hand, the dual part of the SBM model can be
interpreted as profit maximization model and it aims to calculate the optimal virtual
costs and prices (also known as weights) of inputs and outputs for the concerned
DMUs. Other theoretical extensions of SBM model can be seen in [4, 13].

The conventional DEA models are limited to only crisp input/output data and
also their weights take only crisp values. However, in real-world problems, two
situations can be possible: (1) Input/output data may have imprecision or fuzziness
and (2) the weights of data may have fuzzy essence. To deal with imprecise data,
the notion of fuzziness has been introduced in DEA. The DEA is extended to fuzzy
DEA (FDEA) in which the imprecision is represented by fuzzy sets or FNs [7, 14].
The SBM efficiency in DEA is extended to fuzzy settings in [6, 11, 12]. Several
approaches have been developed to deal with fuzzy data in FDEA. These approaches
are as follows: (1) tolerance approach [14], (2) «-cut approach [7], (3) fuzzy ranking
approach [5], and (4) possibility approach [8]. However, very less emphasis has been
given to FDEA models with fuzzy weights. Mansourirad et al. [10] are the first who
introduced fuzzy weights in fuzzy CCR model and proposed a method based on «-cut
approach to evaluate weights for outputs in terms of TFNSs. In this paper, we propose
a dual SBM model with fuzzy weights corresponding to crisp input and output data.
We reduce the proposed model into crisp linear programming problem (LPP) by
using ranking function of an FN. The proposed model gives the fuzzy efficiencies
and the fuzzy weights corresponding to inputs and outputs of the concerned DMUs
as TFNs.

The paper is organized as follows: Section 2 presents preliminaries which include
basic definitions. Section 3 presents the description of primal and dual parts of the
SBM model. Section 4 presents the dual SBM model with fuzzy weights and its
reduction to a crisp LPP. Section 5 presents the results and discussion of a numerical
example to illustrate the proposed model. The last Section 6 concludes the findings
of our study.

2 Preliminaries

The basic definitions in the fuzzy set theory can be seen from [16]. This section
includes the definition of TFN and arithmetic operations on TFNs [2]. It also includes
ranking function which maps FN to the real line [9].
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2.1 Triangular Fuzzy Number

A TFN A, denoted by (a1, a2, a3), is defined by the membership function w ; given
by

X —dy
,ap <X < a,
az —aj
1 X =ay
nix) =1 x — a3 '
—, ay < x < as,
a) — az
0, otherwise,

Vx € R. In the present study, 0= 0,0, 0), 1= (1,1,1) and a = (a, a, a) where
a € R.

2.2 Arithmetic Operations on TFNs

Let A = (a1, a2, a3) and B = (by, ba, b3) be two TENs. Then,

Addition: A &) B = (a1 + by, ay + by, az + b3).

Subtraction: A © B = (ay — b3z, ap — by, az — by).

(kal, kao, ka3), k>0,

(kaz, kay, kay), k < 0.

Multiplication: A® B = (min(a by, a1bs, azby, azbz), axby, max(a1by, a1 b3,
azby, azb3)).

Scalar multiplication: kA = [

2.3 Ranking Function

Let F(R) be the set of all FNs. A ranking function [9] ) is a mapping from F (R) to
the real line. The FNs can easily be compared by using ranking functions. The rank
of TFN A = (a1, a2, a3), represented by M(A), is defined by R(A) = (a1 + 2a» +
az)/4. ~

Let A = (ay, az, az) and B = (b1, by, b3) be two TENs in F'(R). Then,

1. A is said to be equal to B based on ranking function 9N, written as A q= f?, iff

R(A) = R(B). i
2. A is said to be less than or equal to B based on ranking function ), written as
A< B, iff R(A) < R(B).
R
3. 4 is said to be greater than or equal to B based on ranking function 9, written as
A> B, iff R(A) = R(B).
N
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4. fi is said to be less than or equal to 0 based on ranking function 9, written as
A <0, iff R(A) < R(0).
RN

Theorem: R(cA+ B) = cR(A)+N(B), cis any constant. (Linearity property [11]).

3 Slack-based Measure Model

Assume that the performance of a set of n homogeneous DMUs (DMUj; j =
1,...,n)is to be measured. The performance of DMU; is characterized by a pro-
duction process of m inputs (x;;;i = 1, ..., m) toyield s outputs (y,j;r =1, ..., 5).
Let y,x be the amount of the rth output produced by the kth DMU and x;; be the
amount of the ith input used by the kth DMU. Assume that input and output data are
positive. The primal of SBM model [15] of the kth DMU, represented by SBM-Py,
is defined as m
SBM-PL  pp = min /™) 2zt Sk ik

L (1/8) 20021 8,3/ vk

subject to x;; = Z’}Zl XijAjk + i Vi,

Yrk = Doy Vrjhji = 8 VT,
Ak =0V, s, >0Vi,sh >0Vr,

where s:;( is the slack in the rth output of the kth DMU; s;, is the slack in the ith
input of the kth DMU; A ji’s, i.e., (Aj1, A2, ..., Aj,) are non-negative variables for
Jj=1,2,...,n. The kth DMU is SBM efficient if oy = 1 and all s;;, = 0, s:; =0,
i.e., no input excesses and no output shortfalls in any optimal solution.

SBM-P; can be transformed into LPP using Charnes—Cooper transformation
given in [1]. Multiply a scalar #z > 0 to both the denominator and the numera-
tor of SBM-Py. This causes no change in the value of p;. The value of #; can be
adjusted in such a way that the denominator becomes 1. The SBM-P; model in LPP
form becomes

1 m
LPP-SBM-P¢ 7 = min f; — — ZI: S/ Xik
1=

l N
. +
subjectto 1 = #; + . Z S%/ Yk

r=1

n
thXix = injAjk + ;. Vi,
j=1

n
Wkyrk = Z)’rjAjk — Shvr,
j=1
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Ajp =0V, S, >0Vi,S; >0Vr, 5 >0,

where px = T, hjk = Aje/tVj, s, = S /uVi and sk = ST /1 vr.
The dual of LPP-SBM-P;, , represented by SBM-Dy, , can be expressed as follows:
SBM-Dy, E; = max &
subject to & + > /L XikVik — Dy Yrklrk = 1,
21 yrjurk — > xijvik <0V,
Vi, > gk vr.

Vik Z mxk

where &x € R, vii Vi,and u, Vr are the dual variables corresponding to LPP-SBM-Py.
The dual variables v;; and u,, are the weights associated with the ith input and the
rth output, respectively. The Ej is the SBM efficiency of the kth DMU.

4 Dual SBM Model with Fuzzy Weights

In conventional SBM-D; model, the weights of inputs and outputs are found as crisp
quantities. However, in real-world problems, the weights may have fuzzy essence.
Therefore, in this paper, weights of inputs and outputs are taken as TFNs, and thus,
the SBM-Dy. model becomes fuzzy SBM-D; (FSBM-Dy) model given by

FSBM-D;, Ek maxé
subject to &K @ 3 | xy ik © Zrzl yrei = 1,

K} ~ m ~i A .
Zrzl y,jurkG) Zizl xijvlk f 0vy,
yik > 1 Vi, ik > L gky
5 M o Sk é:
ik ik ik rk rk rk
vim S vyt S v3T VL §u2<u3 Vr§1<§2<§3

where 7*and i’ are the triangular fuzzy weights associated with the ith input and
the rth output, respectively. The Ej is the fuzzy SBM efficiency of the kth DMU
which is also found as a TEN. By using the ranking function of TFN, FSBM-Dy

model reduces to Model 1, which is as follows
Model-1 ‘R(Ek) max ‘R(E )

subjectto R(EX) + 37 | xuMEHF) — S0_ vy @) = Rv(D),
SO R = 3 i REHE) < R(O0) vy,

R{GK) > m—%(nw Ry > WSn(s ) Vr,

vllk < szk < v’3k Vz,uqk < u’k < ugk vr, Sl < 52 < 53
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Table 1 Input and output data of six DMUs

Inputs and outputs A B C D E F
I 4 14 24 20 48 50
I, 3 6 3 2 4 7.5
(e} 1 2 3 2 4 5
0, 2 6 12 6 16 30

Source The input and output data are taken from [3]

Table 2 Fuzzy efficiencies Ek (&l 52 53) and ‘)1(& )

Ek A B C D E F

k 0.3429 0.2930 0.6720 0.2733 0.2172 0.3247
&x 0.8964 0.6113 0.7671 0.6183 0.4434 0.7321
£X 1.8644 1.2535 1.7939 1.5758 22292 22112
R(EF) 1.0000 0.6923 1.0000 0.7714 0.8333 1.0000

By putting the values of %(£%), R(#¥) Vi, and R(@"*) Vr, the Model-1 reduces
to Model-2, which is crisp LPP.

Model-2 E; = max(é‘;{‘ + 255 + 5§)/4
subject to (£F 4 2£5 + Sé‘) + 2 v+ 2+ "gk)
= > v 4 2us iy = 4
S v @ 20k i) = ST 0+ 20 i) < 0,

v§k+2v§k+v§k 51 +285 48k Vr.
4 SYrk

ik ik ik rk rk rk k
vie S vy SV ut < uyt < uf Vr,él 552 < &.

Vi, u{k—f—Zu +u

—mxk

5 Results and Discussion of a Numerical Example

In this section, we provide a numerical example to illustrate the proposed dual SBM
model with fuzzy weights. Table 1 presents the performance evaluation problem of
six DMUs with two inputs I and I», and two outputs O and O».

The fuzzy efficiencies of all DMUs are evaluated from Model-2, which are shown
in Table 2. The results reveal that the rank of each fuzzy efficiency score lies between
Oand1,ie.,0 < N(EX) < 1. The fuzzy weights corresponding to inputs and outputs
of the concerned DMU are also evaluated by using Model-2, which are shown in
Tables 3 and 4, respectively. These fuzzy weights provide additional information to
the decision maker, which is not provided by crisp weights in crisp dual SBM model.
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Table 3 Fuzzy weights corresponding to inputs
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Fuzzy weights A B C D E F
plk ik 4.4466  0.0220 3.8200 0.0080 0.0034 2.2823
ik 10.6011  0.0543 8.4805 0.0203 0.0079 6.0048
vik 350495 0.1515  26.6735 0.0514 0.0224 279433
Pk 2k 41217 00262 102804  16.3350 33.8386 6.0896
vak 10.0303  0.0645 234940  39.3018 78.3524  16.3315
vk 31.1839  0.1781  61.7977  96.1473  175.6625  54.6475

Table 4 Fuzzy weights corresponding to outputs
Fuzzy weights A B C D E F
itk uik 28.6998 0.1356  24.3567 16.7974 129102 11.6846
sk 62.6096 03327 550749 40.0764 322595 32.5052
ulk 129.3616  0.8657 115.9649 93.9072 80.8491 89.4276
ik u?k 4.6918 00181 51196 0.0197 35286  3.6698
u3k 110246 0.0443  11.1800  0.0490 10.2253  10.0071
u3t 36.0650 0.1241 345782 0.1394 28.0860 42.3709

6 Conclusion

In this paper, we proposed a dual SBM model with fuzzy weights (FSBM-Dy) for
crisp inputs and outputs. The FSBM-D; model is then reduced to crisp LPP by
using ranking function. The proposed model evaluates the components of fuzzy
efficiencies and fuzzy weights corresponding to inputs and outputs as TFNs. These
fuzzy efficiencies and fuzzy weights provide additional information to the decision
maker, which helps to deal with uncertainty in real-life problems.
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Ball Bearing Fault Diagnosis Using Continuous
Wavelet Transforms with Modern Algebraic
Function

R. Sharma, A. Kumar and P. K. Kankar

Abstract Ball bearing plays a very crucial part of any rotating machineries, and
the fault diagnosis in rotating system can be detected at early states when the fault
is still small. In this paper, a ball bearing fault is detected by using continuous
wavelet transform (CWT) with modern algebraic function. The reflected vibration
signals from ball bearing having single point defect on its inner race, outer race,
ball fault, and combination of these faults have been considered for analysis. The
features extracted from a non-stationary multi-component ball bearing signal are very
difficult. In this paper, a CWT with selected stretching parameters is used to analyze a
signal in time—frequency domain and extract the features from non-stationary multi-
component signals. The algebraic function norms are calculated from the matrix
which can be generated with the help of wavelet transforms. The norms lookup table
is used as a reference for fault diagnosis. The experimental results show that this
method is simple and robust.
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1 Introduction

Rolling element bearings are used in wide variety of rotating machineries from
small devices to heavy industrial systems. Ball bearing defect may be categorized as
point of local defect and distribution defects. These defects are generated at the time
of manufacturing due to geometrical imperfection bearing components. Literature
review reveals that an extensive work has been done on fault diagnosis in ball bearing
system. Chiang et al. [1] have been used Fisher discriminate analysis and support
vector machines for fault diagnosis. Lei et al. [2] have proposed an intelligent clas-
sification method to mechanical fault diagnosis based on wavelet packet transform
(WPT), empirical mode decomposition (EDM), dimensionless parameters, a dis-
tance evolution technique, and radial basis function network. It becomes difficult to
diagnosis the fault when the amplitude of noise is high and also affects the system
performance. Hidden Markov model (HMM), support vector machine (SVM), and
artificial neural network (ANN) methods are used for fault classifications [3-5].

Wigner—Ville distribution and wavelet decomposition have been used for their
excellent time frequency analysis. Generally, it is difficult to analyze model-based
technique of a nonlinear system or non-stationary multi-component signals. Phakde
etal. [6] have used a set of coefficients based on the sequence current and voltage pha-
sor components to calculate the apparent impedance. Staszewski [7] have proposed a
wavelet-based method for fault detection in mechanical system. The energy-confined
DWT is used for fault detection by Prabhakar et al. [8]. Wavelet transform gives the
better solution than any other known method; however, the problem is for selecting
the parameter for wavelet analysis. The Gaussian correlation of vibration signal and
wavelet coefficients for fault diagnosis has been used in [9]. Yuan and Chu [10]
have used the particle swarm optimization (PSO) technique for feature selection of
wavelet function. Kankar et al. [11] have used the maximum relative wavelet energy
criterion and maximum energy to Shannon entropy ratio criterion for fault diagno-
sis. Adaptive wavelet filter with the selection of wavelet parameter on the basis of
amplitude and frequency has been used for fault diagnosis in ball bearing system
[12].

In this paper, the algebraic norms are used for fault classification, which can
be calculated with the help of continuous wavelet transform. For the selection of
the suitable parameter, the sensitive analysis technique is used. The fast Fourier
transform (FFT) of healthy as well as non-healthy ball bearing is taken, and only
those frequencies will be considered where there is appropriate difference in the
magnitude of FFT of the signals and these frequencies are called pseudo-frequencies.
These pseudo-frequencies are used to find out the scales of wavelet. With the help
of selected scales, the matrix is generated and from that matrix the energy confine
norms can be calculated, which are essentially used for fault diagnosis in ball bearing
system.
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2 Overview of CWT

Wavelet transform is a powerful tool that provides the analysis of signal at transient’s
state. The continuous wavelet transform (CWT) of x(¢) by W (both belong to real
domain) is a projection of a function x (¢) onto a particular wavelet W (¢). The wavelet
analogy of the spectrogram is the scalogram since CWT behaves like orthonormal
basis decomposition. It is energy preserving transformation [13, 14].

(Wy)(a, b) = f / x(t)\IJ( b)dt (1)

where a > 0 and b are scale and translation parameters, respectively. W is the mother
wavelet.

(Wi)x(a, b) = / 2O Wiap ()l @)

Equation (2) is called wavelet equation or the inner product of x(#) with the scaled
and translation versions of the basis function v, ;)(1). The scale ‘a’ is assumed
to be restricted to R, although tenuously interpreted as a reciprocal of frequency.
When ‘a’ decreases, the oscillation becomes more intense and shows high-frequency
behavior. Similarly, when ‘a’ increases, the oscillations become drawn out and show
low-frequency behavior.

b d
x(1) = —/ / (W) (a, b)‘I'(—)—adb 3)

0 —oo

Square magnitude of CWT is defined as wavelet spectrogram or scalogram. It
is distribution of signal in timescale plane and is expressed in power per frequency
unit.

1
/|x(r)|2dt C—w//uww)( b>|2—db )

—00 —00

Cy is the constant that depends on W and Wy, (a, b) is the CWT. Equation (4) is
called the scalogram of CWT. It is also called an energy preserving transformation
as Eq. (4) has only constraint, that is, the mother wavelet WC L (R) satisfies:

® 2
cw:/ "I’(;”)' dw (oo 5)
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Equation (5) is called admissibility condition, which leads to define the wavelet
spectrogram. Sensitivity analysis can be viewed as to remove distracting variance
from the dataset. Therefore, in this work, we are analyzing those sensors’ data which
are most sensitive and discard other.

3 Norms

The norm is used to quantify the size of a matrix or the distance between two matrices.
If K denotes the field of real or complex numbers. Let K™*" denote the vector space
containing all matrices with ‘m’ rows and ‘n’ columns with entries in K.

Let ‘A’ be any real matrix then ||A|| represents the norm of a real matrix ‘A’ in
vector space K*". The norm can be defined as follows:

|A]| > 0IfA # 0 and ||A|| = 0iffA = 0, say null matrix.

laA|l = |a] ||All, for all ‘e’ in Kand all matrices ‘A’ in K",

e |A+ B| < ||A|l + I|B]l, for all matrices ‘A’ and ‘B’inK"™*",

Incase of square matrices (m = n), some (but not all) matrix norms satisfy the
following condition:

IAB|| < ||A|l l|1B|l, for all matrices ‘A’ and ‘B’ in K™*" also called a submulti-
plicative norm.

Let A1, Ao, An be the eigenvalues of ‘A’, then

1
e < A< DAL

If the vector norms treat a matrix as a vector of size and use one of the familiar
vector norms. The norms can be defined as follows:

p

LA, = { D> laijl? 6)

i=1 j=1

Equation (6) is called p-norms of a vector. Depending on the value of p, norms
can be defined in various way such as 1-norm, 2-norm, and co-norm for p=1, 2, and
00, respectively.

min{m,n}

. 7 @)

i=1

DD laij? = Viaw(A*A) =

i=1 j=1I

IAll, =

where A* denoted the conjugate transpose of A and are defined as the singular values
of. The 2-norm can also be defined as the square root of confined matrix energy [15,
16].
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Table 1 Parameters specification of experimental setup

Parameters Values
Outer race diameter 28.2mm
Inner race diameter 18.738 mm
Ball diameter 4.762 mm
Contact angle 0°

Radial clearance 10wm
Ball number 8

(13]/(.3'11

Fig. 1 Experimental setup: / Digital encoder; 2 Variable speed control; 3 Motor; 4 Enclosure; 5
Flexible coupling; 6 Accelerometer; 7 Bearing housing; 8 Tested bearing; 9 Rotor; /0 Load disk;
11 Base; 12 Alignment adjustor; /3 Magnetic load system; /4 Gearbox Ref. [11]

4 Experimental Setup

The problem of predicting the degradation of working conditions of bearings before
they reach the alarm or failure threshold is extremely important in industries to fully
utilize the machine production capacity and to reduce the plant downtime. Figure 1
shows the experimental setup which is used for extracting vibration signals. In the
present study, an experimental test rig is used and vibration response for healthy
bearing and bearing with faults is obtained. Table 1 shows dimensions of the ball
bearings taken for the study. Accelerometers are used for picking up the vibration
signals from various stations on the rig. As a first step, the machine was run with
healthy bearing to establish the baseline data.

Table 1 shows the test bearing characteristics like diameter of inner race, outer
race, ball diameter, number of balls, contact angle, and radial clearance. For the study
point of view, collection of vibration data of healthy as well as faulty ball bearing at
different loading conditions (no loader, one loader, and two loader) and bearings are
simulated on the rig at different rotor speed 1,000, 1,500, and 2,000 rpm Ref. [11].
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The following five bearing conditions are considered for the study:

[ T SNELOS T S R

. Healthy bearings (HB).

. Bearing with spall on inner race (BSIR).

. Bearing with spall on outer race (BSOR).

. Bearing with spall on ball (BSB).

. Combined bearing component defects (CBD).

5 Methodology

In this methodology, first all reflected signals from ball bearing at different rotating
speeds and different loading conditions are collected via the most sensitive sensors,
but these signals are contaminated by the noise and other unwanted variance.

The following steps explain the proposed methodology for fault diagnosis in ball
bearing system:

Step 1:

Step 2:

Step 3:

Step 4:

Step 7:

Step 8:

Collect all the signals which reflect the faults in ball bearing system as an
occurrence of fault in a signal introduces distinctive and detectable change
in the energy distribution of the sensor data.

As the reflected signals are not faulty at all time with respect to non-faulty
signal, those part of signal is analyzed, where the probability of fault is more.
For applying CWT, the selection of stretching parameters plays a very
important roll. In this paper, the sensitivity analysis technique is used for
the analysis of noise-contaminated reflected signal features.

Fast Fourier transform (FFT) of both faulty as well as non-faulty reflected
signals is taken, and only those values of signals will be considered, where
there is an appropriate difference in the magnitude of fast Fourier transforms
(FFT) of the signals as shown in Fig. 2.

Collect all those frequencies at which there are appropriate differences
of faulty and non-faulty data and these frequencies are called pseudo-
frequencies.

Calculate the scales by using Eq. (8).

a=— (8)

where a scales, F, center frequency of wavelet, and F, pseudo-frequency
corresponding to scales.

Calculate the big matrices of wavelet coefficients corresponding to reference
and faulty signals. The first one is called as signature matrix and the other
is known as indicator matrix.

Estimate the norms of these big matrices and make a lookup table with some
tolerance. This is the reference table of norms. The sample version of lookup
table is shown in Table 2.
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Table 2 Sample version of lookup table

2-Norm Speed (rpm) Loading Fault
0.1219 1,000 No BFB
0.2622 1,000 One HEL
0.5211 2,000 One IRD

0.1912 2,000 Two HEL
0.2312 1,500 One MFB
0.2365 1,500 Two IRD

0.3564 2,000 One BFB

0.0932 1,500 No ORD
0.1168 1,000 No ORD

energy distribution
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Fig. 2 Variation in amplitude difference between faulty or non-faulty bearing versus frequency

Step 9: Now take a test signal from a faulty test bearing and calculate the norms
by using above-mentioned steps and compare that norms with the reference
lookup Table 2 to diagnosis the fault that which type of fault occurs in test
bearing.

A complete flowchart for the proposed method is depicted in Fig. 3.

6 Results and Discussion

In this paper, the study is carried out on total of 72 instances (36 for horizontal
response and 36 for vertical response) at different loading conditions and at different
speeds. The square root of energy-confined matrix or second norm can be calculated
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Ball
Bearing System

| Machinery Fault Simulat0r|

| Raw reflected signals |

v

A4 h 4
Calculate FFT of faulty signal| |Calcu1ate FFT of Healthy signal

|—>| Calculate the pseudo frequencies |4_‘

|Calculate scales a=F./F, |

| Faulty Test Bearing
v

Calculated Norm by
Calculate Norms Proposed method

| Make a Reference Table |

| Calculated wavelet coefficient|

| Compare to the Look-up table ||<

Fault diagnosis

Fig. 3 Flowchart of the proposed method

for horizontal and vertical responses. The sample version of these norms is shown
in Table 2. This table is called reference table or lookup table.
Example

1.

(O8]

Take a reflected signal from the faulty test ball bearing (already known that which
type of fault occurs in bearing by which one can test the proposed methodology).
Calculate FFT of that reflected signal ball bearing.

Compare that test signal FFT to the healthy bearing FFT.

Calculate those frequencies at which there is an appropriate difference in their
FFT magnitude (in this example, 100 frequency points can be taken as the number
of points increases, the accuracy will be increased)

. Calculate the stretching parameters with the help of Eq. (8) (100 stretching pa-

rameters can be calculated as the number of stretching parameters is equal to the
number of selected frequency points).

Apply the wavelet transform on that stretching parameters and calculate the big
matrix of wavelet coefficients.

Calculate the norms from that coefficient matrix with some 4-0.0010 tolerance.
Compare that norm to the reference lookup table norms and predict the type of
fault occurring in the test bearing as from the result one can see that the result is
100 % true.
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The evaluation of success by using wavelet transform (selected stretching
parameters) with modern algebraic function methods for analyzing of non-stationary
multi-component faulty reflected signals. With the help of the lookup table, one can
figure out the type of fault. The method is very simple and gives out magnificent
result.

7 Conclusions

In this paper, the fault diagnosis in ball bearing system is done by using CWT with
modern algebraic function. As the complete data are not faulty at all its limit, in this
paper only those part of signal has been considered, where the probability of fault
is more for which the sensitivity analysis technique is used. The proposed method
is useful for extracting features from the original data, and dimension of original
data can be reduced by removing irrelevant features. The stretching parameters for
the wavelet are calculated with the help of proposed technique. The energy-confined
norms are used for the fault classification from the matrix that would be gener-
ated by WT at selected stretching parameters. Experimental results included in this
paper clearly show the key advantageous features of the proposed methodology. It
is evident from the experimental results that the proposed method shows better per-
formance. The example taken in this study shows that this methodology gives the
effectively accurate result. This process shows the potential application for develop-
ing knowledge-based system. Therefore, the proposed technique can be effectively
used for developing online fault diagnosis.
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Engineering Optimization Using SOMGA

Kusum Deep and Dipti Singh

Abstract Many real-life problems arising in science, business, engineering, etc. can
be modeled as nonlinear constrained optimization problems. To solve these problem:s,
population-based stochastic search methods have been frequently used in literature.
In this paper, a population-based constraint-handling technique C-SOMGA is used to
solve six engineering optimization problems. To show the efficiency of this algorithm,
the results are compared with the previously quoted results.

Keywords SOMGA - C-SOMGA - Optimization

1 Introduction

Constraint handling is considered to be challenging and difficult task in optimiza-
tion. Many real-life problems in engineering can be modeled as nonlinear constrained
optimization problems. In view of their practical utility, there is a need to develop
efficient and robust computational algorithms, which can numerically solve problems
in different fields irrespective of their size. These days a number of probabilistic tech-
niques are available for obtaining the global optimal solution of nonlinear optimiza-
tion problems. Though GAs are very efficient at finding the global optimal solution
of unconstrained or simply constrained (i.e., box constraints) optimization problems
but encounter some difficulties in solving highly constraint nonlinear optimization
problems, because the operators used in GAs are not very efficient in dealing with the
constraints. Several methodologies have been developed to handle constraints when
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GAs are used to solve constrained optimization problems refer Kim and Myung
[12], Michalewicz [13], Myung and Kim [14], Orvosh and Davis [15]. Deep and
Dipti [8] proposed a penalty parameter free hybrid approach C-SOMGA for solving
the nonlinear constrained optimization problems. It is not only easy to implement
but also does not require any parameter to be fine-tuned for constraint handling. It
works with a very low population size, hence uses low function evaluations where
the term “function evaluations” represents the number of times an objective function
is evaluated in the entire run. In this paper, six engineering optimization algorithms
has been solved using C-SOMGA. The results obtained are compared with the pre-
viously quoted results. On the basis of the results, it is concluded that the C-SOMGA
is efficient to solve these problems.

The paper is organized as follows: in Sect. 1, introduction is given; in Sect. 2,
methodology of C-SOMGA is presented; in Sect. 3, mathematical models of the
problems are given and results obtained using C-SOMGA are discussed and com-
pared with the previously quoted results; and Sect. 4 summarizes the conclusions
based on the present study.

2 Methodology of C-SOMGA

The algorithm C-SOMGA is an extension of SOMGA [7] for solving the constraint
nonlinear optimization problems in which SOMGA is combined with constraint-
handling tournament selection scheme, and as a result of this, C-SOMGA has been
proposed. The methodology of C-SOMGA algorithm is as follows:

First, the individuals are generated randomly. These individuals compete with
each other through constraint tournament selection method: Create new individuals
via single-point crossover and bitwise mutation. Then, the best individual among
them is considered as leader and all others are considered as active. For each active
individual, a new population of size N is created, where N is the ratio of path length
and step size. This population is nothing but the new positions of the active individual
proceeds in the direction of the leader in n steps of the defined length. The movement
of this individual is given by

MLnew __ ML ML ML .
aMlnew _ (ML 4 (xL’ - — M ) 1PRTVector, (1)

where t €< 0, by Stepto, PathLength>,

ML is actual migration loop.

xl.M/.L“ew is the new positions of an individual.
X sart 1S the positions of active individual.
x?/”]“ is the positions of leader.

PRT vector is created before an individual proceeds toward leader. This parameter
has the same effect as mutation in GA. It is defined in the range <0, 1>. Then, sort
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this population according to the fitness value in decreasing order. Starting from the
best one of the new population, evaluate the constraint violation function described
by Eq. 2.

M K
) = D ()P + D Gr g (b)) )
m=1 k=1

where Gy, is the Heaviside operator such that G; = 0 for gx (x) > 0 and Gy = 1 for
8k (x) < 0.

If ¢ (x) = 0, replace the active individual with the current position and move to
the next active individual and if ¢ (x) > 0, then move to the next best position of the
sorted new population. In this way, all the active individuals are replaced by the new
updated feasible position. If no feasible solution is available, then active individual
remains the same. At last, the best individuals (number equal to population size)
from the previous and current generations are selected for the next generation. The
computational steps of this approach are given below:

Step 1: Generate the initial population.

Step 2: Evaluate all individuals.

Step 3: Apply tournament selection for constrained optimization on all individuals
to select the better individuals for the next generation.

Step 4: Apply crossover operator on all individuals with crossover probability P.
to produce new child individuals.

Step 5: Evaluate the new child individuals.

Step 6: Apply mutation operator on every bit of every individual of the population
with mutation probability P,,.

Step 7: Evaluate the mutated individuals.

Step 8: Find leader (best fit individual) of the population and consider all others
as active individuals of the population.

Step 9: For each active individual, a new population of size N is created. This
population is nothing but the new positions of the active individual toward
the leader in n steps of the defined length. The movement of this individual
is given in Eq. (1).

Step 10: Sort new population with respect to fitness in decreasing order.

Step 11: For each individual in the sorted population, check feasibility criterion.

Step 12: If feasibility criterion is satisfied, replace the active individual with the new
position, else move to next position in sort order, and go to Step 11.

Step 13: Select the best individuals (in fitness) of previous and current generation
for the next generation via tournament selection.

Step 14: If termination criterion is satisfied go to 15 else go to Step 3.

Step 15: Report the best chromosome as the final optimal solution.
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3 Mathematical Models of Engineering Optimization Problems

In this section, mathematical model of six engineering optimization problems has
been given and the results obtained using C-SOMGA are compared with the available
results. These models have been taken from the literature to see the performance
of the C-SOMGA on constrained optimization problems. Many researchers used
these models to demonstrate the performance of their techniques [2, 16-18]. The
experimental setup for C-SOMGA is given in Table 1.

3.1 Gas Transmission Compressor Design

This problem is taken from Beightler and Phillips [2]. This is a real-life problem in
which the values of design parameters Pp, x1, X2, x3 are to be determined that will
deliver 100 million cu. Ft. of gas per day with minimum cost for a gas pipe line
transmission system. Here,

P Compressor discharge pressure,

Q  Flow rate,

x1  Length between compressor stations (in miles),
x3  Compressor ratio = Py /P>,

x3  Pipe inside diameter (in inches).

The mathematical model of the problem is
Minimize go = 8.61 x 10%x,*xax; 7 x; /% + 3.69 x 10%x3 +7.72 x 10°

x 108x 19219 — 765.43 x 1004,

subject to x4x2_2 + x2_2 <1, where x1, x7, x3, x4 > 0.
Bounds on the variables are as follows:

20 <x;1 <50,1 <x<10,20 <x3 <50,0.1 <x4 <60

Table 1 Experimental setup

Population size 20

P. 0.85
Py, 0.009
Step size 0.31
Path length 3

String length 20
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Table 2 Optimal solution to the design of a gas transmission compressor

Value of objective  Values of variables

Solution obtained by C-SOMGA 296.490 x 10* x1 =49.9996, xo = 1.17834,
x3 = 24.5996, x4 = 0.388482
Solution given in Pant [16] 296.528 x 10* x1 = 50.000, x; = 1.183,
x3 = 24.347, x4 = 0.339
Solution given in Beightler and Phillips [2] 299 x 10* x1 = 28.760, x = 1.109,

x3 = 25.030, x4 = 0.230

The problem turns out to be a constrained geometric programming problem. This
problem is earlier solved by Beightler and Phillips [2], Verma [18], Thanh [17],
and Pant [16]. The results obtained using C-SOMGA and those given in source are
shown in Table 2. It is evident with the Table 2 that the cost obtained by C-SOMGA
in deliver the gas per day that is 2964900 is lesser than the cost obtained by Pant, i.e.,
2965280 and by Beightler and Phillips, i.e., 2990000. In other words, C-SOMGA
provides far better results than previously quoted results.

3.2 Optimization of a Riser Design

This problem is taken from Gaindhar et al. [9]. The objective of this problem is to
determine the optimal volume of the riser. Any metal will shrink in volume when it
is allowed to cool and solidify from a molten state. A riser is a device by which the
location of a shrinkage cavity is shifted from within the casting to the riser, which
is an extraneous portion cast as an integral but distinct portion of the casting. After
the casting is solidified, all extraneous parts are cut off leaving behind the desired
casting free of any shrinkage cavity.

The basic requirement for the riser design is that the solidification time of the riser
must not be less than the solidification time of the casting. From the practical point of
view, it is considered advantageous to have top riser connected to the casting through
a neck. The molding sand in the neck region gets up more heated as compared to the
rest of the region surrounding the riser. This ensures molten metal in the region of
the neck. This also facilitates cutting off of the riser from the casting after the casting
has been solidified.

The mathematical modal of the problem, as given in Gaindhar et al. [9] is

Minimize f(x) = (1/4) mx1x2 + (1/12) 7xs (3 — 3xa/x3 + xg/x;) X
. NV .
subjectto2E | 5 4 (x4/x3) (2 — x4/x3) (1 + x3) x +4Ex,

— (xa/3) (3 — 3xa/x3 + x}/xg) <1
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X1, X2, x3,x4 > 0.
where

x1  height of riser

xp  diameter of the riser

E  riser modulus constant (E = 10/7)
x3 tand and

x4 height of the neck riser.

The variable bounds are as follows:
1<x; <81 <x0<10;0<x3<1;0<x <1

This problem is earlier solved by Gaindhar et. al [9] and by Pant [16]. The numer-
ical results obtained are compared with the available results and are presented in
Table 3. It is evident with the Table 3 that the result obtained by C-SOMGA that
is 290.78142 is better than the result obtained by Pant [16] i.e 290.8532 and by
Gaindhar et al. [9] i.e. 290.8069.

3.3 Optimum Design of a Welded Beam

Optimum design of a welded beam problem is a well-known problem. The for-
mulation of this problem is available in literature with two models. In model (a),
the number of constraints is six and in model (b), it is seven. Both the models are
described below:

Model (a):

This problem is taken from Beightler and Phillips [2]. In this problem, the assembly
of the welded structure as is being considered for mass production. Outside con-
siderations fix the material of the bar A as well as the design parameters F
and L. Assuming that the design engineer has fixed the specifications, F' = 6,0001b, L
= l4inand bar A = 1,010 steel; the objective function is to find a feasible combination
of x1, x2, x3 and x4 such that the total cost assembly construction is minimum.

Table 3 Optimal design of a riser

Value of objective Values of variables
Solution obtained by C-SOMGA 290.78142 x1 =4.276, x, = 8.7510,
x3 =1, x4 = 0.1001
Solution given in Pant [16]. 290.8532 X1 = 4.2233, xo = 8.6055,
x3 = 1.0000, x4 = 0.1000
Solution given in Gaindhar et al. [9] 290.8069 x1 = 4.266, x, = 8.5710,

x3 = 1.000, x4 = 0.1000
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The mathematical model of the problem is
Minimize go(X) = 1.1047x12x2 + 0.6735x3x4 + 0.04811x2x3x4
Subject to

g1(X) = 16.8x;'x32 < 1, (X)) = xix; ' < 1, g5(X) = 0.125x; ' < 1,

(X) = 9.08x3°x7! <1, g5(X) = 0.09428x5 'x73 + 0.02776x3 < 1
g4 3 X4 gs 3 X4

B 2 2 F2x; ' (L+x2/12) 172
TX KT T

2 %+(X3+4X1)

g6(X) = X%+(X3+X1)2) < 13,000
7

F2(L+x2/2)? (

2 2\ 2
2.2( %2, (3tx))
2x1"2(12"‘ 7

+

(x1,x2,x3,x4) > 0.
The variable bounds are as follows:

0., <x1 <1;5<x<77<x3<901<x4=<1

Model (b):

This model is taken from Xiaohui et al. [19]. The objective is to minimize the
cost of a welded beam subject to constraints on shear stress, bending stress in
the beam, bucking load on the bar, end deflection of the beam, and side constraints.
The problem can be stated as follows:

Minimize f (X) = 1.10471x7x2 4 0.04811x3x4 (14.0 + x2)

subject to
g1 (X)=7(X) = Tmax <0
g2 X)=0(X) —0omax <0
&S X)=x1—x4=0
24 (X) = 0.10471x% 4 0.04811x3x4 (14.0 + x2) = 5.0 < 0
g5(X)=0.125—-x; <0,
86 (X) = 6(X) - 5max =< 0
g(X)=P—-P(X)<0
where
7(X) = \/ ()2 4277 22 4 (1)
2R
P MR 2 2
7= L= M:P(L+x—2),R= )2+(x1+x3)
V2x1x2 J 2 4 2
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2 2 3
PL 4PL
J=2[J§x1x2 |:x—2+(XI +x3) “,0(X)=6_2, §(X) = ———
x4

12 2 x3 Exjxy

Pe(X) =

4owEJx§£B6(l x3/7f)
4G

L2 2L

P =6,000lb, L=14in, E =30x10psi, G =12 x 10°psi,
Tmax = 13,600 psi, omax = 30,000 psi, OJmax = 0.25in

The following ranges of the variables were used:
01 <x1<2, 01 <xp<10, 01=<x3<10, 0.1 <x4<2

Both the models are solved by C-SOMGA. The numerical results obtained and
the results given in source are presented in Table 4 for model (a) and Table 5 for
model (b).

In Table 4, although the results available in source are lesser than the results
obtained by C-SOMGA, but the solutions are not satisfying the feasibility conditions.
Hence, these solutions cannot be accepted. The result obtained by C-SOMGA is a
feasible solution. Therefore, C-SOMGA is best in this problem.

In Table 5, the result attained by C-SOMGA is superior to Coello [5] and Deb [6]
but slightly inferior at fifth place to Xiaohui et al. [19]. It shows that the results are
comparable.

3.4 Optimal Capacity of Gas Production Facilities

This problem is taken from Beightler and Phillips [2]. This is the problem of determin-
ing the optimum capacity of production facilities that combine to make an oxygen

Table 4 Optimal design of a welded beam based on model (a)

Value of objective Value of variables Feasibility
Solution 2.45694 x1 = 0.244241, x, = 6.4712, Satisfied
obtained by x3 = 8.43726, x4 = 0.244364
C-SOMGA
Solution given in 1.9786 x1 = 0.1489, x, = 5.000, Not Satisfied
Pant [16] x3 = 8.2736, x4 = 0.2454
Solution given in 2.3860 x1 = 0.2455, xp = 6.1960, Not Satisfied
Beightler and x3 = 8.2730, x4 = 0.2455

Phillips [2]
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Table 5 Optimal design of a welded beam based on model (b)

Value of objective Value of variables

Solution obtained by C-SOMGA 1.72486 x1 = 0.205731, x; = 3.47048,

x3 = 9.03669, x4 = 0.20573
Solution given in Xiaohui [19] 1.72485084 x1 = 0.20573, xp = 3.47049,

x3 = 9.03662, x4 = 0.20573
Solution given in Coello [5] 1.74830941 x1 = 0.2088, xp = 3.4205,

x3 = 8.9975, x4 = .2100
Solution given in Deb [6] 2.43311600 x1 = 0.2489, x, = 6.1730,

x3 = 8.1739, x4 = 0.2533

Table 6 Optimal capacity of gas production facilities

Value of objective ~ Value of variables

Solution obtained by C-SOMGA 169.844 x1 = 17.500, x = 600.000,
Solution given in Pant [16] 169.844 x1 = 17.500, x, = 600.000,
Solution given in Beightler and Phillips [2] ~ 173.760 x1 = 17.500, x = 465.000,

producing and storing system. Oxygen for basic oxygen furnace is produced at a
steady-state level. The demand for oxygen is cyclic with a period of one hour, which
is too short to allow an adjustment of level of production to the demand. Hence, the
manager of the plant has two alternatives:

1. He can keep the production at the maximum demand level; excess production is
lost in the atmosphere.

2. He can keep the production at lower level; excess production is compressed and
stored for use during the high demand period. The mathematical model of the
problem is

—0.85
Minimize go(X) = 61.8 + 5.72x; + 2623 [(40 —x)ln 2%]

+.087 (40 — x1) In —2 4+700.23x;"7
' Y200 oo

subject to x1 > 17.5, xo > 200, x1, x5 > 0.

The variable bounds are as follows:17.5 < x1 < 40; 300 < x» < 600

The numerical results obtained using C-SOMGA and the numerical results given
in source are presented in Table 6. In this problem, C-SOMGA produced better
results than Beightler and Philips [2] but similar results as obtained by Pant [16]
using GRST.
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Table 7 Minimization of the weight of a tension/compression Spring

Value of objective Value of variables

Solution obtained by C-SOMGA .0126656 x1 = .0516216, x, = 0.355094,
x3 = 11.385

Solution given in Xiaohui [19] 0.0126661409 x1 = 0.05147, x, = .35138394,
x3 = 11.60865920

Solution given in Coello [5] .0127047834 x1 = .051480, x, = .351661,
x3 = 11.632201

Solution given in Arora [1] 127302737 x1 = .053396, x, = .399180,
x3 = 9.185400.

3.5 Minimization of the Weight of a Tension/Compression Spring

This problem was described by Arora [1] and Belegundu [3]. The problem consists
of minimizing the weight of a tension/compression spring subject to constrains on
minimum deflection, shear stress, surge frequency, limits on outside diameter and
on design variables. The design variables are the mean coil diameter D, the wire
diameter d, and the number of active coils N. The problem can be expressed as
follows:

Minimize f(X) = (N + 2) Dd*

subject to
D3N
X)=1- -2 <0
81 (%) 717854% =
w=_2odb 1
80 = 12566 (Da® —a*) * 510847
)= 0450
D+d
() =% 1<

1.5

The following ranges of the variables were used:
005<x1 <2, 025<xp<13, 20=<x3<15.

The numerical results of the solution obtained using C-SOMGA and the numerical
results given in source are presented in Table 7. The result attained by C-SOMGA is
superior to Coello and Mezura [4] and Arora [1] at the fourth place and at the sixth
place to Xiaohui et al. [19]. Hence, the results are comparable.
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3.6 Himmelblau’s Nonlinear Optimization Problem

This problem has been taken from Xiaohui [19]. This problem was proposed by
Himmelblau [10], and it has been used before as a benchmark for several evolutionary
algorithm-based techniques. In this problem, there are five design variables, six
nonlinear inequality constraints, and ten boundary conditions. The problem can be
stated as follows:

Minimize f (X) = 5.3578547x32 + 0.8356891x1x5 + 37.2932239x1 — 40792.141
subject to

0 < 85.334407 + .0056858x2x5 + .00026x1 x4 — .0022053x3x5 < 92

90 < 80.51249 + 0.0071317x2x5 + 0.00026x1x2 + 0.0021813x32 <110

20 < 9.300961 + 0.0047026x3x5 4+ 0.0012547x1x3 + 0.0019085x3x4 < 25

78 <x1 <102, 33 <xp <45, 27<x3=<45, 27=<x4=<45 27 <x5<45.

The results obtained by C-SOMGA and available from the other source are

presented in Table 8. C-SOMGA gives better results than Coello and Mezura [4] and
Homaifar et al [11] and results are comparable to Xiaohui et al. [19].

Table 8 Himmelblau’s Nonlinear Optimization Problem

Value of objective Value of variables
Solution obtained by C-SOMGA —31025.6 x1 =78, x = 33.0001,
x3 = 27.071, x4 = 45,
x5 = 44.969
Solution given in Xiaohui [19] —31025.56142 x1 = 78.0, xp = 33.0,

x3 = 27.070997, x4 = 45,
x5 = 44.96924255

Solution given in Coello [5] —31020.859 x1 = 78.0495, x, = 33.0070,
x3 = 27.0810, x4 = 45,
x5 = 44.9400

Solution given in Homaifar et al. [11] —30665.609 x1 = 78.0000, x, = 33.0000,

x3 = 29.9950, x4 = 45,
x5 = 36.7760.
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4 Conclusions

In this paper, six real-life constrained optimization problems arising in various fields
of engineering have been solved. For solving these constrained optimization prob-
lems, a population-based hybridized algorithm C-SOMGA has been used. In four
problems, C-SOMGA provides better results than the previously quoted results, and
in two problems, results are comparable. The algorithm requires only 20 popula-
tion size for solving these problems. It is therefore concluded that C-SOMGA is
well suited for obtaining the global optimal solution of engineering optimization
problems.
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Goal Programming Approach to Trans-shipment
Problem

Om Prakash Dubey, Kusum Deep and Atulya K. Nagar

Abstract The technocrats put their efforts regularly to minimize the total cost/budget
of transportation problem. However, the proper effort has not been put for minimizing
the total cost of trans-shipment problem. A goal programming approach has been
developed to obtain the minimum budget for trans-shipment problem. The trans-
shipment problem is regarded as the extended transportation problem and hence be
solved by the transportation techniques. In the present algorithm, trans-shipment
problem is transferred to suitable transportation problem and further modified as a
proper goal programming problem. The priorities of goal programming explore the
wider impact for decision maker. Therefore, the solution obtained is more suitable
for decision makers. Hence, it is widely acceptable for any organization. At the end,
a numerical example is solved in support of the procedure.

Keywords Trans-shipment problem - Transportation problem * Lexicographic goal
programming - Priority level + Decision maker

1 Introduction

A transportation problem (TP) allows only shipments which go directly from a sup-
ply/source point, acts only as a shipper of the goods, to a demand point/destination,
acts only as receiver of the goods. Transportation models deal with problems
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concerned with the effectiveness function when each of a number of origins
associates with each of a possibly different number of destinations. In many sit-
uations, shipments are allowed between supply points or between demand points.
Sometimes there may also be trans-shipment points through which goods can be
transshipped on their journey from a supply point to a demand point. Shipping prob-
lems with any or all of these characteristics are Trans-shipment Problems. Thus, the
optimal solution to a Trans-shipment Problem can be found by solving a Transport-
ation problem [1-3].

Goal programming (GP) is a decision-making technique generally used to solve
multiple objective problems, which provides a best compromise solution according
to the DM’s needs and desires. The concept was originally developed by Charnes and
Cooper [4]. In GP, instead of trying to optimize the objective function directly, the
deviation between the goals and what can be achieved under a given set of constraints
are to be minimized. In the priority-based GP, the priorities/weights are assigned to
the goals according to their importance as specified by the DM. Sometimes it happens
that the DM is not satisfied with the solution(s) and DM wants some other solutions
to suit his desires; then, set of alternate solutions can be provided using interactive
GP techniques [5, 6]. The GP formulations ordered the unwanted deviations into a
number of priority levels, with the minimization of a deviation in a higher priority
level being of infinitely more important than any deviations in lower priority levels,
known as Lexicographic or Pre-emptive GP [7]. It should be used when there exists
a clear ordering among the decisions.

2 Methodology

The TP assumes that direct routes exist from each source to each destination.
However, there are situations in which units may be shipped from one source to
another or to other destinations before reaching their final destination, known as
Trans-shipment Problem.

In generalized trans-shipment model, items are supplied from different sources
to different destination. It is sometimes economical if the shipment passes through
some transient nodes in between sources and destinations. Unlike in TP, in trans-
shipment problem, the objective is to minimize the total cost of shipments, and thus,
the shipment passes through one or more intermediate nodes before it reaches its
desired destination.

For the purpose of trans-shipment, the distinction between a source and destination
isdropped so that a TP with m sources and n destinations gives rise to a trans-shipment
problem with m + n sources and m + n destinations. The basic feasible solution to
such a problem will involve [(m +n) + (m +n) — 1] or 2m + 2n — 1 basic variables,
and if we omit the variables appearing in the (m +n) diagonal cells, we have m+n—1
basic variables.

Here, as each source or destination is a potential point of supply as well demand,
the total supply (say of K units) is added to the actual supply of each source as
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well as to the actual demand at each destination. Also, the ‘demand’ at each source
and ‘supply’ at each destination are set equal to K. It may assume the supply and
demand of each location to be fictitious one. These quantities (K) may be regarded
as buffer stocks, and each of these buffer stocks should at least be equal to the total
supply/demand in the given problem.

Therefore, construct a transportation tableau creating a row for each supply point
and trans-shipment point, and a column for each demand point and trans-shipment
point. Each supply point will have a supply equal to its original supply, and each
demand point will have a demand equal to its original demand [3].

The general TP with m production sites and n destinations is given by the cost
matrix [Cy;],i =1,2,...,m and j =1,2,...,n, together with production capac-
ity a; and demand b;. The problem is said to be balanced if total supply = total
demand,i.e., > /L a; = Z;': 1 b, otherwise unbalanced. TP can be expressed math-
ematically as,

m

Minimize Z = Zi Cijxij

i=1j=1

n
subject to, inj =a; Ii=1,2,....,m
j=1

m
Zx,'ijj j=1,2,...,n
i=1

m n
Zai = ij, Xjj = 0.
j=1

i=1

where x;; is the amount of goods to be transported.
Now, the GP version of the above TP model can be written as,
Minimize F(d)
subject to,

n
supply constraints, le‘j + d; —d;r =a;, =1,2,....m; j=1,2,...,k.
j=1

m
demand goals, D xij +d;y —df =b;, j=1+k2+k ...,n+k
i=1
m n
and, budget goal, > " Cijxij +diy oy — dfy, 4 = Bid;.df =0, forallj; xij, d; ,df =0
i=1 j=1

where B represents budget aspiration level as fixed by the DM [8].
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3 Case Study

To support the algorithm, a sample problem is considered as follows.

A firm has two factories X and Y and three retail stores A, B, and C. The numbers
of units of a product available at factories X and Y are 200 and 300, respectively,
while demanded at retail stores are 100, 150, and 250, respectively. Rather than ship-
ping directly from sources to destinations, it is decided to investigate the possibility
of trans-shipment. Find the optimal shipping schedule. The transportation costs in
rupees per unit are given in Table 1.

Table 1 Sample problem

Factory Retail store
Y A B C
Factory X 0 6 7 8 9
Y 6 0 5 4 3
Retail store A 7 2 0 5 1
B 1 5 1 0 4
C 8 9 7 6 0

Solution
For this trans-shipment problem, buffer stock = total supply = total demand =
500 units. Adding 500 units to each supply/demand point, we get Table 2.

Table 2 Trans-shipment problem as transportation problem

Factory Retail store Supply
X Y A B C

Factory X 0 (500) 6 7 (200) 8 9 700

Y 6 0 (500) 5 4 (50) 3(250) 800
Retail store A 7 2 0 (400) 5 (100) 1 500

B 1 5 1 0 (500) 4 500

C 8 9 7 6 0 (500) 500
Demand 500 500 600 650 750

Following is the initial solution obtained by the Vogel’s approximation method
(Table 3).

Factory X supplies 100 units each to retail stores A and B, whereas factory Y
supplies 50 units to retail store B and 250 units to C.

Goal programming formulation of the transportation problem obtained from the
given trans-shipment problem is as follows in two models.

Model -1

Minimize F(d)

subject to,
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Table 3 Solution by Vogel’s approximation method

Factory Retail store Supply
X Y A B C
Factory X 0 (500) 6 7 (100) 8 (100) 9 700
Y 6 0(500) 5 4 (50) 3(250) 800
Retail store A 7 2 0 (500) 5 1 500
B 1 5 1 0 (500) 4 500
C 8 9 7 6 0 (500) 500
Demand 500 500 600 650 750
X1 + X6 + X11 + X16 + X21 > 500 (1)
X2 + X7+ X12 + X17 + X22 > 500 2
X3+ Xg + X13 + X18 + Xo3 > 600 3)
X4+ X9+ X14 + X19 + Xo4 > 650 4
X5+ Xj0 + X15 + X20 + X25 = 750 (5
0-x14+46-x0+7-x34+8-x4+9- x5
+6-x6+0-x7+5- xg+4- x9+3- Xq0
+7-x11+2-X124+0- x;3+5- xX14
+1-xi5+1-x64+5-x174+1- x18+0- X190
+4-x0+9  x00+9- x0+7- x23+6- X244+ 0- x25 < 10,000
(6)
X1+ X2 +X34+ x4+ x5 <700 @)
X6 + X7 + X8 + X9 + Xx10 < 800 ®)
X11 + X12 +X13 + X14 + x15 < 500 &)
X16 + X17 +X18 + X19 + X20 < 500 (10)
X21 + X22 +X23 + Xo4 + X25 < 500 (11)
x;>0,i=1,2,3,...,25. (12 to 36)

where F(d) is a function of deviational variables.

In the present trans-shipment problem, for F(d), the authors consider demand
goal as Ist priority level, budget goal as 2nd priority level, supply goal as 3rd priority
level, and non-negative constraints as 4th priority level (Table 4).

Here, factory X supplies 100 units to retail store A and B each, whereas factory
Y supplies 50 units to retail store B. However, C received 250 units from A in the
processing of the solution.

Model - 2

Minimize F'(d)

subject to,
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Table 4 Initial solution obtained by the goal programming technique

O. P. Dubey et al.

Factory Retail store Supply
X Y A B C
Factory X 0 6 7 (600) 8 (100) 9 700
Y 6 0(250) 5 4 (550) 3 800
Retail store A 7 2(56.25) 0 5 1 (443.75) 500
B 1 (500) 5 1 0 4 500
C 8 9(193.75) 17 6 0(306.25) 500
Demand 500 500 600 650 750

X1 + X6 + X11 + X16 + x21 > 500
X2 + X7 + X12 + X17 + x22 > 500
X3+ Xg + X13 + X183 + Xo3 > 600
X4 + X9+ Xi14 + Xj9 + Xo4 > 650
X5 + X10 + X15 + X20 + X25 > 750
0-x14+6-x2+7-x3+8-x4+9-

X1 + X2 + X3+ X4 + x5 <700
X6 + X7+ X8 + X9 + x10 < 800
X11 + X12 + X13 + X4 + X35 <500
X16 + X17 + X18 + X19 + X20 < 500
X21 + X22 + X23 + X24 + X25 < 500
xp>0,1=1,2,3,...,25.

Xs+6- x6+0- x7
+5-xg+4-x9+3-x10+7- X151 +2- x12+0- x13
+5-x4+1-x154+1-x6+5- x17+1- x184+0- x99
+4-X04+9- X1 4+9- X00+7- X34+6- X04+0- x5 <1000

where F(d) is a function of deviational variables.
In the present trans-shipment problem, for F(d), the authors consider demand
goal as st priority level, budget goal as 2nd priority level, supply goal as 3rd priority
level, and non-negative constraints as 4th priority level (Table 5).
Factory X supplies 7.1429 units to retail store A and 92.86 units generated to A
in the processing, whereas factory Y supplies 50 units to retail store B and 250 to C.
However, B received 100 units from A in the processing of the solution.
These two models show the impact of assigning the budget value. Hence, care

should be taken in this situation.

6]
@)
3)
“4)
(&)

(6)
(7
(®)
€))
(10)
(1)

(12 to 36)
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Table 5 Initial solution obtained by the goal programming technique
Factory Retail store Supply
X Y A B C
Factory X 0 (500) 6 7(7.1429) 8 9 700
Y 6 0 (500) 5 4 (50) 3 (250) 800
Retail store A 7 2 0(592.86) 5 (100) 1 500
B 1 5 1 0 (600) 4 500
C 8 9 7 6 0 (500) 500
Demand 500 500 600 650 750

4 Conclusion

The beauty of this algorithm is that DM may select priority level as per his/her own
choice suitable for the concern organization interchanging demand, budget, supply
or different levels of demand, different levels of supply and budget. In the above-
mentioned case study, the algorithm minimizes the budget compared to available
traditional techniques. Hence, it is better and the obtained results may be more
realistic and useful for the organization in view of the DM. Care should be taken in
assigning the budget value, because under-budget as well as over-budget explores
bad impact on solution. Further, set of solutions may be generated for each model
(priority-wise formulation) formulated by the DM.
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An Efficient Solution to a Multiple Non-Linear
Regression Model with Interaction Effect
using TORA and LINDO

Umesh Gupta, Devender Singh Hada and Ankita Mathur

Abstract Goal programming (GP) has been proven a valuable mathematical
programming form in a number of venues. GP model serves a valuable purpose
of cross-checking answers from other methodologies. Different software packages
are used to solve these GP models. Likewise, multiple regression models can also be
used to more accurately combine multiple criteria measures that can be used in GP
model parameters. Those parameters can include the relative weighting and the goal
constraint parameters. A comparative study on the solutions using TORA, LINDO,
and least square method has been made in this paper. The objective of this paper is to
find out a method that gives most accurate result to a nonlinear multiple regression
model.

Keywords Goal programming + Multiple regression * Least square method -
TORA - LINDO

1 Introduction

Regression analysis is used to understand the statistical dependence of one variable
on other variables. Linear regression is the oldest and most widely used predictive
model in decision making in managerial sciences, environmental science, and all the
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areas wherever it is required to describe possible relationships between two or more
variables. This technique can show what proportion of variance between variables is
due to the dependent variable, and what proportion is due to the independent vari-
ables. The earliest form of regression was the method of least squares, which was
published by Legendre [1] and by Gauss [2]. The linear regression can be classified
into two types, simple linear regression and multiple linear regression (MLR). The
simple linear regression describes the relationship between two variables and MLR
analysis describes the relationship between several independent variables and a sin-
gle dependent variable. A number of methods for the estimation of the regression
parameters are available in the literature. These include methods of minimizing the
sum of absolute residuals, minimizing the maximum of absolute residuals, and min-
imizing the sum of squares of residuals [3], where the last method of minimizing the
sum of squares of residuals popularly known as least square methods is commonly
used. Alp et al. [4] explained that linear goal programming (GP) can be proposed
as an alternative of the least square method. For this, he took an example of vertical
network adjustment. Hassonpour et al. [5] proposed a linear programming model
based on GP to calculate regression coefficient.

An interaction occurs when the magnitude of the effect of one independent vari-
able on a dependent variable varies as a function of a second independent variable.
This is also known as a moderation effect, although some have more strict criteria
for moderation effects than for interactions. Nowadays, interaction effects through
regression models are a widely interested area of investigation as there has been a
great deal of confusion about the analysis of moderated relationships involving con-
tinuous variables. Alken and West [6] have analyzed such interaction effects; further,
this method was applied into several models by the researchers, for example, Curran
et al. [7] applied into hierarchical linear growth models.

Multiple objective optimization techniques provide more realistic solutions for
most of the problems as it deals with multiple objectives, whereas single objective
optimization techniques provide solutions to the problems that deals with single
objective. GP is a type of multiple objective optimization technique that converts
a multi-objective optimization model into a single objective optimization model.
GP model has been proven a valuable tool in support of decision making. The first
publication using GP as the form of a constrained regression model was used by
Charnes et al. [8]. There have been many books devoted to this topic over past years
(Ijiri [9]; Lee [10]; Spronk [11]; Ignizio [12]). This tool often represents a substantial
improvement in the modeling and analysis of multi-objective problems (Charnes and
Cooper [13]; Eiselt et al. [14]; Ignizio [15]). By minimizing deviation, the GP model
can generate decision variable values that are the same as the beta values in some
types of multiple regression models. Tamiz et al. [16] presents the review of current
literature on the branch of multi-criteria decision modeling known as GP. Machiel
Kruger [17] proposed a GP approach to efficiently managing a bank’s balance sheet
while maximizing returns and at the same time taking into account the conflicting
goals such as minimizing risk, subject to regulatory and managerial constraints.
Gupta et al. [18] solved a multi-objective investment management planning problem
using fuzzy min sum weighted fuzzy goal programming technique.
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Application of a multi-objective programming model like GP model is an impor-
tant tool for studying various aspects of management systems (Sen and Nandi [19]).
As an extension to the findings of Sharma et al. [20], this paper is focused on compar-
ative study of the results obtained through different software packages like LINDO
and TORA.

2 Regression and Goal Programming Formulation

The regression equation used to analyze and interpret a two-way interaction is:
Yir =bo+ b1 X; +b2Z; +b3Xi2 + b4Zl-2 +bsXiZi+ei, i=1,2,..., m.

where by, b1, by, b3, by and b5 are the parameters to be estimated, and e; is the error
components which are assumed to be normally and independently distributed with
zero mean and constant variance. The linear absolute residual method requires us to
estimate the values of these unknown parameters so as to minimize Z:": 1 1Yio = yirl.

Let y; be the ith goal, di+ be positive deviation from the ith goal, and d;
be the negative deviation from the ith goal. Then, the problem of minimizing
> lyi — yir| may be reformulated as

m
Minimize > (d;" +d;")
i=1
Subject to:
ap+ a1 X +axXp +azXi3 +asXis +asXis +d —d; = yig,
dt >0

d- >0
and ag, ay, az, az, a4, as are unrestricted.

i=1,2,..., m.

where X 12 Ziz, and X; Z; are taken as X;3, X;4, and X;s, respectively, to formulate
the multiple nonlinear regression problem into linear GP model.
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3 Mathematical Modeling and Solution

3.1 Mathematical Modeling

Relationship between two methods can be established by taking a simple example.
We consider a regression equation of Y on X and Z. The data for illustration are:

7.88
7.43
8.38
7.42
797
7.49
8.84
8.29

B OO W R D WX
N WM~ W~ NIN

Reformulating the above problem into linear GP model:
Minimize % (dl+ +d;)
Subject to:l:1
ap + 3ay + 2az 4+ 9a3 + 4as + 6as + d;” —d; =7.88
aop + 2ay + ap + 4az + ag + 2as +a’;r —dy, =743
ap + 4ay + 3ay + 16a3 + 9ay + 12as + df —d; =8.38
ap +2a1 +ax +4a3 +as +2as +d;} —d, =7.42
ao + 3ai + 2a3 + 9az + 4ay + 6as + di — dy =7.97
ap + 2ay + 2ay + 4az + 4as + 4as +d —dg =7.49
aop + 5ay + 3ay + 25a3 + 9as + 15as +d+ —d; =8.84
ap +4ay + 2ay + 16az + 4as + 8as +dg —dg = 8.29

d >0, i=1,2,...,8

1

a; are unrestricted,i = 0, 1, 2, ..., 5.
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0.1 -
0.09 4 | ——|yio -yir|
0.08 A . .
—m—|yio -yiG
0.07 lyio - yiG|

Residuals
o
o
(8]
1

Fig.1 Comparative results of residuals through different algorithms

3.2 Solution

The values of coefficients in the above problem through different methods are tabu-
lated in Table 1
Final results are tabulated in Table 2:

4 Discussion

It is clear from Table 1 that all software packages give the same results to linear GP
formulation with zero difference in the results.

Itis observed from the above-tabulated results of Table 2 and Fig. 1 that Minimize
> i — yig| < Minimize > /L |yio — yir|, Where y;¢ be the estimate of the ith
response using GP technique, and y;, be the estimate using the least square method.
Hence, it is concluded that the GP technique provide better estimate of the multiple
nonlinear regression parameters with two-way interaction effect than the least square
method.

Table 1 The values of

. . . Coefficients Least square method TORA LINDO
coefficients using different

methods ao 6.9215 6.74 6.74
ai 0.00001 0.28 0.28
a 0.3181 0.045 0.045
a3 0.0602 0.01 0.01
as —0.0557 —0.015 —0.015

as 0.0001 0.03 0.03
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Table 2 Values of y for paired values of x and z

Vi Observed value (y;,) Expected values
Least square method (y;,) TORA (yig) LINDO (yig)
y1 7.88 7.8776 7.88 7.88
2 7.43 7.4251 7.43 7.43
3 8.38 8.3393 8.38 8.38
V4 7.42 7.4251 743 7.43
Vs 7.97 7.8776 7.88 7.88
Y6 7.49 7.5763 7.49 7.49
7 8.84 8.8815 8.84 8.84
v8 8.29 8.2993 8.29 8.29
8
> lyi = virl 0.2826 0.1 0.1
i=1

Fig. 2 Comparative results of 9 _
y through different algorithms gg - |—*Vio

8.6 | |—m—yir

8.4 Py

8.0 yiG

> 8

78 M

7.6

7.4 i

7.2

0 2 4 6 8 10

It is clear from Fig. 2 that the data are best fitted into the curve when we get the

values of coefficients through solutions of the GP formulation comparative to the
solutions using least square method.

5

Conclusion

. The software packages TORA and LINDO both give similar results to a linear

GP problem.
GP formulation gives better and best-fitted results than the traditional least square
method.

. The error is minimized when we solve regression model using GP formulation.
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On the Fekete-Szego Problem for Certain
Subclass of Analytic Functions

Ritu Agarwal and G. S. Paliwal

Abstract The purpose of the present investigation is to derive several
Fekete—Szego-type coefficient inequalities for certain subclasses of normalized an-
alytic function f(z) defined in the open unit disk. Various applications of our main
results involving (for example) the operators defined using generalized fractional
differential operator are also considered. Thus, as one of these applications of our
result, we obtain the Fekete—Szego-type inequality for a class of normalized ana-
lytic functions, which is defined here by means of the convolution and the fractional
differential operators.

Keywords Starlike functions - Fekete—Szego problem - Fractional derivatives -
Generalized Ruscheweyh derivative + Convolution
1 Introduction and Definitions

Let A denote the class of functions f(z) of the form

[ =24+ a2, (D

n=2

which are analytic in the open unit disk
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A={z:z€C and |z| <1}. 2)

Also, let S be the subclass of A consisting of all univalent functions in A. A
function f(z) in A is said to be in class S* of starlike functions of order zero in A,

if Re {Z}N(—EZ))} > 0 forz € A.Let K denote the class of all functions f € A that are

convex. Further, f is convex if and only if zf’(z) is starlike.
Definition 1.1 Let (f*g)(z) denote the convolution of two functions f(z) given by

o
() and g(z) = z+ D byz", then
n=2

(f%8)(2) =2+ D anbn?". 3)

n=2

We shall be requiring the following fractional differential operator in the present
investigations:

Definition 1.2 Let f(z) is an analytic function in a simply connected region of the
z plane containing the origin, and the multiplicity of (z — ¢)* is removed by requir-
ing that log (z — ¢) to be real when (z — ¢) > 0. Then, the generalized fractional
derivative of order X is defined for a function f(z) by (see, e.g., [16])

Z
2=
1 d
Aot _Jrawax 0 ,O0=<A<1)
JO,z f@= < o F) (M — =l —Al— %) f()de

LR @ <k <n+1neN)

and f(z) = 0(|z[%), (z = 0,k > max {0, u —v — 1} — 1).

It follows at once from the above definition that J& ’Z)"U f@ = D;‘ f(@,0 <A
< 1) which is fractional derivative of f of order A (see, e.g., [10, 11]). Furthermore,
in terms of gamma function, we have:

JA,;L,V p._ Clo+DI'o—p+v+1) i
0.2 T To—p+Dl(o—A+v+2)
O<rp>max{0,u—v—1}—-1)

)

Definition 1.3 Let f and g analytic in A. We say that the function f is subordinate to
g ifthere exists a Schwarz function w(z), analyticin A withw(z) = 0 and |w(z)| < 1,
such that f(z) = g(w(z)) for z € A. We denote this subordination by f <
gor f(z) < g(2).

Let ¢(z) be an analytic function in A with ¢(0) = 1, ¢'(0) > 0 and Re(¢(z))
> 0, (z € A), which maps the open unit disk A onto a region starlike with respect
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to 1 and is symmetric with respect to the real axis. Motivated by the class R} (¢) in
paper [1], we introduce the following class.

Definition 1.4 Let0 <o < 1,0 <y < 1,0 < p < 1,7 € C\{0}. A function
f € A is in the class Rg[,y,p(d)) if

1
I+ (P S @Y + vz {(fxS) @) = p) < b(2), (z€d) 4

where ¢ (z) is defined same as above.

The function

Sa(2) = (I_ZZ’W =2+ Clanz, 5)

n=2

is the well-known extremal function (see, e.g., [9]). It is observed that C(«a, n),
n =2,3,...1s decreasing in « . Also,

n

[T (k—2a) 0o (o < 1/2)
Cla,n) = "=2—' and lim C(a,n) = 11 (a=1/2) (6)
(n— D! oo 0 (a>1/2)

If we set ¢(2) = 155, (-1 < B < A < 1,z € A), in (4), we get

P A(f*Sa) (@) + vz {(f*Sa) ()} — p -
T(A = B) = B(p{(f*Sa) @Y + yz{(f#Sa) ()} = p)

1},

which is again a new class. The classes discussed recently by Bansal [1], Swami-
nathan [17], Ponnusamy and Ronning [12], Ponnusamy [14] and Li [4] follow as
special cases of our class.

To prove our main results, we need the following Lemma:

R, (A, B) = {f cA:

Lemma 1.1 [5]If p(z) = 1 +c1z2+ 22> + c32° + - - (z € A) is a function with
positive real part, then for any complex number €, |c3 — 8c%| < 2max{l, |2¢ — 1]}.

1422 _ 14z
1_22 andp(z) — ﬁ

The result is sharp for the functions given by p(z) =

2 Fekete—Szego Problem

In this section, we shall be finding the Fekete—Szego coefficient inequalities for the

class of functions R;y’ »(@). Our main result is contained in the following theorem:
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Theorem 2.1 Let ¢p(z) = 1 4+ Bz + B2z 4 B3z® + -+, where ¢(0) = 1 with
¢7(0) > 0.1If f(z) givenby (1) belongsto R}, ., (p)(a,y, p €[0,1],7 € C\{0},z €

o y.p
A), then for any complex number v

& 3vtBi(p +2y)(3 — 2a)

By 8(p +¥)2(2 - 2)

2 2By 7|
’a3 — Uaz‘ <

< max [1,
3(p+2y)2 —20)(3 — 2)

] ™

The result is sharp.

Proof 1If f(2) € R, ,, ,(#), then there exists a Schwarz function w(z) analytic in
A with w(z) = Oand |w(z)| < 1, (z € A) such that

1
I+ (P {(f*80) @) + vz {(fxSe) @) = p) = (w(2)) ®)

Define the function p;(z) by

1+ w(z)

———— =ltcizt ottt &)
1—w(2)

p1(2) =

Since w(z) is a Schwarz function, we see that Re(p1(z)) > 0 and p;(0) = 1.
Define the function p(z) by

1
pz)=1+ - (P {(f*Sa) @Y + vz {(f*Se) ) = p) (10)

In view of (8), (9) and (10),

-1 1 1 2
p(z)=<p(%)=¢(§c1z+§(cz—%)zz+-~-) (11)

Biciz B c% 5 Bzc% 2
T e R _ 1 il W RN 12
2 2 (c2 2 < 4 < (12)

Using (6) in (5), we get

Q20620 5

Sa(z) =24 (2 —2a)z% + 5

which on substitution in (10) gives

2=2a)3=2a)(p+2y) ,
2 e

p(z) = 1+% (2a2(2—2a)(p+)/)z+3a3 +) (13)

Comparing (12) and (13)
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_ Bicit
42 -2a)(p+7v)

_ T B C% Bzc%
B30 262ty \ "\ 2 )T )

Therefore, we have

az

and

2 TB[ 2
az —va; = (c2 —ecy)
32 -20)(3 = 2a)(p +2y)
where
o 1 1 By 3vtBi(3—2x)(p+2y)
T2 B, 82 —2a)(p +¥)?

Our result is followed by application of Lemma (1.1).
Also, by the application of Lemma (1.1), equality in (7) is obtained when

1422 or (Z)_l—irz
1-22 P& =",

p1(2) =

Fortheclass R, ,, (A, B), ¢(z) = }Igi =14+(A—B)z—(AB—BY)Z2+---.
Thus, putting B; = A-B and B, = —B(A — B) in Theorem 2.1, we get the following

corollary:

Corollary 2.2 Iff(z) given by (1) belongs to R. ., (A, B), then

a,y,p
s v = 2|7] (A - B)
32— 2a)(3 — 2a)(p + 27)
[1 B_ 3ut(A — B)(3 —2a)(p +2y) ]
S 82— 20)(p + 7)? '

3 Applications to Functions Defined Using Fractional Derivative

For fixed g € A, we define the class R;jjg,,p(go) of functions f € A for which
o

(f*g) € Ry, ,(@). Suppose that g(z) = z + 2 gn2"(gn > 0). Then, f(z) =

n=2
o0 o0
2+ D anz" € RS ,(¢) ifand only if (f#g)(2) = 2+ > gnanz" € RE, ,(#).
n=2 n=2
By applying Theorem (2.1) to the convolution ( f%g)(z) = z+ g2a2z> + g3azz> +
-, we get Theorem (3.1) below after an obvious change of the parameter v.
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Theorem 3.1 Let ¢(z) = 1 + Bz + B2z + B3z® + - where ¢0) = 1 with
#7(0) > 0. If f(z) given by (1) belongs to RS, (@) (, v, p € [0, 1), €C\{0},z €
A), then for any complex number v

‘a _Uaz‘ - 2B |1|
TR 30+ 202 — 20) (B — 2a)

max|1, ]

We, now, discuss some applications of the above theorem to the subclasses defined
using fractional derivatives.

& B QSUrBl(p +2y)3 —2w)
B g3 8(p+y)P?2-2a)

The result is sharp.

1. In terms of generalized Ruscheweyh derivative operator, we now introduce the
function class Ré:;‘,’f; (¢) in the following way:

RYAE (@) = {f S feAandJMEf e R;’y,p(¢)} : (14)

where the generalized Ruscheweyh derivative introduced by Goyal and Goyal [2],
Parihar and Agarwal [13] is defined as

F(w—A+v+2 vl
TR f(2) = F((;/j+ D F(]; _|_2))ZJ0A,},H’ (z“ 1f(z))
=24 D> B )" = (f*9)() (15)

n=2

where
BH(n) = Fn+wWlrw+2+pu-—MF+v+1) 6
rmrrn4+v+l4+pu—-—Nrew+2)rd+pwn)

It is easily seen that the function class Réi)})j’;(qﬁ) is a special case of the function

class Ry'5 (@) when g(z) = 2+ > ooy BMHZ = 2o Fi(n+ 1, v+ 25 v+ 2 + 1
— A 2).

Thus, we obtain the coefficient estimates for functions in the subclass Ré:;\,’f,f (@)
from the corresponding estimates for functions in the class Ré:‘; o(@).

Theorem 3.2 Let¢(z) = 14+Biz+Brz>+B3z>+- - -, where ¢ (0) = 1 with ¢’ (0) >
0. If f(z) given by (1) belongs to Ré:;)’f;(q)) (a,y,p €[0,1) 7t € C\{0},z € A),
then for any complex number v
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B 4v+24+pu—AMW+3+p—21)By |
T3+ D2 +2)(v+3)(p +2y)(2 = 20)(3 — 2a)
By (u+2)(v+3)w+2+u—2) 3utBi(p+2y)3 - 2a)

max[l,——
Bl 2(u+D@+2)(w+3+pu—2) 8o +1)2Q2 - 20a)

‘a3 — Ua%‘

|

2. Interms of generalized Owa—Srivastava operator, we now introduce the function
class

The result is sharp.

Ay ._ . A
Sipn@)={fr:rea ad Qrfery, ) (a7
where we define the generalized Owa—Srivastava operator as

rQe—wr@—xr+v)
FG—u+v)
=z+iF(n+I)F(Z_M)F(n_M+v+2)r(3_)‘+”) .
n=2

QL f(z) = IS f (@)

Fn—p+ DG —pu+)Fm—r+v+2)

For u = A, Qﬁ’” reduces to the Owa—Srivastava operators Q* [10].

It is easily seen that the function class Sé:;\,:% (¢) is a special case of the function
class Ry'%, ,(¢) when

o0

o= +ZF(n+1)1"(2—,u)1"(n—pL+v+2)1"(3—)»+v)n
T T T T~ DTG — it T — A+ v +2)

(18)

The coefficient estimates for functions in the subclass Sorlj)k,jg (¢) are given by

Theorem 3.3 Let ¢(z) = | + Biz + Baz? + B3z> + -, where ¢(0) = 1 with

¢’ (0) > 0. If f (z) given by (1) belongs to S;ji‘,j’;((ﬁ) (o, y,p €[0,1] T eC\{0},z €
A), then for any complex number v

5 G-wW2— W +3-2)v+4—1B] ||
‘a3 —va5| <
2179w +4— ww+3— o +2y)(2 —20)(3 — 2a)
B 3v+4—-—pww+3—-1Q2—pwn 3vtBi(p+2y)3 —2)

max{l, — —
Bl 2B8-mw+4—-DW+3-pw) 8(p+y)22-2a)

|

3. Interms of Najafzadeh operator, we now introduce the function class

STAE (@) = {f feA and Qfe R;’y’p(qb)} . (19)
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For ke N U {0}and A > 0, the operator Q’; f : N — N is defined by Najafzadeh
[8] as
L@ =0-Sf@)+rR f(2),z € A, (20)

where S¥ f is the Salagean differential operator [15] and R¥ f is the Ruscheweyh
differential operator [9].
For f(z) €A given by (1), we have respectively

S f@) =z+ D n*a2" and R"f(z)=z+2(i+”_l)anz" @

n=2 n=2

and hence

Ql,{f(Z)=Z[(1—)»)nk-i-k(i—l—n_l)]anz",zEA (22)

k=2

S'L’,)\.,k

It is easily seen that the function class S;7)

class Ry3 »(¢) when

g(Z)=Z+Z[(1—k)nk+k(i+n_1)]z" 23)

n=2

(¢) is a special case of the function

The coefficient estimates for functions in the subclass S;:;:’;) (¢) is given by:

Theorem 3.4 Let¢p(z) = 14B1z+By2?+ B3>+ - -, where ¢ (0) = 1 with ¢7(0) >
0. If f(z) given by (1) belongs to S;:));”];(@ (o, y,p €10,1) T eC\{0},z € A), then
for any complex number v

|az—va2‘ - 2By ||
3TV S3G A ) + Ak 2k + D/ (p £ 27)2 —20)(3 — 20)

By B =) + Ak +2)(k 4+ 1)/2) 3uTBi (p +2y)(3 — 2a)
B k(1 = 2) + Ak + 1))2 8(p + )22 — 2a)

max{l,

|

For» = 0and A = 1, Najafzadeh operators Q’/{ f reduce to Salagean differentiation of
f and Ruscheweyh derivative of f, respectively. Hence, the Fekete—Szeg6 inequality
for these functions follows immediately from the Theorem 3.4.
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Bi-Objective Scheduling on Parallel Machines
in Fuzzy Environment

Sameer Sharma, Deepak Gupta and Seema Sharma

Abstract The present chapter pertains to a bi-objective scheduling on parallel
machines involving total tardiness and number of tardy jobs (NT). The processing
time of jobs are uncertain in nature and are represented by triangular fuzzy mem-
bership function. The objective of the chapter is to find the optimal sequence of jobs
processing on parallel identical machines so as to minimize the secondary criteria of
NT with the condition that the primary criteria of total tardiness remains optimized.
The bi-objective problem with total tardiness and NT as primary and secondary cri-
teria, respectively, for any number of parallel machines is NP-hard. Following the
theoretical treatment, a numerical illustration has also been given to demonstrate the
potential efficiency of the proposed algorithm as a valuable analytical tool for the
researchers.

Keywords Fuzzy processing time * Average high ranking - Total tardiness *
Due date * Tardy job.

1 Introduction

Scheduling is a very common activity in both industry and non-industry settings.
Everyday meetings are scheduled, deadlines are set for projects, vacations and work
periods are set, maintenance and upgrade operations are planned, operation rooms are
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booked, and sports games are scheduled and arenas are booked. Proper scheduling
allows various activities, jobs or tasks to be executed in an organized manner, while
preventing resource conflicts. The parallel machine scheduling problem is a widely
studied optimization problem. It is a kind of important multi-machine scheduling in
which every machine has same work function and every job can be processed by any
available machine. Scheduling problems in real-life applications generally involve
optimization of more than one criterion. A large number of deterministic scheduling
algorithms have been proposed in last decades to deal with scheduling problems with
various objectives and constraints. However, in real-world applications, it is usually
difficult to set exact processing times for jobs. More often, the processing time of a
job may vary within an interval. Thus, it is natural and realistic to represent this kind
of uncertainties by fuzzy numbers.

A survey of the literature has revealed little work reported on the bi-objective
scheduling problems on parallel machines. Most of the work done in the bi-objective
problems has been on the single machine. Anghinolfi and Paolucci [1] studied total
tardiness scheduling problems on parallel machines. Azizoglu et al. [2] discussed
bi-criteria scheduling problem involving total tardiness and total earliness penalties.
Parkash [9] studied the bi-criteria scheduling problems on parallel machines. Shim
and Kim [10] dealt with scheduling on parallel identical machines to minimize the
total tardiness. Gupta and Sharma [6] studied the scheduling on parallel machines
with bi-objective function NT/Tj,x in fuzzy environment. Some of the notewor-
thy approaches are due to Chand and Schneerbrg [4], Moore [8], and Singh and
Sunita [11].

The present chapter addresses the bi-objective scheduling problems on identical
parallel machines involving total tardiness and number of tardy jobs (NT) with bi-
objective function as N'T/Total Tardiness. Two approaches can be used to address
the bi-objective problems: Both the criteria are optimized simultaneously by using
suitable weights for the criteria, and secondly, the criteria are optimized sequentially
by first optimizing the primary criterion and then the secondary criterion subject to
the value obtained for the primary criterion. In this research paper, we have used the
second approach. A practical application of this paper can be taken as to minimize
the cost of production or production time given the penalty for delaying the product.

2 Problem Formulation

The following assumptions are made for the problem formulation

. The jobs are available at time zero.

. The jobs are independent of each other.

. No preemption of jobs is allowed.

. The machines are identical in all respects.

. No machine can handle more than one job at a time.

| R O S R

The following notations will be used all the way through out the chapter
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i: Designate the ith job,i=1,2,3, — — —,n

k: Machine on which ith job is assigned at the jth position

Jj: Location of ith job on machine k , wherej=1,2,3, — — —,n

d;: Due date of the ith job

c¢;: Completion time of ith job

T;: Tardiness of the ith job= max (¢; — d;, 0)

T: Total tardiness

n: Total number of jobs to be scheduled

NT: Number of tardy jobs.

Xijjx = 1;if job i is located at the jth position on kth machine and 0; otherwise.

Chen and Bulfin [5] studied the scheduling on a single machine to minimize the
two criteria of maximum tardiness and N'T. Akker et al. [3] discussed the minimiza-
tion of NT. Lawer et al. [7] described the minimization of maximum lateness in a
two-machine open shop scheduling. Before formulating the bi-criteria problem, the
formulation for the single criterion is represented first. They are as follows:
Criterion: Total Tardiness

Tardiness is given by max(0, ¢; — d;), where ¢; and d; are the completion and
due date of job i. This function is a nonlinear function but can be linearized. The
formulation is as follows:

n
Min Z = ZTi
i=1

Subject to:

n n n
> 2 Xik=1 Vi i, D Xip<1 Vjk (i),
j=1k=1 i=1

Xijk is Binary Vi, j k (i), Ti=c¢ —d;i Vi (iv);

along with non-negativity constraint.
Criterion: Number of Tardy Jobs

A job is considered to be late only if its tardiness is strictly positive. Let ¥; be a
binary variable that depict whether or not the job i is late. It assumes a value 1 when

n

the job i is late and O otherwise. The D ¥; gives the total number of the tardy jobs.
i=1

The formulation is as follows:

n
MinZ = Z Y;
i=1

Subject to: Constraint set (i), (ii), (iii) and (iv)
Y > MT; Yi (v), Y;binary Vi (vi);

where M is a very large number.
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The formulation of the bi-criteria problems is similar to that of single criterion
problems but with some additional constraints requiring that the optimal value of the
primary objective is not violated. The two parts of the bi-criteria problem formulation
are as follows:

Primary Objective Function

Subject to: Primary problem constraints
Secondary Objective Function

Subject to:

1. Secondary problem constraint.
2. Primary objective function value constraint.
3. Primary problem constraint.

In the present work, we consider the parallel machines bi-criteria scheduling
problem in which the objective is to schedule jobs on parallel identical machines so
as to minimize primary and secondary criteria. So here, the problem is distributed in
two steps: first, the primary criterion in which total tardiness of jobs is minimized,
and in secondary step, the NT is minimized under the objective function value of
primary criterion.

3 Algorithm

The following algorithm is proposed to optimize the bi-objective function NT/Total
Tardiness by considering total tardiness and number of tardy jobs as primary and
secondary criteria.

Step 1: Arrange all the jobs in early due date (EDD) order, and find the tardiness
of each job (if any). Let L be the set of late jobs in the current schedule and
T be the total tardiness. Initialize a set of jobs, C = . It contains the jobs
that cannot be switched.

Step 2: Calculate 7;,Vi € L. If T; < 1Vi € L, then exit; else go to step 3.

Step 3: Select the first late jobi € L and i ¢ C. If none exist then exit; else go to
step 4.

Step 4: Check if ¢; = d; for some late job j € L. If so, then exchange jobs i and j;
Set L =L — {j}, elseset C = C + {i}. Go to step 3, in any case.

4 Theorems

The following theorems have been developed to optimize the bi-criteria scheduling
on parallel machines involving total tardiness and NT.
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4.1 Theorem

The proposed algorithm 3 optimizes the bi-objective function NT/Total tardiness.

Proof To prove the optimality of proposed, we need to prove the optimality of
steps 2, 3, and 4 of the proposed algorithm. As we know that the EDD rule optimizes
total tardiness, further, the completion time of any job i is the location number of
that job in the schedule. Hence, the completion time of a job can be determined by
its new location after it is switched with another job.

For Optimality of Step 2: By assumption, 7; < 1Vi € L. If there exist a better
schedule than that of schedule obtained by EDD rule and can be obtained by moving
jobs, we shall show that the movement of any job from EDD schedule does not lead
to a better schedule.

Case I: If a job i moves to an earlier position from its position in the EDD schedule,
then it delays all the intermediate jobs by at least one unit each. Hence, irrespective
of whether job i is early or late in the EDD schedule, the value of NT and total
tardiness at best remain the same and could possibly deteriorate from their values in
the EDD schedule.

Case II: If a job i moves to a late position (delaying) from its position in the EDD
schedule, then again two subcases arises:

If job i is late in the EDD schedule, then every unit of time that is delayed, its
tardiness increases by a unit, while the tardiness of already late j improves only by
the amount 7;(< 1, by assumption). Hence, the net effect is an increment in total
tardiness.

If job i is not late in the EDD schedule, then two situations may further arise.
If job i is delayed to a position where it is still early, then both tardiness and NT
remain the same. However, if it is moved to a position where it becomes late, for unit
increment in its tardiness, the reduction in tardiness of already late job j is T} (<1,
by assumption). Hence, the net effect is an increment in total tardiness.

Therefore, if 7; < 1Vi € L, no improvement in the job scheduling is possible.
For optimality of Steps 3 and 4: Here, we shall show that the conditions mentioned
in steps 3 and 4 of the proposed algorithm are the only conditions under which an
improved schedule can be obtained.

First, we observe that for these steps 7; > Ifor all i € Lwith strict inequality
holding for at least one i. Further, switching either the early jobs or jobs with the
same due date will not result in a better schedule. In fact, it may make the number
of late jobs and total tardiness worse. Thus, we consider the switching of a late job
with a job that is either late or early job. Pick any two jobs i and j from the EDD
schedule. Let job j be the late job. The following cases may arise:

Case I: Job i is late and d; < d;

In this case, we have either ¢; = cj ort; <t;.

If ¢; = ¢}, then the switching of these jobs will not improve the solution.

If ¢; < cj, then the tardiness 7" and T’ before and after the exchange are
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T; = max(0, ¢; — d;) + cj — dj, Ti/ = max(0, ¢; — dj) +cj— d;

Incaseifc; > d;, then switching job i and job j will worsen the primary criterion.

In case if ¢; < dj, then switching job i and job j does not change the total
tardiness and NT values. Hence, the only case in which the primary criterion is not
violated and NT improves is, if ¢; = d;.
Case II: If job i is not late and d; < d;

In this case, the total tardiness before and after switching job i and j is T =
cj—dj,T"=c;i —dj. Here, wehave T < T".

Hence, the primary criterion of total tardiness is violated.
Case III: If job i is not late job d; > d;

In this case, the total tardiness before and after switching job i and job j is
T =cj—dj, T =c; —dj. Here, we haveT < T'.

Hence, the primary criterion of total tardiness is again violated.
Case IV: If job i is late and d; > d;

In this case, we get the similar result as we get in case I, discussed above.

Hence, we have shown that a switching among any two jobs will worsen the
EDD schedule except that made under the exchange condition ¢; = d; as stated
in the algorithm. Hence, the proposed algorithm optimizes the bi-objective function
NT/Total tardiness.

4.2 Theorem

If the problem of single criterion, total tardiness, is NP-hard, the scheduling problem
on parallel machines optimizing the bi-objective function NT/Total Tardiness will also
be NP-hard.

Solution: We shall prove the result by the method of contradiction:

Let if possible the bi-objective function NT/Total Tardiness is not NP-hard. There-
fore, there must exist a polynomial algorithm which can solve the problem of opti-
mizing the bi-objective function NT/Total Tardiness on parallel processing machines.

This implies that single criterion of total tardiness can be optimized in polynomial
time, .i.e., total tardiness is not NP-hard. This is a contradiction as total tardiness is
NP-hard.

Hence, the scheduling problem optimizing the bi-objective function NT/Total
Tardiness on parallel processing machines is NP-hard.

5 Numerical Illustration

Optimize the NT with condition of total tardiness, whenever the processing times
of jobs are in fuzzy environment with due time on parallel machines are as follows
(Tables 1, 2):

Solution: The AHR of the processing time by using Yagers [12] formula of the given
jobs is as shown in Table 2.
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Table 1 Processing time of jobs in fuzzy environment

Jobs (i) 1 2 3 4 5 6
Processing time ~ (6,7,8) (5,6.7) (9,10,11) (7.8.9) (5,6,7) (10,11,12)
Due date (d;) 20/3 27/3 32/3 26/3 25/3 35/3

Table 2 AHR of processing time of jobs

Jobs (i) 1 2 3 4 5 6
Processing time 29/3 20/3 32/3 26/3 20/3 35/3
Due date (d;) 20/3 2713 32/3 26/3 25/3 35/3

On arranging the jobs in EDD order on parallel machines M, M> and M3, we
have (Table 3).

Therefore, total tardiness = 75/3 units and NT = 4.

Set of late jobs = L = {1, 2, 3, 6} and set of jobs that cannot be switched C = .

On considering the 1% late jobi = 1 € L and 1 ¢ C. Here, for the late job j =
2 € L, we have ¢; = d;. Therefore, on exchanging jobsi =1 € Landj =2 € L,
setting L = L — {2}, the jobs schedule becomes (Table 4).

Therefore, total tardiness = 75/3 units and NT = 3.

Here, we observe that no further improvement in scheduling of jobs is possible.

Hence, the optimal sequence of jobs processing optimizing the bi-objective func-
tion N'T/Total Tardiness on parallel machines is 2—-5-4—1-3-6 with minimum total
tardiness = 75/3 units and minimum NT as 3.

Table 3 Job scheduling with EDD order

Jobs (i) 1 5 4 2 3 6

M, 0-29/3 - - - - 29/3-64/3
M»> - 0-20/3 - 20/3-40/3 - -

M3 - - 0-26/3 - 26/3-58/3 -

d; 20/3 25/3 26/3 29/3 32/3 35/3

T; 9/3 - - 11/3 26/3 29/3

Table 4 Reduced job scheduling table

Jobs (i) 2 5 4 1 3 6

M, 0-20/3 - - 20/3-49/3 - -

M> - 0-20/3 - - 20/3-52/3 -

M - - 0-26/3 - - 26/3-61/3
d; 29/3 25/3 26/3 20/3 32/3 35/3

T; - - - 29/3 20/3 26/3
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6 Conclusion

The present chapter is aimed at developing heuristic algorithm to solve the bi-
objective problem with total tardiness and NT as primary and secondary criteria
more efficiently, in reasonable amount of time and with little conciliation on the
optimality of the solution on parallel machines. In past, the processing time for each
job was usually assumed to be exactly known. But, in many real-life situations,
processing times may vary dynamically due to human factors or operating faults,
and hence, the concept of fuzziness in processing time of jobs is introduced. For a
given set of jobs initially arranged in EDD order, a late job needs to be considered
for being exchanged only with another job or a job having the same due date in
order to potentially improve the value of a secondary criteria, given the primary cri-
teria of minimum total tardiness. The study may further be extended by generalizing
the number of parallel machines and by introducing trapezoidal fuzzy membership
function to represent the fuzziness in processing time.
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and Partial Backlogging

Ankit Prakash Tyagi, Shivraj Singh and Rama Kant pandey

Abstract Holding costs are determined from the investment in physical stocks and
storage facilities for items during a cycle. In most of the research papers, holding cost
rate per unit time for perishable inventory is assumed as constant. However, this is
not necessarily the case when items in stock are decaying. In this work, paying better
attention on the holding cost, we present a deteriorating inventory model in which the
unit holding cost is continuously based on the deterioration of the inventory with the
time the item is in stock. The deterioration rate is assumed as a Weibull distribution
function. Declining market demand is considered in this paper. Shortages are allowed
and partial backlogged. The partial backlogging rate is a continuous exponentially
decreasing function of waiting time in purchasing the item during stock out period.
Conditions for uniquely existence of global minimum value of the average total
cost per unit time are carried out. Numerical illustration and sensitivity analysis are
presented.
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1 Introduction

In daily life, deteriorating goods cannot use for long time. Foods, vegetables, fruits
and pharmaceuticals are a few examples of such items. So, the loss due to deteriora-
tion is needed to give a batter consideration of inventory managers. First, Ghare and
Schrader [1] considered continuously deteriorating inventory model with a constant
demand. Later, Cover and Philip [2] assumed variable deterioration rate. In this study,
they considered two-parameter Weibull distributive deterioration rate. Since then, a
great deal of research has focused on variable deterioration rate in models.

The assumption of constant demand rate is not always applicable for decaying
inventory. In reality, market demand of an item goes up in the growth phase of its life
cycle. On the other hand, on introducing more attractive products consumer’s pref-
erence may change. This causes demand of some items to decline. The consumer’s
confidence on quality of such products loses due to the age of the product. Therefore,
the age of inventory has a negative pressure on demand. This phenomenon attracted
numerous researchers to developed deteriorating models with time varying demand
pattern.

Hollier and Mak [3] were first presented the consideration of exponentially
decreasing demand. They also developed optimal policies under both conditions
where replenishment intervals are constant and variable. In developing such inven-
tory models, Goyal and Giri [4] provided a detail review of deteriorating inventory
literatures.

In the mention above, most researchers assumed that shortage are completely
backlogged. In practice, during the shortage period a few customers would like to
wait for backlogging but the other would not. In daily life, a common observation
is that, in the event of shortage, the proportion of consumers who will to purchase
the item decreases as the waiting time increases. Therefore, backlogging rate should
be variable and dependent on the waiting time for the next replenishment. Chang
and Dey [5] investigated an inventory model with shortage. They assumed a variable
backlogging rate which depends on the length of waiting for the next replenishment.
Recently, Pentico and Drake [6] provide a prominent survey of deterministic models
for the EOQ with partial backlogging.

In the consideration above, most researchers assumed that holding cost rate per
unit time is constant. However, more sophisticated storage facilities and services
may be needed for holding perishable items if they are kept for longer periods of
time. So, in holding of decaying items, the assumption of constant holding cost
rate is not always suitable. Weiss [7] noted that variable holding cost is appropriate
when the value of an item decreases the longer it is in stock. Ferguson et al. [8]
indicated that this type of model is suitable for perishable items in which price
markdowns and removal of ageing product are necessary. Recently, Mishra and
Singh [9] developed the inventory model for deteriorating items with time dependent
linear demand and holding cost. To give attention on the concept of variability of
the holding cost of decaying item, Tyagi et al. [10] developed an inventory lot-size
model for decaying item following the power patterns of demand of item. In that
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study, shortages were allowed and partial backlogged inversely with the waiting
time for the next replenishment.

On the basis of the discussion above, a question crops up that what optimal
policy will be adopted by the inventory managers when demand of item follows
the exponentially declining path and partial backlogging rate is also a exponentially
decreasing function of the waiting time for the next replenishment? To give optimal
policy in this situation, in this paper, an Economic Order Quantity (EOQ) inventory
model of deteriorating item is considered with declining market demand. To extend
such EOQ models, it is assumed continuously variable holding cost rate per unit
per unit time based on deterioration. The deterioration rate of item is considered
as two-parameter Weibull distribution function. Partial backlogging is allowed. The
backlogging rate is an exponentially decreasing function of the waiting time for the
next replenishment. In this paper, the primary problem is to minimize the average
total cost per unit time by optimizing the shortage point per cycle. We also show
that minimized objective function is convex and the obtained solution is uniquely
determined. A numerical example is proposed to illustrate the model and the solution
procedure. The sensitivity analysis of major parameters is performed in the last, here.

2 Notations and Assumptions

The following notations and assumptions are used throughout the whole paper.

2.1 Notations

I(t) the inventory level at any time ¢, t > 0; T constant prescribed scheduling period
or cycle length (time units); I, maximum inventory level at the start of a cycle
(units); S maximum amount of demand backlogged per cycle (units); #; duration of
inventory cycle when there is positive inventory; Q order quantity (units/cycle); ¢
cost of the inventory item ($); ¢; fixed order cost ($/per order); c3 shortage cost per
unit backordered per unit time ($/unit/unit time); c4 opportunity cost due to lost sales
($/unit).

2.2 Assumptions

In developing the mathematical model of the inventory system, the following assump-
tions are made: (1) the replenishment rate is infinite; (2) lead time is negligible;

(3) the replenishment quantity and cycle length are constant for each cycle; (4) there
is no replacement or repair of deteriorated items during a given cycle; (5) the time
to deterioration of the item is Weibull distributed. So, the rate of deterioration is
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dit) = a,Btﬂ_l, where o and B are shape and scale parameters; (6) the demand
rate R;(¢) is known and decreases exponentially as R (¢) = De ™ for I(t) > 0
and R|(t) = D for I(t) < 0 where D(> 0) is initial demand and A(> 0) is a
constant governing the decreasing rate of the demand; (7) shortage are allowed.
Unsatisfied demand is partially backlogged. The backlogging rate B(¢) which is a
decreasing function of the waiting time ¢ for next replenishment, we here assume
that B(t) = ¢~%, where 1 > § > 0 is backlogging parameter and ¢ is the waiting
time; (8) the holding cost rate per unit time is assumed continuously variable with
storage period of the item. The holding cost /(¢) consists of fix holding charges and
variable handling charges of item due to its deterioration. So, we here assume that
h(t) = R + He® which is increasing function of storage period ¢ of item, where
R(> 0) is fix holding charge per unit, H (> 0) is handling charge per unit time and
d (> 0) is deterioration rate governing the increasing path of handling charges.

3 Model Formulations

The inventory system goes like this: Atz = 0, initial replenishment Q units are made,
of which S units are delivered towards backorders, leaving a balance of I, units in
the initial inventory. From ¢ = 0 and ¢ = #; time units, the inventory level depletes
due to both demand and deterioration. At ¢, the inventory level is zero. During the
time (7' — t1) the shortage is partially backlogged at the rate of B(t) after receiving
next lot and left part of demand during shortage is lost. That is, only the backlogging
items are replaced by the next replenishment.

The inventory function with respect to time can be determined by evaluating the
differential equations

dI(t)
7+d(t)1(t)=—R1(t); 0<t=<t, (1)
and dl
d_it) =—-DB@); 11 <t<T. 2)

with the boundary conditions/ (0) = I and (1) = 0.
The solutions of (1) and (2) are

2 2
1=D|@-n-2LT-L)+-2 (tﬂ+]—tﬁ+l) (1—at?);0<t <1,
2 2 g+1\1 ==

and

1(t) = —g [e—‘“T—’) — e—W—’l)]; n<t<T. 4)
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The maximum inventory level at the starting point of the cycle is

Mz atﬁ+1
ImaXZI(O)II(t):D|:t1__1+ 1 :| )

2 B+

The maximum amount of demand backlogged per cycle can be obtained as
D
S=—1() =3 [1-e7?Tm]. ©6)

So, from (5) and (6), the order quantity per cycle is

2w\ b
Q=1max+S=D(t1——1+ ! +§[1—e*5”*“>]. (7)

2 (1+p8)

The average total cost per unit time per cycle consists of ordering cost per cycle,
holding cost per cycle, deterioration cost per cycle, shortage cost per cycle and
opportunity cost per cycle. Now, the ordering cost (OC) per order is c;.

The inventory holding cost (H C) per cycle is

1

= /h(t)l(t)dt )

0
The deterioration cost (DC) per cycle is

3]

= /cld(t)l(t)dt ©))

0
The shortage cost (SC) per cycle is

T

- /C3{—I(t)}dt (10)

4]

And, the opportunity cost (O PC) due to lost sales per cycle is

T
=/[1 _ B(t)]Ddr (11)
141
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The objective of this model is to determined the optimal value (¢{) of #; in order to
minimize the average total cost per unit time is

OC+HC+DC+SC+0OPC
ATC(y) = [CCTHEH SRR ] (12)

The necessary condition for average total cost per unit time A7 C(¢1) to be minimized

° dATC@) _ Df() _

dt T

0, (13)

where

B o), B(RA 2P (R—H(B - D}ard
f(fl)—[(R+H)(t1 )»tl)—ir ) + v
— onp—8(T—11)
+cra [tf - ,\t{’“] D c3§ ") _ (T — 11)ese—dT—1)
(3 = deq) e

8

Now, our main concern is to know about the existence of the solution of (13) that will
be the inner point in the interval [0, 7] at which average total cost per unit time is at
minimum value, globally. This is analogous to show that the solution of f(#;) = 0
uniquely exists.

Theorem 1 IfR > H(B — 1) and 1 > AT, then the solution of f(t;) = 0 not only
exists but also is uniquely determined as an inner point of [0, T'].

B+
Theorem 2 If R + H + af(R + 2H)t] + X0 4 (e + seq)e T

— 1 2 (B+1)
ealpef " =0+ pf) > HEREII ok 4 Hyn

+8(T — 1))cze 8T the average total cost per unit time AT C(t1) is convex
and reaches its global minimum at point t{.

Next, by using ¢}, we can obtain the optimal maximum inventory level, the optimal
order quantity and the minimum average total cost per unit time from (5), (7)
and (12).
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4 Numerical Illustrations

To illustrate the preceding discussion we consider the following example.

Example 1 We consider an inventory system which verifies the assumptions
described above. The randomly chosen input data of parametersare T = 1, « = 0.8

R=2,H=04,6=01,A=04,D=100,8=2,c1 =3,c0=10,¢c3=3
and ¢4 =7.

The optimal value tl* = 0.516906 unit time of #; are calculated by MATHEMATICA
8.0 for the proposed model. By using the optimal value ¢}, the minimum average
total cost per unit time AT C(#{) = $91.7083 is obtained and Theorem 2 is satisfied.
We can obtain the optimal value Q* = 97.1908 units of ordering quantity Q per
cycle.

5 Sensitivity Analysis

Here, taking one parameter at a time and keeping the remaining parameters unchanged,
we have studied the effect of changes (£ 5 % and =+ 10 %) in the values of some para-
meters o, B, R and H on optimal shortage point ¢{°, optimal order quantity 0* and

Table 1 Effect of changes in the parameters of the inventory model

Parameters % Change % Change in the value of
1 O* ATC(t])
R=2 +10 —2.38 —0.06 +2.67
+5 —1.20 —0.03 +1.35
=5 +1.23 +0.03 —1.38
—10 +2.49 +0.07 —2.80
H=04 +10 —0.54 —0.015 +0.57
+5 -0.27 —0.007 +0.29
=5 +0.27 +0.007 —0.29
—10 +0.54 +0.015 —0.58
a =038 +10 —1.74 +0.31 +1.29
+5 —0.88 +0.15 +0.65
=5 +0.91 —0.16 —0.67
—10 +1.87 —0.31 —1.36
B=2 +10 +2.14 —0.64 —2.33
+5 +1.09 —0.33 —1.21
=5 —1.15 +0.35 +1.32

—10 —2.36 +0.74 +2.75
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the minimum average total coast per unit AT C(¢"). Example 1 is used and results
are shown in Table 1. From Table 1, it is clearly observed that when the values of
parameters R and H of holding cost rate increase or decrease, the optimal value of
AT C(t]) increase or decrease. But this trend is reversed for the solutions #{ and
Q*. The main reason is that when R and H increase, the holding cost will increase.
Therefore, inventory managers reduce the order quantity and consequently the short-
age point is reduced. Finally, it also increases the average total cost for the inventory
system.

6 Conclusion

In this paper we study an inventory model where the inventory level is depleted not
only by exponentially decreasing demand but also by Weibull distributive deteri-
oration, in which holding cost per unit time is considered a continuously variable
function depends upon item’s deterioration nature. Shortages are allowed and par-
tially backlogged. Therefore, the proposed model can be used in inventory controlling
of certain perishable items like food items, electronic components and other fashion-
able products. Moreover, the advantage of the proposed inventory model is that the
behavior of the model illustrated by the help of given example is easy to understand
by sensitivity analysis due to major parameters. From sensitivity analysis, it is shown
that the optimal order quantity is highly sensitive to changes in the value of « and
B, on the other hand the optimal value of average total cost per unit time is highly
sensitive to changes in the value of R, « and $ as well as slightly sensitive to changes
in the value of H. According this situation, inventory managers have to take decision
to place an order on the basis of decaying nature of goods after setting a justifying
level of average total cost that can be accepted by their organization. As far as the
future researches biased on this study are concerned, this paper can be extended with
stochastic demand and permissible delay in payment.
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The Value of Product Life-Cycle for
Deteriorating Items in a Closed Loop Under
the Reverse Logistics Operations

S. R. Singh and Neha Saxena

Abstract Owing to its strategic implications, reverse logistics has received much
attention in recent years. Growing green concerns and advancement of reverse logis-
tics concepts make it all the more relevant who can be achieved through the End-
of-Life (EoL) treatment. In the proposed model, we develop a production inventory
model with the reverse flow of the material. Here we determined the value of prod-
uct life cycle with EoL scenario where the reverse logistics operations deal with the
collection, sorting, cleaning, dissembling, and remanufacturing of the buyback prod-
ucts. The purpose of this paper is to develop an effective and efficient management
of product remanufacturing. As a result, in this article, we establish a mathematical
formulation of the model to determine the optimal payment period and replenish-
ment cycle. Illustrative examples, which explain the application of the theoretical
results as well as their numerical verifications, are also given. Finally, the sensitivity
analysis is reported.

Keywords Production *+ Reverse operations * Deterioration - Short life cycle
products - Collection investment

1 Introduction

Supply chain management has received remarkable attention both from the busi-
ness world and from academic researchers. Most of the research concentrates on
the forward movement of supply chain and transformation of the materials from
the suppliers to the end consumer. However, rapid developments in technology, the
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emergence of new industrial products and shortened product life cycles have resulted
in an increasing number of discarded products and caused growing environmental
problems in the developed world. Due to the governmental regulations and consumer
concerns regarding these environmental issues, an increasing number of companies
have focused on reduction efforts in the amount of waste stream, diversion of the
discarded products and disposition of the retired products properly. Enforced legis-
lation and customer expectations increasingly force manufacturers to take back their
products after use, which can be achieved through the collection investment. The col-
lection investment represents the monetary amount of effort (e.g., promotion, mar-
keting) that the recycled-material supplier applies to the end-user market to create the
necessary incentive to receive targeted returns. This subject is related to the concept of
reverse logistics. Due to this awareness manufacturers and researchers in many coun-
tries have been paid much attention to the reverse flow of products from consumers
to upstream businesses interest. The Reverse logistics is the process of retrieving the
product from the end consumer for the purposes of or proper disposal. A Reverse
Production System includes collection, sorting, and remanufacturing processes for
end-of-life products. Reverse distribution can take place through the original forward
channel, through a separate reverse channel, or through combinations of the forward
and the reverse channel.

The green supply chain, which links the natural environment both with the forward
and reverse supply chain, has a growing stream of research and is quickly becoming
a well-established field of its own. This development has stimulated a number of
companies to explore options for take-back and recovery of their products. There
are two types of reverse logistics (RL) classified on the basis of the degree of the
openness in its network. One of the two classifications is Open-loop structure and
the other one is Closed-loop System. In the open-loop RL system, the products from
the end user do not return to the original manufacturers or suppliers. The products
are taken away by the third logistics party for the purpose of waste reduction, resale
etc. while in case of closed-loop RL system products get returned to the original
manufacturers or suppliers, for the purpose of repair, reformation or reuse. In need
of repair or renovation it usually points the original source, belonging to the closed-
loop structure.

In the past recent years, a growing environmental consciousness enforce the
researchers to be more environmental responsible. A lot of work has been done
in the field of RL. There are very few models treating forward and reverse distribu-
tion simultaneously. Schrady [16] was the first who determined both of the system,
reverse flow of material with forward system. He considers the traditional Economic
Order Quantity (EOQ) model for repairable items assuming that the manufacturing
and recovery (repair) rates are instantaneous. This model was generalized by Nah-
mias and Rivera [13] for the case of finite repair rate and limited storage in the repair
and production shops. Another extension of the model of Schrady [16] was made
by Mabini et al. [12]. Ishii et al. [8] developed a model and demonstrate the need of
life-cycle design to maximize the life-cycle value of a product at the initial stages of
design. Koh et al. [10] generalized the model of Nahmias and Rivera [13] by assum-
ing a limited repair capacity. Dobos and Richter [5] explore a RL inventory system



The Value of Product Life-Cycle 385

with non instantaneous production and remanufacturing rate. Dobos and Richter [6]
generalized their earlier work (2003) to the case of multiple remanufacturing and
production cycle. Dobos and Richter [7] extended their previous model and assumed
that the quality of collected returned items is not always suitable for further repair-
ing [14]. In a further study a closed-loop supply chain for the returned items is
developed by Savaskan et al. [15] assuming that the returned rate depends on the
Collection investment. Dekker et al. [4] proposed a quantitative model for closed
loop supply chain. He investigated that the amount of returns is highly uncertain and
this uncertainty greatly affect the collection and inventory decisions. Bayindir et al.
[2] investigated the level of the desired recovery effort with the imperfect recovery
process. King et al. [9] defined the term repair as the correction of specified faults
in a product, where the quality of repaired products is inferior to those of remanu-
factured. Srivastava [19] generalized an overview in green supply chain. He showed
that RL is a complex process to achieve greater economic benefits. El Saadany and
Jaber investigated the model by assuming that the collection rate of returned items is
dependent on the purchasing price and the acceptance quality level of these returns.
That is, the flow of buyback items increases as the purchasing price increases, and
decreases as the corresponding acceptance quality level increases. Konstantaras and
Skouri [11] generalized the model by considering a general cycle pattern in which a
variable number of reproduction lots of equal size are followed by a variable number
of manufacturing lots of equal size. They also have studied the case where shortages
are allowed in each manufacturing and reproduction cycle. Alamri [1] proposed a
general reverse Logistics inventory model for the optimal returned quantity with
deteriorated items. Singh and Saxena [18] developed a RL inventory model for stock
out situation. Along the same line Singh et al. [17] developed there model for the
flexible manufacturing under the stock out situation. Green supply chain inventory
model with short life cycle product is developed by Chung and Wee [3]. This paper
differs from the previous research, since in this study a closed loop system in reverse
logistics is considered. In this article, we have developed the model for the short life
cycle products.

In this paper, a closed loop system for integrated production of new items and
remanufacturing of returned items is presented for an infinite planning horizon. The
effect of deterioration is taken as under consideration. We developed a model assum-
ing the coordination of joint production and reproduction options by producing new
items and reproducing the returned items to quality standards that are “as-good-as”
those of new products. In this model, the demand of customer is satisfied by the
serviceable stock which is either produced or remanufactured items from the market
the buyback products are subjected to the sorting, cleaning, and dissembling from
where a constant ratio of the products (repairable stock) that confirms the certain
quality standard are collected to be remanufactured and the rest is salvaged. The
process is going on. A general framework of such a system is depicted in Fig. 1.
The next section is for assumption and notations. Section3 is for the formulation
of the model. In Sect.4 we have determined the solution procedures for the model.
The numerical example to illustrate the model and sensitivity analysis is presented
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Fig. 1 Material flow in a reverse logistics inventory model

in Sect. 5. Concluding remarks are derived and future research topics are suggested
in Sect. 6.

2 Assumption and Notations

Notations for the forward logistics

I, (t) = Inventory level at time ¢ in manufacturing stock.

P, = The production rate.

d = The demand rate (satisfied from the newly produced and reproduced items).
0,, = Deterioration rate.

« = Scaling parameter, production formulation.

Cost parameters for the manufacturing stock are as follows.

C,, = Unit item cost.

K, = Fixed unit production cost.
S, = Variable unit production cost.
H,, = Unit holding cost.

Notations for reverse logistic

I (t) = Inventory level at time t in remanufacturing process.
I, (t) = Inventory level at time t in production process.

P, = The reproduction rate.

R = The returned rate.

[ = Scaling parameter, remanufacturing formulation.

~ = Scaling parameter, collection investment formulation.

1 = Scaling parameter, salvage formulation.

The cost parameters for the reproduced stock are as follows.

F, = Fixed unit reproduction cost.
S, = Variable unit reproduction cost.
H, = Unit holding cost.
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e 0, = Deterioration cost.
e The cost parameters for the returned stock are as follows.

Cr = Unit returned item cost.
Hpg = Unit holding cost.

0r = Deterioration cost.

Sqv = Salvage.

M = number of the life cycles before the component is recycled or disposed off.
C1 = Collection investment.

F.; = fixed cost including cleaning and disassembly cost during the collecting
process.

C.; = variable cost including cleaning and disassembly cost during the collecting
process.

Agr = fixed component life-cycle design cost ratio for the green design.

B4, = variable component life-cycle design cost ratio for the green design.

C4 = component life-cycle design cost for the green design.

r;j = reliability of the sub function j.

Assumptions

e Production and remanufacturing rate taken to be demand dependent as

P.=ad, a>1
Pm:ﬁd» ﬂ>1

e Returned items are collected at a rate R determined by the collection investment
CI and demand. The collection investment represents the economical amount of
effort (e.g., promotion, marketing) that the supplier applies to the end-user to create
the necessary incentive to receive targeted returns. R = (\/CI_/V) d where 7y is a

scaling parameter and /CI /vy < 1.

3 Formulation of the General Model

The change in inventory of Production and Remanufacturing house is depicted in
Fig.2. In the remanufacturing house the reproduction starts at time 7 and the inven-
tory level rises up at arate P, — d — 6,1, (¢t). At the time 77 reproduction stops then
the stock level wind up at a rate —d — 6,1, (¢) to the time 7>. At the same time due to
the production the stock level rises up at a rate P,, —d — d,, I, (¢) in the Production
house and at the time 73 when the production stops the stock level starts to decrease
at arate —d — 6, 1,,, (¢) up to the time T4. Now the stock level of the returned items
assumed to be remanufactured is start to decreasing at arate nR — P, — drIg(t) up
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Fig. 2 Inventory variation of an EPQ model for reverse logistics system

to the time 77 and after the end of the reproduction the stock level is raising at a rate
up to the time Ty

The changes in the inventory levels depicted in Fig.2 are governed by the
following differential equations:

I,/ (t) + 6,1,(t) = P- —d, With the ending condition [,(Tp) =0 0<r<T

I'(t) + 6,1,(t) = —d, With the ending condition I,(T2) =0 T, <t <T .
I(t) + O ln(t) = P, —d, With the initial condition 7,,(T2) =0 Tr <t 5(2
1, (1) + 6l (1) = —d, With the ending condition 1,,(Ty) =0 T3 <t < T4(3)
Il'e(t)—{—dRIR(t) =nR— P, With the ending condition Ig(7T7) =0 0 <t 5(;1“1)

Ij(t) + OrIx(r) = nR, With the initial condition Ix(T}) =0 Ty <t < TES)

(6)

The solution of the above differential equations is as follows:

P —d
5,

I.(t) = [ ] (1—e) 0<1<T (7
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1(r>—{5](e“T2 Y- Ti<t<h ®)
r
P 6 (T,—1)
I (1) = (1=e"27), Th<t<T;s 9)
5m
d O (Ty—1)
In(t) =y — 7 =1) Th3<t<T4 (10)
(;m
P, —nR
Ir(1) = lé—”} (@M —1) 0<i<T (11
R
nR SR (Ti—1)
Ir(1) = S (A=), T1 <t <Ty (12)
R
Now the per cycle cost components for the given inventory system are as follows.
T3 T4
Item cost: C,, f P,du + Cg f Rdu this cost includes the deterioration cost
e 0
T3
Production cost: K, + Sy | Pndu
T

Holding cost = h, [1,(0, T1) + I.(T1, T2)1 + hy [Ln (T2, T3) + 1, (T3, T4)] +
hr IR0, T) + Ir(T1, T4)]

T\ Ty
Remanufacturing cost = K, + % +MS, [ Prdu+ Fy+ Co [ Rdu
0 0

T4
Salvage = [ (1 —n) Rdu
0

Design life cost = Cp {% + MBpy H?:l rj}
Total cost = cost for the forward supply chain + cost for the reverse supply chain

T3 n T3
Z(T1, T», T3, Ts, M)