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Foreword

I am delighted that the Second International Conference on ‘‘Soft Computing
for Problem Solving (SocProS 2012)’’ was organized by the Institute of Engi-
neering and Technology of our University from December 28–30, 2012.

l. Zadeh, founder of soft computing had stated that soft computing differs from
conventional (hard) computing in that, unlike hard computing, it is tolerant of
imprecision, uncertainty, partial truth and approximation. In effect, the role model
for soft computing is the human mind. The guiding principle of soft computing
being: Exploit the tolerance for imprecision, uncertainty, partial truth and
approximation to achieve tractability, robustness and low solution cost. Every
single one of these methods can be called soft computing method.

The soft computing models are based on human reasoning and are closer to
human thinking. Soft computing is not a melange; it can be viewed as a founding
component for the emerging field of conceptual intelligence. It is the fusion of
methodologies assigned to model and enable solutions to real-world problems
which are not modelled or too difficult to model mathematically. The core of soft
computing comprises neural networks, fuzzy logic and genetic computing. In the
coming years, soft computing will play a more important role in many areas,
including software engineering. Soft computing is still growing. It is still some-
what in the formative stage and the definite components that comprise soft
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computing have not yet been designed. More new sciences are still merging into
soft computing. SocProS 2012 was aimed to reach out to such development.

I am happy to know that Springer is publishing the Proceedings of this con-
ference as AISC book series. I am confident that the readers will be benefited by
the research inputs provided by delegates during the conference. This book will
certainly provide an enriching and rewarding experience to all for academic
networking.

I congratulate the editorial team and Springer for meticulously working on all
the details of the book. I also congratulate all the authors of research papers for
their contribution to SorProS 2012.

Jaipur, September 27, 2013 Upinder Dhar
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About JK Lakshmipat University

Set up in the pink city of Jaipur, India and spread over a sprawling 30 acre campus,
JK Lakshmipat University (JKLU) offers state-of-the-art academic infrastructure
and world class faculty for conducting Graduate, Post Graduate and Ph.D.
programmes in the mainstream disciplines of Management and Engineering.
Promoted by JK Organisation, one of India’s leading industrial conglomerates with
a rich heritage of over 100 years, the University offers students an open, green and
high-tech learning environment, combining the serene settings of the Gurukuls of
yesteryears with the technological advancements of the new age.

The Institute of Management offers MBA (Full-Time Residential), MBA
(Family Business and Entrepreneurship), MEA (Master of Educational Adminis-
tration), a 5-year integrated dual degree (BBA ? MBA) and Ph.D. programme
in Management, besides PG Diploma in Tourism Administration and PG
Diploma in Family Business & Entrepreneurship. Specializations include Finance
and Accounting, Marketing, HRM, International Business and Information
Technology. In order to balance conceptual framework with the industry practices,
the delivery of each course is done in close consultation with the corporate world.

The University has also set up a ‘Management Development Centre’ for
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It also organizes faculty development programmes for the benefit of academia.

The Institute of Engineering and Technology offers 4 year B.Tech, 2 year
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The curriculum is designed to enrich the students with the knowledge and
relevant skills to prepare them not only to face the contemporary world but also to
make them future ready to effectively perform in leadership roles assigned to them.
The curriculum is updated to integrate changes that are taking place in the business
environment.

JKLU is visualized to emerge as a premier institution of higher learning with
global standards; it has tied up with a few renowned universities, such as
University of Houston (USA), Hanyang University (South Korea), St. Cloud State
University (USA), University of Wales (UK) and Szechenyi Istvan University
(Hungary) for cooperation in the field of Faculty Development, Students Exchange
and Research. The University has also signed an MoU with IBM India Ltd. for
establishing a ‘Centre of Technology Excellence’ for undertaking technology
development projects involving faculty members and students.

JKLU has been set up under Rajasthan Private Universities Act by ‘Lakshmipat
Singhania Foundation for Higher Learning’.
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Preface

Unlike hard computing, the guiding principle of soft computing is exploiting the
tolerance for imprecision, uncertainty, partial truth, and approximation to achieve
tractability, robustness, and low solution cost, the role model being the human
mind. The areas that come under the purview of Soft Computing include Fuzzy
Logic, Neural Computing, Evolutionary Computation, Machine Learning and
Probabilistic Reasoning, with the latter subsuming belief networks, chaos theory
and parts of learning theory. The successful applications of soft computing and its
rapid growth suggest that the impact of soft computing will be felt increasingly in
the coming years. Soft computing is likely to play a very important role in science
and engineering, but eventually its influence may extend much farther.

After the successful completion of the First International Conference on Soft
Computing for Problem Solving in 2011 (SocProS 2011) at IIT Roorkee, the 2nd of
the series, Second International Conference on Soft Computing for Problem
Solving (SocProS 2012), was held in JK Lakshmipat University (JKLU), Jaipur,
during December 28–30, 2012. It had been a matter of great privilege and pleasure
to organize SocProS 2012 at JKLU, Jaipur. The response had been overwhelming
and heartwarming. We had received 312 paper submissions of which 200, i.e., 64 %
had been accepted for presentation. The review process included double review of
submitted papers by an International team of reviewers using Easy Chair as online
conference management software. There were 20 Technical Sessions including two
Special Sessions, besides five Keynote Addresses by eminent Academicians and
Scientists from different parts of the world that made SocProS 2012 an enriching
experience to all the participants. In addition, there was one Workshop on Game
Programming and one Special Tutorial on Brain like computing as a part of this
conference. There were 144 Programme Committee members and 20 International
Advisory Committee members from across the world associated with SocProS
2012.

We would like to express our sincere gratitude to Dr. Madhukar Gupta, Divisional
Commissioner, Government of Rajasthan for gracing the occasion as the Chief Guest
for the Inaugural Session.

We would also like to extend our heartfelt gratitude to all Programme Committee
and International Advisory Committee members. We sincerely thank the Keynote
Speakers Prof. Dipankar Dasgupta from University of Memphis—USA,
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Prof. Anirban Bandyopadhyay from National Institute of Material Sciences
(NIMS)—Japan, Prof. Ravindra Gudi from IIT Bombay—Mumbai,
Prof. D. Nagesh Kumar from IISc—Bangalore and Prof. Ajoy Ray from Bengal
Engineering and Science University (BESU)—Howrah.

We are grateful to Prof. Anirban Bandyopadhyay for conducting a Special
Tutorial also in addition to delivering Keynote Address. We thank Mr. Arijit
Bhattacharyya from Virtual Infocom—Kolkata for conducting the Workshop.

We thank the invited guests for accepting our invitation and also for chairing
the technical sessions. We thank Dr. Kannan Govindan and Dr. P. C. Jha for
delivering the Invited Talks. We express sincere thanks to the entire national and
local organizing committee members for their continuous support and relentless
cooperation right from the conception to execution in making SocProS 2012 a
memorable event. We thank all the participants who had presented their research
papers and attended the conference. A special mention of thanks is due to our
student volunteers for the spirit and enthusiasm they had shown throughout the
duration of the event, without which it would had been difficult for us to organize
such a successful event.

Thanks are due to Springer for Publishing the Conference Proceedings. We
hope that the Proceedings will prove helpful towards understanding about Soft
Computing in teaching as well as in their research and will inspire more and more
researchers to work in this interesting, challenging and ever growing field of Soft
Computing.

We are thankful to the JKLU family for the support given in making this mega
event successful. We sincerely hope that the delegates had certainly taken home
several pleasant memories of SocProS 2012 with them.

We are honoured and it has been a proud privilege to be associated with this
Second International Conference on SocProS 2012 as its General Chairs.

Dr. B. V. Babu
Dr. Atulya Nagar
Dr. Kusum Deep

Dr. Millie Pant
Dr. Jagdish Chand Bansal

Dr. Kanad Ray
Dr. Umesh Gupta
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Part I
Genetic Algorithm for Problem Solving

(GAPS)



Insulin Chart Prediction for Diabetic Patients
Using Hidden Markov Model (HMM)
and Simulated Annealing Method

Ravindra Nath and Renu Jain

Abstract Most of the diabetic patients need to take insulin before every meal. The
doctors have to decide insulin doses for every patient according to the patient’s
previous records of doses and sugar levels measured at regular intervals. This paper
proposes a hidden Markov model to predict the insulin chart for a patient and uses
simulated annealing search algorithm to efficiently implement the model. The one-
month chart maintained by the patient has been used to train the model, and the
prediction for next fifteen days is done on the basis of the trained data. We discussed
the results with the university medical doctor; he was very pleased to see to the result
obtained.

Keywords Hidden Markov model (HMM) · Randomized algorithm (RA) ·
Simulated annealing (SA) · Diabetic patient chart prediction (DPCP)

1 Introduction

Hidden Markov model has various applications in the area of speech recognition,
bioinformatics (DNA sequences and gene recognitions) [1–4], climatology, acoustics
[1, 5], etc. In addition to this, HMM has been applied for prediction problems like
stock marketing [6–8] and forecasting. Mostly researches have to work with the third
problem of HMM for training and prediction of the data. Out of many probabilistic
models, HMM is most popular due to its mathematical foundation of model.
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In this paper, we have taken the application of medical science, i.e., preparation
of insulin chart for diabetic patients. We have used HMM to predict the insulin
chart taking the data of a diabetic patient. We have used simulated annealing as a
randomized algorithm. Training is done taking one-month chart maintained by the
patient.

Simulated annealing [9–11] is a randomized search method that can perform
global search within the defined searching space giving local maxima or global
maxima. In our previous paper [12, 13], we modeled HMM learning problem as a
discrete search problem and solved that discrete problem using different randomized
search algorithms. In this paper, insulin chart prediction is modeled as HMM, and
HMM learning problem is solved using simulated annealing algorithm. Experimental
results show that SA evaluates HMM parameters quite fast and accurately on the basis
of previous data giving good prediction results.

The organization of the paper is as follows. Section 2 briefly describes the data
set taken. Section 3 explains HMM, and Sect. 4 explains in detail the HMM used
and results obtained. Section 5 is about results and discussions.

2 Data Set Information

The data set used in this paper was taken from http://archive.ics.uci.edu/ml/ called
UCI Repository. Diabetics patient records can be obtained from two sources: an
automatic electronic recording device and paper records. The automatic device has
an internal clock to timestamp events, whereas paper records provide ‘logical time’
slots (breakfast, lunch, dinner, bedtime). Diabetic files consist of four fields per
record: (1) date in MM-DD-YYYY format, (2) time in XX:YY format, (3) code, and
(4) value.

The code field is deciphered as follows: 33 = Regular insulin dose, 34 = NPH
insulin dose, 35 = Ultralente insulin dose, 48 = Unspecified blood glucose mea-
surement, 57 = Unspecified blood glucose measurement, etc.

We have taken two-month data (insulin chart) for code 33, i.e., regular insulin
dose of a patient. Assuming first-month data as training data, next one-month chart
is predicted and compared with the actual data.

3 The Hidden Markov Model

HMM is a probabilistic model useful for finite-state stochastic sequence structures.
Stochastic sequences are called observation sequences, i.e., O = O1 O2. . ., OT,

where T is the length of the observed sequence. HMM with N states (S1, S2, . . . SN)

can be characterized by a set of parameters (A, B, π) is called the model of HMM
λ = (A, B, π)

http://archive.ics.uci.edu/ml/
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In order to characterize an HMM completely, following elements are needed
[8–10, 14, 15]

N : The number of states in the model

M: The number of distinct observation symbols M per state

A: The state transition probability distribution

A = {
ai j

}
, ai j = p(qt = s j |qt−1 = Si )

j∑

i=1

ai j = 1 where ai j ≥ 0, 1 ≤ i ≤ N and 1 ≤ j ≤ N

B: The observation symbol probability distribution in state j

B = b j (k) = P(Vk at t |qt = S j )

M∑

k=1

b j (k) = 1 b j (k) ≥ 0

π : The initial-state distribution πi = P(q1 = Si )

The three main problems of HMM are as follows: evaluation problem, decoding,
problem, and learning problem.

(1) HMM evaluation problem: Compute P(O|λ), the probability of the observation
sequence O = O1 O2 O3 . . . OT, given the model λ = (A, B, π).

(2) HMM decoding problem: Uncover the hidden part of the model, i.e., find the
optimal state sequence, for the given observation sequences O = O1O2 O3 . . . OT,
given the model λ = (A, B, π ).

(3) HMM learning problem: Model parameters (A, B, π) are adjusted such that
P(O|λ) is maximized.

In this paper, we have considered the third problem of HMM, i.e., the learning
problem or training problem and tried to solve it.

3.1 Hidden Markov Model for a Diabetic Patient

To completely define a problem of HMM, we need to define three probabilities: state
transition probabilities, observation symbols probabilities, and initial-state probabil-
ities. It was observed that a patient takes the medicine at breakfast (08:00), lunch
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Table 1 Actual input of
doses for one month

Date Code Breakfast Lunch Dinner Bedtime

21-Apr-91 33 9 0 7 0
22-Apr-91 33 10 2 7 0
23-Apr-91 33 11 0 7 0
24-Apr-91 33 10 4 0 5
25-Apr-91 33 9 4 7 2
26-Apr-91 33 9 5 7 0
27-Apr-91 33 10 0 8 0
28-Apr-91 33 10 0 7 0
29-Apr-91 33 9 5 8 0
30-Apr-91 33 10 4 7 0
1-May-91 33 10 4 7 0
2-May-91 33 10 5 7 0
3-May-91 33 10 5 7 0
4-May-91 33 10 5 7 0
5-May-91 33 10 5 7 2
6-May-91 33 10 5 7 0
7-May-91 33 10 5 7 0
8-May-91 33 10 5 7 0
9-May-91 33 9 4 7 0
. . . . . .
. . . . . .

(12:00), dinner (18:00), and bedtime (22:00) or morning, noon, evening, and night,
and the amount of insulin (code=33) varies from value 2 to 11. The data set contains
4 values per day corresponding to 4 slots, i.e., breakfast, lunch, dinner, and bedtime.
We have taken these four slots as four states where S1 corresponds to breakfast,
S2 corresponds to lunch, S3 corresponds to dinner, and S4 corresponds to bedtime. In
addition to this, we have taken 10 observation symbols on the basis of insulin dose
values given to the patient. Table 1 shows the actual amount of insulin give to the
patient for thirty days.

Further, whole one-month data were divided into slots of three days and training
is done taking three-day data repeatedly. For training, simulated annealing algorithm
is used, and at the end of the process, a model λ is obtained. Hence, our model λ has
four states (S1, S2, S3, and S4), and we assume that the patient starts his doses from
morning, i.e., there is a very high probability that the patient will be in state 1. So,
we take initial probability as:

π = [0.925 0.025 0.025 0.025]

After examining the patient’s previous data, we roughly initialize the state tran-
sition probabilities and symbol emitting probabilities generating initial A = aij and
B = Bj (k) as follows:
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A = aij =
[0.025 0.325 0.625 0.025

0.025 0.025 0.925 0.025

0.925 0.025 0.025 0.025

0.250 0.250 0.250 0.250]

B = bj (k) =
[.0090 .0091 .0091 .0091 .0091 .0091 .0091 .0091 .3391 .3391 .2491

.6090 .3091 .0091 .0091 .0091 .0091 .0091 .0091 .0091 .0091 .0091

.0090 .0091 .0091 .0091 .0091 .0091 .9000 .0091 .0091 .0091 .0091

.9090 .0091 .0091 .0091 .0091 .0091 .0091 .0091 .0091 .0091 .0091]

The observation sequence for first three days will be:

O = [O1 O2 O3 O4 O5 O6 O7 O8 O9 O10 O11 O12]

Taking the initial model, we keep training using simulated annealing [11, 16, 17]
method for every three days and get a model λ, and then, it is again trained taking all
the previous observation sequences getting a λFinal. Taking λFinal as model, observa-
tion sequence is predicted by matching P(O|λ) values with previous model values,
and these processes are shown as follows.

3.2 HMM Training by Simulated Annealing Algorithm

The HMM training is performing in the following steps.

(a) Take an initial values A, B, and π .
(b) Using simulated annealing method and adjusting the values of A and B, a set of

values of A and B is found having maximum values say λ1.
(c) for the next sequence, initial values of A and B are taken for the model λ1, and

then, step ‘b’ is repeated to get a new model λ2. This way we continue and
λ1, λ12 . . . , λ10 models are created as shown in the Table 2.

(d) To further refine the model, we took the model λ10as a starting model and
using simulated annealing, got refined new model λnew1,λnew2, . . . , λnew10 as
shown in Table 3 and corresponding values of A10, B10, and π10 are given in the
Table 3.
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Table 2 Observation
sequence and corresponding
p(O|λ) values

S.no. Training sequence HMM Log10 (p (O|λi))

1 9 1 7 1 10 2 7 1 11 1 7 1 λ1 −9.6952
2 10 4 1 5 9 4 7 2 9 5 7 1 λ2 −10.797
3 10 1 8 1 10 1 7 1 9 5 8 1 λ3 −8.7954
4 10 4 7 1 10 4 7 1 10 5 7 1 λ4 −7.3351
5 10 5 7 1 10 5 7 1 10 5 7 2 λ5 −3.0548
6 10 5 7 1 10 5 7 1 10 5 7 1 λ6 −6.4811
7 9 4 7 1 10 4 8 1 10 4 7 1 λ7 −8.9516
8 9 4 7 1 10 4 8 1 10 4 7 1 λ8 −9.8487
9 10 6 7 1 10 1 7 1 9 5 7 1 λ9 −10.7967
10 10 5 7 1 10 4 7 1 9 5 7 1 λ10 −8.1579

Table 3 Training sequence
and corresponding p(O|λ)

values (second iteration
values)

S.no. Training sequence HMM log10(p(O|λmax))

1 9 1 7 1 10 2 7 1 11 1 7 1 λnew1 −12.5923
2 10 4 1 5 9 4 7 2 9 5 7 1 λnew2 −13.5613
3 10 1 8 1 10 1 7 1 9 5 8 1 λnew3 −8.9966
4 10 4 7 1 10 4 7 1 10 5 7 1 λnew4 −6.6894
5 10 5 7 1 10 5 7 1 10 5 7 2 λnew5 −3.1633
6 10 5 7 1 10 5 7 1 10 5 7 1 λnew6 −2.8713
7 9 4 7 1 10 4 8 1 10 4 7 1 λnew7 −10.6096
8 9 4 7 1 10 4 8 1 10 4 7 1 λnew8 −6.7935
9 10 6 7 1 10 1 7 1 9 5 7 1 λnew9 −8.5143
10 10 5 7 1 10 4 7 1 9 5 7 1 λnew10 −6.619

Pi10 = [0.9250 0.0250 0.0250 0.0250]

B10 =

[0.0130 0.0091 0.0091 0.0091 0.0091 0.0091 0.0091 0.0091 0.0131
0.0091 0.0091

0.0090 0.0091 0.0091 0.0111 0.9031 0.0131 0.0091 0.0091 0.0091
0.0091 0.0091

0.0090 0.0091 0.0091 0.0091 0.0091 0.0091 0.0091 0.6071 0.0111
0.0091 0.0091

0.6051 0.3031 0.0091 0.0131 0.0091 0.0091 0.0091 0.0091 0.0091
0.0151 0.0091

A10 =
0.0270 0.9170 0.0290 0.0270
0.0250 0.0330 0.9170 0.0250
0.6170 0.0330 0.0350 0.3150
0.9110 0.0270 0.0330 0.0290

(e) λnew10 is assumed as λfinal, which we used for prediction of sequence.
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4 Prediction

After training the HMM [18], the procedure can be described as for the predicting
the observation sequence. For predicting Oi + 1, we use P(Oi|λfinal) (Oi is ith the
observation sequence) to find those events which have closest P(Oi|λfinal) value. If
we assume there are two closest values Ok1 and Ok2 ; then, we evaluate two possible
predicting values Op1 = Oi + (Ok1+1 − Ok1) and Op2 = Oi + (Ok2+1 − Ok2). For
example, for predicting O11, we use the following steps:

(a) For predicting O11, we found P(O4/λfinal) and P(O8/λfinal), which are the
closest observation sequences. (b) We find the differences of O5−O4 and O9−O8, and
then, these differences are added to O10 giving two predicted observation sequences
Op1 and Op2.

Predicted Observation
(Op1 = 10 7 7 0 10 0 7 0 9 5 7 2) and (Op2 = 10 8 7 0 10 5 6 0 9 5 7 0)

(c) We again evaluate the P(Op1|λFinal) and P(Op2|λFinal) values, and Op2 chosen
because it is observed that P(Op2|λFinal) is higher value than P(Op1|λFinal). Therefore,
Op2 observation sequence because the predicted sequence.

Similarly using steps a, b, and c, we predict OP11, OP12, OP13, OP14 and OP15 as
follows.

OP11 = 10 6 7 0 10 5 6 0 9 5 7 0 OP12 = 9 3 8 0 10 7 8 0 9 4 7 0 OP13

= 10 2 7 0 10 6 6 0 9 5 7 0

OP14 = 10 6 7 0 10 9 6 0 9 5 7 0 OP15 = 9 3 7 0 10 7 8 0 9 4 7 0

Actual observation sequences are Oa11, Oa12, Oa13, Oa14 and Oa15 as follows
(Table 4):
Table 4 Comparison between actual data and predicted data

Date Code Actual data Predictable data
Breakfast Lunch Dinner Bedtime Breakfast Lunch Dinner Bedtime

21-May-91 33 9 2 7 0 10 6 7 0
22-May-91 33 9 4 8 0 10 5 6 0
23-May-91 33 10 0 7 0 9 5 7 0
24-May-91 33 10 3 8 0 9 3 8 0
25-May-91 33 10 7 2 0 10 7 8 0
26-May-91 33 11 0 7 2 9 4 7 0
27-May-91 33 11 2 7 0 10 2 7 0
28-May-91 33 9 4 7 0 10 6 6 0
29-May-91 33 10 4 7 0 9 5 7 0
30-May-91 33 9 3 7 0 10 6 7 0
31-May-91 33 10 3 7 0 10 9 6 0
1-Jun-91 33 11 3 7 0 9 5 7 0
2-Jun-91 3 9 0 7 0 9 3 7 0
3-Jun-91 33 9 4 7 0 10 7 8 0
4-Jun-91 33 10 4 7 0 9 4 7 0



10 R. Nath and R. Jain

0

-10

10

20

0 4 8 12 16 20 24 28 32 36 40 44 48 52 56 60

Number of days * 4

D
o

se
 o

f 
in

su
lin

Actual doses
Predicted doses

Fig. 1 Graph between actual doses and predicted doses for fifteen days

-10

0

10

20

0 4 8 12 16 20

Number of days * 4

D
o

es
 o

f 
In

su
lin

Actual doses

Predicted doses

Fig. 2 Graph between actual doses and predicted doses for five days

Oa11 = 9 2 7 0 9 4 8 0 10 0 7 0 Oa12 = 10 3 8 0 10 7 2 0 11 0 7 2

Oa13 = 11 2 7 0 9 4 7 0 10 4 7 0

Oa14 = 9 3 7 0 10 3 7 0 11 3 7 0 Oa15 = 9 0 7 0 9 4 7 0 10 4 7 0

5 Results and Discussions

In this study, we have taken the problem of predicting insulin chart for diabetic
patients. Figures 1 and 2 show the comparison between predicted data and actual
data, and it can be observed that results are very encouraging. We have discussed
our results with our university medical doctor Dr. Chaman Kumar; he was very
enthusiastic to see the results. To start with, the results obtained can be very useful to
guide the junior doctors who prepare the complete chart for the patients. However, we
need to make it user friendly before it can be tested in actual practice by the doctors.
The solution of third problem, i.e., the learning problem has exponential complexity
(N T ) and HMM learning problem is solved using randomized search algorithm
in polynomial time. We would like to compare the results by implementing other
randomized algorithms.
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A Single Curve Piecewise Fitting Method
for Detecting Valve Stiction and Quantification
in Oscillating Control Loops

S. Kalaivani, T. Aravind and D. Yuvaraj

Abstract Stiction is one of the most common problems in the spring-diaphragm
type control valves, which are widely used in the process industry. In this paper,
a procedure for single curve piecewise fitting stiction detection method and quan-
tifying valve stiction in control loops based on ant colony optimization has been
proposed. The single curve piecewise fitting method of detecting valve stiction is
based on the qualitative analysis of the control signals. The basic idea of this method
is to fit two different functions, triangular wave and sinusoidal wave, to the controller
output data. The calculation of stiction index (SI) is introduced based on the proposed
method to facilitate the automatic detection of stiction. A better fit to a triangular
wave indicates valve stiction, while a better fit to a sinusoidal wave indicates non-
stiction. This method is time saving and easiest method for detecting the stiction.
Ant colony optimization (ACO), an intelligent swarm algorithm, proves effective in
various fields. The ACO algorithm is inspired from the natural trail following be-
haviour of ants. The parameters of the Stenman model estimated using ant colony
optimization, from the input–output data by minimizing the error between the actual
stiction model output and the simulated stiction model output. Using ant colony opti-
mization, Stenman model with known nonlinear structure and unknown parameters
can be estimated.
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Keywords Control valve stiction · Stenman model · Single curve piecewise fitting ·
Ant colony optimization

1 Introduction

Large-scale, highly integrated processing plants include some hundreds or even thou-
sands of control loops. The aim of each control loop is to maintain the process at the
desired operating conditions, safely and efficiently. A poorly performing control loop
can result in disrupted process operation, degraded product quality, higher material
or energy consumption and thus decreased plant profitability.

Nonlinearities such as stiction, backlash and dead band cause oscillations in the
process output. They may be present in the process itself or in the control valves.
Among the many types of nonlinearities in control valves, stiction is the most com-
mon problem in the control valves, which are widely used in the process industry. It
hinders the proper movement of the valve stem and consequently affects control loop
performance. As the presence of oscillation in a control-loop increases the variability
of the process variables, thus causing inferior quality products and larger rejection
rates, it is important to detect and quantify stiction. The single curve piecewise fitting
method involves fitting the single curve of OP to both triangular and sinusoidal waves
using least square estimation (LSE). A better fit to a triangular wave indicates valve
stiction, while a better fit to a sinusoidal wave indicates nonstiction. This method is
time saving and easiest method for detect the stiction. All valves are sticky to some
extent, it is important to quantify stiction. The quantification is implemented by an
ant colony optimization procedure. The ant colony optimization procedure involves
certain steps to estimate the parameter values. The parameter estimation is done by
minimizing the objective function. The error (e) is the difference between actual
stiction model output (y) and the dynamic stiction model output (ym). It is used as
the criterion to correct the model parameters, so as to identify the parameters of the
actual process.

2 Valve Stiction Model

The present work focuses on pneumatic control valves, which are widely used in
the process industry. The general structure of pneumatic control valve is shown in
Fig. 1.

Stiction is a portmanteau word formed from the two words static friction. Stiction
is the static friction that prevents an object from moving and when the external force
overcomes the static friction the object starts moving [1]. The presence of stiction
impairs proper valve movement, i.e. the valve stem may not move in response to
the output signal from the controller or the valve positioner. To check the behaviour
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Fig. 1 Structure of pneumatic
control valve

of valve moment by modelling, the stiction detection made by physical model and
Stenman model used to quantification process.

2.1 Physical Model of Valve Friction

The purpose of this section is to understand the physics of valve friction and reproduce
the behaviour seen in real plant data. For a pneumatic sliding stem valve, the force
balance equation based on Newton’s second law can be written as,

M
d2x

dt2
=
∑

Force = Fa + Fr + F f + Fp + Fi (1)

where,

M = Mass of the moving parts, x = Relative stem position.
Fa = Au = Force applied by pneumatic actuator (A = Area of the diaphragm,

u = Actuator air pressure or the valve input signal).
Fr = −kx = Spring force (k = Spring constant).
Fp = −πλP = Force due to fluid pressure drop (π = plug unbalance area,

λP = Fluid pressure drop across the valve).
Fi = Extra force required to force the valve to be into the seat.
F f = Friction force includes static and moving friction.

where

F f =
⎧
⎨

⎩

F (v) if v ≥= 0
− (Fa + Fr ) if v = 0 and |Fa + Fr | ≤ Fs

−Fs sign (Fa + Fr ) if v = 0 and |Fa + Fr | > Fs

(2)
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Table 1 Values of Fs and Fc for different levels of stiction

Magnitude of stiction Fs (lbf) Fc (lbf)

Weak stiction 384 320
Strong stiction 600 500

F(v) = −Fcsgn(v) − vFv − (Fs − Fc) exp ( − v/vs)2sgn(v) (3)

The expression for the moving friction is in the first line of equation and comprises
a velocity independent term Fc known as Coulomb friction and a viscous friction
term vFv that depends linearly upon velocity. Both act in opposition to the velocity,
as shown by the negative signs.

The second line in equation is the case when the valve is stuck. Fs is the maximum
static friction. The velocity of the stuck valve is zero and not changing; therefore,
the acceleration is zero also. Thus, the right-hand side of Newton’s law is zero, so
F f = − (Fa + Fr ) .

The third line of the model represents the situation at the instant of breakaway. At
that instant, the sum of forces is (Fa + Fr ) − Fssgn (Fa + Fr ), which is not zero if
|Fa + Fr | > Fs . Therefore, the acceleration becomes nonzero and the valve starts to
move. Here, Fi and Fp assumed to be zero because of their negligible contribution
in the model Table 1.

3 Proposed Single Curve Piecewise Fitting Detection Method

Single curve piecewise fitting method of detecting valve stiction is based on the
qualitative analysis of the control signals [2]. The basic idea of this method is to fit
two different functions, triangular wave and sinusoidal wave, to the controller output
(OP) data. The response of physical model is considered as the valve stiction, the
stiction detection method is based on the single curve piecewise fitting results of
the output signal of first integrating processes, and finally, according the calculation
of stiction index, it is introduced based on the proposed method to facilitate the
automatic detection of stiction [3].

3.1 Method Description

The single curve piecewise fitting based identification algorithm can be summarized
in the following steps:

Step 1: Simulated the closed-loop stiction model in pneumatic control valves.
Step 2: M output data points are generated from the system to be identified [4].
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Step 3: In the case of stiction-induced oscillations, the valve position switches back
and forth periodically, which results in a rectangular wave.

Step 4: The first integrator after the valve in the control loop converts it into a
triangular wave.

Step 5: A sinusoidal external disturbance results in sinusoidal controller output (OP)
and process variable (PV), as the integration of a sine wave results in a
sinusoidal wave with phase shift.

Step 6: A marginally stable control loop also results in smooth sinusoidal-shaped
controller output (OP) and process variable (PV) for the same reason as for
a sinusoidal external disturbance.

Step 7: Random initial values for parameters of the nonlinearities in the appropriate
range are generated. Choose the any single curve from the controller output
[5].

Step 8: Generate the single sine wave and triangular wave and fit with controller
output, the objective function for each particle in the initial population is
evaluated.

Step 9: Judge end of the iteration and output the best solution, while a better fit
to a sinusoidal wave indicates nonstiction. A better fit to a triangular wave
indicates valve stiction.

Step 10: According to the stiction index, value used to find the magnitude of stiction.

3.2 Stiction Index

The stiction index (SI) is defined as the ratio of the MSE of the sinusoidal fit to the
summation of the MSEs of both sinusoidal and triangular fits: SI is bounded to the
interval [0, 1]. The mathematical expression for SI can be written as

SI = MSEsin

MSEsin + MSEtri
(4)

SI = 0 indicates nonstiction, where S(t) fits a sinusoidal wave perfectly (MSEsin =
0), SI = 1 indicates stiction, where S(t) fits a triangular wave perfectly (MSEtri = 0).
For real process data, an SI close to 0 would indicate nonstiction, while an SI close
to 1 would indicate stiction. SI is around 0.5, which means MSEsin = MSEtri, and it
is undetermined.

Based on the experience, the following rules are recommended:

SI ≤ 0.4 = no stiction
0.4 < SI < 0.6 = undetermined
SI ↓ 0.6 = stiction

(5)
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4 Data-Driven Stiction Model

Stenman et al.[1] with reference to a private communication with Hagglund reported
a one-parameter data-driven stiction model. Stenman proposed a single-parameter
data-driven stiction model based on d. Since physical model has certain disadvan-
tages, a single-parameter data-driven model is used for quantifying stiction.

The model is described as follows:

x(t) =
{

x(t − 1) if |u(t) − x(t − 1) ≤ d|
u(t) otherwise

(6)

where u and x are the valve input and output, x(t − 1) and x(t) represent past
and present stem positions, u(t) is the actual controller output, and d is the valve
stiction band. The model compares the difference between the current input (u(t))
to the valve and the previous output (x(t − 1)) of the valve with the dead band.
A real valve can stick anywhere whenever the input reverses direction.

5 Ant Colony Optimization

Ant colony algorithm was first introduced by E. Bonabeau and M. Dorigo in 1991,
and the algorithm is a simulation-based evolution process of the real ant seeking
food. In 1992, ant colony optimization (ACO) takes inspiration from the foraging
behaviour of some ant species. A foraging ant deposits a chemical (pheromone) on
the ground which increases the probability that the other ant will follow the same
path. This type of communication is also known as stigmergy [6].

The basic procedure of ACO involves certain steps to estimate the unknown
parameters of the system. The flowchart of the basic ant colony optimization is
shown in Fig. 2.

The main principle of ACO is to minimize the objective function which is also
represented as fitness function. If this objective function does not reach the minimum
value, the next iteration starts by updating the pheromones. The pheromone is updated
till the objective function reaches the minimum value [7].

6 Principle and Implement of Parameter Estimation
Using ACO

The framework of ACO-based parameter estimation of the Stenman stiction model
is illustrated in Fig. 3. The quantification of process nonlinearity can help decide
whether to implement a nonlinear controller or not. It is important to measure the
degree of nonlinearity of a process under various input excitation signals or operating
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Fig. 2 Flowchart of the basic ant colony optimization

conditions [6]. The quantification is implemented by an ant colony optimization
procedure. The open-loop response is obtained for Stenman stiction model.

Since, Stenman model is a single-parameter model, the valve stiction band (d) is
to be estimated by obtaining the difference between the actual stiction model output
y(t) and simulated stiction model output ym (t), u(t) is the system input signal that can
be used in common to both the actual stiction model and simulated stiction model

Fig. 3 ACO-based parameter estimation procedure
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The following objective function (fitness function) can be defined so as to determine
how well the estimates fit the system [8].

F =
M∑

t=1

(y (t) − ym (t))2 (7)

The ant colony optimization automatically adjusts the parameters of the simulated
stiction model. The ACO procedure is used to minimize the objective function which
is the difference between the actual stiction model output y(t) and the simulated
stiction model output ym (t).

6.1 Algorithm for Parameter Estimation

6.1.1 Initialize the Pheromone

For constructing a solution, an ant chooses at each construction step t = 1, . . .m, a
value for decision variable xi in m dimensional problem. While termination condition
not met, do [10].

Procedure ACO

begin

Initialize the pheromone
while (stopping criterion not satisfied) do
Position each ant in a starting point
while (stopping when every ant has

build a solution) do
for each ant do

Chose position for next task by
pheromone trail intensity

end for
end while

update the pheromone
end while
end

6.1.2 Ant Solution Construction

The tour length for the kth ant, Lk , the quantity of pheromone added to each edge
belonging to the completed tour is given by the following equation

λτ k
i j (t)

{ Q
Lk

where edge (i, j) ∈ Tk(t)
0 if edge (i, j) /∈ Tk(t)

(8)
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where τij is the trail intensity which indicates the intensity of the pheromone on the
trail segment (ij), and Q represents the pheromone quantity [10].

6.1.3 Pheromone Update

After performing local searching, the pheromone table is updated by using the former
ants. The pheromone decay in each edge of a tour is given by

τi j (t + 1) = (1 − ρ) τi j (t) + λτi j (t) (9)

where ρ ∈ (0, 1) is the trail persistence or evaporation rate. The greater the value of
ρ is, the less the impact of past solution is. When the ant completes its tour, the local
pheromone updating is done. The value of λτj is defined as follows:

λτ j = 1

Tik
(10)

where Tik is the shortest path length that searched by kth ant at ith iteration. When
the ant completes its tour, if it finds the current optimal solution, it can lay a larger
intensity of the pheromone on its tour, and the global pheromone updating is applied
and the value of λτj is given by

λτj = D

Top
(11)

where Top is the current optimal solution, and D is the encouragement coefficient.

7 Results and Discussion

In this section, several simulations are performed for detecting pneumatic control
valve stiction in the closed loop of a physical model using MATLAB/Simulink soft-
ware. The control valve stiction is detected by obtaining the closed-loop response of
valve stiction. To study the effect of stiction, a first-order process with a time-delay
was simulated using a pneumatic control valve modelled using Newton’s second law.

G(s) = 1.54e−1.07s

5.93s + 1
(12)

The model parameters used in the simulation are given below. The values of fs
and fc are as per the Table 3.1. A = 1,000 in2, k = 300 lbf.in−1, M = 3 lb, Fv =
3.5 lbf.s.in−1, vs = 0.01. Figures 4a and 4b show the variations of controller output,
plant output and valve output in the presence of weak stiction and strong stiction,
respectively.
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Fig. 4 a Closed-loop response of physical model in the case of weak stiction, b closed-loop response
of physical model in the case of strong stiction
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Fig. 5 a Response of curve fitting method for weak stiction, b response of curve fitting method for
strong stiction

Table 2 Stiction index for
different levels of stiction for
curve fitting method

Magnitude of stiction Stiction index

Weak stiction 0.5342
Strong stiction 0.8008

The above figure shows the process output and plant output produces triangle
wave and the stiction valve produce the rectangular-shaped output. The above figs.
6a and 6b show the variations of controller output for weak stiction and strong stiction
using sinusoidal fitting.

The single curve controller output is fitting with single curve triangular wave form,
and the mean square error (MSE) value was calculated in weak stiction and strong
stiction, the mean square error value was calculated in weak and strong stiction. The
figs. 7(a) and 7(b) show the variations of controller output for weak stiction and
strong stiction using triangular fitting. Stenman model is a single parameter model,
the valve stiction band (d) is to be estimated by obtaining the difference between
the actual stiction model output y(t) and simulated stiction model output ym(t), and
u(t) is the system input signal that can be used in common to both the actual stiction
model and simulated stiction model. The trajectories of estimated parameters for
weak stiction and strong stiction shown in figs. 7(a) and 7(b)
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Fig. 6 a Response of curve fitting method for weak stiction, b response of curve fitting method for
strong stiction

Fig. 7 a Trajectories of estimated parameters for weak stiction (d = 0.2), b trajectories of estimated
parameters for strong stiction (d = 0.5)

The population and iteration values are 20 and 100, respectively. The parameter
‘d’ is initialized from 0.01 and is increased up to 10. The evaporation rate ρ is
0.2, and the parameter Q is 100. A control valve stiction model with weak stiction
(d = 0.2), and strong stiction (d = 0.5) cases are simulated in the control loop.

Due to the presence of stiction the quantification of stiction is essential. The
quantification of stiction is done by using ant colony optimization procedure [9].
By using ACO algorithm, the stiction parameters are estimated, when the objective
function reaches the minimum value and the process is repeated for 100 iterations
Table 3.

Table 3 ACO-based optimization

Magnitude of stiction Actual stiction model parameter
(d) value

Simulated stiction model
parameter (d) value

Weak stiction 0.2 0.2
Strong stiction 0.5 0.48
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It shows the parameter estimation is done by minimizing the objective function.
The error, e(t), is the difference between actual strong stiction model output y(t) and
the simulated strong stiction model output ym(t). It is used as the criterion to correct
the model parameters, so as to estimate the parameters of the actual process. Here,
50 seconds time is taken to find the optimal value. The estimates of the recovered
stiction model are very close to the true values.

8 Conclusion

In this paper, the dynamics of the stiction phenomenon found in the pneumatic control
valve is understood by the physical model. The stiction found in the pneumatic control
valve is modelled using first principles and implemented using MATLAB/Simulink
software environment. The physical model involves several parameters, but the mag-
nitude of stiction is based on the two parameters such as maximum static friction
(fs) and Coulomb friction (fc). The closed-loop response for the physical model is
obtained and the various detection methods such as the single curve piecewise fitting
method implemented in the controller output. Due to the presence of stiction, the
quantification of stiction is essential. The quantification of stiction is done by using
ant colony optimization procedure. The ant colony optimization procedure involves
certain steps to estimate the parameter values. The parameter estimation is done by
minimizing the objective function. The error (e) is the difference between actual
stiction model output (y) and the dynamic stiction model output (ym). It is used as
the criterion to correct the model parameters, so as to estimate the parameters of the
actual process.
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Feed Point Optimization of Fractal Antenna
Using GRNN-GA Hybrid Algorithm

Balwinder Singh Dhaliwal and Shyam S. Pattnaik

Abstract The design of miniaturized and efficient patch antennas has been a main
topic of research in the past two decades. The fractal patch antennas have provided
a good solution to this problem. But, in fractal antennas, finding the location of
optimum feed point is a very difficult task. In this chapter, a novel method of using
GRNN-GA hybrid model is presented to find the optimum feed location. The results
of this hybrid model are compared with the simulation results of IE3D which are in
good agreement.

Keywords Fractal antenna · Generalized regression neural networks · Genetic
algorithm · Hybrid algorithm

1 Introduction

A fractal antenna is one that has been shaped in a fractal fashion, either through
bending or shaping a volume, or through introducing holes. They are based on fractal
shapes such as the Sierpinski triangle, Mandelbrot tree, Koch curve, and Koch island
etc. [1]. There has been a considerable amount of recent interest in the possibility of
developing new types of antennas that employ fractal rather than Euclidean geometric
concepts in their design. Sierpinski gasket is an example of mostly explored fractal
antenna. Other geometries used for fractal antennas include Sierpinski carpet, Hilbert,
Koch, and Crown square antenna [2].
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Fig. 1 a Base geometry (zeroth iteration), b first iteration geometry, c second iteration geometry

A fractal antenna based on rectangular base shape is proposed in this presented
work. The base geometry or zeroth iteration is a rectangle with side lengths of 39.3
and 48.4 mm as shown in Fig. 1a. To obtain the first iteration geometry shown in
Fig.1b, an ellipse is cut from the base shape of Fig. 1a. The primary axis radius
of the ellipse is 16 mm, and secondary axis radius of ellipse is 22.62 mm. Then,
a rectangle is inserted in the area from where the ellipse is cut, such that all four
corners of inserted rectangle are connected with the boundary of ellipse cut. The
side lengths of the inserted rectangle are 24.18 and 29.64 mm. The dimensions of
the ellipse and rectangle are selected so that the inserted rectangle is 60 % of size
of the base rectangle. To obtain the second iteration geometry shown in Fig.1c, the
same procedure is applied on the first iteration geometry i.e., an ellipse is cut, and
then a rectangle is inserted. The primary axis radius of the ellipse cut is 10 mm,
and secondary axis radius is 12.92 mm. The side lengths of the inserted rectangle
are 14.5 and 17.78 mm. The dimensions of the ellipse and rectangle are selected so
that the inserted rectangle is 60 % of size of the first iteration rectangle. The height
of substrate used is 3.175 mm with dielectric constant and loss tangent of 2.2 and
0.0009, respectively.

In antenna design, feeding techniques are very important as they ensure that
antenna structure operates at full power of transmission. Especially at high frequen-
cies, designing of feeding techniques becomes a more difficult process. One of the
most common techniques used for feeding antennas is coaxial probe feed technique.
The location of feed (i.e., feed point) is very important in antenna performance. The
feed point must be located at that point on the patch, where the input impedance is
50 ohms for the resonant frequency. But, it is not an easy task to achieve specially
for small-size antennas. This problem is further complex in case of fractal antennas
because of the complex geometry of different iterations.

In this chapter, a novel method of finding feed point using hybrid GRNN-GA
model is proposed. The following section describes GRNN, GA, and proposed hybrid
algorithm. The results are given in Sect. 3, and present work is concluded in Sect. 4.
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Fig. 2 Generalized regression neural network model

2 Hybrid GRNN-GA Model for Feed Point Calculation

2.1 Generalized Regression Neural Networks

Back-propagation neural networks (BPNN) is a widely used model of the neural
network paradigm and has been applied successfully in applications in a broad range
of areas. However, BPNN, in general, has slow convergence speed, and there is no
guarantee at all that the absolute minima can be achieved. This disadvantage can be
overcome by using generalized regression neural networks (GRNN).

The GRNN were first proposed by Sprecht in 1991, which are feed-forward neural
network model based on nonlinear regression theory. The network structure is shown
in Fig. 2. GRNN consists of a radial basis function network layer and a linear network
layer. The transfer function of hidden layer is radial basis function. The basis function
of hidden layer nodes in network adopts Gaussian function, which is a non-negative
and nonlinear function of local distribution and radial symmetry attenuation for
central point, and generates the responses to input signal locally. GRNN employs
the smoothing factor as a parameter in learning phase. The single smoothing factor
is selected to optimize the transfer function for all nodes. To reduce computational
time, GRNN performs one-pass training through the network [3].
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2.2 Genetic Algorithms

Genetic algorithm belongs to a class of probabilistic methods called “Evolutionary
Algorithms” based on the principles of selection and mutation. GA was introduced by
J. Holland, and it is based on natural evolution theory of Darwin. It is a population-
based algorithm, and they find their application in various engineering problems.
Usually, a simple GA consists of the following operations: selection, crossover,
mutation, and replacement. First, an initial population composed of a group of chro-
mosomes is generated randomly. These chromosomes represent the problem’s vari-
ables. The fitness values of the all chromosomes are evaluated by calculating the
objective function in a decoded form. A particular group of chromosomes is selected
from the population to generate the offspring by the defined genetic operations such
as crossover and mutation. The fitness of the offspring is evaluated in a similar fash-
ion to their parents. The chromosomes in the current population are then replaced by
their offspring, based on a certain replacement strategy. Such a GA cycle is repeated
until a desired termination criterion is reached (for example, a predefined number
of generations are produced). If all goes well throughout this process of simulated
evolution, the best chromosomes in the final population can become a highly evolved
solution to the problem. To overcome the possibility of being trapped in local minima,
in GA, the mutation operation in the chromosomes is employed. GA has been applied
in a large number of optimization problems in several domains, telecommunication,
routing, and scheduling, and it proves its efficiency to obtain a good solution. It has
also been extensively used for a variety of problems in antenna design during the last
decade [4–6].

2.3 Proposed Hybrid Algorithm

The genetic algorithm (GA) technique uses the objective function for the optimiza-
tion and without which the optimization technique has no meaning. But in case
of fractal antennas, closed-form mathematical formulation for finding the optimum
feed location is not available. Thus, a novel method of objective function formula-
tion has been presented, in which generalized regression neural networks are used
as the fitness function. This technique can be used everywhere, particularly in those
cases where the objective function formulation is difficult, or the objective function is
improper. The procedure adopted to find the optimum feed location of the proposed
fractal antenna is given below.

• Data Set Generation: Data set for the training of GRNN has been prepared by using
IE3D software. The antenna is simulated for different feed locations (xi , yi ), and
the return loss for the corresponding feed location points has been taken as output.
The center of antenna is considered at (0, 0) all cases.
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Fig. 3 Training model of
GRNN

• Training the ANN: The above data set has been used to train the GRNN in MAT-
LAB. Sufficient number of training samples has been used to train the network.
Fig. 3 shows the model for the training of GRNN network.

• The genetic algorithm optimization technique has been implemented using MAT-
LAB, and the trained GRNN network has been used as objective function for the
GA algorithm. The GA minimizes the objective function, and it gives the feed
location where return loss is minimum, as output.

• The optimum feed points given by GA have been simulated using IE3D software,
and return loss (S11) is found. The simulation values are compared with the hybrid
model results in order to check the accuracy of the results.

3 Results and Discussion

Three different models have been trained, one for each geometry. For the training
of GRNN, the spread constant is required to be set, and it is taken as 0.1 for all the
3 models. These trained GRNN models have been then used as objective functions
for the genetic algorithm. The parameters of GA are as follows: The population size
is 50 and the crossover probability is 0.8. GA is run for 500 iterations for each model.
The optimum feed locations provided by this hybrid GRNN-GA model along with
the minimized return loss are given in Table 1.

The feed locations obtained from hybrid algorithm are simulated using IE3D
software. The return loss (S11) for all geometries is found. The simulated values
of return loss are almost same as given by hybrid algorithm for base geometry and
second iteration geometry, and it is better than hybrid model value for first iteration
geometry. The comparison of hybrid model results and simulation results is given in
Table 2 which shows a reasonable match.

Table 1 Results of hybrid GRNN-GA model

Geometry Minimized return loss (S11) in dB Optimized feed location
xi yi

Base geometry −34.370 8.152 13.326
First iteration −36.142 8.348 9.005
Second iteration −40.349 −9.432 12.466
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Table 2 Comparison of hybrid model and simulation results

Geometry S11 (dB) Hybrid model value S11 (dB) Simulation value Resonant
frequency fr
(GHz)

Base geometry −34.370 −33.816 2.34
First iteration −36.142 −43.535 1.85
Second iteration −40.349 −40.351 1.82

4 Conclusion

The optimum feed points of the three geometries are different. As the iterations of
fractal antenna increases, the optimum feed location changes, thus affecting the per-
formance of the antenna. A novel approach based on GRNN-GA hybrid algorithm
has been implemented successfully to locate the optimum feed point for each gen-
eration of fractal geometry. The results obtained using GRNN-GA hybrid algorithm
are in good agreement with the simulation results obtained using IE3D software.
This approach can be used for any other geometry.
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Diversity Maintenance Perspective: An
Analysis of Exploratory Power and Function
Optimization in the Context of Adaptive
Genetic Algorithms

Sunanda Gupta and M. L. Garg

Abstract In order to increase the probability of finding optimal solution, GAs must
maintain a balance between the exploration and exploitation. Maintaining popula-
tion diversity not only prevents premature convergence but also provides a better
coverage of the search space. Diversity measures are traditionally used to analyze
evolutionary algorithms rather than guiding them. This chapter discusses the applica-
bility of updation phase of binary trie coding scheme [BTCS] in introducing as well
as maintaining population diversity. Here, the robustness of BTCS is compared with
informed hybrid adaptive genetic algorithm (IHAGA), which works by adaptively
changing the probabilities of crossover and mutation based on the fitness results of
the respective offsprings in the next generation.

Keywords Genetic algorithm · Multidimensional knapsack problem · Diversity
maintenance

1 Introduction

Genetic algorithms (GAs) have been successfully applied to various optimization
problems where one intends to find an optimum or approximate solution to a prob-
lem that has a huge size of solution space. However, one of the major concerns
in using evolutionary algorithms to search a complex state space is the problem
of premature convergence, especially for combinatorial optimization problems like
multidimensional knapsack problem (MKP), where the landscape is multipeaked; the
probability of search sticking to local optima is all the more high. Because genetic
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programming is highly stochastic, we do not expect to obtain clear rules about exact
levels of diversity. We aim to draw general conclusions and “rules of thumb” from
the investigation of evolving populations with different measures of diversity. Given
a specific landscape structure—defined by the search space, objective function, then
relying on problem-specific knowledge for navigating this structure in order to extract
helpful information from the search space, would make the optimization faster and
more effective. This paper investigates the characteristic issues of BTCS [1] (which
incorporates this strategy) and compares it with IHAGA [2] for solving test instances
of combinatorial optimization problem on MKP. The simulation results show that
the proposed strategy significantly improves the computational efficiency of GAs.
The rest of the chapter is organized as follows. In the section that follows, a brief
review of the BTCS scheme and the research work going on in the field of using adap-
tive crossover and mutation operators for achieving diversity is provided. Section 3
describes the BTCS bucket updation phase vis-a-vis population diversity. Experi-
mental results are presented in Sect. 4. Section 5 summarizes the main contributions
of the chapter.

2 Related Work

2.1 Binary Trie Coding Scheme

Binary trie coding scheme [BTCS] creates and maintains a diverse population of
highly fit individuals capable of adapting quickly to fitness landscape change [1].
BTCS provides three major contributions related to duplicate elimination and prema-
ture convergence in a steady-state GA. The first contribution of BTCS is the virtually
compressed binary trie structure (VCBT). VCBT when integrated with GA proves
to be beneficial in determining duplicates among all the generations and replacing
them with unique individuals [1, 3]. The second contribution is to demonstrate that
preventing duplicates results in improved performance. It effectively avoids what is
usually a difficult trade-off between achieving fast search and sustaining diversity
and thereby provides means to avoid premature convergence. The third contribution
of BTCS is that it relies on problem-specific knowledge in fragmenting the search
space into feasible and infeasible regions and then pruning the infeasible regions.
This chapter discusses as to how bucket updation phase of BTCS incorporates the
effective measures pertaining to population diversity without using adaptive crossover
and mutation operators.

2.2 Adaptive Crossover and Mutation Rate

The significance of crossover operator in controlling GA performance has long been
acknowledged in GA research which can be dated back to 1980s [4]. A number
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of guidelines exist in the literature for setting the values of crossover probability
[5]. Some studies particularly focused on finding optimal crossover rates [6]. These
heralded the need for self-adaption of the crossover or mutation rates. In [7], an adap-
tive genetic algorithm was proposed, in which crossover and mutation probabilities
were varied according to the fitness values of the solutions. There were also works on
devising adaptive crossover operators instead of varying the crossover rates [8]. Sev-
eral operators were employed, and the probabilities of applying each operator were
adapted according to the performance of the offsprings generated by the operator.
Since then, several similar works have also been done [9].

The choice of mutation rate is also critical to GA’s performance [10]. Various
researchers have come up with novel approaches to implement the adaptive mutation
into a GA. Some approaches to adaptive mutation control employ parent fitness in
determining mutation probability [11]. If selected, highly fit individuals undergo low
levels of mutation (minimal disruption), while low-fitness individuals are subjected to
large rates of disruptive mutation. A measure of population diversity is employed by
[12] and [13] in adapting mutation probabilities. In a similar vein, Zhang et al. [14]
adapt crossover and mutation according to parameters extracted from a K-means
clustering algorithm. Thus, many researchers have emphasized on using adaptive
mutation so as to improve GA’s performance as it facilitates the finding of global
optimum more efficiently [15].

Although the adaptive crossover and mutation rates are hot spots in the study of
genetic search, the BTCS scheme proposed by us [1] does not explicitly employ any
scheme to adaptively mutate or crossover. For analyzing the robustness of BTCS, we
compare it with informed hybrid adaptive genetic algorithm (IHAGA). This scheme
works by adjusting its cross-adaptive rate and mutation rate according to the situation
surrounding the fitness of the individual [2]. In the course of crossover and mutation,
the probabilities of crossover and mutation are adjusted adaptively according to the
following formulas:
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where Pcmax and Pcmin denote the lower limit and the upper limit of probability
of crossover, respectively. fmax and f avg denote the maximal fitness and the average
fitness of population, respectively, f ’ denotes the higher fitness of two crossover
individuals, f denotes the fitness of the individuals, and A = 9.903438 [2].
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3 BTCS Bucket Updation Phase

3.1 Buckets and Their Significance

The buckets correspond to the leaf nodes in a VCBT [1, 3]. The aim of buckets is
to maintain a continuous presence on as many peaks as possible. Population’s spa-
tial information is obtained with computationally inexpensive buckets. It provides
important information in addition to the address of the trie structure existing under it.
This information is used to identify potentially local convergence. Buckets are signif-
icant in dividing the population into an exploration section and exploitation section.
It monitors and measures diversity at synchronized time intervals and accordingly
attempts to control or promote diversity during the evolution. Identifying such mea-
sures allows better prediction for run performance and improved understanding of
the population and enables the design of efficient operators.

3.2 Bucket Updation

The contribution of updation phase in the BTCS scheme is twofold [1, 3]. The first
contribution of updation phase is to manage the size of VCBT structure. The size of
VCBT structure can be kept small by pruning fully explored regions of the search
space. The second contribution is to monitor convergence and introduce diversity so
as to avoid local entrapment.

3.2.1 Guided Crossover Operator

The proposed procedure works by randomly selecting buckets with criterion value
1, and then exchanges information by copying their best strings [1, 3]. The copying
of best feasible boundary solution of one to another is done only if (new bucket_sum +
old bucket_best_sum) are feasible and new bucket_sum is greater than old bucket_sum.
Doing this restricts the copying of strings between any two selected buckets randomly.
Bucket_sum and bucket_best_sum are two variables that are unique to each bucket.
They are used for storing the sum of included objects from root to bucket_position
and sum of bucket + 1 position till n (the number of objects), respectively. GA with
the proposed method distributes the individuals more widely compared to simple
GA, where the individuals represent the local optima for that region. The aim is to
identify feasible regions in the landscape that could replace less fit individuals by
more promising samples from the unexplored sections of the search space. This pre-
vents entrapment in local optima by including new individuals from the unexplored
regions of the search space.
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Table 1 Average execution time of BTCS in comparison with IHAGA

n m α Simple GA BTCS_IMO IHAGA
A.B.S.T A.E.T A.B.S.T A.E.T A.B.S.T A.E.T

100 5 0.25 9.6 345.9 10.85 109.47 8.14 31.13
0.5 23.5 347.3 26.32 120.23 19.92 76.41
0.75 26.9 361.7 33.36 123.02 23.19 90.43

10 0.25 97.5 384.1 104.20 115.12 83.33 192.05
0.5 97.3 418.9 111.90 143.6 84.61 129.86
0.75 16.8 462.6 19.15 159.56 14.36 129.53

30 0.25 177.4 604.5 198.69 202.68 150.00 199.49
0.5 118 782.1 130.98 247.74 113.90 218.99
0.75 90 904.2 80.10 315.34 80.10 253.18

250 5 0.25 50.7 682 34.19 216.03 34.48 265.98
0.5 276.7 709.4 191.59 257.54 185.39 333.42
0.75 195.9 763.3 127.12 241.78 137.13 534.31

10 0.25 359 870.9 258.16 290.65 290.43 566.09
0.5 342.2 931.5 249.91 295.06 281.63 596.16
0.75 129.1 1011.2 95.91 320.3 104.44 455.04

30 0.25 582.9 1499.5 332.51 493.45 472.73 794.74
0.5 901.5 1980 601.20 643.14 720.30 1207.80
0.75 1059.3 2441.4 754.22 815.23 840.02 1440.43

500 5 0.5 291.3 1345.9 142.10 416.09 236.83 969.05
0.75 386.2 1412.6 188.40 499.32 317.84 974.69

10 0.5 562.2 1728.8 274.20 615.35 490.24 1383.04
0.75 937.6 1931.7 457.40 715.34 792.27 1564.68

30 0.5 1121.6 3198.9 547.10 1334.56 923.08 2600.71
0.75 1903.3 3888.2 928.40 1231.49 1545.48 3110.56

3.2.2 Adaptive Selection Parameter Control

This takes place when there is some form of feedback from the search that serves
as input to the mechanism used to determine the change in the strategy parameters.
During this phase, the avg corresponding to the worst and best individuals within
that bucket is checked. It is computed as the average of all the individuals within that
bucket. The new avg value will drop if more boundary solutions between the worst
and average interval are generated and would increase if more boundary solutions
between average and best interval are generated. During this phase, that bucket is
selected, whose new avg has increased and at least approximately more than 60 % of
the region within that bucket has already been explored. The aim of phase 2 in bucket
updation is to prevent the unnecessary delay caused in exploring those regions of
search space where the probability of best solution to exist is very limited. The phase
2 describes the buckets’ solution space diversity from a fitness perspective, i.e., a
measure of diversity of healthy individuals. BDS Bucket Updation employs ASPC
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Table 2 Percentage gaps for BTCS and IHAGA

n m α GA BTCS_IMO IHAGA

100 5 0.5 0.4564 0.4613 0.46200
0.75 0.3212 0.2884 0.32119

10 0.5 0.7982 0.7774 0.79838
0.75 0.4813 0.4697 0.48100

30 0.5 1.3457 1.3145 1.36953
0.75 0.8321 0.8296 0.81546

250 5 0.5 0.1253 0.1183 0.12525
0.75 0.0811 0.0752 0.08759

10 0.5 0.2543 0.2362 0.25429
0.75 0.1572 0.1513 0.15710

30 0.5 0.5321 0.5267 0.54877
0.75 0.3112 0.2972 0.32431

500 5 0.5 0.0441 0.0443 0.04631
0.75 0.0378 0.0429 0.04271

10 0.5 0.1134 0.0946 0.11907
0.75 0.0712 0.0501 0.07903

30 0.5 0.2635 0.2387 0.26908
0.75 0.1747 0.1738 0.17905

to regulate selection pressure. ASPC’s objective is to create a diversity of health in
the population, i.e., the diversity of high-fitness individuals.

4 Experimental Results

Tables 1 and 2 illustrate the comparison of results of BTCS with those of IHAGA [2]
for solving the MKP. The results of BTCS and IHAGA are based on our own com-
putations. Table 1 provides the average best solution time (ABST) and the average
execution time (AET) for both BTCS and IHAGA. The bold highlights in Table 1
show the optimal average execution time among the two for varying n and m values,
where n is the number of objects and m is the number of constraints. It is clear from
Table 1 that IHAGA outperforms BTCS computationally, for smaller values of n.
The cost of constructing VCBT results in an increase in the average execution time.
However, for larger instances, despite the time utilized in the construction of VCBT
structure, BTCS is effective in reaching the optimal solution in comparison with
IHAGA. The ability to work with unique boundary individuals facilitates faster con-
vergence. The probability of recurrence of individuals in the subsequent generations
results in deviation from path, leading to optimality, for larger set of individuals in
the case of IHAGA despite its ability to guide the search. Table 2 further provides the
average percentage gaps for the two approaches. For both, the BTCS and IHAGA,
the percentage gaps (100 × (optimum LP – optimum GA)/optimum LP) relative to
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the solution of LP relaxation were computed. Here GA refers to special cases of GA,
i.e., BTCS and IHAGA. It can be inferred from the results of Table 2 that BTCS
outperforms IHAGA for all test instances under consideration. BTCS has provided
better coverage of the search space and has been found to be successful in providing
solutions of better quality in comparison with IHAGA.

5 Conclusion

The aim of updation phase in the BTCS scheme has been the exploring of promising
regions while concentrating the search on hyperplanes that are likely to contain good
solutions. The GCO and ASPC focus on extracting information about the selected
buckets before deciding on the introduction of diversity. Its advantage is that at the
point of near convergence, late in a GA run, such diversion reduces the probability
of GA to entrap in local convergence and thus provides better solutions.

In our approach, we have not used a mutation parameter, which should be adapted
explicitly. Instead, it is the principle of working with unique chromosomes (or indi-
viduals) in the VCBT structure, which guarantees automatic mutation. Furthermore,
our approach still concentrates on using one-point crossover operator with a fixed
probability of 0.70. This is attributed to the deeper nature of BTCS scheme, which
permits only good optimal solutions from the search space to participate in the
process of evolution. Working with unique boundary solutions assists in maintaining
an optimum level of diversity among the individuals.
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Use of Ant Colony System in Solving
Vehicle Routing Problem with Time
Window Constraints

Sandhya Bansal, Rajeev Goel and C. Mohan

Abstract Vehicle routing problem with time window constraints (VRPTW) is an
extension of the original vehicle routing problem (VRP). It is a well-known NP-hard
problem which has several real-life applications. Meta-heuristics have been often
tried to solve VRTPW problem. In this paper, an attempt has been made to develop
a suitable version of Ant colony optimization heuristic to efficiently solve VRPTW
problem. Experimentation with the developed version of Ant colony optimization
has shown that it succeeds in general in obtaining results obtained with earlier version
and often even better than the results that are better than the corresponding results
available in literature which have been obtained using even previously developed
hybridized versions of ACO. In many cases, the obtained results are comparable
with the best results available in literature.

Keywords Vehicle routing problem · Ant colony optimization · Heuristics ·
Optimization

1 Introduction

Vehicle routing problem (VRP) [21, 22] lies at the heart of logistics and distribution
management that is presently being used by the companies engaged in delivery and
collection of goods. Since the conditions and constraints vary from one situation
to another, several variants [3, 11, 18] of basic problem have been proposed in

S. Bansal (B)

Maharishi Markandeswar University, Mullana, India
e-mail: Sandhya12bansal@gmail.com

R. Goel · C. Mohan
Ambala College of Engineering and Applied Research, Ambala, India
e-mail: rajiv_2709@rediffmail.com

B. V. Babu et al. (eds.), Proceedings of the Second International Conference on Soft Computing 39
for Problem Solving (SocProS 2012), December 28–30, 2012, Advances in Intelligent Systems
and Computing 236, DOI: 10.1007/978-81-322-1602-5_5, © Springer India 2014



40 S. Bansal et al.

literature. This paper addresses itself to developing an efficient Ant-colony-system-
based heuristic for solving VRPTW.

VRPTW [23, 26] problem consists of finding the minimum set of routes for
identical capacity vehicles originating and terminating at a central depot such that
each customer is served once and only once, given that the exact number of customers
and their demands are known. There are also constraints of time windows in that each
customer must be served in a specified slot of time. Objective of VRPTW is to find the
minimum of total distance travelled and/or the minimum number of vehicles required
which can accomplish this job. It is a NP-hard problem where the number of feasible
solutions grows exponentially as the number of customer’s increases. The work on
this problem available in literature can be divided into two classes: exact optimization
techniques and heuristic-based (approximate) algorithms. In the first category, the
works by [21, 24, 27] can be cited. The methods developed in these papers have been
able to efficiently solve some of the Solomon benchmark problems [5, 20, 31]. In
the second category, a very large number of heuristic approaches such as tabu search,
genetic algorithms, ant colony algorithms, simulated annealing, large neighborhood
search, variable neighborhood based algorithms, and multi-phase approaches have
been tried [6, 7, 20, 26, 29].

Among heuristic-based optimization techniques, ACO is a more recent optimiza-
tion heuristic proposed by Dorigo et al. [4, 12–16]. ACO imitates real ant behav-
ior to search for optimal solutions. ACO-based optimization techniques tried thus
far for solving VRPTW problem generally use distance and pheromone as search
guide parameters. This paper proposes a version of ACO which incorporates besides
these two parameters waiting time, urgency to serve and the bias factor also as
search guide parameters. Our objective has been to see whether inclusion of these
additional parameters can further improve the performance of ACO algorithm for
solving VRPTW.

The rest of the paper is organized as follows. Section 2 presents mathematical
model of VRPTW problem. Conventional use of ACO heuristic in solving VRPTW
problem is presented in Sect. 3. Proposed modifications in this algorithm are pre-
sented in Sect. 3.2. Computational experimentation using the modified ant colony
system (ACS) algorithm is presented in Sect. 4. Comparison of the obtained results
with those earlier available in literature obtained through is done Sect. 5 and certain
conclusions drawn.

2 Mathematical Description of VRPTW

In this section, we briefly describe the mathematical model of VRPTW.
The VRP is a complicated combinatorial optimization problem. It has received

considerable attention in the past decades because of its practical importance in
the fields of transportation, distribution, and logistics. VRPTW is a generalization
of the classical VRP with the additional restriction of time window constraints. The
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VRPTW can be modeled in mathematical terms through a complete weighted digraph
as follows.

Let G = (V, A) where V = {v0, v1, v2 . . . vn} be a set of nodes, where v0
represents the depot that holds a fleet of vehicles and v1, v2 . . . vn denote a set
of n customers which are to be served by these vehicles. Each customer has
an associated demand qi , service time si , a service time window [ei , li ]. Also
A = [{vi , v j }(i, j = 0, 1, 2, . . . n, i ≥= j)] is the set of arcs connecting various
nodes, having distance dij as weights. If a vehicle reaches a customer vi before spec-
ified time ei , it needs to wait until ei in order to service the customer. The service has
to be provided before close time of window at li . The depot has also time window
[e0, l0]. No vehicle is to leave the depot before e0 and all should come back before
l0. The load-carrying capacity of all vehicles is same and all travel with identical
constant speed. The objective of the VRPTW is to service all the customers without
violating vehicle capacity constraints and time window constraints using minimum
number of vehicles that travel minimum possible total distance.

Mathematically, the problem is usually expressed as:
Minimize

F =
N∑

i=0

N∑

j=0

V∑

K=1

cijx
v
ij (1)
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N∑

i=0

ci

N∑

j=0

xv
ij ≤ qv for v ↓ {1, . . . , V } (6)

V∑

v=1

N∑

i=0

xk
ij

(
ti + tij + si + wi

) = t j for j ↓ {1, . . . , N } (7)

ei ≤ (ti + wi ≤ li ) for i ↓ {1, . . . , N } (8)

t0 = w0 = s0 = 0 (9)

xij = 1 if vehicle k travels from customer i to customer j, and 0 otherwise (i ≥=
j; i, j = 0, 1, . . . , N ).

Here,

V denotes total number of vehicles,
N total number of customers,
ci customer i(i = 1, 2, . . . , N ) and c0 delivery depot,
dij traveling distance between customer i and customer j,
tij travel time between customer i and customer j,
qi demand of customer i,
qv loading capacity of each vehicle, (loading capacity of all vehicles are identical).
ei earliest permitted arrival time of vehicle at customer i ;
li latest permitted arrival time of vehicle at customer i ;
si service time of customer i ;

This is an optimization problem in which, (1) is the objective function of the
problem which is to be minimized subject to constraints (2)–(9).

In this optimization model, decision variables are as follows:

V total number of vehicles required;
ti arrival time of vehicle V at customer i ;
wi waiting time of vehicle at customer i before service can be started;

Objective function (1) ensures that total distance travelled by all the vehicles is
minimized. The first constraint (2) specifies that there are at the most V vehicles
going out of the depot. The set of constraint (3) ensures that every vehicle starts from
and ends at the delivery depot. The next two sets of constraints (4) and (5) restrict the
assignment of each customer to exactly one vehicle route. The next set of constraints
(6) ensures that the loading capacity of no vehicle is exceeded. The constraints of



Use of Ant Colony System in Solving Vehicle Routing Problem 43

set (7) are the maximum travel time constraint. Remaining constraints (8) guarantee
schedule feasibility with respect to time windows.

In formulating the above mathematical model, the following assumptions have
been made:

• Identical vehicles with known capacities Q are used.
• All vehicles travel with identical constant velocity.
• Every vehicle leaves the depot and returns to the depot within specified time

window [l0, s0].
• Demand of each customer is qi is known.
• Each customer is serviced by one and only one vehicle.
• The total demand of any customer is not more than the capacity of the vehicle.

3 Use of ACS in Solving VRPTW

VRPTW being an NP-hard problem, its exact solution is not known in general. There-
fore, large numbers of alternative algorithms have been proposed for solving it. In
this section, we first present conventional ACS-based approach for solving VRPTW
problem and then present our proposed modification in it. The basic philosophy of
ACS approach is to use a suitable positive feedback mechanism to reinforce those
arcs of the graph that belong to a good solution. This mechanism is implemented
associating pheromone levels with each arc which are then updated in proportion to
the goodness of solutions found.

While presenting ACS-based algorithm, for solving VRPTW, we shall use the
term ‘tour’ to denote a set of routes followed by all ants (vehicles) which are able to
serve all the nodes of the graph as per their requirements under specified conditions.
Our problem is to determine an optimal tour. The ACS algorithm commonly used
for solving VRPTW is given below.

3.1 ACS Algorithm for Solving VRPTW:

Step 1. Construction of an initial feasible route:

(a) Each ANT starts from the depot and the set of customers included in its
route is empty.

(b) The ant selects the next customer to visit from the list of feasible customers
based upon the probabilistic formula (10).

(c) After serving the customer storage capacity and the time used thus far of
the Ant is updated and the process continued. Ant returns to the depot when
either of the capacity constraint or time window constraint of the depot is
satisfied.
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(d) We next check whether all the customers have been served or not. If all the
customers have been served, stop else send a new ant (vehicle) to visit the
remaining destinations.

(e) Continue till all customers served.
(f) Calculate total distance travelled and the number of vehicles used and com-

pute the objective function value for the complete route using (1) (which
gives total distance travelled by all used vehicles).

Step 2. Construct a specified number of feasible tours as in step 1.
Step 3. From among these constructed feasible tours, choose the tour which uses

minimum number of ants (vehicles). In case of a tie, choose the tour in
which total travelled distance is minimum (or vice-versa depending upon
whether greater priority is to be given to minimize the number of vehicles
used or total distance travelled).

3.1.1 Selection of Next Customer

In setting up of a feasible tour, each ant constructs a path that visits certain customer
before returning back to depot. In the previous studies using ACO/ACS for solving
VRPTW, the ant (vehicle), currently located at node i, selects the next node j to
move to using the transition rule,

j =
{

arg maxj↓πi

{
λτ

ij ρ
β
ij

}
if q ≤ q0

J otherwise
(10)

where

ρij = 1/dij is a heuristic-based parameter. (11)

and J ↓ πi is randomly chosen according to the probability

pk
iJ = λτ

iJρ
β
iJ∑

u↓πi
λτ

iuρ
β
iu

(12)

Here, set πi contains the cities not visited so far.
In (10), q ∈ U (0, 1) , and qo ↓ [0, 1] is a user-specified value of parameter q.

In (11), dij is Euclidian distance between i and j and λij is the amount of pheromone
on the path between current location i and next possible location j. Also τ, β are
the positive constants that determine the importance of ρ verses λ.

The transition rule (10) creates a bias toward customers connected by short dis-
tances and having large amount of pheromone. The parameter qo balances exploration
and exploitation. if q ≤ qo, the algorithm exploits (favoring the best nearest cus-
tomer). Otherwise if q > qo, the algorithm explores selecting node j ↓ πi randomly.



Use of Ant Colony System in Solving Vehicle Routing Problem 45

3.1.2 Pheromone Update for New Tour

After construction of a complete feasible route, the pheromones are laid for the
next path depending upon the total traveled distance (L) of that route. For each arc
vi → v j that was used in the previous feasible route, the pheromone trail is increased
by ζλij. Furthermore, part of existing pheromone is also allowed to evaporate
[4, 11, 14, 17, 34]. Thus in the next route, pheromones are updated according to the
following

λij = λij (1 − ξ) + ζλij (13)

where ζλij = Q/L (14)

Here, ξ is parameter that controls rate of evaporation of pheromone.

3.2 Proposed Modifications in ACS Algorithm

Following modifications have been introduced in the conventional algorithms for
solving VRPTW problem using ACS heuristics.

1. Whereas earlier approaches using ant colony technique for solving VRPTW
problem have primarily given importance to distance and pheromone only to
guide the heuristic [3, 32, 34], we in our present study have used besides these
two parameters such as urgency to serve, waiting time and bias parameter also
for this purpose. In (11), heuristic-based parameter ρij only gives importance to
the distance in determining the heuristic parameter. However, it was observed
on experimentation that in addition to the distance waiting time, urgency to
serve, and biasing should also be given importance in deciding the choice of
next customer [11, 32].
As a result in our present study choice of ρij defined in (11) has been modifies
as:

ρij = 1

(dij + wj )λ
∗ 1

(lj − aj )γ
∗ 1

(
Imax − I j

)
δ

(15)

In (13), aj is arrival time of vehicle at customer j and wj defined as

wj =
{

ej − aj if ej > aj

0 otherwise
(16)
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is the waiting time at customer j before service can be started. Also lj −a j, aj < lj,

is the difference between the latest arrival time lj and actual arrival time aj at
customer j. It is a measure of urgency of customer j to be served, emphasizing
that those customers whose time window is going expire soon be given priority.
Also Imax − I j , (where I j is the number of consecutive times the customer j who
could be next visited from the present customer has not been visited and Imax is
a user-specified maximum permissible value of I j (I j < Imax) is a measure of
bias factor).

2. In order to prevent the slow convergence of the algorithm when specified number
of initial tours have been generated, we update the pheromone for the next tour
using the best solution among the solution provided by m feasible routes [17].
In order to prevent local optimization and increase the probability of obtaining
higher quality of solution upper and lower values of pheromone have been spec-
ified as 1/

∑
2d0i and 1/min(dij) respectively, where d0i is distance from the

depot to the customer.
3. In conventional studies, total travelled distance has been minimized irrespective

of vehicles needed. However keeping in view the fact that cost of obtaining a
vehicle and its maintenance is generally much more than fuel cost we have tried
to minimize total number of vehicles required as a first priority and total travelled
distance as a second priority.

4 Implementation of the Modified ACS Algorithm

In this section, we summarize our computational experience of using the modified
ACS algorithm for solving some of the Solomon benchmark [5] problems.

Solomon generated a set of 56 problems which have been frequently used in
literature to check the performance of the developed algorithm. This set is divided
into three categories namely C, R, and RC. In C category problems, customers are
clustered either geographically or according to the time windows. R types of problems
have uniform distribution of customers. Category RC is hybrid of problems of R
and C set. In our present study, we have chosen 15 problems of 25 customers, 10
problems of 50 customers, and 10 problems of 100 customers from all these three
sets. To solve these problems, the proposed algorithm was coded in MATLAB 7.0 at
Intel Core 2 Duo 2.0 GHz. After experimentation, it was observed that the following
values of parameters proved most suited for solving these problems. The number
of initial feasible tours = 10, τ = 1, β = 1, λ = 5.5, γ = 3.5, δ = 1, Q = 250
and q0 = 0.9. All problems were run for maximum of 2,500 iterations, Tables 1, 2
and 3 present a summary of our results and their comparison with the best-known
routing solutions compiled from different heuristics available in literature as per our
information.

It may be noticed that whereas in our study, we have used only ACS, most of the
earlier studies with ACO/ACS usually are hybrid in the sense that after completion
of search with ACO/ACS, search is further carried out with some other optimization
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Table 1 Comparison of best-known results with the results generated by proposed algorithms for
Solomon’s 25 customers set problem

Problem Best Worst Using conventional ACO’s Best known [Ref.]

C201 215.54/2 215.54/2 222.53/2 214.7/2 [10]
R101 618.33/8 619.17/8 625.23/8 617.1/8 [20]
R102 563.35/7 573.15/7 605.45/7 547.1/7 [20]
R105 556.72/5 556.72/5 600.13/5 530.5/6 [20]
R109 442.63/5 448.54/5 510.31/5 441.3/5 [20]
RC101 462.15/4 462.15/4 507.87/4 461.4/4 [20]
RC105 416.16/4 416.88/4 435.97/4 411.3/4 [20]
RC106 346.51/3 346.51/3 402.11/3 345.5/3 [20]
RC201 432.30/2 432.30/2 412.34/3 360.2/3 [10]
RC202 376.61/2 381.75/2 400.72/2 338.0/3 [18]
RC203 433.94/1 433.94/1 454.78/2 326.9/3 [19]
RC204 331.29/1 333.36/1 370.56/1 299.7/3 [8]
RC205 386.15/2 386.15/2 413.37/3 338.0/3 [23]
RC207 358.92/2 367.92/2 387.16/2 298.3/3 [19]
RC208 309.85/1 309.85/1 313.76/1 269.1/2 [8]

Table 2 Comparison of best-known results with the results generated by proposed algorithms for
Solomon’s 50 customers set problem

Problem Best Worst Using conventional ACO’s Best known [Ref.]

C101 363.25/5 363.25/5 363.25/5 362.5/5 [20]
C201 444.96/2 444.96/2 402.43/3 360.2/3 [20]
C205 444.57/2 444.57/2 407.58/2 360.2/3 [20]
R101 1053.04/12 1054.84/12 1107.18/12 1044/12 [20]
R201 882.32/2 893.56/3 900.72/3 791.9/6 [20]
R202 869.42/2 870.06/2 898.68/3 791.9/6 [20]
R203 741.3/2 764.3/2 612.32/5 605.3/5 [20]
R206 711.6/2 711.6/2 645.56/4 632.4/4 [20]
R209 722.24/2 735.20/2 619.23/4 600.6/4 [20]
RC101 951.07/8 962.80/8 987.97/8 944/8 [20]

heuristic also (such as local search, genetic algorithm [7, 21, 27]). In order to compare
our present results with performance of earlier versions of ACO only (without use
of any hybrid), we repeated our experimentation with those versions without using
any other add on optimization heuristic. The results of this study are also presented
in the Table 1 (column 4) for comparison.

The proposed algorithm has produced some improved results with lesser number
of vehicles used (however, with some increase in routing length compared to the best
available in literature. This is due to the priority that we assigned to minimize the
total number of vehicles used visa vis total distance travelled).
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Table 3 Comparison of best-known results with the results generated by proposed algorithms for
Solomon’s 100 customers set problem

Problem Best Worst Using conventional ACO’s Best known [Ref.]

C101 828.94/10 828.94/10 830.37/10 (828.94/10)∗ [9] 828.94/10 [30]
C102 874.20/10 875.36/10 917.53/10 (828.94/10)∗ [34] 828.94/10 [30]
C105 828.94/10 828.94/10 830.37/10 (828.94/10)∗ [9] 828.94/10 [30]
C106 856.18/10 857.91/10 875.71/10 (828.94/10)∗ [9] 828.94/10 [30]
C107 830.60/10 838.42/10 842.67/10 (828.94/10)∗ [34] 828.94/10 [30]
C201 591.56/3 591.56/3 594.23/3 (591.56/3)∗ [34] 591.56/3 [20]
C205 591.5/3 595.33/3 598.28/3 (588.88/3)∗ [25] 588.88/3 [20]
R101 1714.26/19 1725.65/19 1845.12/19 (1670.66/19)∗ [25] 1645.79/19 [30]
R102 1558.19/17 1575.69/17 1613.34/18 (1535.52/17)∗ [25] 1486.12/17 [30]
R105 1519.55/14 1544.86/14 1853.45/18 (1365.23/15)∗ [25] 1377.11/14 [30]

Note * indicates results available in literature using hybrid versions of ACO’s

5 Conclusions

In this paper, a modified version of ACS is proposed.
In our proposed algorithm, we have modified the heuristic-based parameter and

pheromone updation rules, used in conventional ACO for solving VRPTW. An exten-
sive computational study on a set of benchmark test problems has been conducted.
The experimental results show that the proposed algorithm even when used by itself
is competitive with the earlier versions of ACO even when these are hybridized with
certain other heuristics. We have obtained certain results in which lesser number
of vehicles are needed than those reported in literature. However, in most of such
cases, total distance travelled is slightly greater. Lesser number of vehicles means
less initial investment in purchase of vehicles and less maintenance cost. (However,
there is slight increase in fuel cost if total distance travelled is more).

The results are encouraging and we propose to direct further study toward use of
proposed algorithm for solving the dynamic VRPTW
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Energy Saving Model for Sensor Network Using
Ant Colony Optimization Algorithm

Doreswamy and S. Narasegouda

Abstract In this paper, we propose an energy saving model for sensor network
by finding the optimal path for data transmission using ant colony optimization
(ACO) algorithm. The proposed model involves (1) developing a relational model
based on the correlation among sensors both in spatial and in temporal dimensions
using DBSCAN clustering, (2) identifying a set of sensors which represents the
network state, and (3) finding the best path for transmission of data using ACO
algorithm. Experimental results show that the proposed model reduces the energy
consumption by reducing the amount of data acquiring and query processing using
the representative sensors and ensures that the transmission is done on the best path
which minimizes the probability of retransmission of data.

Keywords Ant colony optimization · DBSCAN · Data mining · Sensor network

1 Introduction

Revolution in technology has made sensors an integral part of our life. Sensors are
used in various applications to make human life safer, comfortable, and profitable.
In many areas such as agriculture, smart parking, structural health, traffic control,
fire detection, air and/or water pollution monitoring, environmental monitoring, sur-
veillance, sensor nodes are deployed to collect and process the data to aid users in
decision making. These tiny sensor nodes are equipped with limited battery sup-
ply. And the performance, life span of the network, depends on the energy of the
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sensor nodes. Due to the limited battery power, sensor networks’ life span rapidly
decreases resulting in the failure of the applications. Researchers have observed that
data processing and data transmission are the main causes for the decline in sensor
node energy. Hence, various methodologies have been proposed in order to reduce
query processing and data transmission.

In a densely deployed sensor network, correlated data are frequently generated
by different sensors. In the past, data mining technique such as clustering has been
exploited [1–3] to analyze the correlation among sensors both in spatial and in tem-
poral dimensions to reduce the amount of data acquiring and query processing. Other
methodologies such as data aggregation, clustering, efficient routing protocols have
also been applied to reduce the energy consumption in sensor networks.

The rest of the paper is organized as follows. An overview of the literature survey
is given in Sect. 2. Section 3 presents the proposed model. Experimental results are
discussed in Sect. 4, and conclusion is given in Sect. 5.

2 Literature Review

Energy-efficient routing strategy using nonlinear min–max programming problem
with convex product was proposed in [4]. The selection of sensor representatives
to reduce query processing and save energy was first proposed by [5], where selec-
tion was made by exchanging the messages between the neighboring nodes. In [1],
clustering techniques were exploited to select a set of representative sensor nodes
for query processing, resulting in the reduction in the data collection and energy
consumption. Energy-efficient data gathering algorithm Energy-efficient Routing
Algorithm to Prolong Lifetime (ERAPL) was proposed by [6]. SeReNe framework
was proposed by [2] to develop energy saving model for wireless sensor networks.
SeReNe framework exploited the clustering technique to select the set of sensor
representatives. Using traveling salesman problem concept, an efficient transmission
path is estimated. In [3], a technique was developed for the selection of cluster heads
to reduce energy consumption called Cluster-based Routing for Top k Querying
(CRTQ). Chong et al. [7] proposed a rule-based framework called Context Aware-
ness in Sensing Environments (CASE) to save energy in sensor networks. In [8], an
energy-efficient routing protocol for acquiring correlated data in sensor network by
considering the issues such as energy of the sensor node, multi-hop data aggrega-
tion was developed. To reduce the number of message exchange between source and
destination, data aggregation technique was designed by [9].

Another approach to save energy in sensor network is to select the best transmission
path which minimizes the retransmission rate. But selecting the optimal path from a
finite set sensor node is a combinatorial optimization problem. Hence, in this paper,
we have proposed to develop energy saving model for sensor network by finding an
optimal path for transmission by applying ant colony optimization (ACO) algorithm
on a subset of sensor nodes, which best represents the network state.The ant colony
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optimization was proposed in [10, 11] and is used in the past for finding an opti-
mal solution in many combinatorial problems such as traveling salesman problem,
assignment problems, scheduling problems. [12].

3 Proposed Model

The proposed model works on the phenomena of finding the optimized data trans-
mission path using ACO algorithm on the relational model of sensor network to
reduce query processing, data retransmission, and energy consumption.

In relational model, clustering techniques are exploited to find correlation among
the sensor observations in both spatial and temporal dimensions. Among clustering
techniques, partitioning clustering algorithms such as k-means are only capable of
finding circle-shaped clusters, whereas density-based clustering algorithms such as
DBSCAN is capable of identifying non-spherical-shaped clusters and DBSCAN
is very less sensitive in the presence of outliers. Hence, DBSCAN is used in our
model. By applying the DBSCAN algorithm [13], different clusters are formed. In
each cluster, representative sensors are selected based on the measurement tendency
strategy as explained in [1, 2]. These set of representative sensors symbolize the
entire sensor network. Hence, query processing is reduced by querying only the set
of representative sensors instead of querying all sensor nodes in the network.

In any sensor network, sensor nodes consume more energy to transmit a packet
than to collect the data. Due to lack of connectivity strength, packet may not reach the
destination. In such cases, retransmission of lost packet results in excessive energy
consumption. In order to minimize the loss of packets, we propose to find the opti-
mized transmission path among the representative sensors by applying ACO algo-
rithm. To estimate the best transmission path, we have considered the probability of
packets reaching from source to destination as a parameter. In [14], ACO algorithm
is explained in detail. The pseudo-code for ACO algorithm is given below.

Set parameters: alpha,beta,rho,Q,ant_num,Max_time.
Initialize: Sensor_Distance_Graph,
Ant_to_random_trail,
Determine initial best path and its length
Initialize pheromone trails
While Max_time
Update Ants
Update pheromones
Construct Ant Solutions
If current solution is better than previous
Initialize: Best solution=current solution

End While
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The proposed model is summarized as follows:

1. Calculate spatiotemporal measures using DBSCAN.
2. Select representative sensors.
3. Calculate optimized transmission path using ACO algorithm.

4 Experimental Results

The proposed model is implemented using Visual Studio 2010 with C#. Experiment
has been conducted on publicly available [15] dataset. It contains 2.3 million obser-
vations and three tables, namely location table containing information about x and
y coordinates of sensors, aggregate connectivity table containing information about
probability of a packet reaching from source to destination, and data table containing
information about features such as date, time, epoch, sensor id, temperature, humid-
ity, light, voltage. By applying the data mining preprocessing techniques such as data
cleaning, data smoothing using binning, dataset has been reduced to 6.5 lakhs.

In our experiment, before applying clustering technique, entire dataset has been
divided into three parts. Each part contains readings taken for 12 days. DBSCAN is
applied on each part separately. And DBSCAN parameters are set as, epsilon value
eps = 1.75 and minimum point to form cluster minPts = 25. In our experiment,
we found that cluster 1 contains measurements from all sensors and most of the
other clusters formed were containing faulty data; hence, they were discarded. After
clusters are formed, representative sensors and set of sensors it representing are
obtained using measuring tendency. Twenty-three representative sensors have been
identified, which can be used to represent the network state. In Fig 1, purple rectangle

Fig. 1 Intel Berkeley research lab
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Fig. 2 Result of ACO

Table 1 Default values of ACO

Parameter Default value

Influence of pheromone on direction (alpha) 3
Influence of adjacent node distance (beta) 2
Pheromone decrease factor (rho) 0.01
Pheromone increase factor (Q) 2.0
Number of ants (Ant_num) 8
Maximum time (Max_time) 1000

represents the representative sensors, and a boundary is drawn to show the set of
correlated sensors they represent and representative sensors without any boundary
indicates that they represent only themselves.

The optimal transmission path among the representative sensors is calculated
using ACO algorithm where the best solution is defined as the transmission path
whose connectivity strength is higher than other transmission paths. The default
parameter set for ACO algorithm is given in Table 1. The optimal transmission path
found by the ACO algorithm is {47, 2, 12, 42, 46, 44, 52, 31, 20, 25, 24, 49, 39, 41,
36, 32, 54, 11, 18, 21, 16, 51, 7 }, and the strength of the best trail found is 4.8 (result
is shown in Fig. 2).

From experimental results, we observed that (1) out of 54 only 23 sensor nodes
need to be queried to model the network state, i.e., energy required to collect the data
can be reduced since query processing is reduced by 57.40 %. (2) Optimized path
for data transmission is obtained.
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5 Conclusion

In any sensor network, the main reason for energy consumption is data acquiring,
query processing, and data transmission. Furthermore, an excessive energy is con-
sumed when data are retransmitted due to failure in reaching the destination. Data
acquiring and query processing can be reduced by analyzing the correlation among
the sensors, and data retransmission can be reduced by selecting the best transmis-
sion path which increases the possibility of packet being delivered to destination
successfully.

A relational model is developed using DBSCAN to analyze the correlation among
sensors both in spatial and in temporal dimensions. Using relational model, a set of
representative sensors are selected, which best represents the network’s state. Instead
of using all sensor nodes, only representative sensors are used for querying the sensor
network, resulting in the reduction in amount of data acquiring and query processing.
In order to reduce the retransmission of data, we applied ACO algorithm to find the
best transmission path which increases the probability of data being delivered from
source to sink successfully.

Experimental results show that the proposed model reduces the energy consump-
tion by reducing the amount of data collection and query processing using the rep-
resentative sensors and ensures that the transmission is done on the best path which
minimizes the need for retransmission of data. In future, we wish to address the
other issues such as estimation of missing data, prediction of data, developing a
visualization model for sensor networks.
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Multi-Objective Optimization of PID
Controller for Coupled-Tank Liquid-Level
Control System Using Genetic Algorithm

Sanjay Kr. Singh, Nitish Katal and S. G. Modani

Abstract The main aim of this chapter is to obtain optimal gains for a PID controller
using multi-objective genetic algorithm used in a coupled-tank liquid-level control
system. Liquid level control system is a nonlinear system and finds a wide application
in petrochemical, food processing, and water treatment industries, and the quality
of control directly affects the quality of products and safety. This chapter employs
the use of multi-objective genetic algorithm for the optimization of the PID gains
for better plant operations in contrast to conventional tuning methods and GA. The
simulations indicate that better performance is obtained in case of multi-objective
genetic algorithm-optimized PID controller.

Keywords PID controller · Multi-objective genetic algorithm · PID optimization ·
Liquid level control

1 Introduction

Coupled-tank liquid-level control is the center to many diverse industrial applications
ranging from petrochemical, food processing to nuclear power generation [1]. The
main objective of this system is to control the flow of liquid between tanks so that
optimum levels are maintained in both the tanks [2].
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In this chapter, coupled-tank liquid-level system has been considered, and the PID
controller is implemented for either maintaining the liquid level at a desired set point,
disturbance rejection or to be used for moving the liquid set point. For designing the
PID controller, classical method of Ziegler Nichols has been used, followed by the
optimization using multi-objective genetic algorithm. The gain parameters have been
tuned with respect to the objective function, stated as “Sum of integral of the squared
error and the sum of integral of absolute error”. According to the results obtained,
considerably better results have been obtained in case of multi-objective genetic
algorithm-optimized PID controllers when compared to Ziegler-Nichols method in
their respective step response on the system.

2 Mathematical Modeling of Coupled-Tank Liquid-Level System

Considering the coupled-tank system, is in Fig. 1. The dynamic equations of the
system, by considering the flow balances for each tank, the equations for rate of
change of fluid volume in tanks are as [3, 4]:

For Tank 1 : Qi − Q1 = A
dH1

dt
(1)

For Tank 2 : Q1 − Q0 = A
dH2

dt
(2)

where

H1, H2 Height of tank 1 and 2
A Cross sectional area of tank 1 and 2

Q1, Q2 Flow rate of the fluid
Qi Pump flow rate

Fig. 1 Schematic representation of the coupled-tank system
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The steady-state representation of the coupled-tank system can be given as fol-
lows: [

ḣ1

ḣ2

]
=

(−k1/A k1/A
k1/A − (k1+k2)

A

) [
h1
h2

]
+

[
1/A
0

]
qi (3)

Taking the Laplace transformation of Eq. 3, the transfer function is obtained in
Eq. 4.

G(s) = 1/k2(
A2

k1k2

)
.s2 +

(
A(2k1+k2)

k1k2

)
.s + 1

= 1/k2

(sT1 + 1) (sT2 + 1)

where

T1T2 = A2/k1k2

T1 + T2 = A(2k1 + k2)

k1k2

k1 = α

2
√

H1 − H2

and k2 = α

2
√

H2 − H3

Using; H1 = 18 cm, H2 =14 cm, H3 = 6 cm, α = 9.5 (constant for coefficient
of discharge), H = 32; the transfer function can be obtained in Eq. 4.

G (s) = 0.002318

s2 + 0.201.s + 0.00389
(4)

3 Designing and Optimization of PID Controllers

PID controllers are the most widely used controllers in the industrial control processes
[5], and 90 % of the controllers today used in industry are alone PIDs. The general
equation for a PID controller can be given by Eq. 5.

C(s) = K p.R(s) + Ki

∫
R(s)dt + Kd

dR(s)

dt
(5)

where K p, Ki and Kd are the controller gains, C(s) is output signal, and R(s) is the
difference between the desired output and output obtained [6].
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3.1 PID Tuning Using Ziegler Nichols

Ziegler Nichols is the most operative method for tuning the PID controllers. But,
this method is limited for application till ratio of 4:1 for the first two peaks in closed-
loop response, leading to an oscillatory response [7]. Initially, unit-step response
is derived (Fig. 2) followed by the computation of the PID gains as suggested by
Ziegler-Nichols as in Table 1.

3.2 PID Optimization Using Genetic Algorithm

Genetic algorithms have vanguard advantage of wider adaptability to any constraints
and hence are considered as one of the most robust optimization algorithms [8].
Optimization of the PID controllers with genetic algorithms focuses on obtaining
the best possible solution for the three PID gains [K p, Ki , Kd ] by minimizing the
objective function. For the optimal tuning of the controller, the minimization of the
integral square error (ISE) has been carried out.

I SE =
∫ Ts

0
e2 (t) dt

The optimization has been carried out using Global Optimization Toolbox and
Simulink [9] with a population size of 20, scattered crossover, both-side migration
and roulette-wheel-based selection. The PID gains obtained by optimal tuning using
GA are represented in Table 2, and Fig. 3 shows the closed-loop response of the
GA-optimized controllers. Figure 4 represents the plot for best and mean fitness

Fig. 2 Closed-loop step response of the system with ZN-PID controller

Table 1 PID parameters
estimated by Ziegler-Nichols

PID gains Value

K p 28.214
Ki 4.155
Kd 47.89
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Table 2 PID parameters
estimated by genetic
algorithm

PID gains Value

K p 79.9820
Ki 1.2042
Kd 83.4625

Fig. 3 Closed-loop step response of the system with GA-PID controller

Fig. 4 Plot for the best and average fitness values of the genetic algorithm optimization

values across various generations obtained while optimizing the PID controller using
Genetic Algorithm.

3.3 PID Optimization Using Multi-Objective Genetic Algorithm

Since the Ziegler-Nichols tuned PID controllers give an oscillatory response, they are
not optimum for implementation for plant. PID optimization using multi-objective
genetic algorithm aims at obtaining an optimal Pareto solution, simultaneously
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Fig. 5 Closed-loop response using Mobj-GA-optimized PID controllers

Table 3 PID parameters
estimated by multi-objective
genetic algorithm

PID gains Value

Kp 255.1
Ki 5.5
Kd 1249.96

improving the objective function of both the objectives O1 and O2, given as fol-
lows:

First objective function is integral square error (ISE) which discards the large
amplitudes, and second objective function is integral absolute error (IAE) which gives
the measure of the systems performance. ISE tends to suppress the larger errors, while
ISE tends to suppress the smaller errors [10]. The algorithm used here is NSGA-II,
which using the controlled elitist genetic algorithm boosts obtaining the better fitness
value of the individuals; and if the value is less, it still favors increasing the diversity
of the population [11, 12]. Diversity of the populations/gains is controlled by the
elite members of the population, while elitism is controlled by Pareto fraction and at
Pareto Front also bound the number of individuals.

I SE = O1 =
∫ Ts

0
e2 (t) dt and I AE =

∫ Ts

0
|u (t)| dt

The system implementation and optimization have been carried out in MATLAB
and Simulink [9] environment using Global Optimization Toolbox. The population

Fig. 6 Plot for the a Average distance b Average spread between individuals
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size of 45 has been considered with adaptive feasible mutation function, heuristic
crossover, and the selection of individuals on the basis of tournament with a tourna-
ment size of 2. A hybrid function of Fitness Goal Attain (fgoalattain) is used, which
further minimizes the function after GA terminates. Figure 5 shows the closed-loop
response, and the optimized PID parameters are shown in Table 3. In Fig. 6a, distance
between members of each generation is shown, and Fig. 6b gives the plot for average
Pareto spread, which is the change in distance measure with respect to the previous
generations.

4 Results and Discussion

In this chapter, the implementation and simulations of the system has been car-
ried out in Simulink. Initially, the gains of the PID have been estimated using Ziegler
Nichols rules [13] which give an oscillatory response, followed by the optimiza-
tion by genetic algorithm and multi-objective genetic algorithm. The computed
parameters are implemented for obtaining the closed-loop response of the system.
Figure 7 shows the compared closed-loop step response graph, clearly indicating that
better results are obtained in case of multi-objective genetic algorithm-optimized PID
controller with decreased overshoot percentage and rise and settling time values.
Table 4 represents the numerical data of the results obtained.

Fig. 7 Comparative closed-loop response of the ZN, GA, and MoGA-optimized PID controllers

Table 4 Comparison of the results

Method of design Overshoot percentage Rise time (s) Settling time (s)

Ziegler-Nichols 46.4 4.83 62.4
Genetic algorithm 23.7 2.93 18.5
Multi-objective GA 4.47 0.504 1.41
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5 Conclusion

The use of multi-objective genetic algorithm for the optimization of PID controller
offers better results in terms of decreased overshoot percentage and rise and settling
times as compared to Ziegler Nichols and genetic algorithm-tuned PIDs, thus offering
better operation for the coupled-tank liquid-level control and better plant safety and
performance.
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Comparative Performance Analysis of Particle
Swarm Optimization and Interval Type-2 Fuzzy
Logic-Based TCSC Controller Design

Manoj Kumar Panda, G. N. Pillai and Vijay Kumar

Abstract In this paper, an interval type-2 fuzzy logic controller (IT2FLC) is pro-
posed for thyristor-controlled series capacitor (TCSC) to improve power system
damping. It has been tested on the single-machine infinite-bus (SMIB) system.
The proposed controller performance is compared with particle swarm optimiza-
tion (PSO) and type-1 fuzzy logic controller (T1FLC)-based TCSC. In this problem,
the PSO algorithm is applied to find out the optimal values of parameters of lead-
lag compensator-based TCSC controller. The comparative performance is analyzed
based on the simulation results obtained for rotor speed deviation and power angle de-
viation plot, and it has been found that for damping oscillations of SMIB system, the
proposed IT2FLC is quite effective. The proposed controller is also robust subjected
to different operating conditions and parameter variation of the power system.

Keywords Particle swarm optimization · Type-2 fuzzy system · TCSC · Fuzzy
logic controller

1 Introduction

The particle swarm optimization (PSO) algorithm is a population-based, stochastic
and multi-agent parallel global search technique [1]. The PSO algorithm is based on
the mathematical modeling of various collective behaviors of the living creatures that
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display complex social behaviors. In the PSO algorithm, while a particle is devel-
oping a new situation, both the cognitive component of the relative particle and the
social component generated by the swarms are used. This situation enables the PSO
algorithm to effectively develop the local situations into global optimum solutions
[2]. PSO is a computational intelligence-based technique that is not largely affected
by the size and nonlinearity of the problem and can converge to the optimal solution
in many problems where most analytical methods fail to converge. It can therefore
be effectively applied to different optimization problems in power systems [1]. The
PSO is successfully applied in almost all areas of power system engineering like
reactive power and voltage control, economic dispatch, power system reliability and
security [1]. Very few applications of type-2 fuzzy logic to power system problems
were reported in literature [3–6].

Thyristor-controlled series capacitor (TCSC) is one of the important members of
flexible AC transmission systems (FACTS) family for damping the power oscillations
also to enhance the transient stability [7, 8]. Over the years, artificial intelligence
techniques [9–11] being used in developing TCSC models.

In this paper, a comparison has been made between the performance of three
types of TCSC controller, i.e., PSO optimized lead lag compensator based TCSC
(PSOLLC) in which the time constants and gain of LLC are optimized, a fuzzy
logic control (FLC)-based TCSC controller, and the proposed IT2FL-based TCSC
controller. Simulation is carried out for single-machine infinite-bus (SMIB) system.
The effectiveness of the proposed controller is also tested at all loading conditions
with transmission line reactance variation.

Section 2 of this paper describes about basic theory of PSO and its application
in TCSC controller design. Type-2 fuzzy logic controller (IT2FLC)-based TCSC is
presented in Sect. 3. Results are given and discussed in Sect. 4 and finally conclusion
is presented in Sect. 5.

2 Particle Swarm Optimized Lead-Lag Compensator-based
TCSC

In this paper, the PSO technique is applied to find out the optimal values of TCSC
controller gain KT and time constants T1T and T3T as shown in Fig. 1.
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1
T

T
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sT
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+

+

Two stage
Lead-lag   
block

Fig. 1 TCSC controller block diagram
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Fig. 2 Modified Phillips–Heffron model of SMIB system using TCSC [12]

2.1 TCSC Controller Description

The TCSC controller consists of a gain block having gain KT , a washout block,
which is a high-pass filter to allow signals associated with oscillations in input signal
to pass unchanged and a two-stage phase-compensation block to compensate for the
phase lag between the input and output signal.

The transfer function of the TCSC controller is

y = KT

(
sTwT

1 + sTwT

)(
1 + sT1T

1 + sT2T

) (
1 + sT3T

1 + sT4T

)
x (1)

where y is the output signal and x is the input signal of the TCSC controller, respec-
tively. The TCSC controller is connected in the SMIB system model as shown in
the Fig. 2. The objective of the TCSC controller is to minimize the power system
oscillations after a disturbance to improve the stability by contributing a damping
torque [10].

2.2 Application of PSO for Computing Optimum TCSC
Controller Parameter

The problem is formulated as an optimization problem for the TCSC controller (as
shown in Fig. 1). In this case, the washout time constant TWT and the time constant
of the two-stage lead-lag block T2T and T4T are prespecified. The controller gain
KT and time constant T1T and T3T of lead-lag compensator are to be determined
applying PSO. As mentioned earlier, the aim of the TCSC-based controller is to
minimize the power system oscillations after a disturbance to improve the stability.
These oscillations are reflected in the deviation in the generator rotor speed (πω).
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The objective function considered here is an integral time absolute error of the speed
deviations, i.e.,

J =
t=t1∫

t=0

|πω| · t · dt (2)

The aim is to minimize this objective function to improve the system response in
terms of the settling time and overshoot. In this optimization problem, the different
parameters chosen are as follows:

Swarm size = 20, maximum number of generations = 100, C1 = C2 =
2.0, wstart = 0.9 and wend = 0.4 [15]. The optimized values of TCSC-based con-
troller parameters obtained by PSO are as follows:

KT = 62.9343, T1T = 0.1245 and T3T = 0.1154.

3 Interval Type-2 Fuzzy Logic-based TCSC Controller

It is a well-known fact that the conventional fuzzy logic controller (type-1 FLC) has
the limitations that, it cannot handle or accommodate the linguistic and numerical
uncertainties associated with dynamical systems because its membership grade is
crisp in nature. Type-2 fuzzy logic systems outperformed the type-1 fuzzy logic
systems because of the membership functions of an IT2FLS are fuzzy and also contain
a footprint of uncertainty (Fig. 3). IT2FLC design is based on the concept of interval
type-2 fuzzy logic system. The structure of IT2FLC is same as the conventional fuzzy
logic controller structure except, one type reducer block is introduced between the
inference engine and defuzzifier block because the output of the inference engine
is a type-2 output fuzzy set and before applying it to the defuzzifier for getting the
crisp input, it has to be converted to a type-1 fuzzy set.

The block diagram of an IT2FLC is shown in Fig. 3b which contains five intercon-
nected blocks, i.e., fuzzifier, rules, inference, type reducer, and defuzzifier. There is
a mapping exist between crisp inputs to crisp outputs of the IT2FLS and is expressed
as Y = f (X). The principle of working of the IT2FLC is very much similar to the
type-1 fuzzy logic controller (T1FLC). It is important to note that increasing the type
of fuzzy system only enhances the degree of fuzziness of the system and all other
principles of conventional fuzzy logic like inferencing procedure, defuzzification
techniques holds good for both type [6].

In this problem, the conventional lead-lag compensator-based TCSC is used in
the modified Phillips–Heffron model block diagram, and GTCSC(s) is replaced by
an IT2FLC. First, the SMIB system model is simulated using a conventional T1FLC
and then with IT2FLC. The rule base is same for both FLC and IT2FLC. The inputs
considered here are speed (πω) and its derivative (πω≥). The output is the change in
conduction angle (πσ). Triangular and gaussian type membership functions have
been used for the mamdani-type FLC and IT2FLC, respectively. Centroid-type
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Fig. 3 a FOU (shaded), LMF (dashed), UMF (solid) and an embedded FS (wavy line) for IT2FSÃ.
b Block diagram of IT2FLC [6]

Table 1 Rule base table for both FLC and IT2FLC

πσ πω ≤
NB NS ZO PS PB

πω≥ NB NB NB NB NM NS
↓ NS NM NS NS ZE PS

ZO NM NS ZE PS PM
PS NS ZE PS PS PM
PB PS PM PB PB PB

Where NB-Negative Big, NS-Negative Small, ZO-Zero Error, PS-Positive Small and PB-Positive
Big are the name of the membership functions

defuzzification method is used for the FLC design. The performance of the SMIB
system is analyzed.

The performance of the controller is studied and is also validated at different
operating conditions.

4 Results and Discussion

First, the SMIB power system model is simulated using the lead-lag compensator-
based TCSC. The PSO algorithm was used to find the optimal values KT = 62.9343,
T1T = 0.1245 and T3T = 0.1154. Washout time constant TWT and the time
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Fig. 4 a Rotor speed deviation. b Power angle deviation plot for 5 % step increase in mechanical
power at nominal loading condition
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Fig. 5 a Rotor speed deviation. b Power angle deviation plot for 5 % step increase in mechanical
power input with 50 % increase in line reactance at nominal loading

constant of the two-stage lead-lag block T2T and T4T are prespecified. These values
are considered in the TCSC structure for simulation. Three loading conditions are
taken, i.e., nominal, light, and heavy loading. The real (P) and reactive power (Q)
values for the two loading conditions are as follows.

(1) Nominal loading (pu) ≤ P=0.9 and Q=0.469 (2) Heavy loading (pu) ≤
P = 1.02 and Q = 0.5941.

Second, the GTCSC(S) block of SMIB model is replaced by the conventional
fuzzy logic controller designed with the principle as discussed in the Sect. 3. Third,
the GTCSC(S) block of SMIB system is replaced by the IT2FLC designed with the
procedure as depicted in previous section. The rule base as shown in Table 1 is de-
signed based on the generalized performance of power system oscillations employing
TCSC. The effectiveness and robustness of the controllers are also evaluated at (1)
different loading conditions (2) disturbance of 5 % step increase in reference me-
chanical power input (3) variation of transmission line reactance.
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Fig. 6 a Rotor speed deviation. b Power angle deviation plot for 5 % step increase in mechanical
power input at heavy loading with 10 % decrease in line reactance

Figures 4, 5 and 6 shows the rotor speed deviation and power angle deviation plots
at disturbance of 5 % step increase in mechanical power input at different loading
conditions and varying the transmission line reactance. It is analyzed from all the
responses that the magnitude of overshoot and the settling time in all the speed
deviation plots is less in case of IT2FLC compared to both PSOLLC and FLC. For
the same condition, it is observed from the power angle deviation plots that there is
no overshoot contributed by the PSOLLC and IT2FLC, but the IT2FLC response is
faster compared to other two. FLC contributed some overshoot, but all are settling
approximately at the same time.

It is found from all three results that the proposed controller is an effective and
robust one compared to PSOLLC and FLC-based TCSC in providing good damping
of low-frequency oscillations and to improve the system voltage profile. Although
PSO-based algorithms are simple concept, easy to implement and computationally
efficient, but there is possibility of trapped in local minima when handling more
constrained problems due to the limited searching capacity.

5 Conclusion

In this paper, the performance of IT2FLC and FLC-based TCSC controllers are
compared with a PSO optimized lead-lag compensator-based TCSC controller. The
IT2FL-based TCSC controller surpasses the FL- and PSO-tuned TCSC controller
performance at different loading conditions.
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Appendix

All data are in per unit (pu) unless specified. Generator: M = 9.26 s, D = 0, Xd =
0.973, Xq = 0.55, X ≥

d = 0.19, T ≥
do = 7.76, f = 60 Hz, X = 0.997, Exciter: K A =

50, TA = 0.05 s, TCSC: XTCSC0 = 0.2169, XC = 0.2X, X P = 0.25XC .
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Improved Parallelization of an Image
Segmentation Bio-Inspired Algorithm

Javier Carnero, Hepzibah A. Christinal, Daniel D́iaz-Pernil,
Rául Reina-Molina and M. S. P. Subathra

Abstract In this paper, we give a solution for the segmentation problem using
membrane computing techniques. There is an important difference with respect to
the solution presented in Christinal et al. [6], we use multiple membranes. Hence,
the parallel behavior of the algorithm with respect to the previous works has been
improved.

Keywords Image segmentation ·Digital topology ·Membrane computing ·Tissue-
like P systems · Parallel computing

1 Introduction

Membrane systems [8] are distributed and parallel computing devices processing
multisets of objects in compartments delimited by membranes. Computation is car-
ried out by applying given rules to every membrane content, in a maximally parallel
non-deterministic way, although other semantics are being explored.
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Segmentation [11] is the process of splitting a digital image into sets of pixels
in order to make it simpler and easier to analyze. Segmentation is typically used to
locate region of interest (ROI) in medical images or in satellite image by finding the
frontiers among regions. Segmentation has shown its utility in bordering tumors and
other pathologies, computer-guided surgery or the study of anatomical structure, but
also in techniques which are not thought to produce images, but it produces posi-
tional information as electroencephalography (EEG), or electrocardiography (ECG).
Locating a ROI is a hard task even for the expert human eye, mainly due to prob-
lems such as noise and the degradation of colors. Technically, the process consists
of assigning a label to each pixel, in such way that pixels with the same labels form
a meaningful region.

Here, a solution is given for the segmentation problem using a membrane comput-
ing device: tissue-like P systems. Initially, systems with only one working cell were
used (see Carnero et al. [2], Christinal et al. [6]). Formally, membrane computing
was used, but the key of these models was not considered: the membranes. In order to
address this, return the membranes to their previous role and to improve the inherent
parallelism of these models (see Christinal et al. [6]) using multiple membranes, in-
crease the scalability for future parallel software implementations of the algorithm.
A brief proof has been added for the ideas which are shown in Reina-Molina et al.
[9]. Also a software tool implemented in Python showing the use of this algorithm
is presented.

In the literature, one can find several attempts for bridging problems from digital
imagery with membrane computing. The following are a few examples: the works
done by Subramanian et al. [3, 4] and a few more problems from digital imagery
have been solved in the framework of membrane computing (see Christinal et al.
[5, 6]).

The paper is organized as follows: First, a family of tissue-like P systems is
designed to obtain a segmentation of a 2D digital image using multiple cells. More-
over, an overview of the computation of this algorithm and a complexity study are
presented in the following section. Next, an implementation of the algorithm using
Python and some examples are shown. Finally, future work is presented.

2 Image Processing: Segmentation Problem

The m-D Segmentation Problem with k auxiliary cells (mDSP-kC)can be described
as follows: Given a m-D Digital Image I , of size nm , to determine the edge pixels of
this image using k auxiliary cells.

There are two usual problems when we work with real images, the noise and
degradation of colors. The former arises when we process or analyze an image
whose color has no relation with those in its environment. The later takes place when
we look at a digital image and we can see different colors connecting two adjacent
regions, blurring the common edge of them. Our aim is to define the boundaries of
these regions. These boundaries are considered as small regions where the colors of
pixels gradually change from one side to another side of each region.
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The usual definition of edge pixel presents problems from a practical point of
view, when noise and degradation of colors are taken into account, because a lot of
border pixels that are not edge pixels are considered. Hence, some cleaning processes
must be applied to our image in order to obtain better results in edge pixels detection.

Next, we will show that mDSP-kC can be solved in constant time (with respect
to the number of pixels of the image) by a family of tlP systems.

Formally, a tissue-like P system (tlP System) of degree q ≥ 1 with input is a tuple
of the form π = (λ,τ, ξ, w1, . . ., wq , R, iπ,oπ) where

(a) λ is a finite alphabet, whose symbols will be called objects, τ ≤ λ is the input
alphabet and ξ ↓ λ is the alphabet of objects in the environment. (b) w1, . . . ,wq
are strings over λ representing the multisets of objects associated with the cells at
the initial configuration. (c) R is a finite set of communication rules of the following
form: (i, u/v, j), for i, j ∈ {0, 1, 2, . . ., q}, i →= j , u, v ∈ λ∗ and (d) iπ ∈ {1, 2, . . ., q}
is the input cell and oπ ∈ {0, 1, 2, . . ., q} is the output cell.

A tlP system of degree q ≥ 1 can be seen as a set of q cells labeled by 1, 2, . . ., q.
We will use 0 to refer to the label of the environment, iπ and oπ denote the input
region and the output region (which can be the region inside a cell or the environment),
respectively.

Let us construct a family π = {p(n, m, k): n, m, k ∈ N} where each system of
the family will process every instance u of the problem given by a m-D image I with
nm pixels and using k auxiliary cells. More formally, we define s(u) = 〈n, m, k≺ =
〈n, 〈m, k≺≺, where 〈x, y≺ = (x + y)(x + y + 1)/2 + x is the Gödel mapping. In
order to provide a suitable encoding of this instances into the systems, we will use
the objects ai1 , . . . , im with 1 ∩ i1, . . ., im ∩ n, to represent the pixels of the image,
and we will provide cod(u) as the initial multiset for the system, where cod(u) is the
multiset a⇒

i1
, . . . , im .

Then, given an instance u of the mDSP-kC problem, the system π(s(u)) with
input cod(u) gives a solution to this problem, implemented in the following stages:

• Cleaning noise.
• Homogenizing colors using a general thresholding in color space.
• Segmenting image process.

The family π = {π(n, 2, k): n, k ∈ N } of tlP systems of degree k + 1 is defined
as follows: for each n, k ∈ N , π(n, 2, k) = (λ,τ, ξ, w1, . . ., wk+1, R, iπ, oπ),
defined as follows:

• λ = τ ∪
{

ai j a⇒⇒
i j , ai j , Ai j , A⇒

i j , A⇒⇒
i j , Ai j : 1 ∩ i, j ∩ n, a ∈ C

⎧
,

τ =
{

a⇒
i j : 1 ∩ i, j ∩ n, a ∈ C

⎧
, ξ = λ − τ,

• w1 = ∗i j ; ∗ j i with i = 0, n + 1, 0 ∩ j ∩ n + 1, w2 = · · · = wk+2 = T
⎨
n2/k

⎩
,

• R is the following set of communication rules:

–
(

1, a⇒
i j/a8

i j Ai j , 0
)

for 0 ∩ i, j ∩ n + 1 and a ∈ C ∪ {∗}
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–

⎛

⎝
ci−1 j−1 di−1 j ei−1 j+1

1, bi j−1 Ai j fi j+1
oi+1 j−1 hi+1 j gi+1J+1

/

T, t

⎞

⎠

for 1 ∩ i, j ∩ n, a, b, c, d, e, f, g, h, o ∈ C ∪ {∗} and 2 ∩ t ∩ k + 1
indicating an auxiliary working cell.

–

⎛

⎝
ci−1 j−1 di−1 j ei−1 j+1

t, bi j−1 Ai j fi j+1
oi+1 j−1 hi+1 j gi+1 j+1

/

z⇒
i j , 0

⎞

⎠

for 1 ∩ i, j ∩ n, a, b, c, d, e, f, g, h, oεC ∪ {∗} . We take μ as the number
of pixels adjacent to the ij position with colors in C and ∗ = 0. Then,
av = (b + c + d + e + f + g + j + o)/μ and z =max{s ∈ C : s ∩ av} and
|z − av| > ρ1, where ρ1 ∈ (,+∞).

–

⎛

⎝
ci−1 j−1 di−1 j ei−1 j+1

t, bi j−1 Ai j fi j+1
oi+1 j−1 hi+1 j gi+1 j+1

/

a⇒
i j , 0

⎞

⎠

for 1 ∩i, j ∩ n, a, b, c, d, e, f, g, h, o ∈ C ∪ {∗} . We take μ as the number
of pixels adjacent to the i j position with colors in C and ∗ = 0. av =
(b + c + d + e + f + g + j + o)/μ and z = max {s ∈ C : s ∩ av} and
|a − av| ∩ ρ1, where ρ1 ∈ (,+∞).

– (t, b⇒
ij/A⇒

ij, 0) for 1 ∩ i, j ∩ n, ν = (|C | /ρ2), l = 0, 1, 2, . . . , ρ2. If b ∈
C then a ∈ C

(a < b ∩ a + (ν −1) and a = ν · l) or (b = a = ν · l) and, if b = ∗ then A = ∗.

– (t, A⇒
i j/T, 1) for a ∈ C, 0 ∩ i, j ∩ n + 1 and 2 ∩ t ∩ k + 1.

– (t, A⇒
i j/A⇒⇒

i j a
8
i j , 0) for a ∈ C,∪ {∗} and 0 ∩ i, j ∩ n + 1.

–

⎛

⎝
c̄i−1 j−1 d̄i−1 j ēi−1 j+1

0, b̄i j−1 A⇒⇒
i j f̄i j+1

ii+1 j−1 h̄i+1 j ḡi+1 j+1

/

T, t

⎞

⎠

For 1 ∩ i, j ∩ n and a, b, c, d, e, f, g, h, i ∈ C ∪ {∗} .

– (t, A⇒⇒
i j bkl/Ai j , 0) for 1 ∩ i, j, k, l ∩ n, (i, j), (k, l) adjacent pixels; i.e. (i, j)∈ ρ

and a, b ∈ C and a < b.
– (t, Ai j/T, 1) for a ∈ C and 1 ∩ i, j ∩ n.

– iπ = oπ = 1.

2.1 Overview

The input data of the system are given by the set {a⇒
ij : a⇒ ∈ C, 1 ∩ i, j ∩ n}, which

consists of the pixels of an image.
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The computation starts in cell 1 which contains the initial image encoded by the
objects a⇒

i j , along the edge pixels ∗i j . Cells 2, 3, . . ., k + 1 contain enough copies
of objects T called workflow markers. The unique rule that can be applied to this
initial configuration is the first one, which is designed to mark non-edge pixels
(a⇒

i j , a ∈ C ) with Ai j and to create enough copies of objects a⇒
i j and ∗i j , which will

be used later in workflow distribution. This step will be called copies creation.
Then, the only rule that can be applied is the second one, which sends one object

Aij and its neighborhood represented by adjacent objects akl to one working cell (cells
2, 3, . . ., k + 1) to be processed later. This step will be called object distribution.

After these two initial steps, for the third configuration of the system, only rules
of the third and fourth type can be applied. These rules transform one object A⇒

ij
into one object z⇒⇒

i j , where z is the nearest color in C to the average color in the
neighborhood of object Ai j and a is considered as noise, or color a itself in other
cases.

Next, only the fifth rule can be applied, which transforms objects b⇒⇒
i j into objects

A⇒
i j , where a is a color in a subset of C defining a general thresholding with respect

to the colors. Subsequently, the sixth rule is the one available, for obtaining the sixth
configuration of the system, with the original image preprocessed (noise cleaned and
thresholded) in order to improve the segmentation process.

Once all the preprocessing work is done, the image to be segmented is represented
as objects A⇒

i j where a is either a color in C or ∗. The next two steps consist in applying
seventh and eighth rules, respectively, which send to the working cells an object A⇒⇒

i j
and its neighborhood represented by adjacent pixels ākl . From these steps, we get
the eighth configuration.

The next configuration of the system is obtained by applying the rules in the ninth
scheme, marking with Āi j the edge pixels A⇒⇒

i j with respect to an adjacent pixel b̄kl

with greater color. The last configuration is got by sending the edge pixels Āi j back
to the cell 1.

2.2 Complexity Aspects

A little study of the complexity aspects of this solution is given by Fig. 1 showing
this is an efficient algorithm from a theoretical point of view (Table 1).

Fig. 1 Test image (on the left)
and its segmented one (on the
right). Next, we will show that
mD
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3 Implementation of the Algorithm

The algorithm proposed in this paper is implemented in Python Rossum et al. [10],
an interpreted multiparadigm programming language which is powerful and easy to
learn, read, and write. We have focused our implementation in the use of matrices
as every alphabet object is represented by a matrix. This approach allows us to use
the Numpy library (Ascher et al. [1]) for working effectively with large arrays of
numbers. This way of facing the implementation of membrane objects seems to
make available an easy adaptation of the algorithm to parallel architectures as GPU
or multicores CPU.

The segmentation algorithm is implemented through the definition of the follow-
ing functions:

• BioSeg. This function achieves the full segmentation process by calling other aux-
iliary functions described below. First of all, it creates a dictionary for storing the
initial state of the computation. Next, a new computation is performed by distrib-
uting the work flow through the auxiliary cells. Then, cleaning and thresholding
stages are performed into each auxiliary cell, following which a new computation
is carried out by integrating all the information processed by the auxiliary cells
into the first one. Next, the image cleaned and thresholded is distributed among
the auxiliary cells to be segmented. Finally, the processed information is returned
to the initial cell to be returned.

• createInitialState. This function creates the initial structure for storing the initial
state of the P system.

• distributionWork. This function distributes every column and its adjacent ones
to the corresponding auxiliary cell. In the P system design, this task is non-
deterministically carried out. However, in the current implementation, the auxiliary
cell for every pixel and its adjacent is deterministically chosen.

• integrationWork. This function integrates the processed pixels back into the first
cell, forgetting the surrounding ones.

• cleaningStep. This function performs the image cleaning in every auxiliary cell.
• thresholdingStep. This function achieves the color thresholding in every auxiliary

cell.

Table 1 Complexity aspects,
where the size of the input
data is O(n2), |C | = h is the
number of colors of the
image, and k is the number of
working cells

mDSP-kC Problem

Complexity
Number of steps of computation 9
Resources needed
Size of the alphabet 8n2 + 4n + 5
Initial number of cells k + 1
Initial number of objects (n + 2)2

Number of rules O(n2 · h9 · k)

Upper bound for the length of the rules 10
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Fig. 2 Examples of images at the beginning of the algorithm (a) and (d), after cleaning and
thresholding steps (b) and (e) and after segmentation step (c) and (f)

• segmentationStep. This function makes the segmentation process in every auxiliary
cell.

The algorithm design implemented allows us to rewrite the code in order to take
advantage of massively parallel devices as GPUs. However, in the current develop-
ment stage, we have not implemented it yet and the code executes sequentially.

On the other hand, both cleaning, thresholding and segmentation steps can be
developed using different approaches than those selected by us. Hence, the segmen-
tation algorithm can evolve from the easier one in this work to more complex one,
also designed to be executed in parallel. These changes do not alter the behavior of
the complete algorithm, but they can improve the final result.

3.1 Examples

We present in this section several examples of the application of the implementation
proposed in this paper.

The process is illustrated in Fig. 2, where two images are shown in the initial state,
after cleaning, thresholding and segmentation. Both processes have been carried out
using 1 as cleaning threshold, 3 as color threshold, and 5 as segmentation threshold.

4 Future Work

Our next step in this research line will be the real parallel implementation of the
algorithm using the massive parallelism present in current GPUs. It is also planned
to study other noise cleaning algorithms and also more elaborated segmentation
algorithms, aiming for better results.
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A Novel Hardware/Software Partitioning
Technique for System-on-Chip in Dynamic
Partial Reconfiguration Using Genetic
Algorithm
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Abstract Hardware/software partitioning is a common method used to reduce the
design complexity of a reconfigurable system. Also, it is a major critical issue in hard-
ware/software co-design flow and high influence on the system performance. This
paper presents a novel method to solve the hardware/software partitioning problems
in dynamic partial reconfiguration of system-on-chip (SoC) and observes the com-
mon traits of the superior contributions using genetic algorithm (GA). This method
is stochastic in nature and has been successfully applied to solve many non-trivial
polynomial hard problems. It is based on the appropriate formulation of a gen-
eral system model, being therefore independent of either the particular co-design
problem or the specific partitioning procedure. These algorithms can perform de-
composition and scheduling of the target application among available computational
resources at runtime. The former have been entirely proposed by the authors in
previous works, while the later have been properly extended to deal with system-
level issues. The performance of all approaches is compared using benchmark data
provided by MCNC standard cell placement benchmark netlists. This paper has
shown the solution methodology in the basis of quality and convergence rate. Con-
sequently, it is extremely important to choose the most suitable technique for the
particular co-design problem that is being confronted.
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1 Introduction

Hardware/software partitioning is a method of dividing a complex heterogeneous
system into hardware co-processor functions and its compatible software programs.
It is a prominent practice that can realize results greater than the software-only or
hardware-only solutions in system-on-chip (SoC) design. This technique can im-
prove the system performance [1] and reduce the total energy consumption [2]. The
proposed partial dynamic reconfiguration method does not depend on any tool. It
uses a set of algorithms to detect crucial code regions, compilation/synthesize of
hardware/software modules, and updating of communication logic. Hence, it could
tune up the system to give full efficiency without disruption of other SoC-related
operations. Here, the genetic algorithm (GA) is used for optimization process. This
is essential in system-level design, since decision-making process affects the total
performance of system. This paper presents a novel system partitioning technique
with in-depth analysis. The paper is organized as follows. Section 2 briefs about the
previous works in this field. Section 3 presents the proposed system model for parti-
tioning problem. Section 4 gives the results and its analysis. Section 5 concludes the
paper and discusses about the future work. Last section provides the list of references.

2 Related Works

When compared to dynamic partitioning using standard software, the run-time (or)
partial dynamic reconfigurable systems had attained superior performance with man-
ually specified predetermined hardware regions. Multiple choices of preplanned
reconfigurations were rapidly executed in a run-time reconfigurable system using
PipeRench architecture [3] and dynamically programmable gate arrays (DPGA) [4].
The binary-level partitioning technique [5] was provided a good solution compared to
source-level partitioning methods due to the functionality of any high-level language
and software compiler. Since the satisfaction of performance was not considered for
the cost function of this system, it may be failed to find out local minima. A mapping
technique for nodes and hardware/software components was developed in [6] called
GCLP algorithm. The hardware cost was minimized by the incorporation of hill-
climbing heuristic algorithm with the hardware/software partitioning algorithm [7].

3 System Model for Partitioning

The problem resolution requires the system model definition to represent the impor-
tant issues in the hardware/software co-design for a specific problem [8]. The system
partitioning problem model is represented by the task graph (TG) flow diagram. TG
is a model of directed and acyclic graph (DAG) flow with weight vectors. Formally,
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Fig. 1 System model for partitioning

it is defined as G = (V, E), where ‘V ’ represents the nodes and ‘E’ represents the
edges. The flow direction is represented by each edge. Due to reducing the complex-
ity of TG, it can be modified as one starting node and one ending node. Figure 1
represents the overview of the partitioning procedure. Design constraints and design
specifications are given as the input to the partitioning process as a high-level spec-
ification language. The nodes can act as giant pieces of information like tasks and
processes of coarse granularity or tiny types like instructions and operations of fine
granularity approach.

After the system space estimation, every node is tagged with some attributes.
Giant pieces of data for a node (Vi,j) are represented by 5 attributes as follows:

(1) Hardware area (HAi,j).

(2) Hardware implementation time (HTi,j).

(3) Software memory size (SSi,j).

(4) Software execution time (STi,j).
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(5) The average execution time in numbers (Ni,j).

Shortly,

Hardware module
(
HMi,j

) = (
HAi,j

) + (
HTi,j

) + (Ni,j)

Software module
(
SMi,j

) = (
SSi,j

) + (
STi,j

) + (Ni,j)

Communication values (Ci,j) of every node are represented by three
components as follows:

(1) Transfer time (TTi,j)

(2) Synchronization time (SynTi,j)

(3) The average communication time in numbers (Mi,j)

Shortly,

Communication value of node
(
Ci,j

) = (
TTi,j

) +
(

SynTi,j

)
+ (Mi,j)

Ci,j = (Ni ∗ πTTi ) + (
N j ∗ πTT j

) + (SynTi,j)

(HTi ) + (HT j )

where (πTTi ) = (STi ) − (HTi ) and (πTT j ) = (
ST j

) − (
HT j

)
.

Efficiency of the hardware/software system partitioning process is based on
the target architecture and its mapping technique. Hence, this work considers the
‘Dynamically Reconfigurable Architecture for Mobile Systems’ (DReAM) as target
architecture. Execution of hardware and software processes should be concurrently
in the standard processor and the application-specific co-processor. This partitioning
process concludes the assignment of modules to implement the hardware and soft-
ware stages, implementation schedule (timing), and the communication interface
between software and hardware modules. In general, this partitioning solution can
be validated by the measurement of eminent attributes like performance and cost pa-
rameters. Hence, this paper used as three quality attributes related to design elements
as follows:

(1) The estimated hardware area is AE , and the maximum available area is A.
(2) The estimated design latency is TE , and the maximum allowed latency is T.
(3) The estimated software (or) memory space is ME , and the maximum available

space is M.

Static-list scheduling method is used for the scheduling process [9]. It is a subtype
of resource-constrained scheduling algorithm. This scheduler considers the timing
estimation of every vertex and its interconnections. This scheduler unit provides the
design latency (TE ) and the cost of communication for hardware–software co-design.
Based on the hardware and software implementations, another four parameters are
considered for co-design realization.

When the entire system is implemented in hardware,

(1) The minimum design latency is MinT.
(2) The maximum hardware area is MaxA.
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When the entire system is implemented in software,

(1) The maximum design latency is MaxT.
(2) The maximum memory space is MaxM.

These parameters are used to create the bounding constraints for the design space.
0 ≤ A ≤ MaxA; 0 ≤ M ≤ MaxM; MinT ≤ T ≤ MaxT.

3.1 System Operations

The design specifications are given in the format of ISPD98 benchmark suite [10]
circuit netlist. This partitioning process has three stages.

In first stage, the processing of design specifications is divided into three subtasks.
The first subtask is the separation of hardware (HAi and HTi ) and software (SSi and
STi ) estimations from the design specifications. The second subtask is to translate
the design specifications into a hypergraph-based control data flow graph (CDFG)
representation G = (V, E). The third subtask is scheduling (Ni and Ni,j) of each
operations in the CDFG with satisfaction of the design constraints and the priority
of operations.

In second stage, the outputs of these three tasks are given into the system-level par-
titioning module through the registers. It has three functionalities. The operational-
level analysis is the first process, used to classify the tasks whether it is suitable for
hardware realization or software execution. Next, the allocation process is used to
allocate the required supporting entities like functional units, interconnections, and
storage elements for the scheduled hardware and software systems. This allocation
is based on the speed constraint (i.e., parallel processing) and the area constraint
(i.e., dynamic partial reconfiguration). Finally, an absolute data path is generated
by integrating components in the basis of hardware and software partitions. Then,
the partitioning data are given to the specific hardware (HMi ) and software (SMi )

models.
In third stage, the hardware and software models are executed separately and the

outcomes are compared with their estimated values (i.e., first stage). If any con-
troversy arises, the feedbacks are given to the second-stage process. This looping
process is continued till the satisfaction of all criterions.

Next, the performance (Ci,j) of hardware–software co-design is estimated and
compared with target performance metrics. If any misalignment arises, the feedback
is indicated to the system-level partitioning stage. Then, the entire second and third
stages are recompiled, till the achievement of target performance measures. Finally,
the hardware/software co-simulation and co-verification is performed, and then, the
SoC is realized.
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3.2 Hardware/Software Estimation

The CDFG file is given to the input of both hardware and software estimations with
the settings of target technology files and processor specifications. The hardware
execution is a parallel process since the specifications are modeled in VHDL library.
The software execution is a sequential process since the specifications are modeled in
C code. The GA technique is used to optimize these parallel and sequential processes.

Hardware estimation is based on the high-level synthesizable components, to
share the control and data path between hardware and software processes. GA is
used to optimize this resource sharing process [11]. The quality measures are closely
associated with performance metrics like execution, implementation, transfer, and
synchronization times commonly called reaction time. This reaction time is associ-
ated with each node in each execution of local DFG. For convenient, the CDFG is
split into several small DFGs called local DFGs.

The response times for
Routine statements, TRS = TDFG
Conditional statements, TCS = ∑

n
PnTDFGn ;

n—Number of iterations
Pn—Probabilities of iterations of outcomes

Looping statements, TLS = nT DFG ;

TCDFG = F(TDFG1, FDFG1, . . . , TDFGi, FDFGi)

+F(TDFG1, FDFG1, . . . , TDFGj, FDFGj)

MinT = α[(MaxA ∗ Ci,j) +
∑

i

Ti Ni,j]

Ti —Time delay for each node
α—Co-estimation factor

MaxT = MinT + β
∑

i

[Ti

Ri∑

j=1

Ni,j]

Ri —Required components of each node ‘i’
β—Constant, since MaxT is a higher-order term
Fi —Number of fixed components for each node ‘i’

TCDFG = MinT + β
∑

i

[ Ti

Fi

Ri∑

j=Fi +1

Ni,j]

Register Estimation: [12]
Many input multiplexers = (i∗MUXs)
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State machine-based control logic is used to control lines, log2i

ROM size, (STA∗[(1 + log2i
)
(

REG + ∑

i
Fi

)
+ log2S])bits

STA—Number of states
REG—Number of registers

Software estimation is based on the calculation of memory space occupied by
instruction set and user-defined data types and data structures. The average queuing
time for each memory access can be modeled as Tq , and the number of access is

represented by Nmem. This calculation is necessary to estimate
(
TTi,j

)
and

(
SynTi,j

)
.

Hardware estimation (THM) = (
T(CDFG,HM)

) + αTq(Nmem,HM)

Software estimation (TSM) = (
T(CDFG,SM)

) + Tq(N(mem,SM))

Co-estimation
(
THM/SM

) = σ
(
Tq

) + ϕ( Nmem
Tq

); where σ and ϕ are complex
structures.

4 Analyses of Results

All the hardware/software partitioning algorithms have been experimented in a set of
benchmark suites provided by ISPD’98, whose characterization is shown in Table 1.
Size and values of the system graph should bound within the design space. All these
examples are illustrated in the form of directed and acyclic graphs to specify the
certain coarse–grain tasks. Every example has been tested in different constraints,
but it always within the specified boundary conditions. The results are summarized
in Table 2. These results will be analyzed from both qualitative and quantitative
perspectives. The qualitative aspects will be mainly represented by the resulting
cost of the solutions obtained from each method, under different constraints. The
quantitative issues will be shown by means of the computation time resulting from
each technique.

Table 1 Design characteristics for ISPD’98 benchmark suite

Circuit # Cells # Pads # Modules # Nets # Pins

ibm01 12,506 246 12,752 14,111 50,566
ibm02 19,342 259 19,601 19,584 81,199
ibm03 22,853 283 23,136 27,401 93,573
ibm04 27,220 287 27,507 31,970 105,859
Ibm05 28,146 1,201 29,347 28,446 126,308
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Table 2 Results acquired with the ISPD’98 examples

Example Constraints Genetic algorithm
Area (CLBs) Time (ns) Memory (Bytes) AE TE ME Fitness

ibm01 121,800 10,200 52,670 118,146 9,384 46,350 0.9233
103,080 8,670 44,770 101,637 8,020 41,189 0.9437

ibm02 154,700 12,600 55,980 140,170 11,230 49,823 1.0000
193,375 15,750 48,980 172,104 15,435 51,429 0.9733

ibm03 171,200 14,200 48,090 154,896 12,040 38,953 1.0000
111,280 9,230 57,708 103,521 8,769 54,823 1.0000

ibm04 182,200 15,900 56,460 173,090 14,469 62,106 0.9866
258,724 19,239 50,814 234,597 16,546 46,749 0.9600

ibm05 198,300 16,800 62,210 180,453 13,776 58,478 0.8900
97,167 12,432 81,495 92,309 10,940 84,755 0.9566

5 Conclusion and Future Work

In this paper, the commonly used biologically inspired optimization algorithm, which
addresses the hardware/software partitioning problem for SOC designs, is imple-
mented using clustering approach as well as their performance is evaluated. This
evaluation process does not have any constraints on the cluster size and the number
of clusters. Hence, this evaluation approach is quiet suitable to be used in reducing
the design complexity of systems. This paper had shown how this problem can be
solved by means of very different partitioning techniques at runtime of the system
(dynamic partial reconfiguration). The problem resolution has been based on the
definition of a common system model that allows the comparison of different pro-
cedures. These extensions have improved previous implementations, because they
include some issues previously not considered. The constraints of these algorithms
have been integrated into the cost function in a general and efficient way. This genetic
algorithm-based dynamic partitioning technique has produced an average of 16.19 %
accuracy in hardware/software partitioning compared to [13] and [14].

A future study could extend the system model to encompass other quality at-
tributes, like power consumption, influence of communications, and the degree of
parallelism. Also, the hybrid algorithms of these biologically inspired algorithms
and their compilation are currently under study.
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Solving School Bus Routing Problem Using
Hybrid Genetic Algorithm: A Case Study

Bhawna Minocha and Saswati Tripathi

Abstract School bus routing involves transporting students from predefined loca-
tions to school using a fleet of buses with varying capacity. This paper describes a
real-life problem of the school bus routing. The overall goal of this study is to develop
a route plan for the school bus service so that it is able to serve the students in an
efficient and economical manner with maximum utilization of the capacity of buses
using hybrid genetic algorithm.

Keywords School bus routing problem ·Genetic algorithm ·Vehicle routing prob-
lem with time windows

1 Introduction

Approximately 23 million public school students travel through 400,000 school buses
twice daily for going to school and back from the school. It has been estimated that
out of these one to two million students travel in school buses (National Association
of State Directors of Pupil Transportation Services 1998).

School bus routing and scheduling is a transportation area which needs an
in-depth study for improving the service quality and reducing operating costs. The
school bus routing problem consists of a set of students dispersed in a region who
have to travel to and back from their schools every day. The main goal of any school
transportation system is to provide safe efficient and reliable transportation for its
students. It is therefore necessary to efficiently assign students to designated bus
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stops and determine the appropriate locations of different bus stops and routes and
the bus schedules to minimize the total operating cost while satisfying requirements
of the school and the children.

According to Swersey et al. [8], “In school bus transportation the two most visible
problems are routing and scheduling. In the routing problem every student is assigned
to a bus stop and those particular stops are sum up to form routes. In the morning
a bus follows these routes, from one stop to another, picking up the students and
carrying them to school. In the scheduling problem, particular buses are assigned to
particular routes.”

According to Spasovic et al. [7], “School Bus Routing is a version of the traveling
salesman problem, normally referred to the group of vehicle routing problems (VRP),
also with or with no time window constraints. Three factors that make School Bus
Routing unique are: (1) Efficiency (the cost to run a school bus) (2) Effectiveness
(how well the demand for service is fulfilled) (3) Equity (fairness of the school bus
for each student).”

Ke et al. [3] present a variety of model formulations of school bus routing problem.
Li et al. [4] solved a case study treating the problem as multi-objective combinatorial
optimization problem. Thangiah et al. [9] discuss the routing of school buses in rural
areas. Recently, a complete review of school bus routing problems has been provided
by Park et al. [6].

Bus routing has gained the attention of many researchers in different fields.
Whereas some researchers are focusing on the designing new algorithms, others
are advancing existing algorithms and applying existing algorithms to the real-world
problems. These have been discussed by Toth et al. [10] and Golden et al. [1] in their
respective books.

The aim of school bus routing is to transport students in the safest, most econom-
ical, and convenient manner such that the following objectives and constraints are
met:
Objectives:

• Minimize the total number of buses required.
• Minimize the total distance traveled by the buses.

Constraints:

• The number of students must not exceed the number of seats on each bus.
• The time taken by buses must not exceed the specified limit.
• Each bus stop is to be allocated to only one bus.
• Each bus must pick all the students allocated on that route within specified time

windows and must reach the school before it starts.

Thus, school bus routing is essentially vehicle routing problem with time window
(VRPTW). In VRPTW, a set of vehicles with fixed and identical capacity is to be
routed from a central depot to a set of geographically scattered locations (cities, stores,
schools, customers, warehouses, etc.), which have varying demands and predefined
time windows. The vehicle can visit the location in this specified time window only.
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The objective of VRPTW is to service all the customers as per their requirement
while minimizing the number of vehicles required as well as the total travel distance
by all the vehicles used without violating capacity constraints of the vehicles and
the location’s time window requirement such that each location is visited once and
only once by one of the vehicles. All the routes are to start and ultimately end at the
depot. In the present study, we deal with routing the buses to appropriate bus stops.

The genetic algorithm (GA) approach was proposed by Holland [2] in 1975. It is
an adaptive heuristic search method that mimics evolution through natural selection.
It works by combining selection, crossover, and mutation operations of genes. The
selection procedure drives the population toward a better solution, while crossover
uses genes of selected parents to produce new offsprings that form the next genera-
tion. The genetic algorithm approach has now become popular as it helps in finding
reasonably good solutions for complex mathematical problems and NP-hard prob-
lems like vehicle routing problem.

2 Optimal Allocation of School Buses in Vehicle Routing
Planning of Blooming Dales School: A Case Study

The case study considered by us is the school bus routing problem of Blooming Dales
School situated in Ganga Nagar, Rajasthan, India. The school has primary wing and
high school wing in which presently students from nursery grade to grade X study.
Students from all over the town come there for schooling as it is very famous school
in the city imparting quality education to the students. An important problem before
the school management is to provide transport the students to and from the school
which is safe, economical, and convenient to the students who do not have their own
means of travel to the school.

Students travel to the school by different modes of transports. However, a large
number of them depend upon school buses. Presently, the school has a fleet of six
buses each with a seating capacity of 60 seats. The school starts at 8:00 am, so all the
buses have to reach the school campus by 7:50 am. The students go to their allocated
bus stop from their respective homes and board the school buses from there. The
students have been clustered into groups. Each group is associated with one of 50
bus stops. The buses are required to depart and return to the school within an allotted
fifty minutes time period. Table 1 shows the data provided by the school.

The travel plan currently being followed by the school management is shown in
Table 2. The currently running routes have been established intuitively and providing
the bus facility to 286 students. Every single route is serviced by a single vehicle.
All routes start and end at 0 indicate that all buses start their journey from school and
ends at school. Each bus stop is represented by a unique number, and all students at
a particular bus stop are serviced by a single bus.



96 B. Minocha and S. Tripathi

Table 1 Distance and demands of case study

Bus stop No. of students
boarding at bus
stop

Distance of bus stop
from school (in km)

Scheduled arrival
time of bus at bus
stop

0 0 0 7:00
1 12 5.1 7:33
2 4 7.9 7:22
3 9 9.5 7:17
4 4 5.7 7:33
5 10 7.2 7:28
6 6 6.7 7:24
7 4 4.2 7:34
8 8 4.7 7:32
9 6 9.7 7:19
10 4 7.9 7:26
11 6 6.3 7:30
12 3 8.9 7:20
13 6 8.3 7:17
14 4 8.9 7:21
15 3 4.9 7:36
16 9 8.4 7:21
17 3 5.9 7:33
18 6 7.4 7:25
19 8 6.2 7:26
20 7 9.4 7:20
21 6 6.4 7:31
22 4 6.9 7:29
23 3 7.8 7:24
24 3 7.9 7:26
25 8 6.7 7:28
26 8 6.9 7:27
27 4 9 7:16
28 6 8.9 7:23
29 2 10.1 7:19
30 4 5.2 7:31
31 3 4.4 7:38
32 4 3.9 7:40
33 7 4.1 7:38
34 12 5.9 7:31
35 2 8.5 7:24
36 5 5.4 7:35
37 8 7.2 7:22
38 4 5.2 7:34
39 7 4.9 7:35
40 8 7.4 7:25
41 4 5.7 7:28
42 2 9.3 7:22
43 4 7.5 7:27

(continued)
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Table 1 (continued)

Bus stop No. of students
boarding at bus
stop

Distance of bus stop
from school (in km)

Scheduled arrival
time of bus at bus
stop

44 16 8.4 7:18
45 9 8.5 7:23
46 8 6.1 7:30
47 3 8.8 7:16
48 2 9.9 7:18
49 6 7.7 7:00
50 2 4.1 7:37

Table 2 Current bus route plan

Bus Route Start time (am) Return time (am)

1 0–29–28–35–10–5–21–17–15–31–0 7:00 7:46
2 0–48–20–14–24–43–22–4–39–33–0 7:00 7:46
3 0–3–12–16–23–40–25–34–38–0 7:00 7:45
4 0–47–13–49–37–6–19–41–8–7–0 7:00 7:43
5 0–27–44–2–18–26–46–1–0 7:00 7:45
6 0–9–42–45–11–30–36–50–32–0 7:00 7:44

2.1 Problem Identification

We analyzed the data provided by the school management and calculated the capacity
utilization of each bus, which is shown in Table 3. The table shows details for each
bus route which includes the starting time from the school and time at which bus
return to the school, the number of stops it covers and total number of students it
served during the entire trip. The capacity utilization (students/capacity) has also
been computed and listed in the Table 3. This shows that some of the buses are under
utilized.

2.2 Design of More Efficient Bus Routes

The goal of this study is to develop a route plan for the school bus service so that
it is able to serve all the students efficiently with maximum utilization of the buses.
For this, we have first transformed the problem into the format of a VRPTW. In
order to convert the given school bus routing problem into VRPTW problem, we
need the latest arrival time of bus and required service time at each stop. We have
added four minutes to the scheduled arrival time of bus at each stop to determine the
latest acceptable arrival time of bus at a designated stop. Service time is actually the
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stoppage time of bus at each stop. This is equal to total time required by all students
to board the bus. This has been taken to be the number of students boarding the bus
from that stop multiplied by ten. (We are assuming here that each student needs about
10 s to board the bus.)

The buses depart from the school to the farthest bus stop points and start picking
up students from various bus stops in their return journey to the school. The travel
time t0i is computed as doi/v, where d is the distance of bus stop i from school, and
v is the average running speed of the bus (we have assumed the average speed of the
bus to be 30 km/h). The present problem in reality is a VRPTW problem with some
constraints. Buses cannot travel randomly from one stop to another. They have to
follow the roads available. For instance, there is no direct path between many bus
stops such as 45 and 35, 3 and 29, 42 and 48, 47 and 27, 18 and 19, 16 and 37.
Similarly, one can reach bus stop 42 only from bus stop nine.

3 Use of Genetic Algorithm to Solve School
Bus Routing Problem

Keeping all points in view, we developed a VRPTW-based model for this problem.
A genetic algorithm is developed to solve it. After building the initial population, all
individuals are evaluated according to the fitness criteria. The evolution continues
with a three-way tournament selection in which good individuals are selected for
reproduction. In each generation, two best individuals are preserved for the next
generation without being subjected to genetic operations. The problem-specific route-
exchange crossover and mutation operations have been designed and applied to
modify the selected individuals to form new feasible individuals for the population.
Details of the algorithm are available in Minocha et al. [5]. The proposed algorithm
has been coded in C++.

The travel plan obtained by genetic algorithm is shown in Table 4. All the bus
departs and arrives at the school within the time window. Now, bus no. 1 and bus
no. 2 cover more bus stops, but bus No. 6 covers lesser bus stops than the original
route plan. The overall capacity utilization of the buses though remains same. But if
we replace the bus no. 6 with a bus with half the capacity, it will increase the overall
capacity utilization to 86.67 %.

4 Use of Hybrid Genetic Algorithm to Solve
School Bus Routing Problem

Although genetic algorithms can rapidly locate the region in which the global opti-
mum exists, they take a relatively long time to locate the exact local optimum in the
region of convergence. On contrary, local searches (valid in a small region of search
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space) are quick in finding an optimal solution. A combination of a genetic algorithm
and a local search method can speed up the search to locate the exact or near-exact
global optimum. These are now properly known as hybridized GAs. In such an algo-
rithm, applying a local search to the solutions that are guided by a genetic algorithm
to the most promising region can accelerate convergence to the global optimum.

In this study, we incorporate two new local search heuristics to search for better
routing solutions of VRPTW. These searches are as follows:

1. Changing next neighbor (CNN): In this case having selected an individual ran-
domly from the population, a node says C j is randomly chosen from one of its
routes. An effort is now made to replace its next neighbor C j+1 by some alter-
native acceptable node, say Ck . If it is possible, then we terminate the selected
route at C j+1 and all the nodes from C j+2 onwards are reinserted in suitable
places in other existing routes. The route from which new C j+1 was picked up
is joined together at the next node of that route. If such an arrangement of routes
is not possible, then the same individual is returned.

2. Reinserting random node (RRN): In this case again after selecting an individual
randomly from the population, a customer C j is randomly selected from one of its
routes. An attempt is made to insert it in another existing route at an appropriate
place. If that becomes possible we join the route from where C j was taken at the
next node of that route. This creates a new feasible solution. If it is not possible,
then the same individual is returned.

The genetic algorithm used in previous section is combined with these local
searches to yield hybridized genetic algorithm. Any one of the alternative local
search heuristics is applied randomly. The travel plan obtained by hybrid genetic
algorithm is shown in Table 5. All the bus departs and arrives at the school within
the time window, but covers more bus stops. Hence, the overall requirement of buses
is reduced by one, and thus, capacity utilization of buses is increased.

5 Conclusion

In the present study, we have solved a practical real-life situation using hybrid genetic
algorithm. New travel plan obtained yields a better solution as compared to the
currently used one both in the terms of number of buses required and in terms of the
overall capacity utilization of the buses. This has motivated the school management
to use the suggested route plan. Less number of buses indicates saving in terms
of cost of bus, its maintenance, running expanses (including fuel, salary of driver,
conductor). In fact with the increase in fuel prices, transportation schedules should
be planned efficiently.
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Taguchi-Based Tuning of Rotation Angles
and Population Size in Quantum-Inspired
Evolutionary Algorithm for Solving
MMDP

Nija Mani, Gursaran, A. K. Sinha and Ashish Mani

Abstract Quantum-inspired evolutionary algorithms (QEAs) have been success-
fully used for solving search and optimization problems. QEAs employ quantum
rotation gates as variation operator. The selection of rotation angles in the quantum
gate has been mostly performed intuitively. This paper presents tuning of the parame-
ters by designing experiments using well-known Taguchi’s method with massively
multimodal deceptive problem as the benchmark.

Keywords Robust design · Multimodal · Deceptive · Optimization

1 Introduction

Quantum-inspired evolutionary algorithms (QEAs) have been successfully applied in
solving wide variety of real-life difficult optimization problems, where near-optimal
solutions are acceptable and efficient deterministic techniques are not known [1].
QEAs are EAs inspired by the principles of quantum mechanics. They are devel-
oped by drawing some ideas from quantum mechanics and integrating them in the
current framework of EA. QEAs have performed better than classical evolutionary
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algorithms (EAs) on many complex problems [1] as they provide better balance be-
tween exploration and exploitation due to probabilistic representation of solutions.

The canonical QEA proposed by Han and Kim [2] employs Q-bit as the smallest
unit of information, which is essentially a probabilistic bit. The Q-bit is modified by
using quantum gates, which are implemented as unitary matrix [2]. A quantum gate
known as rotation gate has been widely used in many QEA implementations [1]. It
acts as the main variation operator that rotates Q-bit strings to obtain good candidate
solutions for the next iteration. It takes into account the relative current fitness level
of the individual and the attractor and also their binary bit values for selecting the
magnitude and direction of rotation. The magnitude of rotation is a tunable parameter
and is selected from a set of eight rotation angles. The value of the rotation angles
are problem dependent and require tuning.

The other parameters that require tuning in QEA are population size, group size,
and migration period. The effect of population size, group size, and migration period
on the performance of QEA have been studied in some detail [2]; however, the eight
rotation angles have been mostly set by ad hoc experimentation, which is not a
best practice as per [3]. It has also been recommended in [3] that proper design of
experimentation should be employed for determining the parameter values.

Taguchi had proposed fractional design of experiments which have been very suc-
cessful in identifying the parameters that have maximum influence on the process.
Though Taguchi’s method was developed primarily for improving quality of the
product by incorporating it in design and manufacturing process, it has been used
in some efforts for tuning of evolutionary algorithms [4] as the process of search
in EAs is analogous to industrial process affected by set of tunable parameters with
the objective function fitness as the quality characteristics [4]. Taguchi’s design of
experiment are based on a special set of orthogonal arrays that does not guarantee
optimality (unlike factorial design of experiments) but has been shown to find bet-
ter parameters values than ad hoc experimentation [3]. Further, it does not suffer
from curse of dimensionality as in case of factorial design of experiments, in which
number of experiments quickly become impractical to execute, e.g., in this study,
nine parameters with five levels each have been considered, so according to factorial
design of experiments, the total number experiments to be conducted is 95, which is
a hooping 59,049 experiments. It can be argued that even after considering more than
59,000 experiments, the optimality is not guaranteed in principle as it is dependent
on choice of levels, which is determined subjectively. Taguchi’s fractional design of
experiment reduces the number experiments to a manageable 50 experiments only,
which is a reduction by a factor of about 1,200.

2 Quantum-Inspired Evolutionary Algorithm

The potential advantages offered by quantum computing [1] have led to the develop-
ment of approaches that suggest ways to integrate aspects of quantum computing with
evolutionary computation [5]. The first attempt was made by Narayan and Moore [6]
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to use quantum interpretation for designing a quantum-inspired genetic algorithm.
A number of other hybridizations have also been proposed, of which the most pop-
ular proposal has been made by Han and Kim [2], which primarily hybridizes the
superposition and measurement principles of quantum computing in evolutionary
framework by implementing qubit as Q-bit.

A qubit is the smallest information element in quantum computer, which is quan-
tum analog of classical bit. The classical bit can be either in state ‘zero’ or in state
‘one,’ whereas a quantum bit can be in a superposition of basis states in a quantum
system [2]. The Q-bit string acts as genotype of the individual and the binary bit string
formed by collapsing Q-bit forms the phenotype of the individual. The process of
measuring or collapsing Q-bit is performed by generating a random number between
0 and 1 and comparing it with |α|2. If the random number is less than |α|2, then the
Q-bit collapses to 0 or else to 1 and this value is assigned to the corresponding binary
bit. Further, the Q-bit is modified by using quantum gates or operators, which are
also unitary in nature [7]. The quantum gates are implemented in QEA as unitary
matrix, and further details are available in [2].

A quantum gate known as rotation gate has been employed in [2]. It acts as the
main variation operator that rotates Q-bit strings to obtain good candidate solutions
for the next iteration. It requires an attractor [8] toward, which the Q-bit would be
rotated. It further takes into account the relative current fitness level of the individual
and the attractor and also their binary bit values for determining the magnitude and
direction of rotation. The magnitude of rotation is a tunable parameter and is selected
from a set of eight rotation angles viz., θ1, θ2, . . . θ8. The value of the rotation angles
is problem dependent and require tuning [2].

The quantum-inspired evolutionary algorithm is as follows [2]:

(a) t = 0; Define Group Size;
(b) initialize Q(t);
(c) make P(t) by observing the states of Q(t);
(d) evaluate P(t);
(e) store the best solutions among P(t) into B(t);
(f) while (termination condition is not met) {
(g) t = t + 1;
(h) make P(t) by observing the states of Q(t-1);
(i) evaluate P(t);
(j) Determine the attractors Atr(t);
(k) update Q(t) according to P(t) and Atr(t) using Q-gate;
(l) store the best solutions among B(t-1) and P(t) into B(t);

(m) store the best solution b among B(t);
(n) if(migration condition)
(o) migrate b or bt

j to B(t) globally or locally, respectively
}

In step (b), the qubit register Q(t) containing Q-bit strings for all the individuals
is initialized randomly. In step (c), the binary solutions in P(0) are constructed by
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observing the states of Q(0). In a quantum computer, the act of observing a quantum
state collapses it to a single state. However, collapsing into a single state does not
occur in QEA, since QEA runs on a digital computer, not on a quantum computer.
In step (d), each binary solution is evaluated to give a measure of its fitness. In
step (e), the initial best solutions are then selected among the binary solutions P(0),
and stored into B(0). In steps (f) and (g), iteratively, the binary solutions in P(t) are
formed by observing the states of Q(t − 1) as in step (c), and each binary solution
is evaluated for the fitness value. In step (j), the attractors are determined for each
individual according to the strategy. In step (k), Q-bit individuals in Q(t) are updated
by applying Q-gates by taking into account Atr(t), b and P(t), which is defined as a
variation operator of QEA. The variation operator is rotation gate. In steps (l) and
(m), the best solutions among B(t − 1) and P(t) are selected and stored into B(t),
and if the best solution stored in B(t) is better fitted than the stored best solution b,
the stored solution is replaced by the new one.

In step (n), a migration condition is checked and if satisfied, the best solution b
is migrated to B(t) or the best among some of the solutions in B(t), bt

j , is migrated
to them. The migration condition and local groups are taken to be design parameters
and have to be chosen appropriately for the problem at hand.

It is suggested that QEA should have a local migration in every iteration and
global migration after every 100 iterations. The group size is taken as five.

3 Design of Experiments

The design of experiment follows guidelines given in [3] and is outlined below:

1. The process objective describing the quality of the algorithm is the objective
fitness function value.

2. The design parameters are the eight rotation angle parameters (θ1 to θ8) in the
Q-gate and the population size. The number of levels has been taken as five for
each parameter so that we can investigate them thoroughly. The value of each
level for all the parameters is shown in Table 1.

3. There are a total of nine parameters and five levels, so the orthogonal array listed
in L50 has been selected [9] for deciding the experiments; hence, a total of fifty
experiments have been conducted.

4. Thirty runs of QEA with different sets of random numbers have been conducted
for each experiment. The experiments data have been collected for mean and
variance of objective fitness value.

5. The primary interest in design of EAs is to have better mean value rather than
signal to noise ratio. Therefore, data analysis has been reported in this work for
the mean value only.

The experimentation is performed by using massively multimodal deceptive prob-
lem as benchmark, with size k = 40, which is a large instance [10]. This problem
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Table 1 Parameter levels

Parameters L1 L2 L3 L4 L5

θ1 0 −0.0025 π −0.005 π −0.01 π −0.05 π

θ2 0 −0.0025 π −0.005 π −0.01 π −0.05 π

θ3 0 +0.005 π +0.01 π +0.05 π +0.1 π

θ4 0 −0.0025 π −0.005 π −0.01 π −0.05 π

θ5 0 −0.005 π −0.01 π −0.05 pi −0.1 π

θ6 0 +0.0025 π +0.005 π +0.01 π +0.05 π

θ7 0 +0.0025 π +0.005 π +0.01 π +0.05 π

θ8 0 +0.0025 π +0.005 π +0.01 π +0.05 π

Population size 10 15 25 35 50

is difficult for EAs as the numbers of local maxima are very large as compared with
global maxima. Further, the fitness landscape is such that EA finds it very convenient
to reach the local maxima, but searching global maxima is extremely difficult as it
is located at the extreme ends of subproblem string.

4 Results and Analysis

The results of the experiments conducted by employing Taguchi’s method are sum-
marized in Table 2. The results show that best set of parameters values identified
from the experiments are −0.005 π for θ1, −0.01 π for θ2, +0.1 π for θ3, −0.05 π
for θ4, −0.005 π for θ5, +0.01 π for θ6, +0.005 π for θ7, +0.0025 π for θ8, 25
for population size. Table 3 shows comparison between the performance of QEA
with parameters’ value tuned with Taguchi’s method and the performance of QEA
with parameters’ value at recommended setting derived by ad hoc experimentation
as reported in the literature [1, 2]. The result in Table 3 indicates the superiority
of the Taguchi’s method over ad hoc experimentation for finding suitable values of
parameters.

Table 2 Results of parameter optimization

L θ1 θ2 θ3 θ4 θ5 θ6 θ7 θ8 Pop size

1 37.13 35.38 32.23 35.74 37.43 33.34 36.23 33.83 33.52
2 36.25 36.64 36.02 34.95 38.63 37.87 36.28 37.59 36.64
3 37.49 35.12 37.76 36.00 35.33 35.06 36.79 37.42 37.17
4 32.74 37.09 35.65 35.70 32.88 37.92 34.47 35.19 36.98
5 36.49 35.87 38.77 36.29 35.96 35.64 36.32 35.88 35.68
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Table 3 Comparison between Adhoc-tuned and Taguchi-tuned QEAs

Adhoc-tuned QEA Taguchi-tuned QEA

Optimal 40
Best 40 40
Median 39.64058 40
Worst 38.5623 40
Mean 39.4968 40
SD 0.418 0.0
Percentage success runs 26.67 100

The ad hoc-tuned QEA had all θs set to zero except θ3(= 0.01 π) and
θ5(= −0.01 π) and with population size as 25, and the comparison has been made
over 30 independent runs.

5 Conclusion

QEAs are evolutionary algorithms, which provide better balance between exploration
and exploitation and have been widely used for solving difficult problems. This paper
highlights issues in tuning of parameters and shows the utility of Taguchi-based
method for tuning of parameters, especially the eight rotation angles and population
size.

Further studies will include more comprehensive study by including other para-
meters on a suite of difficult problems.
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Simultaneous Feature Selection and Extraction
Using Fuzzy Rough Sets

Pradipta Maji and Partha Garai

Abstract In this chapter, a novel dimensionality reduction method, based on fuzzy
rough sets, is presented, which simultaneously selects attributes and extracts features
using the concept of feature significance. The method is based on maximizing both
relevance and significance of the reduced feature set, whereby redundancy therein is
removed. The chapter also presents classical and neighborhood rough sets for com-
puting relevance and significance of the feature set and compares their performance
with that of fuzzy rough sets based on the predictive accuracy of nearest neighbor
rule, support vector machine, and decision tree. The effectiveness of the proposed
fuzzy rough set-based dimensionality reduction method, along with a comparison
with existing attribute selection and feature extraction methods, is demonstrated on
real-life data sets.

1 Introduction

Dimensionality reduction is a process of selecting a map by which a sample in an
m-dimensional measurement space is transformed into an object in a d-dimensional
feature space, where d < m. The problem of dimensionality reduction has two as-
pects, namely formulation of a suitable criterion to evaluate the goodness of a feature
set and searching the optimal set in terms of the criterion. The major mathematical
measures so far devised for the estimation of feature quality can be broadly classified
into two categories, namely feature selection in measurement space and feature selec-
tion in a transformed space. The techniques in the first category generally reduce the
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dimensionality of measurement space by discarding redundant or least information-
carrying features. On the other hand, those in second category utilize all information
contained in the measurement space to obtain a new transformed space, thereby
mapping a higher dimensional pattern to a lower dimensional one. This is referred
to as feature extraction [1].

An optimal feature subset selected or extracted by a dimensionality reduction
method is always relative to a certain feature evaluation criterion. In general,
different criteria may lead to different optimal feature subsets. However, every cri-
terion tries to measure the discriminating ability of a feature or a subset of fea-
tures to distinguish different class labels. One of the main problems in real-life data
analysis is uncertainty. Some of the sources of this uncertainty include incomplete-
ness and vagueness in class definitions. In this background, the rough set theory
[2] has gained popularity in modeling and propagating uncertainty. Rough sets can
be used to find most informative feature subset of original attributes from a given
data with discretized attribute values [3, 4]. However, there are usually real-valued
data and fuzzy information in real-world applications. In rough sets, the real-valued
features are divided into several discrete partitions, and the dependency or quality of
approximation of a feature is calculated. The inherent error that exists in discretiza-
tion process is of major concern in the computation of the dependency of real-valued
features. Combining fuzzy and rough sets provides an important direction in rea-
soning with uncertainty for real-valued data [5]. They are complementary in some
aspects. The generalized theories of rough fuzzy computing have been applied suc-
cessfully to feature selection of real-valued data set [5–7]. Also, neighborhood rough
sets [8] are found to be suitable for both numerical and categorical data sets.

On the other hand, a feature extraction technique such as principal component
analysis (PCA), linear discriminant analysis, and independent component analysis
[1] generates a new set of features using a mapping function that takes some linear
or nonlinear combination of original features. While PCA uses a linear orthogonal
transformation to project a sample space containing possibly correlated variables
into a different space with uncorrelated variables, independent component analysis
decomposes a multidimensional feature vector into statistically independent com-
ponents to reveal the hidden factors from a set of random variables [1]. In general,
a feature extraction technique provides a richer feature subset than that obtained
using a feature selection algorithm with a higher cost. Hence, it is very difficult to
decide whether to select a feature from original measurement space or to extract a
new feature by transforming the existing features for a given data set. A dimension-
ality reduction algorithm needs to be formulated ,which can simultaneously select
or extract features depending upon the criteria, integrating the merits of both feature
selection and extraction techniques.

In this regard, a novel dimensionality reduction algorithm is proposed based on
fuzzy rough sets, which simultaneously selects and extracts features from a given
data set. Using the concept of feature significance, the feature set in each iteration
is partitioned into three subsets, namely insignificant, dispensable, and significant
feature sets. The insignificant feature set is discarded from the current feature set,
while significant feature set is used to select or extract a feature in the next iteration.
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Depending on the quality of features present in the dispensable set of current iteration,
a new feature is extracted or an existing feature is selected from the dispensable set
for reduced feature set. In effect, the final reduced feature set may simultaneously
contain some original features of measurement space and extracted new features of
transformed space, which are both relevant and significant. The effectiveness of the
proposed fuzzy rough dimensionality reduction method, along with a comparison
with other methods, is demonstrated on a set of real-life data.

2 Proposed Dimensionality Reduction Method

In this section, a new dimensionality reduction method is presented, integrating fuzzy
rough sets and the merits of feature selection and extraction techniques.

2.1 Fuzzy Rough Sets

A crisp equivalence relation induces a crisp partition of the universe and generates
a family of crisp equivalence classes. Correspondingly, a fuzzy equivalence relation
generates a fuzzy partition of the universe and a series of fuzzy equivalence classes
or fuzzy knowledge granules. This means that the decision and condition attributes
may all be fuzzy [9]. Let < U,A > represents a fuzzy approximation space and X is
a fuzzy subset of U. The fuzzy P-lower and P-upper approximations are then defined
as follows [9]:

μPX (Fi ) = inf
x

{max{(1 − μFi (x)),μX (x)}} ≥i (1)

μ
PX (Fi ) = sup

x
{min{μFi (x),μX (x)}} ≥i (2)

where Fi represents a fuzzy equivalence class belonging to U/P, the partition of U
generated by P ≤ A, and μX (x) represents the membership of object x in X . These
definitions diverge a little from the crisp upper and lower approximations, as the
memberships of individual objects to the approximations are not explicitly available.
As a result of this, the fuzzy lower and upper approximations can be defined as [5]

μPX (x) = sup
Fi ↓U/P

min{μFi (x),μPX (Fi )} (3)

μ
PX (x) = sup

Fi ↓U/P

min{μFi (x),μPX (Fi )}. (4)

The tuple < PX ,PX > is called a fuzzy rough set. This definition degenerates
to traditional rough sets when all equivalence classes are crisp. The membership of
an object x ↓ U belonging to the fuzzy positive region is



118 P. Maji and P. Garai

μPOSC(D)(x) = sup
X↓U/D

μCX (x) (5)

where A = C ∈ D. Using the definition of fuzzy positive region, the dependency
function can be defined as follows [5]:

γC(D) = |μPOSC(D)(x)|
|U| = 1

|U|
∑

x↓U
μPOSC(D)(x). (6)

2.2 Feature Significance

Let U = {x1, · · · , xi , · · · , xn} be the set of n samples and C = {A1, · · · ,
A j , · · · ,Am} denotes the set of m features of a given data set. Define γAi (D) as
the relevance of the feature Ai with respect to the class label or decision attribute
D. The relevance represents the quality of a feature or degree of dependency of de-
cision attribute D on condition attribute Ai . To what extent a feature is contributing
to calculate the joint relevance or dependency can be calculated by the significance
of that feature. The change in dependency when a feature is removed from the set of
features is a measure of the significance of the feature.

Definition 1 The significance of a feature A j with respect to another feature Ai can
be defined as follows:

σ{Ai ,A j }(A j ,D) = γ{Ai ,A j }(D) − γAi (D). (7)

Hence, the significance of a feature A j is the change in dependency when the feature
A j is removed from the set {Ai ,A j }. The higher the change in dependency, the
more significant feature A j is. If significance is 0, then feature A j is dispensable.
The following properties can be stated about the measure:

1. σ{Ai ,A j }(A j ,D) = 0 if and only if the feature A j is dispensable in the set
{Ai ,A j }.

2. σ{Ai ,A j }(A j ,D) < 0 if the feature Ai is more relevant than the feature set
{Ai ,A j }.

3. σ{Ai ,A j }(A j ,D) > 0 if the feature A j is significant with respect to another
feature Ai .

4. σ{Ai ,A j }(A j ,D) →= σ{Ai ,A j }(Ai ,D) (asymmetric).

2.3 Simultaneous Feature Selection and Extraction

The high-dimensional real-life data set generally may contain a number of nonrele-
vant and insignificant features. The presence of such features may lead to a reduction
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in the useful information. Ideally, the reduced feature set obtained using a dimen-
sionality reduction algorithm should contain features those have high relevance with
the classes, while the significance among them would be as high as possible. The
relevant and significant features are expected to be able to predict the classes of the
samples. Hence, to assess the effectiveness of the features, both relevance and signif-
icance need to be measured quantitatively. The proposed dimensionality reduction
method addresses the above issues through the following three phases:

1. computation of the relevance of each feature present in original feature set;
2. determination of the insignificant, dispensable, and significant feature sets; and
3. extraction of a relevant feature from the dispensable set.

The fuzzy rough set is used to compute both relevance and significance of fea-
tures. The insignificant feature set is discarded from the whole feature set, while
the significant feature set is used to select or extract significant features for reduced
feature set. Let γAi (D) represents the relevance of feature Ai ↓ C. The proposed
algorithm starts with a single feature Ai that has the highest relevance value. Based
on the significance values of all other features, the feature set C is then partitioned
into three subsets, namely insignificant set Ii , dispensable set Di , and significant
set Si , which are defined as follows:

Ii = {A j |σ{Ai ,A j }(A j ,D) < −δi ;A j →= Ai ↓ C} (8)

Di = {A j | − δi ∗ σ{Ai ,A j }(A j ,D) ∗ δi ;A j →= Ai ↓ C} (9)

Si = {A j |σ{Ai ,A j }(A j ,D) > δi ;A j →= Ai ↓ C} (10)

where C = Ii ∈ Di ∈ Si ∈ {Ai } and δi is a predefined threshold value corresponding
to the feature Ai .

The insignificant set Ii represents the set of features those are insignificant with
respect to the candidate feature Ai of the current iteration. Hence, the insignificant
set Ii should be discarded from the whole feature set C as the presence of such
insignificant features may lead to a reduction in the useful information. If insignificant
features are present in the reduced feature set, they may reduce the classification or
clustering performance. The significant set Si consists of a set of features those are
significant with respect to the feature Ai . In other words, the set Si represents the
set of features of C those have the significance values with respect to the feature Ai

greater than the threshold δi . This set is considered in the next iteration to select or
extract a new feature.

On the other hand, the dispensable set Di is used for extracting a new feature in the
current iteration. As the significance values of the features present in the dispensable
set are very low, they form a group of similar features. These features may be consid-
ered to generate a new feature. However, the similar features of dispensable set may
be in phase or out of phase with respect to each other. Hence, the following definition
can be used to extract a new feature A i from the dispensable set of features Di :
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A i = Ai + ∑
λ jA j

1 + ∑ |λ j | where λ j ↓ {−1, 0, 1} and A j ↓ Di . (11)

To find out the value of λ j for each feature A j ↓ Di , the following greedy algo-
rithm can be used. LetAi be the initial representative of the set Di . The representative
of Di is refined incrementally. By searching among the features of set Di , the current
representative is merged and averaged with other features, both in phase and out of
phase, such that the augmented representative A i increases the relevance value. The
merging process is repeated until the relevance value can no longer be improved. If
a feature A j ↓ Di in phase (respectively, out of phase) with the feature Ai increases
the relevance value, then λ j = 1 (respectively, λ j = −1). On the other hand, the
value of λ j = 0 if feature A j does not increase the relevance value, irrespective of
the phases.

After extracting the feature A i from the dispensable set Di using (11), the in-
significant feature set Ii and used features of Di are discarded from the whole feature
setC. From the remaining features ofC, another featureA j is selected by maximizing
the following condition:

γA j (D) + 1

|S|
∑

A i ↓S
σ{A i ,A j }(A j ,D) (12)

where S is the already selected or extracted feature set. The process is repeated to
select or extract more features. In the proposed dimensionality reduction method,
both relevance and significance of a set of features are computed using fuzzy rough
sets. If λ j = 0 for all A j ↓ Di , then the extracted feature A i at a particular
iteration is actually the candidate feature Ai of the original feature set C. Hence,
the proposed dimensionality reduction method generates a reduced feature set S that
may simultaneously contain some selected features of original measurement space
and some extracted features of transformed feature space, which are both relevant
and significant.

3 Experimental Results

The performance of the proposed fuzzy rough simultaneous attribute selection and
feature extraction method is extensively studied and compared with that of some ex-
isting feature selection and extraction algorithms, namely maximal-relevance (Max-
Relevance) and maximal-relevance maximal-significance (MRMS) [4] frameworks
with classical, neighborhood, and fuzzy rough sets, quick reduct (Max-Dependency
and rough sets) [3], fuzzy rough quick reduct (Max-Dependency and fuzzy rough
sets) [5], neighborhood quick reduct (Max-Dependency and neighborhood rough
sets) [8], minimal-redundancy maximal-relevance (mRMR) framework [10], fuzzy
rough set-based mRMR framework (fuzzy rough mRMR) [7], and PCA [1].
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3.1 Performance of Various Rough Set Models

In dimensionality reduction method, the reduced feature set is always relative to a
certain feature evaluation index. In general, different evaluation indices may lead to
different reduced feature subsets. To establish the effectiveness of fuzzy rough sets
over Pawlak’s or classical and neighborhood rough sets, extensive experiments are
done on various data sets. Table 1 presents the comparative performance of different
rough set models for simultaneous attribute selection and feature extraction tasks.
The results and subsequent discussions are presented in this table with respect to the
classification accuracy of the K-NN, SVM, and C4.5 on test samples considering the
optimum parameter values.

From the results reported in Table 1, it can be seen that the proposed dimensionality
reduction method based on fuzzy rough sets attains maximum classification accuracy
of the K-NN, SVM, and C4.5 in most of the cases. Out of 12 cases of training–testing,
the proposed method with fuzzy rough sets achieves highest classification accuracy
in 10 cases, while that with classical or Pawlak’s rough sets attains it only in 2 cases.
The better performance of the fuzzy rough sets is achieved due to the fact that it can
capture uncertainties associated with the data more accurately.

3.2 Performance of Different Algorithms

Finally, Table 2 compares the performance of the proposed fuzzy rough simultane-
ous feature selection and extraction algorithm with that of different existing feature
selection and extraction algorithms on various data sets.

From the results reported in Table 2, it is seen that the proposed dimensionality
reduction method achieves highest classification accuracy of SVM, C4.5, and K-NN
in 11 cases out of total 12 cases, while the PCA attains highest classification accuracy
in only 1 case. The proposed method also provides higher classification accuracy than
the max-Relevance, max-Dependency, and MRMS criteria in all cases, irrespective
of the classifiers, rough sets, and data sets used.

Hence, all the results reported in Table 2 confirms that the proposed fuzzy rough
dimensionality reduction method selects a set of features having highest classification

Table 1 Performance of various rough set models on different data sets

Different data sets Test accuracy of K-NN Test accuracy of SVM Test accuracy of C4.5
Classical Neighbor Fuzzy Classical Neighbor Fuzzy Classical Neighbor Fuzzy

Satimage 84.65 87.50 87.55 84.45 83.60 87.35 82.40 83.95 87.20
Segmentation 87.61 85.76 86.24 91.38 91.38 92.33 90.90 89.98 90.33
Leukemia II 91.07 91.07 94.64 91.07 90.17 93.75 91.07 90.17 93.75
Breast II 84.21 94.73 94.73 89.47 94.73 94.73 100 100 100
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accuracy of the K-NN, SVM, and C4.5 in most of the cases, irrespective of the data
sets. Also, the proposed method can potentially yield significantly better results
than the existing algorithms. The better performance of the proposed method is
achieved due to the fact that it provides an efficient way to simultaneously select and
extract features for classification. In effect, a reduced set of features having maximum
relevance and significance is being obtained using the proposed method.

4 Conclusion

This chapter presents a novel dimensionality reduction method, integrating judi-
ciously the theory of fuzzy rough sets and merits of both attribute selection and
feature extraction. An efficient algorithm is introduced by performing simultaneous
feature selection and extraction. It uses the concept of fuzzy rough feature signifi-
cance for finding significant and relevant features of real-valued data sets. Finally,
the effectiveness of the proposed method is presented, along with a comparison with
other related algorithms, on a set of real-life data sets.
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A Fuzzy Programming Approach for Bilevel
Stochastic Programming

Nilkanta Modak and Animesh Biswas

Abstract This article presents a fuzzy programming (FP) method for modeling
and solving bilevel stochastic decision-making problems involving fuzzy random
variables (FRVs) associated with the parameters of the objectives at different hi-
erarchical decision-making units as well as system constraints. In model formu-
lation process, an expectation model is generated first on the basis of the fuzzy
random variables involved with the objectives at each level. The problem is then
converted into a FP model by considering the fuzzily described chance constraints
with the aid of applying chance constrained methodology in a fuzzy context. After
that, the model is decomposed on the basis of tolerance ranges of fuzzy numbers
associated with the parameters of the problem. To construct the fuzzy goals of the
decomposed objectives of both decision-making levels under the extended feasible
region defined by the decomposed system constraints, the individual optimal values
of each objective at each level are calculated in isolation. Then, the membership
functions are formulated to measure the degree of satisfaction of each decomposed
objectives in both the levels. In the solution process, the membership functions are
converted into membership goals by assigning unity as the aspiration level to each of
them. Finally, a fuzzy goal programming model is developed to achieving the high-
est membership degree to the extent possible by minimizing the under deviational
variables of the membership goals of the objectives of the decision makers (DMs) in
a hierarchical decision-making environment. To expound the application potentiality
of the approach, a numerical example is solved.
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1 Introduction

Bilevel programming (BLP) is considered as a hierarchical decision-making problem
in which decision makers (DMs) locating at two hierarchical levels independently
controls a vector of decision variables for optimizing his/her own pay off by taking
serious attention to the benefit of the other. In the decision-making situation, although
the execution of decision is sequential from higher level to lower level, the decision
for optimizing the objective of the upper level DM (leader) is often affected by
the reaction of the lower level DM (follower) due to his/her dissatisfaction with the
decision. In such cases, the problem for proper distribution of decision power to the
DMs is often encountered and decision deadlock arises.

To solve BLP problems (BLPPs), several approaches are developed by some
pioneer researchers in the field, viz. Kuhn–Tucker approach [1], kth best solution
approach [2], penalty function approach [3], complementary pivot approach [4]. But
the use of classical approaches developed so far often leads to the paradox that the
decision of the follower dominates the decision of leader and the methods do not
always provide satisfactory decision in a highly conflicting hierarchical decision
situation.

Considering uncertainties involved with most of the mathematical programming,
probabilistic programming and fuzzy programming (FP) advanced to deal with dif-
ferent inexact parameters values and inherent uncertain characteristic of decision
parameters. The stochastic programming (SP) is a field of probabilistic program-
ming where the parameters associated with the objectives are random variables. The
methodology to solve this kind of problem was introduced by Charnes and Cooper [5]
for its potential applications in various real-life planning problems [6]. SP is further
classified as chance constrained programming (CCP) if some or more constraints
are probabilistic in nature following some sort of probability distribution. Different
aspects of CCP were studied [7] in the past.

In model formulation process, it is often found that the parameters involved with
the model cannot be defined precisely. Under this situation, FP is appeared as a power-
ful technique to solve optimization problem, which was developed by Zimmermann
[8], Klir and Yuan [9], and others based on fuzzy set theory [10]. The main difficulty
with conventional FP approach is that re-evaluation of the problem again and again
by redefining membership values of the objectives is involved to reach satisfactory
decision.

To avoid such computational difficulties, fuzzy goal programming (FGP) [11]
for solving BLPP has been presented by Biswas and Bose [12] in the recent past.
Considering fuzziness involved with different CCP or SP problems, Luhandjula and
Joubert [13] developed some technique by using fuzzy random variable (FRV) to
solve CCP problems in fuzzy environment. A methodology for solving CCP problems
through expectation model by using FGP technique has been recently studied by
Biswas and Modak [14].

In real-life decision-making context, it is often found that the probability of occur-
rence of the objective of the DM at higher level is not the same as that of lower level,
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and also, the parameters involved with the objectives as well as system constraints
are not defined precisely. To capture this type of uncertainties, stochastic BLP is
considered in this article.

In the present study, FGP approach is adopted to solve fuzzy stochastic BLPP
where the parameters associated with the objectives as well as with system con-
straints are FRVs and fuzzy numbers. In model formulation process, the objectives
of the problem is first approximated by using expectation model (E-Model) [14] and
the system constraints are converted into fuzzy constraints by applying general CCP
methodology. Then, the model is decomposed on the basis of the tolerance ranges
of the fuzzy numbers associated with the objectives as well as with the system con-
straints by the concept of α-cut of fuzzy numbers in order to defuzzify the problem.
Individual objective values are obtained to construct the membership functions of
each of the decomposed objectives within the extended feasible region. The mem-
bership functions are then converted into membership goals by assigning unity as the
aspiration level of each of them. Lastly, an FGP model is constructed to achieving the
highest membership degree to the extent possible by the DM by minimizing the group
regret consisting of under deviational variables in decision-making environment.

2 Formulation of Bilevel Stochastic Programming Problem

In a stochastic bilevel decision-making situation, let F1 and F2 be the objective
function of leader and follower respectively. Also, let x1be the controlling vector of
leader and x2 be the controlling vector of follower. Then, a bilevel SP problem with
chance constraints is stated as

Find X (x1, x2) so as to
Max

x1
F1 = c̃11x1 + c̃12x2 and for given x1, x2 solves Max

x2
F2 = c̃21x1 + c̃22x2

subject to Pr(ã11x1+ ã12x2 ≥ b̃1) ≤ p1; Pr(ã21x1+ ã22x2 ≥ b̃2) ≤ p2; x1, x2 ≤ 0
(1)

where c̃11, c̃12, c̃21, c̃22, and b̃2 are the vectors of normally distributed independent
FRVs with fuzzily defined mean and variance; ã11, ã12 are the matrices of normally
distributed independent FRVs; b̃1 is a vector of right-sided fuzzy number; ã21, ã22
are matrices of triangular fuzzy numbers; p1, p2 are vectors of real numbers. With
the consideration of the above model, the FP model is derived in the next section.

3 FP Model Construction

Considering the FRVs associated with the objectives at each level DM, an E-model
is generated in the following subsection.
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3.1 Fuzzy E-model of Objective Function

Since c̃11, c̃12, c̃21, c̃22are the vectors of normally distributed independent FRVs,
let E(c̃11), E(c̃12), E(c̃21), and E(c̃22) are the respective mean values of the FRVs
c̃11, c̃12, c̃21, c̃22 associated with objective functions of leader and follower. Then,
the objectives of equivalent E-model of the given problem (1) are presented as

Max
x1

E(F1) = E(c̃11)x1 + E(c̃12)x2 where for given x1, x2 solves Max
x2

E(F2) = E(c̃21)x1 + E(c̃22)x2. (2)

Since E(c̃11), E(c̃12), E(c̃21), and E(c̃22) are vectors of fuzzy numbers, introducing
M̃11, M̃12, M̃21, and M̃22 are vectors of fuzzy numbers with the assigned values
M̃11 = E(c̃11), M̃12 = E(c̃12), M̃21 = E(c̃21), and M̃22 = E(c̃22).

In a fuzzy decision-making situation, it is to be assumed that the mean associated
with the vectors of FRVs c̃11, c̃12, c̃21, c̃22 are triangular fuzzy numbers.

A triangular fuzzy number ã can be represented by a triple of three real numbers
as ã = (

aL , a, aR
⎧
. The membership function of a triangular fuzzy number is of

the form

μã (x) =
⎨
⎩



0 if x < aL or x > aR
[
x − aL

⎛
/
[
a − aL

⎛
if aL ≥ x ≥ a[

aR − x
⎛
/
[
aR − a

⎛
if a ≥ x ≥ aR

where aL and aR denote, respectively, the left and right tolerance values of the
fuzzy number ã. Now considering the following triangular fuzzy numbers associ-
ated with the mean values of the vectors FRVs of the objectives of the DMs with
the form c̃11, c̃12, c̃21, c̃22 as M̃11 = (

M L
11, M11, M R

11

⎧
, M̃12 = (M L

12, M12, M R
12),

M̃21 = (M L
21, M21, M R

21), M̃22 = (M L
22, M22, M R

22), the objective functions in (2)
are decomposed as

Max
x1

E(F1)
L = ⎝

M L
11 + (M11 − M L

11)α
}

x1 + ⎝
M L

12 + (M12 − M L
12)α

}
x2

Max
x1

E(F1)
R = ⎝

M R
11 − (M R

11 − M11)α
}

x1 + ⎝
M R

12 − (M R
12 − M12)α

}
x2

⎞
⎠

⎭
(Leader↓problem)

(3)

Max
x2

E(F2)L =
{

M L
21 + (M21 − M L

21)α
}

x1 +
{

M L
22 + (M22 − M L

22)α
}

x2

Max
x2

E(F2)R =
{

M R
21 − (M R

21 − M21)α
}

x1 +
{

M R
22 − (M R

22 − M22)α
}

x2

⎞
⎠

⎭
(Follower,s problem)

(4)
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3.2 Conversion of Fuzzy Chance Constraints into Fuzzy
Constraints

The parameters involved with the chance constraints are treated here as FRVs fol-
lowing normal distribution. Under this consideration, it is assumed that E (ã11),

Var (ã11), E (ã12), Var (ã12) and E
(

b̃2

)
, Var

(
b̃2

)
be the respective mean and vari-

ance of the matrices ã11, ã12, and the vector b̃2 whose entries are normally distributed
FRVs.

Now applying CCP methodology in fuzzy environment, the constraints in (1) is
converted into the equivalent fuzzy constraints as

E (ã11) x1 + E (ã12) x2 + π−1 (p1)

√
Var (ã11) x2

1 + Var(ã12)x2
2 ≥ b̃1

ã21x1 + ã22x2 ≥ E
(

b̃2

)
+ π−1 (1 − p2)

√

Var
(

b̃2

)
, x1, x2 ≤ 0

(5)

Here, π(.) represents cumulative distribution function of the standard normal
variate.

Since ã11, ã12 are the matrices of normally distributed FRVs and the decision
variables x1, x2 ≤ 0 are unknowns, then two FRVs, d̃1, d̃2, are introduced by
d̃1 = ã11x1, and d̃2 = ã12x2 whose respective mean and variance are given by
md̃1

= E (ã11) x1, md̃2
= E (ã12) x2, σ2

d̃1
= Var (ã11) x1, σ2

d̃2
= Var (ã12) x2. Also,

let mb̃2
= E

(
b̃2

)
and σ2

b̃2
= Var

(
b̃2

)
be the respective mean and variance of the

normally distributed FRV b̃2.
Now applying mean and variance to the elements of the matrices of FRVs, the

above constraints in (5) is converted into the following form

md̃1
+ md̃2

+ π−1 (p1)
{
σd̃1

+ σd̃2

}
≥ b̃1, ã21x1 + ã22x2 ≥ mb̃2

+ π−1

(1 − p2)σb̃2
, x1, x2 ≤ 0 (6)

In a fuzzy decision-making situation, it is to be assumed that the mean and variance
associated with the elements of matrices of the FRVs d̃1, d̃2, and the vectors of FRVs
b̃2 are the matrices of triangular fuzzy numbers. With the form

md̃1
=
(

mL
d̃1

, md̃1
, m R

d̃1

)
; σ2

d̃1
=
(
σ2L

d̃1
,σ2

d̃1
, σ2R

d̃1

)
; md̃2

=
(

mL
d̃2

, md̃2
, m R

d̃2

)
;

σ2
d̃2

=
(
σ2L

d̃2
,σ2

d̃2
, σ2R

d̃2

)

mb̃2
=
(

mL
b̃2

, mb̃2
, m R

b̃2

)
; σ2

b̃2
=
(
σ2L

b̃2
,σ2

b̃2
,σ2R

b̃2

)
,

ã21 = (aL
21, a21, aR

21), ã22 = (aL
22, a22, aR

22).
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Further, the fuzzy numbers b̃1 are considered as one-sided fuzzy numbers as

μb1(x) =
⎨
⎩



1
[8.5 − x] /0.5
0

if x ≥ b1
if b1 ≥ x ≥ b1 + δ1
if x ≤ 8.5

On the basis of the lower and upper tolerance limits of the triangular fuzzy
numbers, the constraints in (6) can be expressed as

{
mL

d̃1
+ (m−

d̃1
mL

d̃1
)α
}

+
{

mL
d̃2

+ (m−
d̃2

mL
d̃2

)α
}

+ π−1 (p1)

√{
σ2L

d̃1
+ (σ2

d̃1
− σ2L

d̃1
)α
}

+
{
σ2L

d̃2
+ (σ2

d̃2
− σ2L

d̃2
)α
}

≥ {E(b1) + δ1 − αδ1}
{

m R
d̃1

− (m R
d̃1

− md̃1
)α
}

+
{

m R
d̃2

− (m R
d̃2

− md̃2
)α
}

+ π−1 (p1)

√{
σ2R

d̃1
− (σ2R

d̃1
− σ2

d̃1
)α
}

+
{
σ2R

d̃2
− (σ2R

d̃2
− σ2

d̃2
)α
}

≥ {E(b1) + δ1 − αδ1}
{

aL
21 + (a21 − aL

21)α
}

x1 +
{

aL
22 + (a22 − aL

22)α
}

x2 ≥
{

mL
b2

+ (mb2 − mL
b2

)α
}

+ π−1 (1 − p2)
{
σL

b2
+ (σb2 − σL

b2
)α
}

{
aR

21 − (aR
21 − a21)α

}
x1 +

{
aR

22 − (aR
22 − a22)α

}
x2 ≥

{
m R

b2
− (m R

b2
− mb2)α

}

+ π−1 (1 − p2)
{
σR

b2
+ (σR

b2
− σb2)α

}

0 ≥ α ≥ 1 (7)

Hence, the BLPP model under the decomposed set of system constraints is pre-
sented as

Find X (x1, x2) so as to

Max
x1

E(F1)
L = ⎝

M L
11 + (M11 − M L

11)α
}

x1 + ⎝
M L

12 + (M12 − M L
12)α

}
x2

Max
x1

E(F1)
R = ⎝

M R
11 − (M R

11 − M11)α
}

x1 + ⎝
M R

12 − (M R
12 − M12)α

}
x2

⎞
⎠

⎭
(
Leader↓s problem

⎧

Max
x2

E(F2)
L = ⎝

M L
21 + (M21 − M L

21)α
}

x1 + ⎝
M L

22 + (M22 − M L
22)α

}
x2

Max
x2

E(F2)
R = ⎝

M R
21 − (M R

21 − M21)α
}

x1 + ⎝
M R

22 − (M R
22 − M22)α

}
x2

⎞
⎠

⎭
(
Follower↓s problem

⎧

subject to the constraints given in (7);

x1, x2 ≤ 0 (8)



A Fuzzy Programming Approach for Bilevel Stochastic Programming 131

3.3 Construction of Membership Functions

In a bilevel decision-making context, the DMs are very much interested to optimize
their own payoffs to the extent possible by paying serious attention to the benefit of
the others. To assess the fuzzy goals of the objectives of the DMs, the independent
optimal solutions are determined first.

Let E(F1)
L
B, E(F1)

R
B and E(F1)

L
W , E(F1)

R
W be the respective best and worst

achieved expected decomposed objective values of the leader when the above model
(8) is solved only by considering leader’s problem independently.

Similarly, let the independent best and worst achieved expected decomposed
objective values of the follower are appeared as E(F2)

L
B, E(F2)

R
B and E(F2)

L
W ,

E(F2)
R
W .

Hence, the fuzzy goals of the expected values of the decomposed objectives of
leader and follower are appeared as

E(F1)
L >∈ E(F1)

L
B, E(F1)

R >∈ E(F1)
R
B, E(F2)

L >∈ E(F2)
L
B, E(F2)

R >∈ E(F2)
R
B

On the basis of upper and lower tolerance values of the fuzzy goals, the following
membership functions are developed to measure the degree of satisfaction of the
each level DMs.

μE(F1)L (x) =
⎨
⎩



0 if E(F1)
L ≥ E(F1)

L
W[

E(F1)
L − E(F1)

L
W

⎛
/
[
E(F1)

L
B − E(F1)

L
W

⎛
if E(F1)

L
W ≥ E(F1)

L ≥ E(F1)
L
B

1 if E(F1)
L ≤ E(F1)

L
B

μE(F1)R (x) =
⎨
⎩



0 if E(F1)
R ≥ E(F1)

R
W[

E(F1)
R − E(F1)

R
W

⎛
/
[
E(F1)

R
B − E(F1)

R
W

⎛
if E(F1)

R
W ≥ E(F1)

R ≥ E(F1)
R
B

1 if E(F1)
R ≤ E(F1)

R
B

The membership functions corresponding to E(F2)
L are to be defined similarly.

4 FGP Model Formulation

In FGP, the membership functions are considered as flexible goals by assigning
unity as the aspiration level and introducing under- and over-deviational variables to
each of them. Then, the FGP model is formulated by considering each membership
function of the fuzzy goals of the DMs as follows

Find X (x1, x2) so as to

Min D = w−
1 d−

1 + w−
2 d−

2 + w−
3 d−

3 + w−
4 d−

4

and satisfy
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E(F1)
L (x1, x2)−E(F1)

L
W

E(F1)
L
B−E(F1)

L
W

+ d−
1 − d+

1 = 1; E(F1)
R(x1, x2)−E(F1)

R
W

E(F1)
R
B−E(F1)

R
W

+ d−
2 − d+

2 = 1

E(F2)
L (x1, x2)−E(F2)

L
W

E(F2)
L
B−E(F2)

L
W

+ d−
3 − d+

3 = 1; E(F2)
R(x1, x2)−E(F2)

R
W

E(F2)
R
B−E(F2)

R
W

+ d−
4 − d+

4 = 1

subject to the system constraints in (8)

x1, x2 ≤ 0, d−
k , d+

k ≤ 0, with d−
k · d+

k = 0 for k = 1, 2, 3, 4 (9)

where d−
k , d+

k represent the under- and over-deviational variables, respectively, and
the fuzzy weights wk, (k → N4) are determined as [14]:

w1 =
[

E(F1)
L
B − E(F1)

L
W

]−1
, w2 =

[
E(F1)

R
B − E(F1)

R
W

]−1
,

w3 =
[

E(F2)
L
B − E(F2)

L
W

]−1
, w4 =

[
E(F2)

R
B − E(F2)

R
W

]−1
.

The minsum GP technique is used to solve the problem (9).

5 A Numerical Example

To illustrate the proposed methodology, the following fuzzy stochastic BLPP is
solved. The problem is presented as

Find X (x1, x2) so as to Max
x1

F1 = c̃11x1 + c̃12x2 and for given x1, x2 solves

Max
x2

F2 = c̃21x2

subject to Pr (ã11x1+ã12x2 ≥ b̃1) ≤ 0.95; Pr (ã21x1+ã22x2 ≥ b̃2) ≤ 0.10; x1 , x2 ≤ 0
(10)

Now, the E-model of the above problem with fuzzy constraints is written as
Find X (x1, x2) so as to
Max

x1
E(F1) = E(c̃11)x1 + E(c̃12)x2 and for given x1, x2 solves Max

x2
E(F2) =

E(c̃21)x2

subject to E(ã11)x1 + E(ã12)x2 + 1.645
√

var(ã11)x2
1 + var(ã12)x2

2 ≥ b̃1,

ã21x1 + ã22x2 ≥ E(b̃2) + 1.28
√

var(b̃2), x1 , x2 ≤ 0 (11)

where c̃11, c̃12, c̃21 are normally distributed FRVs with respective mean represented
by the following triangular fuzzy numbers

E(c̃11) = (6.5, 7, 7.5); E(c̃12) = (2.8, 3, 3.2); E(c̃21) = (4.6, 5, 5.6);
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Also, ã11, ã12, b̃2 are normally distributed independent FRVs with the mean and
variance of these variables that are considered as E(ã11) = (0.95, 1, 1.05), E(ã12) =
(2.95, 3, 3.05), V ar(ã11) = (24.95, 25, 25.05), V ar(ã12) = (15.95, 16, 16.05),
E(b̃2) = (6.95, 7, 7.05), V ar(b̃2) = (8.95, 9, 9.05) . Again ã21, ã22 are considered
as triangular fuzzy numbers with the form ã21 = (3.95, 4, 4.05), ã22 = (2.95, 3, 3.05).

Here, b̃1 is considered as right-sided fuzzy number which is given by

μb1(x) =
⎨
⎩



1
[8.5 − b1] /0.5
0

if b1 ≥ 8
if 8 ≥ b1 ≥ 8.5
if b1 ≤ 8.5

Now, the FP model using the above defined fuzzy numbers takes the form as
Find X (x1, x2) so as to

Max
x1

E(F1)
L = (6.5 + 0.5α)x1 + (2.8 + 0.2α)x2, Max

x1
E(F1)

R

= (7.5 − 0.5α)x1 + (3.2 − 0.2α)x2 Max
x2

E(F2)
L = (4.6 + 0.4α)x2,

Max
x2

E(F2)
R = (5.6 − 0.6α)x2

Subject to

(0.95 + 0.05α) x1 + (2.95 + 0.05α) x2

+ 1.645
√

(24.95 + 0.05α) x2
1 + (15.95 + 0.05α) x2

2 ≥ (8.5 − 0.5α)

(1.05 − 0.05α) x1 + (3.05 − 0.05α) x2

+ 1.645
√

(25.05 − 0.05α) x2
1 + (16.05 − 0.05α) x2

2 ≥ (8.5 − 0.5α)

(3.95 + 0.05α) x1 + (2.95 + 0.05α)x2 ≥ (6.95 + 0.05α) + 1.28
√

(8.95 + 0.05α)

(4.05 − 0.05α) x1 + (3.05 − 0.05α)x2 ≥ (7.05 − 0.05α) + 1.28
√

(9.05 − 0.05α)

x1 , x2 ≤ 0, 0 ≥ α ≥ 1. (12)

The individual best and worst decision of the leader when calculated in isolation
are obtained as E(F1)

L
B = 6.003, E(F1)

R
B = 6.922, E(F1)

L
W = 0, E(F1)

R
W = 0

Again the follower’s best and worst solution are found as E(F2)
L
B = 4.132,

E(F2)
R
B = 4.938, E(F2)

L
W = 0, E(F2)

R
W = 0.

The fuzzy goals of the DMs are appeared as

E(F1)
L >∈ 6.003, E(F1)

R >∈ 6.922, E(F2)
L >∈ 4.132, E(F2)

R >∈ 4.938.

Now developing the membership functions and assigning highest achievement
level (unity) to the membership goals, the minsum FGP model is formulated as
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Find X (x1, x2) so as to

Min D = d−
1 /6.003 + d−

2 /6.922 + d−
3 /4.132 + d−

4 /4.938

and satisfy

[(6.5 + 0.5α)x1 + (2.8 + 0.2α)x2] /6.003 + d−
1 − d+

1 = 1; [(7.5 − 0.5α)x1

+(3.2 − 0.2α)x2] /6.922 + d−
2 − d+

2 = 1;
[(4.6 + 0.4α)x2] /4.132 + d−

3 − d+
3 = 1; [(5.6 − 0.6α)x2] /4.938 + d−

4 − d+
4 = 1

subject to same system constraints in (12)

x1 , x2 ≤ 0, 0 ≥ α ≥ 1d−
k , d+

k ≤ 0, with d−
k · d+

k = 0 for k = 1, 2, 3, 4. (13)

The software LINGO (6.0) is used to solve the problem.
The achieved solutions of problem (13) are found as x1 = 0.31, x2 = 0.786 with

the expected decomposed objective values E(F1)
L = 4.528, E(F1)

R = 4.84 of the
leader and E(F2)

L = 3.93, E(F2)
R = 4.402 for the follower. Hence, it may be

concluded that for different tolerance values of the objectives of the fuzzy parameters,
the expected objectives value of the leader lies in the interval [4.528, 4.84] and that
of the follower lies in the interval [3.93, 4.402]. The achieved solution is most
satisfactory from the view point of achieving desired goal levels of the objectives of
both the leader and follower in a hierarchical decision-making context.

6 Conclusions

The methodology developed in this paper captures the simultaneous occurrence of
probabilistic and imprecise nature of the parameters associated with the model under
one roof. The solution approach can be extended to solve multiobjective stochastic
BLPP, fuzzy stochastic nonlinear BLPPs and multilevel stochastic linear program-
ming problem, multilevel multiobjective stochastic linear programming problem in
some large hierarchical decision-making organization without any computational
difficulties. Finally, it is hoped that the approach may open up new look into the way
of solving stochastic hierarchical decision-making problems.

Acknowledgments The authors are grateful to the anonymous reviewers for their comments and
suggestions.
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Implementation of Intelligent Water Drops
Algorithm to Solve Graph-Based Travelling
Salesman Problem

Roli Bansal, Hina Agrawal, Hifza Afaq and Sanjay Saini

Abstract The travelling salesman problem (TSP) is one of the most sought out
NP-hard, routing problems in the literature. TSP is important with respect to some
real-life applications, especially when tour is generated in real time. The objective
of this paper is to apply the intelligent water drops algorithm to solve graph-based
TSP (GB-TSP). The intelligent water drops (IWD) algorithm is a new meta-heuristic
approach belonging to a class of swarm intelligence-based algorithm. It is inspired
from observing natural water drops that flow in rivers. The idea of path finding of
rivers is used to find the near-optimal solution of the travelling salesman problem
(TSP).

Keywords Intelligent water drops (IWD) · Travelling salesman problem (TSP) ·
Swarm intelligence · Graph-based TSP (GB-TSP)

1 Introduction

Soft computing is a term applied to a field within computer science which is used to
obtain near-optimal solutions to NP-complete problems in polynomial time. Swarm
intelligence is a relatively new field of soft computing [1] which is inspired by
nature. Swarm intelligence is based on the collective behavior of decentralized, self-
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organized systems. It refers to algorithms such as ant colony optimization (ACO) [9],
particle swarm optimization (PSO) [4], artificial bee colony [3], bat algorithm [11],
and many more. Intelligent water drops (IWD) is an upcoming swarm intelligence-
based algorithm. IWD was proposed by Hamed Shah-Hosseini [7] in 2007. IWD
algorithm is based on the dynamics of river system, action, and reactions that takes
place among the water drops in rivers [6]. A water drop prefers the path having low
soil to the path having high soil. In this way, it finds best possible path for itself. This
behavior of IWD is used to optimize the tour for travelling salesman problem (TSP).

In the TSP [2], a map of cities is given to the salesman and he is required to visit
all the cities to complete his tour such that no city is visited twice except the city
it starts with, which it has to visit in the end again to complete its tour. In real-life
situation, all cities may not be completely interconnected with direct paths and so
paths may not exist between some of the cities, so the map of cities is not completely
interconnected. The goal in the TSP is to find the tour with the minimum total length,
among all possible tours for the given map.

2 Behavior of Intelligent Water Drops

The behavior of the natural water drop is observed with some properties such as

• Velocity (with which a drop moves)
• Soil (which is carried by the drop)

IWD is based on these two properties of water drops. These properties change
with time according to the environment of water drop when IWD flows from source
to destination. Initially, IWD has zero amount of soil and nonzero velocity. It carries
more soil with high velocity and unloads the soil with low velocity of IWD.

A water drop prefers an easier path to a harder path in an obvious way when it has
to choose between several paths that exist in the path from source to destination. Each
IWD has a number of possible paths to choose from when it goes from one position
to another position. It chooses the path with the low soil and maximum probability.

Every IWD flows in finite length steps from one location to another location.
The IWD’s velocity depends on the soil between two locations. The IWD’s velocity
increases on less soil path and decreases on high soil path. Thus, IWD’s velocity
is inversely proportional to the soil between two locations. An IWD removes some
amount of soil from the path and carries it while travelling through that path. It
removes the soil from the path depending upon the time it takes to cover the distance
between two locations. More soil is removed from the path if the time taken by IWD
is high and vice versa. Thus, IWD’s soil is inversely proportional to time taken in
travelling from current location to next location. This time is calculated by the simple
laws of physics linear motion.
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3 Solving GB-TSP Using IWD

In this section, steps for solving the graph-based TSP (GB-TSP) are discussed. For
geographical problems, where location of cities is given by their Cartesian coordi-
nates and path from any node to any other node exists necessarily (which is simply
the Euclidean distance between the two nodes), solution using IWD to such TSP
has been given by Hamed Shah-Hosseini as MIWD [5]. In our case, a GB-TSP is
represented by a graph (N , E), where the node set N denotes the n cities of the TSP,
and the edge set E denotes the paths between the two cities. The considered graphs
are non-complete, i.e., it is not necessary that a direct edge exists between every pair
of nodes. In fact, we consider graphs where a direct edge may not exist between
certain two nodes. This formulation of the problem is much more realistic than the
earlier problems. The cost associated with the edges represents distance between
cities. However, for the sake of simplicity and similarity with earlier problems, in
this paper, the location of cities is given by their Cartesian coordinates and the dis-
tance between them is their Euclidean distance. For GB-TSP, we start with a graph
which is not completely interconnected. For this, we create an adjacency matrix
depicting distances between cities, and then, we remove the edges where there is no
path between the cities. In this way, we have a subset of edge set which represent a
graph which is not completely interconnected. A solution of the GB-TSP having the
graph (N , E) is then an ordered set of n distinct cities.

Now, the following IWD strategy for the GB-TSP is used. Each link of the edge
set E has an amount of soil. An IWD visits nodes of the graph through the links.
The IWD is able to change the amount of soil on the links. An IWD starts its tour
from a random node. The IWD changes the soil of each link that it flows on while
completing its tour.

Since there are no standard problems available where the graph is not complete, we
have created such test graphs for our experiments. For this, we convert a completely
connected graph into a non-complete graph. This conversion of complete graph into
non-complete graph is done using the X nearest neighbor (XNN) algorithm [8]. In
this method, the links, depicting distances, from one node to all other nodes are
taken, and then, a certain percentage of those links are dropped. The dropped links
are those which are the largest in that set of links. We repeat the same process for
all the nodes in our graph. By converting the complete graph into a non-complete
graph, the search space of the problem is reduced.

This algorithm takes a complete graph and drops a given percentage of links from
it. For our experiments, a few standard problems are considered and 20 % links are
dropped from it.

The IWD algorithm that is used for the GB-TSP is as follows:

1. Initialization of static parameters:

• Set the number of water drops NIWD, the number of cities NC , and the Carte-
sian coordinate of each city i such that c(i) = [xi , yi ]T to their chosen constant
values. The number of cities and their coordinate values depends on the prob-
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lem at hand, while the NIWD is set by the user. We choose NIWD to be equal
to or greater than the number of cities.

• Set the parameter number of neighbor cities called neighbor_city. For instance,
if we have to drop 20 % links from each node, then neighbor_city is 80 % of
NC – 1.

• Parameters for velocity updating: av = cv = 1 and bv = 0.01.
• Parameters for soil updating: as = cs = 1 and bs = 0.01.
• Initial soil on each link is denoted by the constant InitSoil such that the soil of

the link between every two cities i and j is set by soil (i, j) = InitSoil. Here,
we choose InitSoil = 10,000.

• Initial velocity of IWD is denoted by the constant InitVel. Velocity of each
drop with which they start their tour. Here, InitVel = 200.

• The best tour with minimum tour length (Len(TB)) is denoted by TB . Initially,
it is set as Len(TB) = infinity.

• The termination condition is met when maximum number of iterations is
reached.

2. Initialization of dynamic parameters:

• For every IWD, we create an empty visited city list Vc(IWD) = {}.
• Initially, each IWD has velocity equal to InitVal and soil equal to zero.

3. Non-complete graph is generated using XNN algorithm [8] along with its adja-
cency matrix.

• Initialize the number of neighbors of each city with the constant neighbor_city.
• Create the adjacency matrix for new city links.

4. For every IWD, select a city randomly and place that IWD on that city.
5. Update the visited city lists of all IWDs to include the cities just visited.
6. Select the next city:

• For each IWD, choose the next city j to be visited by IWD when it is in city
i with the probability P IWD

i ( j) as given in (1).

P IWD
i ( j) = f (soil(i, j))

∑
k /∈vc f (soil (i, k))

(1)

such that f (soil (i, j)) = 1/εs + g (soil (i, j))
where

g (soil(i, j)) =
⎧
⎨

⎩

soil (i, j) if minl /∈vc(IWD) (soil (i, j)) ≥ 0
soil (i, j) − minl /∈vc(IWD)(soil (i, j)) else

Here, εs = 0.01. Where vc( IWD) is the visited city list of the IWD.
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The probability depends on the soil between the path. IWD selects the city with
maximum probability.

7. Update the soil and velocity:

• An IWD in city i wants to go to next city j; then, the amount of soil on this
path, i.e., soil (i, j) is used to update the velocity as given by (2).

velIWD (t + 1) = velIWD (t) + av

bv + cv · soil(i, j)
(2)

• Each IWD, carries some amount of the soil, πsoil(i, j), that the current IWD
alters in its current path while travelling between the cities i and j is given by
(3).

πsoil (i, j) = as

bs + cs · time(i, j; velIWD)
(3)

where time taken to travel from city i to city j with velocity velIWD is given
by time(i, j; velIWD) = c (i) − c ( j)/max(εv, velIWD)

• For each IWD, update the soil of the path traversed by that IWD by removing
certain soil from the path as in (4)

soil (i, j) = (1 − ρ) · soil (i, j) − ρ · πsoil(i, j) (4)

Here, ρ = 0.9.
Update the soil of each IWD by adding soil removed from the path in present
soil of the IWD

soilIWD = soilIWD + πsoil(i, j) (5)

soil(i, j) represents the soil of the path between i and j . πsoil (i, j) represents
the soil that IWD carries from that path, and soilIWD represents total soil carried
by the drop.

8. Each IWD completes its tour by using steps 5 to 8 repeatedly. Then, length of the
tour (TourIWD) traversed by the IWD is calculated. Then, the tour with minimum
length among all IWD tours in this iteration is found. Test the correctness of the
minimum path from the adjacency matrix.

9. If iteration best tour (current minimum tour) exists then:

• Update the soil of the paths included in the current minimum tour of the IWD
denoted by TM by (6).

soil (i, j) = (1 − ρ) · soil (i, j) + ρ · 2 · soilsIWD

Nc(Nc − 1)
∀(i, j) ∈ TM (6)
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• If the minimum tour TM is shorter than the best tour TB found so far, then TB

is updated by (7).

TB = TM and Len (TB) = Len (TM ) (7)

10. Otherwise discard the current minimum tour.
11. Go to step 2 unless the maximum number of iterations is reached.
12. If the maximum number of iterations is reached, then the algorithm stops with

the best tour TB with tour length Len(TB).

4 Experimental Result

In this section, we present computational results obtained. We evaluated the perfor-
mance of IWD algorithm for some TSP benchmark problems form TSPLIB [10].
We applied IWD algorithm on self-generated network like a pentagon. Firstly, a five
node layout is taken as a complete graph, which then is converted to a non-complete
graph using XNN algorithm. This network and its optimal path are shown in Fig. 1.

We also apply this on some benchmark problems such as eil51, eil76, st70, and
kroA100 after converting them to non-complete graphs.

The experimental result of benchmark problem is shown in the Table 1.

Table 1 Experimental results
for benchmark problems (10
run)

Problems Optimum length Average length by IWD

Eil51 426 445
Eil76 538 550
St70 675 748
Kroa100 21,282 24,344

Fig. 1 Left the non-complete
graph and right the optimal
path
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5 Conclusion

The intelligent water drops algorithm or the IWD algorithm is one of the recent
bio-inspired swarm-based optimization algorithms. It gives the optimal solution to
various optimization problems. The experimental results show that this algorithm is
capable of finding the near-optimal solution. In this paper, we apply IWD on graph-
based TSP (non-complete graphs) which gives the near-best optimal solution. We
used XNN algorithm to convert the complete TSP graph to non-complete graph.
GB-TSP represents the real-life transportation problem.

The IWD algorithm can also be used for solving multiple knapsack problem,
n-Queen problem, multilevel thresholding problem, etc.
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Optimization of Complex Mathematical
Functions Using a Novel Implementation
of Intelligent Water Drops Algorithm

Maneet Singh and Sanjay Saini

Abstract The intelligent water drops (IWD) algorithm was introduced by Hamed
Shah Hosseini in 2007, which has been used to solve some of the discrete opti-
mization problems. This chapter introduces a simplified version of the basic IWD
algorithm and uses it to find the global minimum of some of the complex mathemat-
ical functions. The parameter settings have a very important role in the efficiency
of the algorithm. The results demonstrated that the simplified IWD algorithm gave
better results as compared to other techniques in less number of iterations.

Keywords Complex mathematical functions · Global minimum · Intelligent water
drops

1 Introduction

The optimization problems can be classified into two broad categories namely dis-
crete optimization problems and continuous optimization problem. Discrete opti-
mization problems are those that involve finding values for discrete variables such
that constructing an optimal solution for the given objective function. Traveling
salesman problem, multi-knapsack problem, and n-queen problem are some of the
examples of combinatorial or discrete optimization problems. Continuous optimiza-
tion problems are those that involve finding real values of the parameters of a given
problem. Function minimization and maximization are the examples of continuous
optimization problems.
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2 Global Minimum

Each function has two kinds of extremes, commonly known as maxima and minima.
The maxima corresponds to the largest value of the function, whereas minima cor-
responds to the smallest value of the function. Global minimum is the term which is
used in place of minima to refer to the point where the function takes on the small-
est value. The point where the function has the smallest value with respect to its
neighborhood and not to the whole function is known as local minima.

3 Recent Work

Intelligent water drops (IWD) algorithm follows the principle of swarm intelligence.
Using Swarm Intelligence for optimization problems as specified by Blum et al. [1],
has become a very popular and widely used technique. IWD algorithm was proposed
by Hosseini [2, 3]. Various problems have been solved using this technique. Kamkar
et al. [4] used IWD to solve an NP_hard combinatorial optimization problem i.e.,
vehicle routing problem. Rayapudi [5] solved economic dispatch problem using
IWD. Ochoa et al. [6] used IWD algorithm along with the cultural algorithm (hybrid
approach) to improve a shoal in FishVille. Msallam et al. [7] improved the IWD
algorithm using adaptive schema to prevent it from premature convergence. Hosseini
[8] reviewed various optimization problems (traveling salesman problem, n-queen
puzzle, multidimensional knapsack problem and automatic multilevel thresholding)
that can be solved using IWD.

4 IWD Algorithm

IWD algorithm is a nature-inspired optimization algorithm proposed by Hamed Shah
Hoseini. Shah Hoseini simulated the behavior of water drops flowing in the natural
river. The moving water drops all together in the form of a group creates path for the
natural river. The water drops affect the environment in which they move, and the
environment also effects the movement of water drops. Artificial water drops retain
two important properties of natural water drops—velocity and soil. The velocity with
which an IWD moves and the soil an IWD carries may change as an IWD flows in
the environment. The path containing less soil is considered to be the easiest path to
traverse. An IWD may load or unload soil from the path it traverses.

5 Complex Mathematical Functions Taken for Finding Global
Minimum

The following mathematical functions are considered for applying IWD to find the
global minimum:
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1. Rastrigin’s Function: This function is defined as:

f (x) = 10n +
n∑

i=1

(
x2

i − 10 cos (2πxi )
)

In this function, there are two number of variables, several local mimima, and
the global minima is x = (0, 0, . . . 0), with f (x) = 0.

2. Rosenbrock’s Function: This function is defined as:

f (x) =
n−1∑

i=1

[
100

(
x2

i+1 − x2
i

)2 +
(

1 − x2
i

)2
]

In this function, there are two number of variables, several local mimima, and
the global minima is x = (1, 1, . . . 1), with f (x) = 0.

3. Griewank’s Function: This function is defined as:

f (x) =
n∑

i=1

x2
i

4, 000
−

n∏

i=1

cos

(
xi√

i

)
+ 1

In this, the global minima is x = (0, 0, . . . 0), with f (x) = 0.
4. Sphere Function: This function is defined as:

f (x) =
n∑

i=1

x2
i

In this function, the global minima is x = (0, 0, . . . 0), with f (x) = 0.

6 Simplified Intelligent Water Drops Algorithm for Finding
Global Minimum

The basic IWD algorithm is being modified and implemented on some of the complex
mathematical functions. The simplified IWD algorithm is as follows:

1. Initializing static parameters: niwd for number of water drops, G B represents the
quality of the total best solution—initially set to worse, max_iter for maximum
number of iterations, count_iter for counting the number of iterations—initially
set to zero.

2. Initializing dynamic parameters : velocity of each IWD is initially set to start_vel,
but as the iteration proceeds, the velocity decreases, soil of each IWD is set to
the function value at the point in the space where IWD lies.

3. Every IWD is randomly placed in the two-dimensional space.
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4. Each IWD randomly selects some theta values. If the lowest function value for
all the directions is less than the current soil of the IWD, then IWD is moved
in that particular direction with the distance equal to the velocity of the IWD;
otherwise, the IWD will not move for the current iteration.

5. The velocity is reduced by some fixed ratio each time.
6. Compute the iteration best solution IB from the given solution by all IWDB ,

where IWDB = soiliwd.
7. Update the total best solution as the current best solution if the current best

solution is better than total best solution; otherwise, the total best solution will
remain unchanged.

8. The count_iter is incremented by one, and if count_iter is less than max_iter,
then go to step 2 (initializing dynamic parameters).

9. The algorithm gets terminated with G B as the optimal solution.

7 Results

The results that were obtained after applying the simplified IWD algorithm on com-
plex mathematical functions are compared with the performance of GA and PSO as
specified by Valdez et al. [9] and are shown in the Table 1. From the table, we can say
that the performance of the simplified IWD algorithm is better than GA and PSO.
The performance of the proposed algorithm on Rosenbrock function was compared
with the ARSET and ACO algorithms as specified by Toksari [10] (Table 2).

8 Conclusion

In this chapter, a simplified version of IWD algorithm is proposed. The proposed
algorithm is tested on some of the benchmark problems, the results are compared
with the results of genetic algorithm and particle swarm optimization algorithm, and
it has been observed that the performance of the proposed algorithm is better than
the GA and PSO. The efficiency of the simplified IWD algorithm was tested in terms
of epoch number by comparing with ARSET and ACO. The results clearly depicts

Table 1 Comparison of the performance of simplified IWD with GA and PSO

Mathematical
functions

Minima by GA Minima by PSO Minima by sim-
plified IWD

Global minimum

Rastrigin 7.36E-07 3.48E-05 0 0
Rosenbrock 2.35E-05 2.46E-03 0 0
Sphere 1.62E-04 8.26E-11 1.5831e-046 0
Griewank 2.552E-05 2.56E-02 0 0
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Table 2 Comparison of the performance of simplified IWD with ARSET and ACO for Rosenbrock
function

Algorithms X y F(x, y) Epoch number

ARSET 0.99401 0.997 3.58E-005 10,000
ACO 1.00021 1.00004 1.73E-006
Simplified IWD 1 1 0
ARSET 1.0001 1.0001 2.03E-008 30,000
ACO 1 1 5.68E-12
Simplified IWD 1 1 0
ARSET 1 1 4.02E-16 50,000
ACO 1 1 0
Simplified IWD 1 1 0

that the proposed algorithm is much better also in the case of number of iterations
required to produce good results.
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A New Centroid Method of Ranking
for Intuitionistic Fuzzy Numbers

Anil Kumar Nishad, Shailendra Kumar Bharati and S. R. Singh

Abstract In this paper, we proposed a new ranking method for intuitionistic fuzzy
numbers (IFNs) by using centroid and circumcenter of membership function and
non-membership function of the intuitionistic fuzzy number. The method utilizes
the midpoint of the circumcenter of membership and non-membership function of
intuitionistic fuzzy number to define the ranking function for IFN satisfying the
general axioms of ranking functions. The developed method has been illustrated by
some examples and is compared with some existing ranking method to show its
suitability.

Keywords Intuitionistic fuzzy sets (IFS) · Trapezoidal intuitionistic fuzzy
number · Triangular intuitionistic fuzzy number (TIFN) · Membership function ·
Non-membership function · Ranking function

1 Introduction

Decision-making problems need the processing of information for getting an optimal
solution of a problem in a specific situation. But in general the information available
is often imprecise and vague and many times contains uncertainty, and thus, such
situation demands its handling by non-traditional methods. The fuzzy set theory
developed by Zadeh [14] immerged as a potential tool in theory of optimization to
deal with imprecision and vagueness in parameters. Further dealing with sociometric
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problems of decision-making one is encountered by a situation where information
available also contains hesitation factor in addition to belonging and non-belonging.
Intuitionistic fuzzy set theory was developed by Atanassov [1, 2] to deal with such
situations in an effective way. Such optimization problems in general involve the
intuitionist fuzzy numbers. Here, while defining arithmetic operations on intuition-
istic fuzzy number (IFN), its ranking is needed to have comparison among IFNs.
Unlike to ranking of fuzzy numbers, one has also to take the cognition of non-
membership functions in ranking of IFNs. Thus, this ranking becomes an interesting
property of intuitionistic fuzzy number, and various workers have proposed sev-
eral methods of ranking. In order to develop a standard for raking methods, Wang
and Kerre [13] proposed six axioms which a reasonable ranking method is desired
to satisfy. Further, Grzegorzewski [5] studied distances and ordering in a family
of IFNs. A significant work on ranking method was carried out by Michell [7]
for fuzzy numbers. Theory of ranking methods for IFN was further enriched by
Su [12], Nayagam [10], Abbasbandy [3], and Nan and Li [8]. Recently, Rao and
Shanker [11], Dubey and Mehra [4] , Nagoorgani and Ponnalagu [9] proposed some
ranking methods for normal IFNs. In the present study, we have studied the various
aspects of some ranking methods on six standard axioms and have proposed a general
method for ranking of IFNs satisfying the six standard axioms for its application to
decision-making problems.

2 Preliminaries

Definition 1 (Fuzzy Set) If X is a collection of objects denoted generically by x ,
then a fuzzy set Ã in X is a set of ordered pairs: Ã = {⎧

x, μ Ã(x)
⎨ |x ≥ X

⎩
, where

μ Ã(x) is called the membership function or grade of membership of x in Ã that maps
X to the membership space M [0, 1].

Definition 2 (Intuitionistic Fuzzy Set) If X is a collection of objects, then an intu-
itionistic fuzzy set Ã in X is defined as : Ã = {⎧

x, μ Ã(x), νA(x)
⎨ |x ≥ X

⎩
, where

μ Ã(x), νA(x) is called the membership and non-membership function of x in Ã
respectively.

Definition 3 [Trapezoidal Intuitionistic Fuzzy Number (TFN)] An intuitionistic
fuzzy set (IFS) Ã = {⎧

x, μ Ã(x), νA(x)
⎨ |x ≥ X

⎩
of R is said to be an intuition-

istic fuzzy number if μA, and νA are fuzzy numbers with νA ≤ μc
A, where μc

A,

denotes the complement of μA. A TFN with parameters a↓ ≤ a ≤ b ≤ c ≤ d ≤ d ↓
denoted by Ã = ∈(a, b, c, d, μA, ), (a↓, b, c, d ↓, νA)→ is a IFS on real line R whose
membership function and non-membership function are defined as follows:

μ Ã(x) =


⎛

⎝

(x−a)w
(b−a)

if a ≤ x < b
w if b ≤ x < c
(d−x)w
(d−c) if c ≤ x < d
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Fig. 1 Membership and
non-membership function of
triangular intuitionistic fuzzy
number

and

νA(x) =


⎛

⎝

(x−a↓)u+(b−x)

(b−a↓) if a↓ ≤ x < b
u if b ≤ x < c
(x−d ↓)u+(c−x)

(c−d ↓) if c ≤ x < d ↓

respectively. The values w and u represent the maximum degree of membership and
the minimum degree of non-membership function, respectively, such that μA : X ∗
[0, 1] and νA : X ∗ [0, 1] and 0 ≤ w + u ≤ 1.

Definition 4 (Triangular Intuitionistic Fuzzy Number (TIFN)) If in a trapezoidal
IFN we take ( b = c ), then it becomes a triangular IFN with the parameters a↓ ≤ a ≤
b ≤ d ≤ d ↓ and denoted by Ã = ∈(a, b, d, μA, ) , (a↓, b, d ↓, νA)→ Fig. 1.

3 Ranking of Intuitionistic Fuzzy Numbers

Ranking of fuzzy numbers is an important arithmetic property of IFNs. It provides
comparison between two IFNs. This property of ranking is used in decision-making
problems in uncertain environment. In view of belonging, non-belonging and hesita-
tions factor of an IFN several ranking methods have been developed. Thus, in order
to standardize these methods, Wang and Kerre [13] proposed six axioms . Let M be
an ordering method and S the set of fuzzy quantities for which the method M can be
applied and A be finite subset of S.

A1. For any arbitrary finite subset Ã of S and ã ≥ Ãã >∼ ã by M on Ã.

A2. For an arbitrary finite subset Ã of S and (ã; b̃) ≥ Ã2, ã >∼ b̃, and b̃ >∼ ã by M

on Ã , we should have ã ∼ b̃ by M on Ã.
A3. For an arbitrary finite subset Ã of S and (ã; b̃; c̃) ≥ Ã3, ã >∼ b̃ and b̃ >∼ c̃ by M

on Ã we should have ã >∼ c̃ by M on Ã

A4. For an arbitrary finite subset Ã of S and (ã, b̃) ≥ Ã2 inf sup (ã) ≺ sup supp
(b̃), we should have ã ≺ b̃ by M on Ã
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Fig. 2 Centroids of membership function and non-membership function

A5. Let S and S’ be two arbitrary finite sets of fuzzy quantities in which M can be
applied and ã and b̃ are in s ∩ s’. We obtain the ranking order ã > b̃ by M on S’
iff ã > b̃ by M on S.
A6. Let ã, b̃, ã+ c̃, b̃+ c̃ be element of S, If ã >∼ b̃ by M on {ã, b̃}, then ã+ c̃ >∼ b̃+ c̃

by M on {ã + c̃, b̃ + c̃}.

3.1 Proposed Ranking Method

Centroid of TIFN is considered as the balancing point of trapezoidal IFN for mem-
bership function and non-membership function are shown Fig. 2. Midpoints of cir-
cumcenters of centroid of membership function and non-membership function is
taken as point of references to define the ranking of generalized trapezoidal IFN, and
these points (circumcenters) are considered as balancing point of each individual
membership function and non-membership function.

Consider a generalized trapezoidal IFN, Ã = ∈(a, b, c, d, μA, ) , (a↓, b, c, d ↓, νA)→
as shown in Fig. 2.

In which centroid of the three plain figures of membership function are G1 =
(
(a+2b)

3 , w
3 ), G2 = (

(b+c)
2 , w

2 ), and G3 = (
(2c+d)

3 , w
3 ), respectively. These centroids

are non-collinear and they form a triangle whose circumcenter is CÃ(x0, y0) with
vertices G1, G2 and G3 of membership function of generalized trapezoidal IFN.
Let Ã = ∈(a, b, c, d, w) , (a↓, b, c, d ↓, u)→ is a intuitionistic fuzzy number whose
circumcenter is given as:
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CÃ(x0, y0) = (
(a + 2b + 2c + d)

6
,
(2a + b − 3c) (c + 2d − 3b) + 5w2

12w
)

And centroid points of non-membership function are G4 = (
(a↓+2b)

3 , u+2
3 ), G5 =

(
(b+c)

2 , 1+u
2 ), and G6 = (

(2c+d↓)
3 , 2+u

3 ), respectively forms a triangle G4, G5, G6
whose circumcenters is given as:

C ↓
Ã
(x0, y0)=

(
(a↓+2b+2c+d ↓)

6
,
(−2a↓ − b + 3c)

⎧
c + 2d ↓ − 3b

⎨+ 7 − 2u − 5u2

12(1 − u)

⎞

(1)

Thus, we have two circumcenters CÃ(x0, y0) and C ↓
Ã
(x0, y0), now take the mid-

point of these circumcenters of generalized trapezoidal IFNs SÃ(x̄0, ȳ0) which is
given as :

SÃ(x̄0, ȳ0) = (
(a↓ + a + 4b + 4c + d ↓ + d)

12
,

(1 − u) [(2a + b − 3c) (c + 2d − 3b) + 5w2) + w[⎧−2a↓ − b + 3c
⎨
(c + 2d↓ − 3b) + (7 − 2u − 5u2)

24w(1 − u)
)

Definition 5 For a generalized trapezoidal IFN Ã = ∈(a, b, c, d, w) , (a↓, b, c, d ↓, u)→
with midpoint of circumcenters of membership and non-membership function
SÃ(x̄0, ȳ0), we define index associated with the ranking as Iα = α ȳ0 + (1 − α)x̄0I,
where α ≥ [0, 1] is the index of optimism which represent the degree of optimism of
decision maker. If α = 0, we have a pessimistic decision maker, and if α = 1, then
we have optimistic decision maker or a neutral with α = .5. The ranking function
of trapezoidal IFN Ã = ∈(a, b, c, d, w) , (a↓, b, c, d ↓, u)→ is a function which maps

the set of all IFNs to a set of real number and is defined as R( Ã) =
⎠

x̄2
0 + ȳ2

0 ,
which is the Euclidean distance of midpoint of circumcenters of centroids of mem-
bership function and non-membership function of trapezoidal IFN. Now using above
definition, we define ranking between IFNs as follows :

Let Ã and B̃ be two IFNs then

1. Ã > B̃, if (R( Ã) > R(B̃))

2. Ã < B̃, if (R( Ã) < R(B̃))

But if R( Ã) = R(B̃), then this definition of ranking fails.
For such situation, we use second ranking function defined as I(α,β)( Ã) =

β(
x̄0+ȳ0

2 )+ (1 −β)Iα( Ã) where β ≥ [0, 1] and represent the weight of central value
and (1−β) is the weight associated with the extreme values of x̄0and ȳ0. This ranking
function of trapezoidal IFN also holds for the triangular IFN since triangular IFNs
are special case of trapezoidal IFN, i.e., let Ã = ∈(a, b, c, d, w) , (a↓, b, c, d ↓, u)→ be
a trapezoidal IFN and if take b = c it becomes triangular IFN, the midpoint of cir-
cumcenters of membership and non-membership function of triangular IFN is given
by
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SÃ(x̄0, ȳ0) = (
(a↓ + a + 8b + d ↓ + d)

12
,

(1 − u) [4 (a − b) (d − b) + 5w2) + w[4 ⎧b − a↓⎨ (d↓ − b) + (7 − 2u − 5u2)

24w(1 − u)
)

and holds for ranking function defined above.

Example 1 Let Ã = ∈(0.4, 0.5, 0.7; 0.8) , (0.3, 0.5, 0.8; 0.1)→, B̃ = ∈(0.4, 0.6, 0.7;
0.6), (0.5, 0.6, 0.9; 0.3)→, C̃ = ∈(0.2, 0.6, 0.7; 0.9) , (0.1, 0.6, 0.8; 0.3)→, are three
IFNs which are to be compared

Here, using the above ranking method, we get

SÃ(x̄0, ȳ0) = (0.516, 0.486), SB̃(x̄0, ȳ0) = (0.608, 0.475), SC̃ (x̄0, ȳ0) = (0.55, 0.511).

This on further computation gives

R( Ã) = 0.7088 R(B̃) = 0.771 R(C̃) = 0.750 ⇒ B̃ > C̃ > Ã

Example 2 Let Ã = ∈(0.1, 0.3, 0.5; 1) , (0.1, 0.3, 0.5; 0)→ and B̃ = ∈(−0.5,−0.3,

−0.1; 1), (−0.5,−0.3,−0.1; 0)→ are two IFNs.

The above method gives SÃ(x̄0, ȳ0) = (0.3, 0.5), SB̃(x̄0, ȳ0) = (−0.3, 0.5) and

hence R( Ã) = R(B̃) =
∪

34
10

Thus, we use second definition for its ranking

1. For a pessimistic decision maker, i.e., α = 0

I(0.β)( Ã) =β(0.4) + (1 − β)0.3

I(0.β)(β̃) =β(0.1) − (1 − β)0.3 ⇒ Ã > B̃

2. For a optimistic decision maker, i.e., α = 1

I(1.β)( Ã) =β(0.4) + (1 − β)0.5

I(1.β)(B̃) =β(0.1) + (1 − β)0.5 ⇒ Ã > B̃

3. For a neutral decision maker, i.e., α = 0.

I(0.5.β)( Ã) =β(0.4) + (1 − β)0.4

I(0.5.β)(B̃) =β(0.1) + (1 − β)0.4 ⇒ Ã > B̃

⇒ Ã > B̃ Thus, we see that the ranking order of IFN is same for all cases

Example 3 Let Ã = ∈(0.1, 0.3, 0.5; 1), (0.1, 0.3, 0.5; 0)→, B̃ = ∈(−0.5,−0.3,

−0.1; 1), (−0.5,−0.3,−0.1; 0)→ are two IFNs.
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Then, − Ã = ∈(−0.5,−0.3,−0.1; 1), (−0.5,−0.3,−0.1; 0)→ and

−B̃ = ∈(0.1, 0.3, 0.5; 1), (0.1, 0.3, 0.5; 0)→, and SÃ(x̄0, ȳ0) = (−0.3, 0.5),

SB̃(x̄0, ȳ0) = (0.3, 0.5),

Thus, R( Ã) = R(B̃) =
∪

34
10 and discrimination of triangular IFN is not possible.

Thus, for this case, we use the second definition of ranking function and get the
following,

1. For a pessimistic decision maker, i.e., α = 0

I(0.β)(− Ã) = β(0.1) − (1 − β)0.3

I(0.β)(−B̃) = β(0.1) − (1 − β)0.3 ⇒ − Ã < −B̃

2. For an optimistic decision maker, i.e., α = 1

I(1.β)(− Ã) = β(0.1) + (1 − β)0.5

I(1.β)(−B̃) = β(0.4) + (1 − β)0.5 ⇒ − Ã < −B̃

3. For a neutral decision maker, i.e., α = 0.5

I(0.5.β)(− Ã) = β(0.1) + (1 − β)0.4

I(0.5.β)(−B̃) = β(0.4) + (1 − β)0.4 ⇒ − Ã < B̃

Now from the above Example 2 and Example 3, we see that Ã > B̃ ⇒ − Ã < −B̃

3.1.1 Comparison with Dubey and Mehra Method

Example 4 Let Ã = ∈(9, 10, 20; 1), (9, 10, 20; 0)→, B̃ = ∈(8.7, 8.8, 8.9; 1), (8.7,

8.8, 8.9; 0)→ are two IFNs, then Dipty ranking method fails to satisfy axiom A4 (For
an arbitrary finite subset Ã of S and (ã, b̃) ≥ Ã2 inf sup (ã) ≺ sup supp (b̃), we
should have ã ≺ b̃ by M on Ã ) and rank as Ã < B̃ .

But proposed ranking method satisfy axiom A4 and rank this IFN, i.e., by getting

SÃ(x̄0, ȳ0) = (18.66, 0.5), SB̃(x̄0, ȳ0) = (14.66, 0.5), R( Ã) = 18.17, R(B̃) = 14.67 ⇒ Ã > B̃

which is correct according to axiom A4.
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3.1.2 Comparison with Hassan Method

Let Ã = ∈(a1, a2, a3, a4), (b1, b2, b3, b4, )→ be a triangular IFN, then characteristic
values of membership and non-membership for IFN Ã with parameter (k) denoted
by Ck

μ( Ã), Ck
ν (B̃), respectively, are defined by

Ck
μ( Ã) = a1 + a3

2
+ (a1 − a2) + (a4 − a3)

2(k + 2)
, Ck

ν (B̃) = b1 + b4

2
+ (b2 − b1) + (b3 − b4)

2(k + 2)

and according to the two IFNs, Ã and B̃ are compared as follows :

1. For a given k, compare ordering of Ã and B̃ according to relative position of
Ck

μ( Ã) ,and Ck
μ(B̃),

2. If Ck
μ( Ã) and Ck

μ(B̃) are equals, then conclude that Ã and B̃ are equals. Other-

wise, rank Ã and B̃ according to relative position of −Ck
ν ( Ã) and −Ck

ν (B̃)

Example 5 Let Ã = ∈(0.4, 0.5, 0.7; 0.8), (0.3, 0.5, 0.8; 0.1)→ and (B̃) = ∈(0.4, 0.5,

0.7; 0.7), (0.3, 0.5, 0.8; 0.1)→ are two IFNs, then by Hassan as well as Nagoorgani
methods it is clear that these two IFNs are equal. But using the proposed method, we
have SÃ(x̄0, ȳ0) = (0.516, 0.486), SB̃(x̄0, ȳ0) = (0.516, 0.464),

R( Ã) = 0.7088, R(B̃) = 0.6939 ⇒ R( Ã) > R(B̃),⇒ Ã > B̃.

4 Conclusion

Thus, we proposed a more general method for ranking of IFNs to provide an appeal-
ing and logically interpretation of comparison in IFNs in view of ambiguity. The
proposed method satisfy the standard axioms given by Wang and Kerre [13] which
is commonly used standard for ranking method of IFNs. We have clearly illustrated
with suitable examples that even those specific cases where Dubey and Mehra [4],
Hassan [6], and Nagoorgani [9] methods for ranking do not give clear conclusion,
the proposed method provides a better comparison to such IFN. Thus, the proposed
method of ranking may be suitably used in optimization problems in intuitionistic
fuzzy environment for better understanding under ambiguity.
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research work.
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Solution of Multi-Objective Linear
Programming Problems in Intuitionistic Fuzzy
Environment

S. K. Bharati, A. K. Nishad and S.R. Singh

Abstract In the paper, we give a new method for solution of multi-objective linear
programming problem in intuitionistic fuzzy environment. The method uses com-
putation of the upper bound of a non-membership function in such way that the
upper bound of the non-membership function is always less than the upper bound
of the membership function of intuitionistic fuzzy number. Further, we also con-
struct membership and non-membership function to maximize membership function
and minimize non-membership function so that we can get a more efficient solution
of a probabilistic problem by intuitionistic fuzzy approach. The developed method
has been illustrated on a problem, and the result has been compared with existing
solutions to show its superiority.

Keywords Multi-objective programming · Positive ideal solution · Intuitionistic
fuzzy sets · Intuitionistic fuzzy optimization

1 Introduction

Atanassov [1] generalized the fuzzy sets to intuitionistic fuzzy sets to deal with
imprecision, vagueness, and uncertainty for a class of problems in a better way.
In fuzzy sets, we consider only belonging of an element to a set, whereas in intu-
itionistic fuzzy set theory, we consider both the belonging and the non-belonging
as membership and non-membership functions. Intuitionistic fuzzy set, with this
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property, emerged as more powerful tool in dealing with vagueness and uncertainty
than fuzzy set. Angelov [3] proposed a method for solving multi-objective program-
ming problems in intuitionistic fuzzy environment. Further, Atanassov and Gargov
in [2] generalized intuitionistic fuzzy sets and proposed several new properties to
intuitionistic fuzzy sets which made IFS suitable to deal with problems of opti-
mizations. De et al. [4], Mondal and Samanta [12] proposed some properties of
intuitionistic fuzzy sets to make it more suitable for various applications. For dealing
with multi-objective programming, goal programming emerged as more powerful
to provide its solutions, and Mohamed [11] studied relationship in goal program-
ming and fuzzy programming. Etoh et al. [8] considered a probabilistic problem in
fuzzy environment for its solution, and this problem was further studied by Garg and
Singh [7] for suitability of fuzzy solution of a probabilistic problem. Jana and Roy
[9] considered a multi-objective intuitionistic fuzzy linear programming approach
for solution of transportation problem, and Mahapatra et al. [13] studied intuition-
istic fuzzy mathematical programming on reliability optimization model. Another
direction in optimization under interval-valued intuitionistic fuzzy emerged with
the work of Li [10] who considered linear programming method for MADM with
interval-valued intuitionistic fuzzy sets. Dubey et al. [5, 6] considered the linear pro-
gramming problems with triangular intuitionistic fuzzy number interval uncertainty
in intuitionistic fuzzy set (IFS). Recently Nachammai and Thangaraj [14], Nagoor-
gani, Ponnalagu and Shahrokhi et al. [16] have also studied the solutions of linear
programming problems in intuitionistic fuzzy environment. Here, we construct the
membership and non-membership functions and have applied the developed algo-
rithm for solution of an probabilistic problem by intuitionistic fuzzy approach.

2 Preliminaries

Since Zadeh [17] generalized the set theory as fuzzy set theory to deal with infor-
mation available in imprecise form, many new properties have been developed for
fuzzy set and numerous applications have been developed. It was Zimmermann [18]
who considered a fuzzy programming with several objectives. As Atanassov [1, 2]
theories are considered the generalization of fuzzy set to intuitionistic fuzzy set, it is
needed to study the basics of intuitionistic fuzzy to develop an application of this IFS.
Thus, here we reproduce some of its fundamentals to make the study self-sufficient.

Definition 1 An intuitionistic fuzzy set Ã assigns to each element x of the uni-
verse X a membership degree μ Ã(x) ≥ [0, 1] and non-membership degree ν Ã(x) ≥
[0, 1] such that μ Ã(x) + ν Ã(x) ≤ 1. A IFS is mathematically represented as{⎧

x, μ Ã(x), ν Ã(x)
⎨ |x ≥ X

⎩
where 1 − μ Ã(x) − ν Ã(x) is called hesitancy margin.

Example Let A be set of countries with elected government, and let x be a member
of A. Let M(x) be the percentage of the electorate that voted for the government,
N (x) the percentage that voted against. If we take μ Ã(x) = M(x)

100 , ν Ã(x) = N (x)
100
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then μ Ã(x) gives the degree of support, ν Ã(x) the degree of opposition and h Ã(x) =
1 − μ Ã(x) − ν Ã(x) stand for indeterminacy which is the portion that cast bad votes:
invalid votes, abstinent.

2.1 Intuitionistic Fuzzy Number

An IFS Ã = (μ Ã, ν Ã) of real numbers is said to be an intuitionistic fuzzy number
if μ Ã and ν Ã are fuzzy numbers. Hence, A = (μ Ã, ν Ã) denotes an intuitionistic
fuzzy number if μ Ã, and ν Ã are fuzzy numbers with ν Ã ≤ μC

Ã
, where μC

Ã
denotes

the complement of μ Ã.

Some operations on intuitionistic fuzzy sets are as follows:

Ã ↓ B̃ = {⎧x, min(μ Ã(x), μB̃(x)), max(ν Ã(x), νB̃(x))
⎨ |x ≥ X}

Ã ∈ B̃ = {⎧x, max(μ Ã(x), μB̃(x)), min(ν Ã(x), νB̃(x))
⎨ |x ≥ X}

3 Optimization in Intuitionistic Fuzzy Set

Various studies of optimization problems in fuzzy environment showed the suitabil-
ity of considering optimization problems in fuzzy environment. The reason for the
success was quite obvious that a small violation in constraints leads to more efficient
solution. Further studies revealed that fuzzy optimization formulations are more flex-
ible and allow better range of solutions especially when boundaries are not sharp.
As a matter of fact in case of multi-objective programming problem, we search an
optimal compromise solution rather than optimal solution. This idea of getting com-
promise solution in intuitionistic fuzzy environment needs to maximize the degree
of acceptance to objective functions and constraints and to minimize the rejection of
objective functions and constraints.

Consider the intuitionistic fuzzy optimization problem as generalization of fuzzy
optimization problem under taken by Angelov [3] and is given as

min fi (x), i = 1, 2, . . . m

Such that

g j (x) ≤ 0, j = 1, 2, . . . n

where x is decision variables, fi (x) denotes objective functions, and g j (x) denotes
the constraint functions. m and n denote the number of objective(s) and constraints,
respectively.
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Theorem 1 For objective function of maximization problem, the upper bound for
non-membership function is always less than that of the upper bound of membership
function.

Proof From definition of IFS, sum of the degree of rejection and acceptance is less
than unity.

If, Uμ
k and Lμ

k are upper and lower bound, respectively, for the membership
function and similarly U ν

k and Lν
k are upper and lower bound, respectively, for the

non-membership function, then

μk( fk(x)) + νk( fk(x)) < 1 for all k = 1, 2, . . . , K

or
fi (x) − Lμ

k

Uμ
k − Lμ

k

+ U ν
k − fk(x)

U ν
k − Lν

k
< 1

Case 1 If possible, let U ν
k = Uμ

k , then we have

fk(x) − Lμ
k

Uμ
k − Lμ

k

+ U ν
k − fk(x)

Uμ
k − Lν

k

< 1

this gives Lν
k < Lμ

k which is contradicting the fact that lower bound of the member-
ship and non-membership is equal; hence, U ν

k →= Uμ
k .

Case 2 Let us consider Lν
k = Lμ

k , then we have

fk(x) − Lμ
k

Uμ
k − Lμ

k

+ U ν
k − fk(x)

U ν
k − Lμ

k

< 1

Which imply that U ν
k < Uμ

k .

Case 3 Let us consider Lν
k = Lμ

k + εk, εk > 0 for all k = 1, 2, . . . , K .

fk(x) − Lμ
k

Uμ
k − Lμ

k

+ U ν
k − fk(x)

U ν
k − Lμ

k

< 1

Uμ
k > U ν

k + εk
U ν

k − fk(x)

fk(x) − Lμ
k − εk

i.e., Uμ
k > U ν

k hence Uμ
k > U ν

k .
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3.1 Computational Algorithm

Using the above-mentioned theorem and with the method by Anglev [3], we develop
the following algorithm for getting solution of a multi-objective programming prob-
lem in intuitionistic fuzzy environment:

Step 1: Take one objective function out of given k objectives and solve it as a single
objective subject to the given constraints. From obtained solution vectors,
find the values of remaining (k − 1) objective functions.

Step 2: Continue the step 1 for remaining (k − 1) objective functions. If all the
solutions are same, then one of them is the optimal compromise solution.

Step 3: Tabulate the solutions thus obtained in step 1 and step 2 to construct the
positive ideal solution (PIS) as given in Table 1.

Step 4: From PIS, obtain the lower bounds and upper bounds for each objective
functions, where f ∗

k and f ′
k are the maximum and minimum values, respec-

tively.
Step 5: Set upper and lower bounds for each objective for degree of acceptance and

degree of rejection corresponding to the set of solutions obtained in step 4.

For membership functions:

Uμ
k = max(Zk(Xr )) and Lμ

k = min(Zk(Xr )), 1 ≤ r ≤ k.

For non-membership functions:

U ν
k = Uμ

k − λ(Uμ
k − Lμ

k ) and Lν
k = Lμ

k 0 < λ < 1.

Step6: Consider the membership function μk( fk(x)) and non-membership function
νk( fk(x)) as following linear functions:

μk( fk(x)) =


⎛

⎝

0 if fk(x) ≤ Lμ
k

fk(x) − Lμ
k

Uμ
k − Lμ

k

if Lμ
k ≤ fk(x) ≤ Uμ

k

1 if fk(x) ≺ Uμ
k

Table 1 Positive ideal solution

f1 f2 f3 . . . . . . . . . . . . fk X

max f1 f ∗
1 f2(X1) f3(X1) . . . fk(X1) X1

max f2 f1(X2) f ∗
2 f3(X2) . . . fk(X2) X2

max f3 f1(X3) f2(X3) f ∗
3 . . . fk(X3) X3

.

.

.
.
.
.

.

.

.

.

.

.
.
.
.

.

.

.

max fk f1(Xk) f2(Xk) f3(Xk) . . . f ∗
k (Xk) Xk

f ′
1 f ′

2 f ′
3 . . . f ′

k
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νk( fk(x)) =


⎛

⎝

0 if fk(x) ≺ U ν
k

U ν
k − fk(x)

U ν
k − Lν

k
if Lν

k ≤ fk(x) ≤ U ν
k

1 if fk(x) ≤ Lμ
k

Figure of the membership function and non-membership function for maximiza-
tion type objective function are shown in Fig. 1.

Step 7: An intuitionistic fuzzy optimization technique for MOLP problem as taken
in this section with such membership and non-membership functions can be
written as

Maximize μk( fk(x))

Minimize νk( fk(x))

Subject to μk( fk(x)) + νk( fk(x)) ≤ 1,

μk( fk(x)) ≺ νk( fk(x)),

νk( fk(x)) ≺ 0,

g j (x) ≤ b j , x ≺ 0,

for k = 1, 2, . . . , K ; j = 1, 2, . . . , m.

Now the above problem may be equivalently written in a linear programming
problem as

Maximize (α − β)

Subject to α ≤ μk( fk(x)),

β ≺ νk( fk(x)),

α + β ≤ 1,

α ≺ β,

β ≺ 0,

g j (x) ≤ b j , x ≺ 0, k = 1, 2, . . . K ; j = 1, 2, . . . , m.

This linear programming problem can be easily solved by a simple method.

Fig. 1 Membership and non-
membership functions

νμ
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4 Numerical Illustration

In this section, the developed algorithm is implemented by a numerical example.
We consider the problem as undertaken by Garg and Singh [7], Itoh [8] in which a
farmer has to grow carrot, radish, cabbage, and Chinese cabbage in a season under
areas x1, x2, x3, and x4 (unit 10 acres = 1000 m2), respectively. The farmer has a
total land of 10 acres and a max labor work time available to him is 260 h. The profit
coefficients (unit 10,000 Japanese Yen) and work time for the crops are given in the
Table 2 .

The complete mathematical formulation of the above problem is as follows:

Maximize z1 = 29.8x1 + 10.4x2 + 13.8x3 + 19.8x4

Maximize z2 = 23.9x1 + 21.4x2 + 49.2x3 + 32.8x4

Maximize z3 = 37x1 + 16x2 + 3.6x3 + 9.7x4

Maximize z4 = 19.3x1 + 26.6x2 + 48.4x3 + 75.6x4 (1)

Subject to the constraints

x1 + x2 + x3 + x4 ≤ 10

6.9x1 + 71x2 + 2x3 + 33x4 ≤ 260,

x1, x2, x3, x4 ≺ 0.

The solution procedure of the above problem involves the following steps:

Step 1: The solution choosing one by one objective as single objective function
programming problem
Maximize z1 = 29.8x1 + 10.4x2 + 13.8x3 + 19.8x4
Subject to the constraints

x1 + x2 + x3 + x4 ≤ 10

6.9x1 + 71x2 + 2x3 + 33x4 ≤ 260

x1, x2, x3, x4 ≺ 0.

Table 2 Values of various parameters available to the problem

Random Carrot Radish Cabbage Chinese cabbage Probability percentage
variable of profit coefficients

ci1 ci2 ci3 ci4

c1 29.8 10.4 13.8 19.8 10
c2 23.9 21.4 49.2 32.8 50
c2 37.0 16.0 3.6 9.7 10
c2 6.9 26.6 48.4 75.6 30
Work time 6.9 71 2 33
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The optimal solution to this linear programming problem is

x1 = 10, x2 = 0, x3 = 0 x4 = 0, (z1)1 = 298.

And with this solution vectors, the value of other objective functions are as

(z2)1 = 239, (z3)1 = 370 and (z4)1 = 193.

Step 2: Solve linear programming problem for z2, z3, z4 subject to constraints and
find values of remaining objective functions.

Step 3: Tabulate the values as given below to form PIS as given in Table 3.
Step 4: Find lower and upper bounds for each case of max z1, max z2, max z3, max

z4 which are

Uμ
1 = 298, Lμ

1 = 138;Uμ
2 = 492, Lμ

2 = 239; Uμ
3 = 370, Lμ

3 = 36;
Uμ

4 = 694.58, Lμ
4 = 193.

Step 5: Set the upper and lower bounds of each objective for degree of rejections as

Lμ
k = Lν

k

U ν
k = Uμ

k + λ(Uμ
k − Lμ

k ) = (1 − λ)Uμ
k + λLμ

k , k = 1, 2, 3, 4.

Which for λ = 0.6 becomes

U ν
k = (1 − 0.6)Uμ

k + 0.6Lμ
k = 0.4Uμ

k + 0.6Lμ
k

U ν
1 = 202, Lν

1 = 138, U ν
2 = 340.2, Lν

2 = 239, U ν
3 = 169.6, Lν

3 = 36,

U ν
4 = 393.63, Lν

4 = 193.

Step 6: Construction of membership functions:

Table 3 Positive ideal solution

z1 z2 z3 z4

Max z1 298 239 370 484 X1

Max z2 138 492 36 484 X2

Max z3 298 239 370 193 X3

Max z4 184.44 365.06 83.21 694.85 X4
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μ1(x) = 29.8x1 + 10.4x2 + 13.8x3 + 19.8x4 − 138

(298 − 138)
,

μ2(x) = 23.9x1 + 21.4x2 + 49.2x3 + 32.8x4 − 239

(492 − 239)
,

μ3(x) = 37x1 + 16x2 + 3.6x3 + 9.7x4 − 36

(370 − 36)
,

μ4(x) = 19.3x1 + 26.6x2 + 48.4x3 + 75.6x4 − 139

(694.58 − 193)
.

Construction of non-membership functions:

ν1(x) = 202 − 29.8x1 − 10.4x2 − 13.8x3 − 19.8x4

(202 − 138)
,

ν2(x) = 340.2 − 23.9x1 − 21.4x2 − 49.2x3 − 32.8x4

(340.2 − 239)
,

ν3(x) = 169.6 − 37x1 − 16x2 − 3.6x3 − 9.7x4

(169.6 − 36)
,

ν4(x) = 393.63 − 19.3x1 − 26.6x2 − 48.4x3 − 75.6x4

(393.63 − 193)
.

Step 7: The above problem (1) is now equivalently written to a linear programming
problem as

Maximize (α − β),

Subject to 29.8x1 + 10.4x2 + 13.8x3 + 19.8x4 − 138 ≺ 160α,

23.9x1 + 21.4x2 + 49.2x3 + 32.8x4 − 239 ≺ 253α,

37x1 + 16x2 + 3.6x3 + 9.7x4 − 36 ≺ 334α,

19.3x1 + 26.6x2 + 48.4x2 + 75.6x4 − 193 ≺ 501.58α,

202 − 29.8x1 − 10.4x2 − 13.8x3 − 19.8x4 ≤ 64β,

340.2 − 23.9x1 − 21.4x2 − 49.2x3 − 32.8x4 ≤ 101.2β,

169.6 − 37x1 − 16x2 − 3.6x3 − 9.7x4 ≤ 133.6β,

393.63 − 19.3x1 − 26.6x2 − 48.4x3 − 75.6x4 ≤ 200.63β, (2)

x1 + x2 + x3 + x4 ≤ 10,

6.9x1 + 71x2 + 2x3 + 33x4 ≤ 260,

α + β ≤ 1,

α ≺ β, β, x1, x2, x3, x4 ≺ 0

The above problem (2), a linear programming problem is solved by MAT-
LAB and the solutions obtained are

x1 = 4.14
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Table 4 Profit in different probabilistic cases

Probability cases for
profit coefficients
(%)

Profit by proposed
intuitionistic fuzzy
optimization
technique

Profit by Garg and
Singh method [7]

Profit by Itoh method
[8]

10 216.46 207.37 268.4
50 352.98 348.58 280.4
10 186.80 181.07 303.5
30 419.07 410.54 274.8
Weighted profit 342.53 336.29 280.08

x2 = 0.00

x3 = 3.79

x4 = 2.06

α = 0.45

β = 0.00

Putting these values in the problem, the profit obtained are as in (Table 4).

5 Conclusion

The objective of this paper was to develop a method to solve a probabilistic pro-
gramming problem in an intuitionistic fuzzy optimization environment. Here, the
developed method first considers the conversion of the probabilistic programming
problem into a multi-objective programming problem. This is done by considering
the objective function corresponding to probabilistic cases as one objective func-
tion of the said multi-objective programming. Thus, such converted multi-objective
programming problem is solved with one objective at a time to construct the PIS.
Thus, in order to obtain a best compromise solution of the situation, we construct the
membership function and non-membership functions for the solutions, and thus, we
introduce intuitionistic fuzzy parameters. Using the intuitionistic fuzzy optimiza-
tion approach, the problem is transformed into an equivalent linear programming
problem. The linear programming problem thus obtained has been solved by using
MATLAB. The result thus obtained has been compared with the existing solution,
and clearly, the proposed method gives a better solution than existing solutions.
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of India, for financial support to carry out this research work.
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Analyzing Competitive Priorities for Machine
Tool Manufacturing Industry: ANP Based
Approach

Deepika Joshi

Abstract In an attempt to study the success factors for the competitiveness of
machine tool manufacturing (MTM) industry an in-depth study of 10 manufacturers
located in India was carried out. Performance measures, especially which are related
to supply chain (SC) activities, are also the part of competitive priorities [16, 17].
It can be seen that systematic identification and prioritization of SC performance
indicators would help managers to integrate them into corporate strategy. An ANP
approach is used to analyze the dynamic, large, and complex attribute decision. To
perform the related computations, a programming platform of MATLABTM software
suite was operated. Research findings unveiled that flexibility and quality dimensions
are of foremost significance in the development of sector under study, followed by
delivery indicators. However, the companies believed that cost constituents need to
be focused to achieve overall SC competitiveness.

Keywords Analytic network process (ANP) · Supply chain performance
indicators · Competitiveness · Machine tool manufacturing industry · India

1 Introduction

Machine tool manufacturing (MTM) industry in India is performing a vital role in
advancing national competitiveness. In particular, it is instrumental in promoting the
output of Indian manufacturing industry and in general, the Indian economy. Typi-
cally, growth of any industry depends on the ability to manage its supply chain (SC)
activity [28]. SC of MTM industry is composed of large number of firms. Conse-
quently, it necessitates concerted efforts to overcome the overwhelming complexity
and associated challenges of this developing sector. It will not only bring structural
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transformation in business operations but will also compel engineers and managers
to inculcate strategic thinking while managing value chain elements.

The spurred industry reforms have radically shifted the significance of competitive
priorities in SC management activity. For example, in auto-component manufactur-
ing, cost and flexibility drives the SC performance whereas in retail sector delivery
leads to successful business operations [16, 17]. Thus, there are always some sector
specific performance indicators leading to overall SC competitiveness. A system-
atic identification of performance indicators and their priorities is necessary in order
to plan and implement suitable strategies for industrial competitiveness. Most of
the previous studies on MTM sector were conducted considering the whole gamut
of competitive priorities and factors affecting these priorities. Few of such studies,
which are exclusively considered competitive priorities, were nation specific like
China, US, and Japan [33]. It has been noted, however, that there is hardly any
research study which reports the prioritization of competitive priorities specific to
Indian MTM industry. On the whole, this perceived gap among existing research
studies shapes the main ground of the work presented in this paper.

In Sect. 2 a review of literature is presented to disseminate knowledge regarding
SC performance indicators. Section 3 presents a research methodology exclusively
designed to attain the research objective. Section 4 portrays the research findings.
Section 5 discusses the results and strategies for its managerial implications. Section
6 concludes the paper while providing avenues for future research.

2 Review of Literature

In the present era of globalization and industrialization, competitive priorities like
cost, delivery, flexibility, and quality (CDFQ) which are critical to operation’s success
of the firm [31]. Neely et al., Ho et al. and Singh et al. are few of the numerous
proponents who suggested the need of competitive priorities for SC competitiveness
building [14, 21, 28]. Identifying competitive priorities for industrial application
lead to overall competitiveness.

2.1 Competitive Priorities

Traditional operations management literature considers cost as the simplest measure
of competitiveness. Herein, labor cost, raw material cost, R&D cost, manufactur-
ing cost, etc., are found to be important ones [1, 9] and [18]. With the objective
of SC responsiveness, inventory control is another major concern for manufactur-
ing based industries [2]. Fuss and Waverman highlighted the impact of variation
in inter-country costs such as costs related to labor and raw material, toward cost
competitiveness [10]. Due to increased distances the costs related to distribution have
become a major concern for managers [2]. Managers control it by focusing on storage
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facilities at client’s location. Flexibility as a determinant of competitiveness has been
discussed. It effects the business operations to capture global market opportunities
[30]. The various types of flexibilities discussed in literature are—volume flexibility,
process flexibility, product-mix, delivery flexibility, distribution flexibility, new prod-
uct development, and design flexibility [27]. However, the type of flexibility which
would best make a business competitive depends on available resources, goals and
objectives of a particular firm.

Similarly, researchers mentioned that specific quality norms reduce the defects and
enhance the perceived quality level of a product. This also advocates the consistency
of process and product design. Durability, performance, conformance, reliability, and
design characteristics are various commonly used dimensions of quality [11]. Quality
parameters are reflected in higher value of returns on investment, defect-free prod-
ucts, goodwill, strong brand loyalty, and higher chance of repeat purchase. Fulfilling
customer demand through on-time delivery leads to competitiveness [13]. Today all
major business activities, right from procurement of raw material to distribution of
finished goods, mark delivery as a distinctive indicator of their performance. The
delivery capability of a firm depends on factors like delivery speed, vehicle speed,
delivery date and time [12, 13]. Considering delivery decision as a significant part
of SC strategy leads to strategic and operational competitiveness.

Literature review emphasizes the significance in SC performance for competitive-
ness building. The mentioned performance indicators comprise of internal as well
as external performance indicators. Executing these competitive priorities firms can
realizes its business goals and objectives. Literature also unveiled the majority of
research on SC competitiveness are aimed at competitive priorities [32, 33]. The
targeted sectors were auto component firms [16, 17, 20, 22] and grocery and retail
[5], PC manufacturing company [24]. But dynamic business environment calls for
most up-to-date industry specific Key Performance Indicators [15]. Thus a realistic
and easy-to-implement framework is crucial to any SC management activity.

2.2 Multi-Criteria Decision-Making Technique

The survey of literature unveiled a variety of MCDM methods which are universally
recognized approaches for MCDM problems. Taking into account both outranking
methods and multi attribute utility theory (MAUT), these methods are: analytic hi-
erarchy process (AHP) [25], data envelopment analysis (DEA) [4], GRA [7], rough
set approach (RSA) [23], and analytic network process (ANP) [26]. Choice among
these to be used would depend on the type of available data, ease of understanding,
and nature of the required decision.

Literature review unveiled that in real life business situations, business ele-
ments are dependent on each other. Unlike AHP, it is not compulsory to have such
dependence in hierarchical form, where the lower level is dependent on the upper one
[3, 19, 25]. Similarly, the technique like RSA, which simply classifies the attributes
on the basis of ‘if-then’ decision rules, is least suited, especially for the task of
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prioritization in modern business environment [29]. Moreover, with information
complexity in various business facets, the DEA technique falls short in dealing with
fuzzy and imprecise information [8]. MCDM techniques like GRA, DEA, and RSA
involves rigorous mathematical calculations which require that managers spend a
great deal of time to learn and understand the functioning and implementation of a
chosen approach. Thus, a technique which can lead to weights of individual attributes
is the need of industrial decision makers.

An apparent technique which can overcome the limitations associated with the
above mentioned MCDM techniques was the need of strategists and managers. Such
a technique should be clear and precise and most importantly, it should be time bound
and easy to implement by managers. To overcome such limitations of AHP, GRA,
DEA, and RSA techniques, ANP technique was established. It addresses the issue
of prioritization while considering the nature of interdependence.

3 Research Methodology

The current section presents an overview of the overall research approach adopted
to discover the fact and accuracy behind the performance of competitive priorities
for SC competitiveness.

3.1 Designing of Research Instrument

A well-structured questionnaire was prepared using sixteen performance indicators.
These indicators are the dimensions of competitive priorities. For the ease of study
symbols were assigned to each criterion. Refer column 3 of Table 2. Questionnaire
was divided into two different sections. Section 1 contains a pairwise comparison ma-
trices designed while Sect. 2 is composed of a large number of open-ended questions.
Section I was designed on the basis of Satty 9-point scale (2001). The significance
of numerical rating is mentioned in Table 1. Section 2 contained questions related
to the cost, quality delivery flexibility, business category, and impact of business en-
vironment. Unlike few of the research studies, the present research uses open-ended
questions to help in gathering the rationale behind the responses of pairwise compar-
ison matrices. During the entire study, the dynamic nature of machine tool industry
was discussed in detail with the respondents.

3.2 Profile of the Respondents and Responding Organization

In order to select the responding firms, the directory of India Machine Tool
Manufacturers’ Association was used. In all, 30 organizations were selected, of
which only 10 showed their positive response to participate in research process.
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Table 1 Satty 9-point scale [26]

Comparison scale Verbal scale

1 Equal importance of both elements
3 Moderate importance of one element over another
5 Strong importance of one element over another
7 Very strong importance of one element over another
9 Extreme importance of one element over another
2, 4, 6, 8 Intermediate values

These firms have an annual turnover between 30 million USD to 25 billion USD.
In India, these firms are listed in Bombay stock exchange (BSE) and National stock
exchange (NSE). Approved firms were considered as the representative section of
Indian MTM industry. Managers having minimum experience of 5 years with MTM
industry were considered for administering the questionnaire. With the aim of con-
cealing respondent’s identity, the firms’/respondents names are not divulged in the
paper.

3.3 ANP Technique of Prioritization

As defined by Saaty [26], “ANP is a theory of measurement generally applied to
the dominance of influence among several stakeholders, or alternatives with respect
to an attribute or a criterion.” It is based on the theory of relative measurement.
It allows prioritization without making assumptions about the dependence among
considered set of elements. Generic steps followed for ANP implementation are:
(a) carry out pairwise comparison between the criterions on the basis of the nature
of being influenced and influencing, (b) obtain the super-matrix by calculating the
weights from pairwise comparison matrices, (c) obtain limit super-matrix by matrix
multiplication, and (d) analyze the results based on final assessment. For this research
paper, MATLABTM programming platform was used for ANP computations. Two
different programs were written to obtain the final Priority Vector (PV). The first
program helped to generate the eigenvectors. The second program was used to obtain
the limit super-matrix.

Once the filled pairwise questionnaires were received, these were processed with
the first program on the programming platform of MATLABTM software suite. In
all twenty-five eigenvectors were obtained. These eigenvectors were then arranged
under the respective control criterion, to obtain the un-weighted super-matrix. The
un-weighted super-matrix so obtained was normalized to obtain the weighted super-
matrix. This ANP super-matrix reveals the local-priority information of the consid-
ered network by representing the overall impact of one criterion on a group of criteria
and vice-versa. In this representation, the zeros in the matrix indicate nondependence.
Positive numerical values indicate the strength of being influenced and influencing



178 D. Joshi

Table 2 Priority vector for competitive priorities

Competitive Performance Symbols Priority Competitive
priorities indicators vector priority

contribution

Cost Labour cost CPC1 0.04112 0.183197
Material cost CPC2 0.04268
Manufacturing cost CPC3 0.03761
Inventory cost CPC4 0.03603
Distribution cost CPC5 0.02575

Delivery Delivery dependability CPD1 0.05312 0.096214
Delivery speed CPD2 0.04309

Flexibility Product mix CPF1 0.08818 0.411823
Volume flexibility CPF2 0.07407
Design flexibility CPF3 0.12387
New product development flexibility CPF4 0.12571

Quality Durability CPQ1 0.06056 0.308767
Working condition and safety CPQ2 0.0608
Environmental damage CPQ3 0.05575
Defect rate CPQ4 0.06274
Reliability CPQ5 0.06892

(dependence) the criteria by each other. Then, the second program was used to
repeatedly multiply the weighted super-matrix by itself, until the entities in the matrix
become regularized. The converged matrix so obtained is called a limit super-matrix.
The limit super-matrix indicates the final priorities for all the considered elements.
The values in any column of the limit super-matrix represent the priority vector for
the responding firm.

4 Survey Results

The quantitative results of qualitative variables were obtained by using ANP
approach. The priorities so obtained in form of PV elicit the relative weights of
each performance indicator in overall SC competitiveness of Indian machine tool
industry.

The PV unveiled that:

1. Flexibility (41 % weight) is the most important among all competitive prior-
ity. Herein, new product development and design flexibility drives the business
growth. Flexibility indicators get affected by almost all cost and quality variables.

2. Quality being the major concern for all manufacturers carries a significant weight
of 0.308767. It affects and gets affected by cost and flexibility variables. It gets
hold of existing buyers and draws the newer customer demand.
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3. Cost falls short to gain the highest contribution in overall SC competitiveness. It
is because of the fact that cost advantage associated with labor, manufacturing,
and material are higher than other European and American manufacturers.

4. Delivery as competitive priority contributed 10 % weight. Firms’ ideal deci-
sion regarding both the delivery indicators reduces distribution cost, inventory
cost, environmental damage, and enhances the volume flexibility and reliability
whereby making Indian machine tool industry a competitive sector.

5 Discussion for Managerial Implications

The questionnaire-based survey of MTM firms of India was carried out. The obtained
responses were analyzed to generate priority vectors. Study revealed that all the
considered performance indicators are important for SC competitiveness of the sector
under study. Based on firm’s capability to harness such competitive priorities, the
business strategies are planned and implemented [16, 17]. In the following points,
the PV and the imperative strategies are discussed for managerial implication.

• Flexibility is found to be the key competitive priority for SC performance of Indian
tool manufacturing companies. It is justified by dynamic demand of customers
like auto and auto component manufacturers, capital goods industry, consumer
durables, and aviation industry. Tool manufacturers are implementing strategies
like customization, rapid response, and postponement. It is found that new product
development and design flexibility is among the critical dimensions of flexibility.
Due to variation in process technology at customers end, the large product mix
drives the customer demand.

• The machine tool manufacturers deliver their finished goods to component man-
ufacturers. Their quality in turn determines the production of quality equipment.
Presently, Indian machine tool industry is manufacturing its products with ISO cer-
tification and international standard of quality/ precision and reliability. Companies
have entered into joint ventures and alliances with Swiss, German and Chinese
counterparts to bring in the state-of-art technology. Computer numerically con-
trolled (CNC) technology is among the most commonly used technique for qual-
ity improvement in tool manufacturing. For process improvement companies are
executing soft strategies like 5S, Kaizen, and quality circles. Moreover, companies
are utilizing third party services for trouble shooting, accurate measurement and
adjustment for CNC machines, laser cutter, gas and oil turbine manufacturing, and
many more.

• In dynamic business environment, customer responsiveness has become the prime
measure of performance. Respondents found delivery as one of the component for
fulfilling such responsiveness. Most of the companies were found to be depend-
able on third-party logistic providers for tools delivery. The advent of informa-
tion technology had eased the logistic facility, for both national and international
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customers. However, respondents mentioned delivery speed as an indicator depen-
dent on other factors like infrastructure, plant location, and vehicle conditions.

• Insignificant variation was observed among the five cost dimensions. Due to major
contribution of material cost in overall cost composition, manufacturers are strug-
gling to reduce it. Respondents from studied firms believed that any re-engineering
to reduce material cost leads to cost advantage with their immediate competitors. It
can also be lowered by reducing the procurement cost and cost of product redesign.
Labor cost was found to be the least significant. It is rationalized by the availability
of low cost labor with Asian countries especially with India and China. Firms are
implementing latest techniques like INVENTORIA to manage the inventory of
small-sized tools. However, least effort can be exercised to reduce the inventory
cost raised due to storage of heavy machines. It was also found that due to extreme
locations of machine tool manufacturers distribution cost needs a greater attention
in overall cost structure.

6 Conclusion and Avenues for Future Research

This study highlights the significance of competitive priorities in development of
Indian machine tool industry. The findings will guide SC managers in aligning SC
strategy with their firm’s corporate strategy. It will also help strategy managers in
improving their SC competitiveness in global market. Further studies with the aim of
considering the impact of other performance indicators like business environment,
buyer–supplier relationship, technology, location and infrastructure on competitive
priorities are required for more comprehensive insights.

In contrast to the work done by Dangayach and Deshmukh [6] and Joshi et al.
[16, 17] on complete Indian manufacturing companies and auto-component sector
respectively, the presented work was targeted exclusively for machine tool manu-
facturing industry. Instead of considering the entire range of manufacturing strategy
and related issues, herein the focus was kept on competitive priorities. Similarly,
the survey conducted by Zhao [33] was entirely targeted toward the competitiveness
of manufacturing enterprises in China. In order to study the SC competitiveness of
Indian machine-tool manufacturers, few performance indicators were added. While
studying the Indian strategies, it was found that they are rarely different from the ones
implemented at China except for greater focus on quality enhancement parameters
and cost reduction tactics. With the Indian market strategy of importing technologies
from international market like Germany and Switzerland, specially related to CNC
will lead to the place of Indian MTM industry in global canvas. Moreover, changing
management style at public limited companies and concentration of Department of
Heavy Engineering on private firms is boosting the competition. Surely this will
lead to the development of Indian manufacturing industry as a whole. It was also
found those small and middle scale tool manufacturing firms are still unorganized in
their management and technological deals. Prospective research is suggested for the
unorganized tool manufacturers in India.
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A Modified Variant of RSA Algorithm
for Gaussian Integers

Sushma Pradhan and Birendra Kumar Sharma

Abstract A Gaussian prime is a Gaussian integer that cannot be expressed in the
form of the product of other Gaussian integers. The concept of Gaussian integer was
introduced by Gauss [4] who proved its unique factorization domain. In this paper,
we propose a modified RSA variant using the domain of Gaussian integers providing
more security as compared to the old one.

Keywords RSA public-key cryptosystem · Gaussian integers · Multiprime RSA

1 Introduction

RSA system is the one of most practical public-key password systems. In addition to
other domain, it has successfully provided security to the electronic-based commerce.
Encryption of plaintext in asymmetric key encryption is based on a public key and a
corresponding private key. Document authentication and digital signature are other
advantages of RSA public-key cryptosystem. RSA provides security to the plaintext
based on factorization problem [5]. There are PKCs other than RSA. Those are
Elgamal and Rabin’s PKCs. These PKCs provide security-based discrete logarithm
problem.

The classical RSA cryptosystem is described in the setting of the ring Zn, the
ring of integers modulo a composite integer n = pq, where p and q are two distinct
odd prime integers. Many aspects of arithmetics over the domain of integers can be
carried out to the domain of Gaussian integers Z [i], the set of all complex numbers of
the form a + bi, where a and b are integers [6]. The RSA cryptosystem was extended
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domain of Gaussian integers in the papers [2] and [3]. In [2] and [3], the advantages
of such extension of RSA were briefly stated in these papers.

Now in this paper, another fast variants of RSA cryptosystems is proposed using
arithmetic’s modulo of Gaussian integers. Proposed scheme provides more security
with same efficiency. Before doing so, in next section, we review the classical RSA
PKC. Next, we introduced Gaussian integers and its properties in Sect. 3. In Sect. 4,
we present a variant of RSA scheme based on factorization of Gaussian integers with
a suitable example. Finally, we conclude with security analysis and comparison with
the standard method.

2 Classical RSA Public-Key Cryptosystem

The classical RSA cryptosystem is described as follows: entity A generates the public
key by first generating two large random odd prime integers’ p and q, each roughly of
the same size. Then, entity A computes the modulus n = p q and φ(n) = (p−1)(q−1),
where φ is Euler’s phi function. Next, entity A selects the encryption exponent e to be
any random integer in the interval (1, φ(n)), and which is relatively prime to φ(n).
Using the extended Euclidean algorithm for integers, entity A finds the decryption
exponent d, which is the unique inverse of e in Zn. The public key is the pair (n, e)
and A‘s private key is the triplet (p, q, d).

To encrypt a message, entity B first represents the message as an integer m in
Zn. Then, entity B obtains A’s public-key (n, e), uses it to compute the cipher text
c = me(mod n), and sends c it to entity A. Now, to decrypt c, entity A computes
m = cd(mod n) and recovers the original message m.

3 Gaussian Integers

Gaussian integer is a complex number a + bi where both a and b is integers:
Z [i] = a + bi : a, b ∈ Z. Gaussian integers, with ordinary addition and multi-

plication of complex numbers, form an integral domain, usually written as Z [i]. The
norm of a Gaussian integer is the natural number defined |a + bi| = a2 + b2.

Gaussian primes are Gaussian integer’s z = a + bi satisfying one of the following
properties:

1. If both a and b are nonzero, then (a + bi) is a Gaussian prime iff (a2 + b2) is an
ordinary prime.

2. If a = 0, then bi is a Gaussian prime iff |b| is an ordinary prime and |b| =
3 (mod 4).

3. If b = 0, then a is a Gaussian.

J.T. Cross [1] gave a full description for complete residue systems modulo prime
powers of Gaussian integers.
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4 RSA Algorithms Over the Field of Gaussian Integers

In paper [2], the RSA is extended into the field of Gaussian integers. It is presented
as follows:
Key Generation: Generate two large Gaussian primes P and Q. Compute N = PQ.

Compute φ (N) = (|p| − 1)(|q| − 1). Select a random integer e such that 1 <

e < φ(N) and gcd (e, φ(N) = 1). Compute d = e−1mod φ(N ). Pair N and e is a
public key, and d is the private key.

Encryption: Given a message M (represented as a Gaussian integer), compute

ciphertext

C := me(mod n).

Decryption: Compute the original message M := cd(mod n).

Now, we propose the algorithms for the variant of RSA cryptosystem in Z [i] as
below:
Key Generation:

Generate b distinct large Gaussian primes α, β, and γ each n/b bits long.
Compute N = αβγ .
Compute φ (N) = (|α| − 1)(|β| − 1)(|γ | − 1).
Select a random integer e such that 1 < e < φ(N) and gcd , (e, φ (N) = 1)

Compute d = e−1mod φ(N ).
Pair (N, e) is a public key, and (α, β, γ, d) is the private key.

Encryption:
Given a message M (represented as a Gaussian integer) compute cipher text

C = me(mod N )

Decryption:
Compute the original message M = cd(mod N ).
Following is the example in support of proposed algorithm.

Example
Key generation
Let us select α = 19 and β = 5 and γ = 3,
Compute the product N = αβγ = 285,

φ(N) = (192 − 1)(52 − 1)(32 − 1) = 69, 120.

Choose e = 3,331.
Then, d = e−1mod φ(N ) = 3331−1 mod 69,120 = 29,611
The public key is n = 285, e = 3,331
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Encryption
Let message M = m1; m2 = (555, 444)

C = (c1; c2) = me(mod N )

= (555, 444)3331 mod 285

= (270, 159)

Decryption

M = cd(mod N )

= (270, 159) mod 285

= (555, 444)

5 Security Analyses

The comparison of the classical RSA [7], its Gaussian integer domain in Z [i] [2],
and our proposed scheme is as follows:

• The generation of primes p, q in classical scheme and Gaussian primes a, b in
Z[i] require the same amount of computation. Same in the case with our proposed
scheme where an additional prime g in the form of 4k + 3 would be generated
with the same computation.

• The modified Gaussian variant provides more security than the classical method
since the number of elements which are chosen to represent the message m is
about square of those used in the classical case. scheme would provide security
as compared to Gaussian variant, because domain Z [i] in our proposed scheme
provides a more extension to the range of chosen messages, which make trails
more complicated as compared to the Gaussian integer domain [2].

• In [2], Euler’s phi function is φ = (p2 −1)(q2 −1), whereas in proposed scheme,
it is φ = (α2 − 1)(β2 − 1)(γ 2 − 1). This make the attempt to find the private key
d from the public key more complicated as compared to the Gaussian variant [2]
in Z [i]. Thus, our proposed scheme provides more security than the [2]. More so,
the computations involved in the Gaussian variant do not require computational
procedures different from those of the classical method. Same would be the case
with our scheme.

• It is noted that the complexity for programs depends on the complexity of generat-
ing the public key. Thus, the classical and proposed algorithms are equivalent since
their public-key generation algorithms are identical when restricting the choice of
primes to those of the form 4k + 3. However, our scheme is recommended since
it provides a better extension to the message space and the public exponent range
as compared to classical one.
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6 Conclusion

We modify the computational methods in the domain of Gaussian integers. Lastly,
we show how the modified computational methods can be used to extend the RSA
algorithm to the domain Z [i]. Also, we show that the modified algorithm requires a
little additional computational effort than the classical one and accomplishes much
greater security.
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Abstract Many modeling studies that aimed at providing an accurate relationship
between the software project effort (or cost) and the involved cost drivers have been
conducted for effective management of software projects. However, the derived mod-
els are only applicable for a specific project and its variables. In this chapter, we
present the use of back-propagation neural network (NN) to model the software
development (SD) effort of 18 SD NASA projects based on six cost drivers. The
performance of the NN model was also compared with a multi-regression model and
other models available in the literature.
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1 Introduction

Software companies today are outsourcing a wide variety of their jobs to offshore
organizations, for maximizing returns on investments. Estimating the amount of
effort, time, and cost required for developing any information system is a critical
project management issue. In view of the above, long-term, credible, and optimum
forecast of software project estimates in the early stages of a project’s life cycle is
an almost intractable problem. Often, key information of real-life projects regarding
size, complexity, system documentation, vocabulary, annual change traffic, client
attitude, multilocation teams, etc. is unavailable. In spite of the availability of more
than 100 estimation tools in the market, experience-based reasoning still remains
the commonly applied estimation approach owing to some fundamental estimation
issues which software developers have struggled with [1].

2 Literature Review

A review of studies on expert estimation of SD effort was presented by [2, 3]. An
exploratory analysis of the state of the practice on schedule estimation and software
project success prediction is presented in [4]. It was found that the data collection
approach, role of respondents, and analysis type had an important impact on software
estimation error [5]. Soft-computing- or artificial intelligence (AI)-based approaches
are of late being used for more accurate prediction of software effort/cost. Artificial
neural networks (ANN) offer a powerful computing architecture capable of learning
from experimental data and representing complex, nonlinear, multivariate relation-
ships [6, 7]. Kumar et al. compared the effectiveness of the variants of wavelet
neural network (WNN) with many other techniques to forecast the SD effort [8].
Genetic algorithms (GAs) were used for the estimation of COCOMO model para-
meters of NASA SD projects in [9] while different fuzzy logic-based studies have
been conducted [10–12]. Many hybrid schemes (neuro-GA, neuro-fuzzy, grey-GA,
fuzzy-grey, etc) have also been investigated [13–15]. Many studies on software pre-
diction have focused on the development of regression models based on historical
data [16, 17].

3 Statistical Modeling

This modeling study is based on the SD effort dataset of Bailey and Basili [18]
(Table 1—shown partly for brevity reasons). The six input factors are the total lines
of code, new lines of code, developed lines of code (DL) (all in kloc), total method-
ology (ME), cumulative complexity, and cumulative experience, and the output is
effort (in man months). Preliminary statistical analysis of the dataset was conducted
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beforehand including the following: (1) correlation coefficient, (2) covariance, (3)
kurtosis, and (4) R-square as presented in Table 1. Initially, from Minitab [19]-based
ANOVA, a multivariable linear regression model (Eq. 1) has been fitted. The good-
ness of this developed model is validated with two other models (Eqs. 2 and 3)
given by Sheta and Al-Afeef [15] in Table 2. Based on the high T (or low P) values,
the following ranking (in a decreasing order) of the 6 effort drivers has been es-
tablished: (1) methodology, (2) new LoC, (3) total LoC, (4) cumulative experience,
(5) developed LoC, and (6) cumulative complexity. The high R-squared value of
98.3 % and R-Sq(adjusted) values of 97.4 % justify the correctness of the ANOVA.

Effort = 41.6 + 0.314 T ot_LoC + 0.986 New_LoC + 0.116 Develop_LoC

− 1.57 Meth − 0.112 Cum_Complex + 0.376 Cum_Exper

(1)

E = 1.75992 × DL − 4.56 × 10−3 × DL2 (2)

E = 2 × DL − 0.59 × 10−3 M E2 × DL (3)

The main effect plots for the 6 effort drivers are shown in Fig. 1.
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4 Neural Network Modeling

Back-propagation (BP) NN modeling for effort estimation has been carried out in this
work using the MATLAB (2007b) NN toolbox options. Initially, a simple two-layer
BP (6-6-1) NN was employed. The number of hidden nodes in the hidden layer was
kept equal to the number of inputs (6 here). The number of hidden neurons was then
suitably increased in an orderly hit and trial manner, to decide the final structure of
the NN by keeping a check on the convergence rate of training, testing, and validation
errors as well as the average percentage error. The learning rate and momentum can
also be adjusted for the above purpose (although not varied in the present work).

Before the network is made ready to make estimates, we input the combinations
of data inputs and outputs [18] through the network for training (60 %), validation
(20 %), and testing (20 %). In our case, the activation functions of both the hidden and
output layers were initially chosen to be tan-sigmoid. The same was later changed to
the purelin(ear) function in the output layer. We used the two most popular training
algorithms i.e., the Levenberg-Marquardt (LM) and the Bayesian regularization (BR)
algorithms. The training performance and linear regression analysis (between the
network outputs and the corresponding targets) are shown in Figs. 2 and 3. For
the LM algorithm, the output tracks the targets reasonably well, and the regression
coefficient (R) value is over 0.97 mostly. Similarly, for the BR algorithm-based
training with purelin output function, the R values are over 0.99 in nearly all the
cases (Fig. 3).

Fig. 2 Levenberg-Marquardt training with tansigmoid function in output layer
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Fig. 3 Bayesian regularization training with purelin(ear) function in output layer

4.1 NN Modeling Tips

Listed underneath are some practical tips for efficient NN modeling.

• NNs are rather sensitive to the number of neurons in the hidden layers. Too few
neurons often lead to underfitting, while too many neurons can contribute to over-
fitting. In this case, inspite of all the training points being well fitted, the fitted
curve oscillates largely between these points [20].

• The NN dataset is generally divided in the following ratios: training (50–60 ),
validation (20–25 ), and testing (20–25 ).

• Learning rate (alpha) represents how quickly an NN learns ranges from 0 to 1 and
is initialized randomly. As with linear networks, a learning rate that is too large
leads to unstable learning. Contrarily, a too small learning rate results in much
longer training times. Typical values are 0.01–0.05.

• Momentum is a variable, which helps NN to break out of local minima. It may
range from 0 to 1. Typical values are around 0.5.

• The threshold function (logsig, tansig, purelin, etc) selection is critical and de-
termines when a node fires propagating a value further through the network. The
choice is essentially based on the range and sign of inputs/outputs.

• The BR algorithm which is a modification of the LM algorithm is often used, as
it generalizes well and reduces the difficulty of determining the optimum network
architecture.

• LM training would normally be used for small- and medium-size networks, if
enough memory is available. If memory is a problem, then there are a variety of
other fast algorithms available. For large networks, one would probably want to
use trainscg (conjugate gradient) or trainrp (resilient BP) algorithms.
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• Overfitting is one of the most common problems that occurs in NN training. The
training set error becomes a very small value, but the error turns to a large value
when new data are presented to the network. An attempt at collecting more data
and increasing the size of the training set must be made to prevent the situation of
overfitting [20].

• One suggested method to improve network generalization is the use of a just large
enough network that provides an adequate fit. Larger is the network used, more
complex can be the functions the network can create. A small enough network
will not have enough power to overfit the data. The two methods for improving
generalization and implemented in MATLAB NN toolbox are regularization and
early stopping [20].

5 Results and Discussion

The degree to which a model’s estimated effort (MMest) matches the actual or target
effort (MMact) is estimated by a percentage relative error. Magnitude of relative error
(MRE), which accounts for under and overestimates along with its mean magnitude
of relative error (MMRE) is often used in effort estimation analysis.

M RE =
∣
∣
∣
∣

M Mact − M Mest

M Mact

∣
∣
∣
∣ (4)

Table 2 (in brief) presents a comparison of the empirical models (Eqs. 1–3) fitted
effort and NN effort (for different configurations) with the target effort of [19]. It
can be concluded that the present NN framework is able to successfully model the
dataset with nearly the following percentage relative error and percentage mean
relative error:

1. −10.58 to 8.36 and 4.68 %, respectively, for trainlm with tansig function in
output layer and hidden neurons varied from 6 to 20.

2. −12.5 to −9.62 and −10.3 %, respectively, for trainbr with tansig function in
output layer and hidden neurons varied from 6 to 20.

3. 0.65 to−3.12 and 0.79 %, respectively, for trainbr with purelin function in output
layer and hidden neurons varied from 6 to 20.

The relative error obtained from the developed multi-regression model (Eq. 1)
is comparable to other models (Eqs. 2 and 3). A comparison between the mean
relative error of the developed NN and regression models and the MMRE of Halstead,
Walston-Felix, Bailey-Basili, and Doty models are shown in Table 3 [16].
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Table 3 Comparison of different models

Model name Model equation MMRE

Halstead E = 5.2(DL)1.50 0.1479
Walston-Felix E = 0.7(DL)0.91 0.0822
Bailey-Basili E = 5.5 + 0.73(DL)1.16 0.0095
Doty (for DL > 9) E = 5.288(DL)1.0 0.1848

Mean relative error
Present work—(1) LM-based BPNN – 0.0468
(2) BR-based BPNN – 1 −0.1030
(3) BR-based BPNN – 2 0.0079
(4) Multilinear regression Eq. 1 −0.0541

6 Conclusions

Effort estimation is a complex task, and research studies indicate that results in gen-
eral vary a lot. The market potential for SD and maintenance is huge and constantly
growing mainly for financial and online applications. In this work, a twofold approach
based on NN and multilinear regression has been carried out for more accurate SD
effort estimation
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On α-Convex Multivalent Functions Defined by
Generalized Ruscheweyh Derivatives Involving
Fractional Differential Operator

Ritu Agarwal and J. Sokol

Abstract In the present investigation, we introduce a class of π-convex multivalent
functions defined by generalized Ruscheweyh derivatives introduced by Goyal and
Goyal (J. Indian Acad. Math. 27(2):439–456, 2005) which involves a generalized
fractional differential operator. The necessary and sufficient condition for functions
to belong to this class is obtained. We study properties of this class and derive
a theorem about image of a function from this class through generalized Komatu
integral operator. Also, the integral representation for the functions of this class has
been obtained.

1 Introduction

Let A denote the class of analytic p-valent functions defined on unit disk U = {z :
|z| < 1} of the form

f (z) = z p +
≥∑

k=p+1

ak zk . (1)

The function f (z) ≤ A is said to be p-valent starlike of order λ if and only if

Re

⎧
z f ↓(z)
f (z)

⎨
> λ, (z ≤ U ; 0 ∈ λ < p) (2)
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The class of starlike functions of order λ is denoted by S→
λ . On the other hand, a

function f (z) ≤ A is said to be p-valent convex of order λ if and only if

Re

⎧
1 + z f ↓↓(z)

f ↓(z)

⎨
> λ, (z ≤ U ; 0 ∈ λ < p). (3)

The class of convex functions of order λ is denoted by Kλ . It is observed that
f (z) ≤ Kλ ∗ z f ↓(z) ≤ S→

λ .
For π ≤ [0, 1], let Kλ(π) denote the family of functions f (z) ≤ A with

f ↓(z) f (z)/z �= 0 in U such that

Re

⎩
(1 − π)

z f ↓(z)
f (z)

+ π

⎧
(z f ↓(z))↓

f ↓(z)

⎨}
> λ, (z ≤ U ) (4)

The functions in class Kλ(π) are said to be π-convex functions of order λ (see e.g.
[1, 2]). We recall the definition of subordination ([3], p. 190). For two functions f
and g analytic in U, we say that f (z) is subordinate to g(z) in U and write f ≺ g or
f (z) ≺ g(z), if there exists a Schwarz function w(z), analytic in U with w(0) = 0
and |w(z)| < 1 such that f (z) = g(w(z)), z ≤ U.

The generalized Ruscheweyh derivative operatorJ τ,μ
p defined by the author (see

e.g. [5, 10]) is given by

J τ,μ
p f (z) = ρ(μ − τ + β + 2)

ρ(β + 2)ρ(μ + 1)
z p Jτ,μ,β

0,z (zμ−p f (z)) (5)

where the fractional differential operator Jτ,μ,β
0,z is given by (see e.g. [16])

Jτ,μ,v
0,z f (z) =


⎛⎛⎛⎝

⎛⎛⎛

1
ρ(1−τ)

d
dz

⎞
zτ−μ

⎠ z
0 (z − ζ )−τ

×2 F1

⎭
μ − τ,−β; 1 − ζ

z

)
f (ζ )dζ

}
, (0 ∈ τ < 1)

dn

dzn Jτ−n,μ,β
0,z f (z), (n ∈ τ < n + 1, n ≤ N ) (k > max{0, μ − β − 1} − 1)

(6)

provided further that
f (z) = O(|z|k), (z ∩ 0)

The generalized Ruscheweyh derivative of f ≤ A, introduced by Goyal and Goyal
[5], is defined as

J τ,μ
p f (z) = z p +

≥∑

k = p + 1

ak Bτ,μ
p (k)zk, (7)

where
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Bτ,μ
p (k) = ρ(k − p + 1 + μ)ρ(β + 2 + μ − τ)ρ(k + β − p + 2)

ρ(k − p + 1)ρ(k + β − p + 2 + μ − τ)ρ(β + 2)ρ(1 + μ)
(8)

For μ = τ, this generalized Ruscheweyh derivative operator reduces to
Ruscheweyh derivative operator of order τ (see, e.g. [13]). Further, for p = 1,
it reduces to ordinary Ruscheweyh derivative of univalent functions [14].

Definition 1 Let q be an univalent function in U with q(0) = 1 and such that D =
q(U ) is a convex domain from right half-plane. We define a subclassM p

π (τ, μ, q) of
π-convex functions f in A for 0 ∈ π ∈ 1 and τ > −1, satisfying the subordination
condition

J (π, τ, μ, f ; z) =
[

(1 − π)

p

z(J τ,μ
p f (z))↓

J
τ,μ
p f (z)

+ π

p

(

1 + z(J τ,μ
p f (z))↓↓

(J
τ,μ
p f (z))↓

)]

≺ q(z) (9)

Subclasses of M p
π (τ, μ, q) were studied by several authors. To mention a few

are:

M 1
0 (0, 0, q) = S→(q)

M 1
π (0, 0, q) = Mπ(q)

M 1
0 (0, 0, qξ ) = S→(ξ ) where qξ (z) = 1 + (1 − 2ξ )z

1 − z
, 0 ∈ ξ < 1

M 1
π (0, 0, q) = Mπ for q(z) = 1 + z

1 − z

M 1
π (m, m, q) = Mπ(m, 0, q), m ≤ N→

The class S→(ξ ) is the well-known class of starlike functions of order ξ . The
class S→(q) was introduced by Ma and Minda [7], the class Mπ(q) was studied by
Ravichandran and Darus [12], Mπ is the class of π-convex functions introduced
by Mocanu [9], and Mπ(m, 0, q) makes the object of the papers of Raducanu and
Nechita [11]. For π = 0, we shall denote the following subclass of functions f ≤ A
as S→

p(τ, μ, q).

S→
p(τ, μ, q) = M

p
0 (τ, μ, q)

=
{

f ≤ A : J (0, τ, μ, f ; z) = z

p

(J τ,μ
p f (z))↓

J τ,μ
p f (z)

≺ q(z), z ≤ U

}

(10)
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2 Preliminaries

In our present investigation, we shall need the following results concerning Briot–
Bouquet differential subordinations.

Theorem 1 [4] Let β, ξ ≤ C, β �= 0 and consider the convex function h, such that
Re[βh(z) + ξ ] > 0, z ≤ U. If p ≤ H [h(0), n], then

p(z) + zp↓(z)
βp(z) + ξ

≺ h(z) ⇒ p(z) ≺ h(z)

Theorem 2 [8] Let q be an univalent function in U and consider γ and δ to be
analytic functions in a domain q(U ). We denote by Q(z) = zq ↓(z).δ[q(z)], h(z) =
γ [q(z)] + Q(z) and assume that

1. h is convex, or
2. Q is starlike.

Further suppose that
3.

Re
zh↓(z)
Q(z)

= Re

[
γ ↓[q(z)]
δ[q(z)] + zQ↓(z)

Q(z)

]
> 0

If p is an analytic function in U, with p(0) = q(0), p(U ) ∪ D and such that

γ [p(z)] + zp↓(z)δ[p(z)] ≺ γ [q(z)] + zq ↓(z)δ[q(z)] = h(z)

then p(z) ≺ q(z) and q is the best dominant.

3 Main Results

Theorem 3 Let π ≤ [0, 1], τ ∞ 0, μ > −1. Then f ≤ M
p
π (τ, μ, q) if and only if

the function g defined by

g(z) = J τ,μ
p f (z)

[
z(J τ,μ

p f (z))↓

J τ,μ
p f (z)

]π

, z ≤ U (11)

belongs to S→
p(τ, μ, q). the branch of the power function is chosen such that

[
z(J τ,μ

p f (z))↓

J τ,μ
p f (z)

]π∣∣
∣
∣
∣
z=0

= 1.

Proof Calculating the logarithmic derivative of g, we obtain
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zg↓(z)
p g(z)

= z(J τ,μ
p f (z))↓

p J τ,μ
p f (z)

+ π

p

[

1 + z(J τ,μ
p f (z))↓↓

(J τ,μ
p f (z))↓

− z(J τ,μ
p f (z))↓

J τ,μ
p f (z)

]

= J (π, τ, μ, f ; z) ≺ q(z)

The equivalence from the hypothesis follows immediately.

Theorem 4 If the function f belongs to the class M
p
π (τ, μ, q), for a given π ≤

[0, 1], τ ∞ 0, μ > −1, then f ≤ S→
p(τ, μ, q).

Proof Let us denote

p(z) =
z
⎭
J τ,μ

p f (z)
)↓

p
⎭
J τ,μ

p f (z)
)

The logarithmic derivative of p(z) is

zp↓(z)
p(z)

= 1 +
z
⎭
J τ,μ

p f (z)
)↓↓

⎭
J τ,μ

p f (z)
)↓ −

z
⎭
J τ,μ

p f (z)
)↓

⎭
J τ,μ

p f (z)
)

Since f ≤ M
p
π (τ, μ, q),

p(z) + π

p

zp↓(z)
p(z)

= J (π, τ, μ, f ; z) ≺ q(z)

It has been assumed that the function q is convex and that the image q(U ) is in
the right half-plane. We have π ≤ [0, 1], therefore,

Re

[
q(z)

π

]
> 0 z ≤ U

By applying Theorem 1 for β = p
π

and ξ = 0, we conclude that p(z) ≺ q(z) and
hence f ≤ S→

p(τ, μ, q).

Theorem 5 Let q be convex function in U with q(0)=1 and Re q(z) > 0. Also
consider Q(z) = π

zq ↓(z)
p q(z) and h(z) = q(z)+ Q(z), z ≤ U. If Q is a convex function in

U and f ≤ M
p
π (τ, μ, h) for an π ≤ [0, 1], τ ∞ 0, μ > −1, then f ≤ S→

p(τ, μ, q).

Proof Define the functions γ(w) = w and δ(w) = π
p w and notice that the hypothesis

of the Theorem 2 are satisfied. It follows that

p(z) =
z
⎭
J τ,μ

p f (z)
)↓

p
⎭
J τ,μ

p f (z)
) ≺ q(z)
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and q is the best dominant. Therefore, f ≤ S→
p(τ, μ, q).

The generalized Komatu integral operator K σ
c,p : A ∩ A, c + p > 0, σ ∞ 0

introduced by Komatu [6] is defined as

K σ
c,p f (z) = (c + p)σ

ρσ zc

∫ z

0
tc−1 log

⎭ z

t

)σ−1
f (t)dt (12)

= z p +
≥∑

k=p+1

⎧
c + p

c + p + k

⎨σ

ak zk

Theorem 6 If K σ
c,p f ≤ M

p
π (τ, μ, q), then K σ+1

c,p f ≤ S→
p(τ, μ, q), τ ∞ 0, μ >

−1.

Proof Komatu integral operator satisfies the recurrence relation

(c + p)K σ
c,p f (z) = z

⎭
K σ+1

c,p f (z)
)↓ + cK σ+1

c,p f (z) (13)

Applying generalized Ruscheweyh derivative operator, defined by (5), on both
sides of (13), we obtain

(c + p)J τ,μ
p (K σ

c,p f (z)) = J τ,μ
p

⎭
z K σ+1

c,p f (z)
)↓ + cJ τ,μ

p (K σ+1
c,p f (z)) (14)

Observe that J τ,μ
p

⎭
z K σ+1

c,p f (z)
)↓ = z

⎭
J τ,μ

p (K σ+1
c,p f (z))

)↓
. Therefore, for

f ≤ A, Eq. (14) result becomes

(c + p)J τ,μ
p (K σ

c,p f (z)) = z
⎭
J τ,μ

p (K σ+1
c,p f (z))

)↓ + cJ τ,μ
p (K σ+1

c,p f (z)) (15)

Differentiating (15) w.r.t. z and multiplying by z, we obtain

(c + p)z
[
J τ,μ

p (K σ
c,p f (z))

]↓
(16)

= (c + 1)z
[
J τ,μ

p (K σ+1
c,p f (z))

]↓ + z2
[
J τ,μ

p (K σ+1
c,p f (z))

]↓↓

Divide (16) by (15) to obtain

z

⎭
J τ,μ

p (K σ
c,p f (z))

)↓

J τ,μ
p (K σ

c,p f (z))
= z

⎭
J τ,μ

p (K σ+1
c,p f (z))

)↓

J τ,μ
p (K σ+1

c,p f (z))

⎡

⎢
⎢
⎢
⎢
⎣

c + 1 + z

⎭
J τ,μ

p (K σ+1
c,p f (z))

)↓↓

⎭
J τ,μ

p (K σ+1
c,p f (z))

)↓

c + z

⎭
J τ,μ

p (K σ+1
c,p f (z))

)↓
⎭
J τ,μ

p (K σ+1
c,p f (z))

)

⎤

⎥
⎥
⎥
⎥
⎦

(17)
Using the notations
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P(z) =
z
⎭
J τ,μ

p (K σ+1
c,p f (z))

)↓

p
⎭
J τ,μ

p (K σ+1
c,p f (z))

) and p(z) =
z
⎭
J τ,μ

p (K σ
c,p f (z))

)↓

p
⎭
J τ,μ

p (K σ
c,p f (z))

)

in (15), we get

p(z) = P(z)
c + p P(z) + z P ↓(z)

P(z)

c + p P(z)
= P(z) + z P ↓(z)

c + p P(z)

Let K σ
c,p f ≤ M

p
π (τ, μ, q), then by Theorem 4, K σ

c,p f ≤ S→
p(τ, μ, q) and hence

the subordination

p(z) ≺ q(z) ⇒ P(z) + z P ↓(z)
c + p P(z)

≺ q(z)

holds. As q is a convex function and Re[c + p P(z)] > 0, from Theorem 1, with
β = p and ξ = c, we conclude that P(z) ≺ q(z). Thus,

P(z) =
z
⎭
J τ,μ

p (K σ+1
c,p f (z))

)↓

p
⎭
J τ,μ

p (K σ+1
c,p f (z))

) ≺ q(z),

that is, K σ+1
c,p f ≤ S→

p(τ, μ, q).

Put σ = 0 in the above theorem and denote K 1
c,p ≡ Lc,p, which is generalized

Libera integral operator, to obtain the important result contained in the following
theorem:

Theorem 7 If f ≤ M
p
π (τ, μ, q), then Lc,p f ≤ S→

p(τ, μ, q).

4 A Representation Theorem

Theorem 8 A function f ≤ M
p
π (τ, μ, q) for an π ≤ [0, 1], τ ∞ 0, μ > −1 if and

only if

J τ,μ
p f (z)

z p



⎜


z
⎭
J τ,μ

p f (z)
)↓

⎭
J τ,μ

p f (z)
)



⎟


π

= exp

⎧
p
∫ z

0

q(w(z)) − 1

z
dz

⎨
(18)

where w(z) is analytic in U satisfying w(0) = 0 and |w(z)| ∈ 1.
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Proof Since f ≤ M
p
π (τ, μ, q), (9) holds, and therefore, there exists a Schwarz

function w(z) such that w(0) = 0 and |w(z)| ∈ 1 and

[
(1 − π)

p

z(J τ,μ
p f (z))↓

J τ,μ
p f (z)

+ π

p

(

1 + z(J τ,μ
p f (z))↓↓

(J τ,μ
p f (z))↓

)]

= q(w(z))

Rewriting the above equation in the form

[
(1 − π)

p

(
(J τ,μ

p f (z))↓

J τ,μ
p f (z)

)

+ π

p

(
1

z
+ (J τ,μ

p f (z))↓

(J τ,μ
p f (z))↓

)

− 1

z

]

= q(w(z)) − 1

z

On integrating from 0 to z, we obtain the desired expression upon exponentiation.
The converse follows directly by differentiation.

Putting μ = τ in Theorem 8, we obtain the following corollary.

Theorem 9 A function f ≤ M
p
π (τ, q) for an π ≤ [0, 1], τ ∞ 0 if and only if

Dτ
p f (z)

z p



⎜


z
⎭

Dτ
p f (z)

)↓

⎭
Dτ

p f (z)
)



⎟


π

= exp

⎧
p
∫ z

0

q(w(z)) − 1

z
dz

⎨
(19)

where w(z) is analytic in U satisfying w(0)=0 and |w(z)| ∈ 1.

Further, on taking p = 1 in the Theorem 9, we can find the corresponding result
for univalent functions.
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A New Expected Value Model for the Fuzzy
Shortest Path Problem

Sk. Md. Abu Nayeem

Abstract Here, we consider a network, whose arc lengths are intervals or trian-
gular fuzzy numbers. A new comparison technique based on the expected value of
intervals and triangular fuzzy numbers is introduced. These expected values depend
on a parameter which reflects the optimism/pessimism level of the decision-maker.
Moreover, they can be used for negative intervals or triangular fuzzy numbers.

1 Introduction

Shortest path problem on a network with fuzzy parameters is one of the most studied
problems in fuzzy set theory. A wide range of variations in the study of the fuzzy
shortest path problem (FSPP) is found in the literature [1–3]. In a recent development,
Nayeem and Pal [4] proposed an algorithm to find a fuzzy optimal path to which
the decision-maker always satisfies with different grades of satisfaction. Hernandes
et al. [5] proposes an iterative algorithm that assumes a generic ranking index for
comparing the fuzzy numbers involved in the problem. But, neither of the above
works addressed the problem when the arc lengths are imprecise numbers of mixed
type. Tajdin et al. [6] gave an algorithm to find a fuzzy shortest path in a network
with mixed fuzzy arc lengths using α-cuts. But, this α-cuts are not applicable for
intervals, which can be considered as equipossible fuzzy numbers.

Recently, Liu [7, 8] developed a credibility theory including credibility measure,
pessimistic value, and expected value as fuzzy ranking methods. Yang and Iwamura
[9] introduced the mλ measure as the linear combination of possibility measure
and necessity measure and employed that measure to construct the fuzzy chance-
constrained programming models. In this chapter, we have introduced the λ-expected

S. M. A. Nayeem (B)
Department of Mathematics, Aliah University, DN-41, Sector-V, Salt Lake
City, Kolkata 700091, India
e-mail: nayeem.math@aliah.ac.in

B. V. Babu et al. (eds.), Proceedings of the Second International Conference on Soft Computing 209
for Problem Solving (SocProS 2012), December 28–30, 2012, Advances in Intelligent Systems
and Computing 236, DOI: 10.1007/978-81-322-1602-5_23, © Springer India 2014



210 S. M. A. Nayeem

value of a fuzzy variable. Using this λ-expected values, Dijkstra’s [10] algorithm for
classical graphs can be applied to solve the FSPP.

2 Preliminaries and mλ Measures

In this section, we give the arithmetic and ranking methods of intervals and triangular
fuzzy numbers. Also we give a brief introduction to the mλ measure and define the
λ-expected value of fuzzy variables.

An interval number is defined as A = [a, b] = {x : a ≥ x ≥ b}, where
a and b are real numbers called the left end point and the right end point of the
interval A. or, alternatively, A = ≤m(A), w(A)↓, where m(A) = midpoint of

A = a + b

2
, and w(A) = half width of A = a − b

2
. or, an interval A = [a, b]

is an equipossible fuzzy variable, whose membership function is given by μ1(x) ={
1, if a ≥ x ≥ b
0, otherwise.
A crisp real number k may be considered as a degenerate interval [k, k] = ≤k, 0↓.
The sum of two interval numbers A = [a1, b1] and B = [a2, b2] is given by

A∈ B = [a1 +a2, a2 +b2]. Alternatively, in mean-width notations, if A = ≤m1, w1↓
and B = ≤m2, w2↓, then A ∈ B = ≤m1 + m2, w1 + w2↓.

In the following, we give the definition of acceptability index in connection with
the ranking two intervals, due to Sengupta and Pal [11].

Definition 1 The acceptability index (A -index) of the proposition ‘ A = ≤m1, w1↓
is preferred to B = ≤m2, w2↓’ is given by A (A → B) = m2 − m1

w1 + w2
.

Using this A -index, we may define the following ranking orders.

Definition 2 If A (A → B) ∗ 1, then A is said to be totally dominating over B in
case of minimization, and the case is converse in case of maximization, and this is
denoted by A → B.

Definition 3 If 0 < A (A → B) < 1, then A is said to be ‘partially dominating’
over B in the sense of minimization and B is said to be ‘partially dominating’ over
A in the sense of maximization. This is denoted by A →P B.

A triangular fuzzy number is given by a triplet ⎧A = (a, b, c) with the membership

function μ2(x) =

⎨
⎩⎩⎩

⎩⎩⎩

x − a

b − a
, if a ≥ x ≥ b

x − c

b − c
, if b ≥ x ≥ c

0, otherwise.
i.e., b is the point whose membership value is 1, and b − a and c − b are the

left-hand and right-hand spreads, respectively.
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In fuzzy optimization theory, the most important fuzzy ranking methods are based
on the possibility and necessity measures. The possibility theory was proposed by
Zadeh [12] and developed by many researchers such as Dubois and Prade [13].
Let ξ be a fuzzy variable with membership function μξ(x) and B be an arbitrary
subset of R, then the possibility measure of fuzzy event {ξ ∈ B} is defined as
Pos {ξ ∈ B} = supx∈B μξ(x). The necessity of this fuzzy event is defined as Nec
{ξ ∈ B} = 1− Pos{ξ ∈ Bc} = 1 − supx∈Bc μξ(x).

Liu [7] introduced the credibility measure of a fuzzy event as an average of the
possibility and necessity measure as below.

Definition 4 The credibility measure for the chance of a fuzzy event is defined as

Cr{ξ ∈ B} = 1

2
(Pos{ξ ∈ B} + Nec{ξ ∈ B}).

Liu and Liu [8] show that the expected value of a fuzzy variable can be defined
in terms of the credibility measure as follows.

Definition 5 Let ξ be a fuzzy variable. The expected value of ξ is defined as E[ξ] =⎛ ≺

0
Cr{ξ ∗ r}dr −

⎛ 0

−≺
Cr{ξ ≥ r}dr, provided that at least one of the two integrals

is finite.

But, in reality, most decision-makers are neither absolutely optimistic/ optimistic,
nor absolutely neutral. To balance between the optimism and pessimism, a convex
combination of the possibility measure, and the necessity measure is introduced
by Yang and Iwamura [9]. It gives scope to the decision-maker to set the degree
of optimism/ pessimism. Thus, mλ measure is a generalization of the credibility
measure.

Definition 6 Formally, the mλ measure for the chance of a fuzzy event is defined as
mλ{ξ ∈ B} = λPos{ξ ∈ B} + (1 − λ)Nec{ξ ∈ B}, where the parameter λ ∈ [0, 1]
is predetermined by the decision-maker according to the degree of optimism or
pessimism.

Clearly, when λ = 0.5, the mλ measure reduces to the credibility measure. Based
on the mλ measure, the λ-expected value of a fuzzy variable is defined as follows
[14]:

Definition 7 Let ξ be a fuzzy variable. The λ-expected value of ξ is defined as,

Eλ[ξ] =
⎛ ≺

0
mλ{ξ ∗ r}dr −

⎛ 0

−≺
mλ{ξ ≥ r}dr, provided that at least one of

the two integrals is finite, and the parameter λ ∈ [0, 1] is predetermined by the
decision-maker according to the degree of optimism or pessimism.

Example 1 Let ξ be the equipossible fuzzy variable (a, b), i.e., the interval [a, b],

then the λ-expected value of ξ is given by Eλ[ξ] =
⎨




λb + (1 − λ)a, if a ∗ 0
λ(a + b), if a < 0 < b
λa + (1 − λ)b, if b ≥ 0.
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Example 2 Let η be the triangular fuzzy variable (a, b, c), then the λ-expected value

of η is given by Eλ[η] =

⎨
⎩⎩⎩⎩⎩

⎩⎩⎩⎩⎩

a+b
2 + λ

2 (c − a), if a ∗ 0

b2+λ(bc−ab−ac−a2)
2(b−a) , if a < 0 ≥ b < c

b2+λ(ab−bc−ac−c2)
2(b−c) , if a < b ≥ 0 < c

b+c
2 − λ

2 (c − a), if c ≥ 0.

Liou and Wang [15] considered an ordinance method of fuzzy numbers with
integral values. This definition involves the areas relating to the left-hand spread and
right-hand spread, and the index is the convex combination of those two.

Remark 1 If ξ is a positive triangular fuzzy number, then the Liou and Wang index
of ξ coincides with Eλ[ξ].

It can be shown that the λ-expected value operator is linear as like the ordinary
expected value operator.

Lemma 1 Let ξ and η be two independent fuzzy variables, then for any real numbers
a and b, we have Eλ[aξ + bη] = aEλ[ξ] + bEλ[η].

Using the λ-expected value operator, we can define the following functions to
find the fuzzy minimum of two independent fuzzy variables.

Definition 8 Let ξ and η be two independent fuzzy variables, then we say that the
fuzzy minimum between ξ and η is ξ if Eλ[ξ] ≥ Eλ[η] and denote this by ‘ξ ∩ η’.

Theorem 1 Let A and B be two positive intervals, then A ∩ B if A → B.

Proof Let A = [a1, b1] and B = [a2, b2], then A → B gives
a2+b2

2 − a1+b1
2

b1−a1
2 + b2−a2

2

∗ 1, i.e.,

a2 ∗ b1.

Now, Eλ[A] = a1 + (b1 − a1)λ ≥ a1 + (b1 − a1) (since, λ ≥ 1)= b1 ≥ a2 ≥
a2 + λ(b2 − a2) (since λ ∗ 0)= Eλ[B].

Hence the theorem follows. �

Theorem 2 Let A = [a1, b1] and B = [a2, b2] be two positive intervals, then
a1 < a2 and w(A) ≥ w(B) imply A →P B and A ∩ B .

Proof w(A) ≥ w(B) gives b1 − a1 < b2 − a2. So, a1 < a2 and w(A) ≥ w(B)
together give b1 < b2. Thus, m(A) < m(B), and hence, A →P B.

Again, Eλ[A] = a1 +λ(b1 −a1) < a2 +λ(b1 −a1) ≥ a2 +λ(b2 −a2) = Eλ[B],
and hence, A ∩ B. �
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3 Expected Value Model of FSPP

Let us consider a directed network G = (V, E), where V is the set of vertices and
E is the set of arcs. Each arc is denoted by an ordered pair (i, j), where i, j ∈ V .

We consider that there is only one directed arc (i, j) from i to j . Let the node 1
be the source node and let us assume t as the destination node. We define a path
pi j as a sequence pi j = {i, (i, i1), i1, ..., ik, (ik, j), j} of alternating nodes and arcs.
The existence of at least one path psi in G = (V, E) is assumed for every node
i ∈ V − {s}. Let ξi j be an imprecise number (either an interval or a triangular
fuzzy number) associated with the arc (i, j), corresponding to the length necessary
to traverse (i, j) from i to j , then the FSPP is formulated as the following linear
programming problem:

min f (x) =
⎝

(i, j)∈E

Eλ[ξi j ]xi j

subject to
⎝

j

xi j −
⎝

j

x ji =
⎨




1, if i = 1
0, if i ∈ {1, 2, . . . , |V |} \ {1, t}
−1 if i = t,

xi j = 0 or 1, for (i, j) ∈ E .

To solve this expected value model of FSPP, we replace each ξi j , (i, j) ∈ E with
the corresponding λ-expected value Eλ[ξi j ] and then we apply the classical shortest
path algorithms, like that of Dijkstra [10]. We illustrate this with the help of the
following examples.

Example 3 We consider a small-sized network as shown in Fig. 1 having mixed arc
lengths with four nodes and five arcs, of which two arcs are of triangular fuzzy length
and the other three are of interval length. λ-expected values of the arc lengths for
different λ are listed in Table 1. Different fuzzy shortest paths obtained for different
λ are shown in Table 2.

2

1 4

3

(2
,3

,8
)

(5,6,8)

[7,8]

[3,5]

[5,6]

Fig. 1 A small-sized network
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Table 1 Arc lengths and expected values

Arc Length λ-expected value
λ = 0.25 λ = 0.50 λ = 0.75

(1, 2) (2, 3, 8) 3.25 4.00 4.75
(1, 3) (5, 6, 8) 5.88 6.25 6.63
(2, 3) [3, 5] 3.50 4.00 4.50
(2, 4) [7, 8] 7.25 7.50 7.75
(3, 4) [5, 6] 5.25 5.50 5.75

Table 2 Different fuzzy shortest paths of the network in Fig 1

λ Path Expected length

0.25 1 ⇒ 2 ⇒ 4 10.50
0.50 1 ⇒ 2 ⇒ 4 11.50
0.75 1 ⇒ 3 ⇒ 4 12.38

1

2 5

6

3 4

(1,2,7)

(2,3,4)

(3,5,8)

(1,2,6)

(2,5,6)

(1,3,4)

(1
,4

,5
)

(1,2,5)

(4,5,8)

Fig. 2 Another network

Remark 2 It is evident that, as λ increases, the expected length of the FSPP is also
increased. So, in a maximization problem, λ would be considered as an index of
optimism, whereas in case of minimization, it would be considered as an index of
pessimism.

Example 4 For the sake of a comparative study, we consider the network shown in
Fig. 2 with same arc lengths as considered by Tajdin et al. [6]. Using our method,
we get the FSPP 1 ⇒ 2 ⇒ 4 ⇒ 6 for λ < 0.5, and the FSPP 1 ⇒ 3 ⇒ 4 ⇒ 6 for
λ > 0.5. For λ = 0.5, there is tie between those two FSPP with the expected length
8.25. The FSPP 1 ⇒ 3 ⇒ 4 ⇒ 6 has the λ-expected value 5.93 (the distance value
obtained by Tajdin et al.) for λ = 0.19, which clearly reflects a highly optimistic
view of the decision-maker.

4 Conclusion

In this chapter, we have considered the fuzzy shortest path problem on a network
with mixed arc lengths. Replacing each imprecise arc length by the corresponding
λ-expected value, we may apply the Dijkstra’s algorithm to solve the problem. If
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some of the arc lengths are crisp real numbers, then also the method works. It is
also worth mentioning that instead of Dijkstra’s algorithm, if we use Ford-Moore-
Bellman’s algorithm [16], then the presence of a negative circuit can be detected,
since the λ-expected value of negative intervals or negative triangular fuzzy numbers
can also be computed.
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Existence and Uniqueness of Fixed Point in
Fuzzy Metric Spaces and its Applications

Vishal Gupta and Naveen Mani

Abstract The main aim of this paper is to prove some fixed point theorems in
fuzzy metric spaces through rational inequality. Our results extend and generalize
the results of many other authors existing in the literature. Some applications are also
given in support of our results.

Keywords Fuzzy metric space · Rational expression · Integral type · Control
function

1 Introduction

The foundation of fuzzy mathematics is laid by Zadeh [1] with the introduction of
fuzzy sets in 1965. This foundation represents a vagueness in everyday life. Sub-
sequently, several authors have applied various form general topology of fuzzy sets
and developed the concept of fuzzy space. In 1975, Kramosil and Michalek [2]
introduced concept of fuzzy metric spaces. In 1988, Mariusz Grabiec [3] extended
fixed point theorem of Banach and Eldestien to fuzzy metric spaces in the sense
of Kramosil and Michalek. In 1994, George et al. [4] modified the notion of fuzzy
metric spaces with the help of continuous t-norms. A number of fixed point theorems
have been obtained by various authors in fuzzy metric space by using the concept
of compatible map, implicit relation, weakly compatible map, R weakly compat-
ible map. (See Section-: [5–13]). Also Saini and Gupta [10, 11] proved some
fixed points theorems, on expansion type maps and common coincidence points of

V. Gupta (B) · N. Mani
Department of Mathematics, Maharishi Markandeshwar University, Mullana
Ambala, Haryana 133001, India
e-mail: vishal.gmn@gmail.com
N. Mani
e-mail: naveenmani81@gmail.com

B. V. Babu et al. (eds.), Proceedings of the Second International Conference on Soft Computing 217
for Problem Solving (SocProS 2012), December 28–30, 2012, Advances in Intelligent Systems
and Computing 236, DOI: 10.1007/978-81-322-1602-5_24, © Springer India 2014



218 V. Gupta and N. Mani

R weakly commuting fuzzy maps, in fuzzy metric space. The present paper extends
and generalizes the results of Grabeic [3] and also many other authors existing in the
literature.

2 Preliminaries

In this section, we define some important definition and results which are used in
sequel.

Definition 1 [1] Let X be any set. A fuzzy set A in X is a function with domain X
and values in [0, 1].

Definition 2 [14] A binary operation ∗ : [0, 1] × [0, 1] → [0, 1] is a continuous
t-norms if ([0, 1] , ∗) is an abelian topological monoid with the unit 1 such that
a ∗ b ≤ c ∗ d whenever a ≤ c and b ≤ d for all a, b, c, d ∈ [0, 1].

Definition 3 [2] A triplet (X, M, ∗) is a fuzzy metric space if X is an arbitrary set,
∗ is continuous t-norm and M is a fuzzy set on X2 × (0,∞) satisfying the following
conditions, for all x, y, z ∈ X, such that t, s ∈ (0,∞)

1. M (x, y, t) > 0.
2. M (x, y, t) = 1 iff x = y.
3. M (x, y, t) = M (y, x, t).
4. M (x, y, t) ∗ M (y, z, s) ≤ M (x, z, t + s).
5. M (x, y, .) : [0,∞) → [0, 1] is continuous.

Then, M is called a fuzzy metric on X , and M(x, y, t) denotes the degree of nearness
between x and y with respect to t.

Definition 4 [3] Let (X, M, ∗) is a fuzzy metric space then a sequence {xn} ∈ X is
said to be convergent to a point x ∈ X if limn→∞ M (xn, x, t) = 1 for all t > 0.

Definition 5 [3] Let (X, M, ∗) is a fuzzy metric space then a sequence {xn} ∈ X is
called a Cauchy sequence if limn→∞ M

(
xn+p, xn, t

) = 1 for all t > 0 and p > 0.

Definition 6 [3] Let (X, M, ∗) is a fuzzy metric space then an fuzzy metric space in
which every Cauchy sequence is convergent is called complete. It is called compact,
if every sequence contains a convergent subsequence.

Lemma 1 [3] For all, x, y ∈ X , M (x, y, .) is non-decreasing.

Lemma 2 [9] If there exist k ∈ (0, 1) such that M (x, y, kt) ≥ M (x, y, t) for all
x, y,∈ X and t ∈ (0,∞), then x = y

Now, we prove our main result.



Existence and Uniqueness of Fixed Point 219

3 Main Results

Theorem 1 Let (X, M, ∗) be a complete fuzzy metric space and f : X → X be a
mapping satisfying

M (x, y, t) = 1 (1)

and
M ( f x, f y, kt) ≥ α (x, y, t) (2)

where

α (x, y, t) = min

{
M (x, f x, t) M (y, f y, t)

M (x, y, t)
, M (x, y, t)

}
(3)

for all x, y,∈ X and k ∈ (0, 1). Then f has a unique fixed point.

Proof Let us consider x ∈ X be any arbitrary point in X . Now construct a sequence
{xn} ∈ X such that f xn = xn+1 for all n ∈ N

Claim: {xn} is a Cauchy sequence.
Let us take x = xn−1 and y = xn in (2), we get

M (xn, xn+1, kt) = M ( f xn−1, f xn, kt) ≥ α (xn−1, xn, t) (4)

Now

α (xn−1, xn, t) = min

{
M (xn−1, xn, t) M (xn, xn+1, t)

M (xn−1, xn, t)
, M (xn−1, xn, t)

}

= min {M (xn, xn+1, t) , M (xn−1, xn, t)}

Now if M (xn, xn+1, t) ≤ M (xn−1, xn, t), then from Eq. (4)

M (xn, xn+1, kt) ≥ M (xn, xn+1, t)

Thus, our claim is immediately follows. Now suppose M (xn, xn+1, t) ≥ M(xn−1,

xn, t) then again from Eq. (4),

M (xn, xn+1, kt) ≥ M (xn−1, xn, t)

Now by simple induction, for all n and t > o, we get

M (xn, xn+1, kt) ≥ M

(
x, x1,

t

kn−1

)
(5)

Now for any positive integer q , we have
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M
(
xn, xn+q , t

) ≥ M

(
xn, xn+1,

t

q

)
∗ ....(q).... ∗ M

(
xn+p−1, xn+p,

t

q

)

By using Eq. (5), we get

M
(
xn, xn+q , t

) ≥ M

(
x, x1,

t

qkn

)
∗ ....(q).... ∗ M

(
x, x1,

t

qkn

)

Now taking limn→∞ and using (1), we get

lim
n→∞ M

(
xn, xn+q , t

) = 1 (6)

This implies, {xn} is a Cauchy sequence. Call the limit z.
Claim: z is a fixed point of f .
Consider

M ( f z, z, t) ≥ M ( f z, f xn, t) ∗ M (xn+1, zn, t) ≥ α

(
z, xn,

t

2k

)
∗ M (xn+1, zn, t)

(7)
Now

α

(
z, xn,

t

2k

)
= min

{
M

(
z, f z, t

2k

)
M

(
xn, f xn, t

2k

)

M
(
z, xn, t

2k

) , M

(
z, xn,

t

2k

)}

Taking limn→∞ in above inequality and using (1), we get

α

(
z, z,

t

2k

)
= min

{
M

(
z, f z,

t

2k

)
, 1

}

Now if M
(
z, f z, t

2k

) ≥ 1 then α
(
z, z, t

2k

) = 1. Therefore, from (7) and
using Definition 3, we get z is a fixed point of f . Now if M

(
z, f z, t

2k

) ≤ 1, then
α

(
z, z, t

2k

) = M
(
z, f z, t

2k

)
Hence, from Eq. (7), we get

M ( f z, z, t) ≥ M

(
z, f z,

t

2k

)
∗ M (xn+1, zn, t) (8)

Now taking limn→∞ in (8) and using lemma 2 ,we get f z = z. That is z is a fixed
point of f .

Uniqueness: Now, we show that z is a unique fixed point of f . Suppose not, then
there exist a point β ∈ X such that f v = v. Consider

1 ≥ M (z, v, t) = M ( f z, f v, t) ≥ α

(
z, v,

t

k

)
≥ M

(
f z, f v,

t

k

)
(9)
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Again

M

(
f z, f v,

t

k

)
≥ M

(
f z, f v,

t

k2

)
≥ · · · ≥ M

(
f z, f v,

t

kn

)
(10)

Taking limn→∞ in (10) and use it in (9), we get z = v. Thus, z is unique fixed point
of f . This completes the proof of Theorem 1. �

let us define π = {ε/ε : [0, 1] → [0, 1]} is a continuous function such that
ε(1) = 1,ε(0) = 0,ε(a) > a for each 0 < a < 1.

Theorem 2 Let (X, M, ∗) be a complete fuzzy metric space and f : X → X be a
mapping satisfying

M (x, y, t) = 1 (11)

and
M ( f x, f y, kt) ≥ ε {α (x, y, t)} (12)

where

α (x, y, t) = min

{
M (x, f x, t) M (y, f y, t)

M (x, y, t)
, M (x, y, t)

}
(13)

for all x, y,∈ X , k ∈ (0, 1), ε ∈ π. Then, f has a unique fixed point.

Proof Since ε ∈ π, this implies that ε(a) > a for each 0 < a < 1. Thus, from (12)

M ( f x, f y, kt) ≥ ε {α (x, y, t)} ≥ α (x, y, t)

Now, applying Theorem 1, we obtain the desired result. �

4 Applications

In this section, we give some applications related to our results. Let us define λ :
[0,∞) → [0,∞), as λ (t) = ∫ t

0 ϕ (t) dt ∀ t > 0, be a non-decreasing and
continuous function. Moreover, for each ν > 0, ϕ (ν) > 0. Also implies that ϕ (t) = 0
iff t = 0.

Theorem 3 Let (X, M, ∗) be a complete fuzzy metric space and f : X → X be a
mapping satisfying

M (x, y, t) = 1

∫ M( f x, f y,kt)

0
ϕ (t) dt ≥

∫ α(x,y,t)

0
ϕ (t) dt
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where

α (x, y, t) = min

{
M (x, f x, t) M (y, f y, t)

M (x, y, t)
, M (x, y, t)

}

for all x, y,∈ X,ϕ ∈ λ and k ∈ (0, 1). Then, f has a unique fixed point.

Proof By taking ϕ (t) = 1 and applying Theorem 1, we obtain the result. �

Theorem 4 Let (X, M, ∗) be a complete fuzzy metric space and f : X → X be a
mapping satisfying

M (x, y, t) = 1

∫ M( f x, f y,kt)

0
ϕ (t) dt ≥ ε

{∫ α(x,y,t)

0
ϕ (t) dt

}

where

α (x, y, t) = min

{
M (x, f x, t) M (y, f y, t)

M (x, y, t)
, M (x, y, t)

}

for all x, y,∈ X ϕ ∈ λ, k ∈ (0, 1) and ε ∈ π. Then, f has a unique fixed point.
Then, f has a unique fixed point.

Proof Since ε(a) > a for each 0 < a < 1, therefore, result follows immediately
from Theorem 3. �

Remark 1 Our paper extends and generalizes the result of Grabeic [3] and also many
other authors existing in the literature.
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Variable Selection and Fault Detection
Using a Hybrid Intelligent Water Drop
Algorithm

Manish Kumar, Srikant Jayaraman, Shikha Bhat, Shameek Ghosh
and V. K. Jayaraman

Abstract Process fault detection concerns itself with monitoring process variables
and identifying when a fault has occurred in the process workflow. Sophisticated
learning algorithms may be used to select the relevant process state variables out
of a massive search space and can be used to build more efficient and robust fault
detection models. In this study, we present a recently proposed swarm intelligence-
based hybrid intelligent water drop (IWD) optimization algorithm in combination
with support vector machines and an information gain heuristic for selecting a subset
of relevant fault indicators. In the process, we demonstrate the successful application
and effectiveness of this swarm intelligence-based method to variable selection and
fault identification. Moreover, performance testing on standard machine learning
benchmark datasets also indicates its viability as a strong candidate for complex
classification and prediction tasks.
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1 Introduction

Fault detection and isolation are associated with monitoring a process and
identifying when a fault may occur [1, 2]. Generally, a large set of sensor read-
ings may be collected over a long period of time by a process monitoring module. As
part of this process, a system can inject faults into the process by random variation
of variable measures. A log of all such process data may thus be treated as a train-
ing dataset by a learning algorithm for building fault prediction models. However,
a limitation of this technique is that it generates a vast amount of complex data.
Constructing classification models from such data thus turns out to be very tedious
and the resulting model is normally quite inferior due to inclusion of irrelevant and
redundant variables in the model. To get around this problem, we can select a small
subset of relevant variables from the data. This process is known as variable selec-
tion and it helps in reducing the computational load and in increasing the overall
classification performance.

Variable selection algorithms may typically be categorized as: wrappers and
filters. Wrappers [3–5] use a learning algorithm to estimate the suitability of a sub-
set of variables. In contrast, filters evaluate the capability of a variable considering
their inherent characteristics using techniques based on statistical tests and mutual
information.

In the following study, we present a recently proposed swarm intelligence-
based learning technique known as intelligent water drop (IWD) optimization [6]
in conjunction with an entropy-based heuristic ranking and support vector machines
as a filter–wrapper algorithm for variable subset selection and simultaneous fault
detection.

2 Intelligent Water Drop Algorithm

Natural phenomena are a huge source of inspiration for building swarm intelligence-
based techniques. A particular instance of a natural process is found in the optimal
selection of path by flowing water sources, while converging to a bigger source of
water, say a sea or an ocean. The paths followed by rivers exemplify this nature. At a
finer level, the flowing water is basically built up of a swarm of natural water drops.
The behaviour of a single water drop thus turns to be of significant importance in the
construction and movement of a swarm of water drops. Shah-Hosseini, consequently,
extended this concept to introduce the IWD algorithm for the travelling salesman
problem (TSP) [6].
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The IWD algorithm involves employing a swarm of IWDs characterized by two
important properties. These are (1) the IWD’s soil content denoted as soil(IWD)
and (2) the velocity of an IWD denoted by vel(IWD). The soil(IWD) and vel(IWD)
dynamically keep changing based on the path taken by an IWD while flowing through
the problem landscape. It is thus pertinent that as an IWD moves, it removes soil
from the traversed path and the path soil is also updated dynamically in the process.
This joint action may thus contribute to lowering of soil content of certain routes
in the problem environment which is associated with the fitness landscape. It has
been consequently posited that the paths with lesser soil content are thus the most
important for the search of a near optimal solution. The emergent behaviour of a
swarm of IWDs therefore governs the construction of an optimal solution for the
concerned problem.

Accordingly, when an IWD moves in discrete time steps from its current location
i to its next location j , the IWD velocity is increased by a πvel component which is
given by

πvelIWD (t) = av

bv + cv × soil2α(i, j)
(1)

Here, av , bv , cv , and α are algorithm specific parameters. Similarly the soil content
of an IWD is also increased by a πsoil given as

πsoil (i, j) = as

bs + cs × time2θ(i, j)
(2)

Here, πsoil indicates the soil content removed by the IWD while moving from
location i to j.t ime2θ(i, j) denotes the amount of time required for the IWD to
move from i to j which is given as

time (i, j) = HUD(i, j)

vel(IWD)
(3)

HUD is characterized as a heuristic function which can be used to measure the
undesirability of an IWD to select a path from i to j .

Once the IWD properties are updated, the soil content of the concerned solution
paths also need to be updated which is possible by following-

soil (i, j) = ρo × soil (i, j) − ρn × πsoil(i, j) (4)

where ρo and ρn are between 0 and 1. According to the original IWD algorithm for
the TSP, ρo = 1 − ρn .

The most important behavioural characteristic of an IWD lies in its probabilistic
selection of a partial solution component where the transition function is given by

P (i, j) = f (soil(i, j))
∑

k is unvisited f (soil(i, k))
(5)
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f (soil(i, j)) = 1

ε + g (soil(i, j))
(6)

g (soil(i, j)) =
{

soil(i, j) if minsoil ≥ 0
soil(i, j) − minsoil if minsoil < 0

(7)

Here, minsoil indicates the least soil available on a path between any location i and j .
As illustrated in Eqs. (5–7), the transition probability of an IWD is thus proportional
to the soil content available in a path between component i and j. Thus, the lower
the soil content of a path, the more the probability of selection of the corresponding
solution component.

A discussion of the IWD algorithm for the simultaneous variable selection and
fault detection problem is provided in the next section.

3 Hybrid IWD-Based Variable Selection and Fault Detection

The IWD algorithm had earlier been used for solving a variety of discrete
combinatorial optimization problems, viz. TSP [6], vehicle routing [7], robot path
planning [8]. For the variable selection problem, a solution may be represented as a
set of variable indices [4, 5]. For example, if the fault detection dataset is composed
of 100 variables/attributes, then a possible solution could be a variable subset com-
prising of {10, 21, 32, 57, 84} with subset size as 5. Any variable index could thus
be a part of the complete solution vector, where the vector size is specified by the
user.

Therefore, we initially position each IWD randomly on different variables, from
where they commence their flow. Each IWD moves to the next variable by employing
the transition probability given by Eq. 5. Once a variable has been visited, a local
soil update between variables i and j are performed by Eq. 4 as mentioned before.
This process, continues till a complete solution vector is constructed by the IWD,
updating the path soil content, the IWD soil and velocity in the process. When a
variable subset of the required size is obtained, a corresponding reduced dataset with
the given variables is generated. The reduced dataset is thus fed as input to a classifier
like SVM [9], which reports back a 10-fold classification cross-validation accuracy
(10-fold CVA).The 10-fold CVA is assigned as the fitness function value for the
corresponding variable subset. Subsequent IWDs also build up their solution vectors
in a similar manner.

At the end of one iteration, the solution vector with the maximum 10-fold CVA is
selected as the iteration-best solution (TIB). Subsequently, a certain amount of soil
on the edges of the iteration-best solution is decreased based on the quality of the
solution. For example, if TIB is given as (5, 11, 18, 21, 76), then the edges to be
updated are 5–11, 11–18, 18–21 and 21–27. This can be done according to Eq. 8.



Variable Selection and Fault Detection 229

soil (i, j) = ρs × soil (i, j) − ρIWD × 1

(NIB − 1)
× soilIWD

IB (8)

where soilIWD
IB represents the soil of the iteration-best IWD. NIB is the number of

variables in the solution vector TIB. ρIWD is the global soil updating parameter, which
may be selected from [0, 1]. ρs is normally set as (1+ ρIWD).

In addition, we also maintain a global best solution which is given by the maximum
of all the iteration-best solutions. The above process is thus repeated till a termination
criterion is reached. At this stage, the global best solution is reported as the most
optimal solution to the variable selection problem.

3.1 Information-Gain-Based Heuristic Function

Owing to a massive search space, it might be advantageous and useful to incorporate
additional intelligent information in the form of a variable ranking. We thus employ
the information gain (IG) filter as heuristic ranking in the computation of time taken
by an IWD (Eq. 3) to move from location i to j as given in (Eq. 9).

time (i, j) = 1

Infogain ( j) + vel(IWD)
(9)

IG records the ‘information content’ of a variable in correlation to the class label
for the problem under consideration. So, a higher IG value (corresponding to a
relevant variable ) aids in minimizing the time taken to traverse from i to j and
consequently initiating increased soil removal from the corresponding path given by
πsoil (i, j) in Eq. (2). IG thus greatly helps in faster convergence by probabilistically
favouring soil updates to higher-ranked variables.

4 Results and Discussion

The IWD algorithm has been used to solve the problem of fault detection in the
benchmark tennessee eastman process (TEP) [2, 10, 11]. There are 51 variables in
the system comprising different pressures, temperatures, etc. monitored over a certain
period of time. The data dimensions, variability and dynamics of the process add to the
complexity of constructing an efficient classification model. Earlier, several methods
have been suggested to solve this problem [2, 10, 11]. We approach this problem
typically as a joint subset selection and classification problem by first obtaining an
optimal variable subset of a much reduced size and then using SVM to build a binary
fault classification model. The faults considered in this case are due to the step in
D feed temperature and reactor cooling water inlet temperature as given in [12]. In
addition to fault detection, we also considered the ionosphere (34 features) and the
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Table 1 Algorithm parameters

Parameters Values

Number of IWDs 25
Number of iterations 30
ρo, ε 0.1, 0.5

Table 2 10-fold cross-validation results

Dataset SVM Infogain-SVM Hybrid IWD

Fault detection 80.89 78.23(15) 92.02(15)
Ionosphere 95.60 95.44(15) 96.86(15)
Wisconsin breast cancer 95.76 94.90(15) 95.95(15)

Wisconsin breast cancer (32 features) datasets for performance benchmarking [13].
The parameters of the hybrid IWD algorithm are as given in Table 1.

We carried out numerous simulations for all cases before arriving at the estimates
provided in Table 2. The subset sizes are reported in brackets.

Based on the results, we can infer that the hybrid IWD filter–wrapper technique
is clearly more powerful in the selection of important fault detection variables. In
contrast, the base SVM without any variable selection and with a filter solely does
not help to get the best performances for classification.

5 Conclusion

The IWD algorithm utilizes both filter and wrapper methods to obtain smaller
informative subset of variables important for fault detection. The information gain
heuristic also provided more possibilities for an effective search space exploration
that seems to have helped in the selection of important variables. The algorithm is
also simple to implement, flexible and robust since we can adapt it to a given problem
and related domain constraints.
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Air Conditioning System with Fuzzy Logic and
Neuro-Fuzzy Algorithm

Rajani Kumari, Sandeep Kumar and Vivek Kumar Sharma

Abstract Fuzzy logic controls and neuro-fuzzy controls are accustomed to increase
the performance of air conditioning system. In this paper, we are trying to provide
the new design air conditioning system by exploitation two logics, namely fuzzy
logic and neuro-fuzzy management. This paper proposes a set of rule and uses 2
inputs specifically temperature and humidness and 4 outputs specifically compressor
speed, fan speed, fin direction and mode of operation. These outputs are rule-based
output. At last, compare simulation results of each system exploitation fuzzy logic
and neuro-fuzzy management and notice the higher output.

Keywords Fuzzy logic controls · Neuro-fuzzy controls · Air conditioning system ·
Membership function

1 Introduction

The air conditioning systems are usually found in homes and publicly capsulated
areas to make snug surroundings. Air conditioners and air conditioning systems are
integral part of nearly each establishment. It includes atmosphere, energy, machinery,
physical science and automatic management technology [1, 2].
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1.1 Conventional System

Conventional style strategies need the event of a mathematical model of the con-
trol system then use of this model to construct the controller that is represented by
the differential equations. The task of dehumidification and temperature decrease
goes hand in hand just in case of typical AC. Once target temperature is reached
AC seizes to perform sort of a dehumidifier. Within the typical methodology, it is
very troublesome to interaction between user preferences, actual temperature and
humidness level and it is too nonlinear [3]. Typical AC system controls humidness
in its own means while not giving the users any scope for ever changing the point for
the targeted humidness. However, this limitation has been overcome by exploitation
fuzzy logic management. It is the power to handle nonlinear systems.

1.2 Problem Definition

The optimum limit of temperature that is marked as temperature is 25 ◦C and sat-
uration point is 11 ◦C. Standard AC system controls set the target purpose by its
own approach. This drawback takes 3 input variables user temperature preference,
actual temperature and space saturation point temperature. Fuzzy logic algorithmic
program is applied on these variables and finds the ultimate result. User temperature
is deducted from actual temperature and then sent it for fuzzification, once this fuzzy
arithmetic and criterion is applied on these variables and also the consequence is
shipped for defuzzification to urge crisp result.

1.3 Fuzzy Logic Control

Fuzzy logic may be a straightforward however very powerful drawback solving
technique with in-depth relevancy. It is presently employed in the fields of business,
systems management, physical science and traffic engineering. A fuzzy logic deals
with uncertainty in engineering by attaching degrees of certainty to the solution
to a logical question. A fuzzy logic system (FLS) will be outlined as the nonlin-
ear mapping of an information set to a scalar output data. Fuzzy logic is employed
for management machine and shopper merchandize. Several applications have suc-
cessfully uses fuzzy logic management, for example environmental management,
domestic merchandize and automotive system [4].

The fuzzy sets are quantitatively outlined by membership functions. These func-
tions are generally very straightforward functions that cover a fixed domain of the
worth of the system input and output. Fuzzy logic management is primarily rule-
based system, and therefore, the performance of it depends on its control rules and
membership functions (Fig. 1).
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Fig. 1 Block diagram of controller

1.4 Neuro-Fuzzy Logic Control

One of the key issues of the fuzzy logic management is that the problem of selection
and style of membership functions for a given downside. Neural networks provide
the likelihood of finding the matter of standardization. Neural fuzzy systems will
generate formal logic rules and membership functions for advanced systems that a
standard fuzzy approach could fail. Hence, combining the adaptive neural networks
and formal logic management forms a system known as neuro-fuzzy system. Neuro-
fuzzy system is based on the neural network that learned from fuzzy if-then rules.
Neural network performance is dependent on the quality and quantity of training
samples presented to the network. Neural nets can solve many problems that are
either unsolved or inefficiently solved by existing techniques, including fuzzy logic
[5, 6].

2 Fuzzy Logic Control Algorithm

Fuzzy logic management primarily based on air conditioning system consists of two
inputs that are actual temperature and room temperature dew point (humidity). When
measuring actual temperature, the user temperature (Ut) is subtracted from actual
temperature for realize the temperature distinction (Td) and sent it for fuzzification.
Fuzzy arithmetic and criterion is applied on the input variables, outcome is defuzzified
to induce output, and these output signals are distributed to manage the compressor
speed. During this case, the range of actual temperature is taken to be 15–50 ◦C
and range of its taken to be 18–30 ◦C; therefore, the temperature distinction arises
between −3 and 32 ◦C. The input has 2 membership functions. The size over that
membership functions for temperature is represented as 0–50 ◦C and membership
functions for humidness is represented as 0–100 %. The output additionally has four
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Fig. 2 Temperature membership functions

Fig. 3 Humidity membership functions

membership functions particularly compressor speed, fin direction, fan speed and
operation mode. The principles base for coming up with is as “IF Temperature is
just too cold AND humidness is dry THEN compressor speed is Off, Fin direction
is Away, Fan speed is Off and Operation mode is AC” and so on [7, 8] (Table 1).

3 Neuro-Fuzzy Algorithm

Neuro-fuzzy management primarily based on air conditioning system additionally
consists of 2 inputs that are actual temperature and space room (humidity). The input,
temperature takes the name “input1” (In1) and range is taken to be 0–40 ◦C for
membership function. Similarly, the input, humidness takes the name “input2” (In2)
and range is taken to be 5–85 % for membership function. The output, compressor
speed amendment the name as “output1” (Out1), fin direction named as “output2”
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Table 1 Fuzzy rules for proposed design

Rules Input Output
Temperature Humidity Compressor speed Fin direction Fan speed Operation mode

1 Too cold Dry Off Away Off AC
2 Too cold Refreshing Off Away Off AC
3 Too cold Comfortable Off Away Off AC
4 Too cold Humid Off Away Very low AC
5 Too cold Sticky Very low Towards Low Dehumidifier
6 Cold Dry Off Away Off AC
7 Cold Refreshing Off Away Off AC
8 Cold Comfortable Very low Away Very low AC
9 Cold Humid Very low Towards Low AC
10 Cold Sticky Low Towards Low Dehumidifier
11 Warm Dry Very low Away Very low AC
12 Warm Refreshing Very low Away Very low AC
13 Warm Comfortable Low Away Low AC
14 Warm Humid Medium Towards Medium Dehumidifier
15 Warm Sticky Medium Towards Medium Dehumidifier
16 Hot Dry Low Away Low AC
17 Hot Refreshing Medium Away Medium AC
18 Hot Comfortable Medium Towards Medium AC
19 Hot Humid Fast Towards Fast Dehumidifier
20 Hot Sticky Fast Towards Fast Dehumidifier
21 Too hot Dry Medium Away Medium AC
22 Too hot Refreshing Medium Towards Medium AC
23 Too hot Comfortable Fast Towards Fast Dehumidifier
24 Too hot Humid Fast Towards Fast Dehumidifier
25 Too hot Sticky Fast Towards Fast Dehumidifier

(Out2), fan speed named as “output3” (Out3) and operation named as “output4”
(Out4). The principles are applied consequently in Table 2.

4 Experimental Results

Result of this experiment is predicated on fuzzy rules and neuro-fuzzy rules. Figures 2
and 3 show input values for fuzzy logic management, and Figs. 4 and 5 show input
values for neuro-fuzzy management. Supported these inputs acquire results when
simulation of fuzzy logic management is based on air conditioning system that are
shown in the following figures. Figure 6 shows the compressor speed memberships
of air conditioning system. Compressor speed may be either off or may be varied
between 10 and 100 % (Fig. 7).
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Fig. 4 Input1 membership functions

Fig. 5 Input2 membership functions

Figure 8 shows the operation mode memberships of air conditioning system. Mode
of operation decides whether AC works like a dehumidifier only or normal. Figure 9
shows the fin direction memberships of air conditioning system. Fin direction directs
air from the AC towards or away from occupants.

Figure 10 shows compressor speed with respect to temperature by using fuzzy
rules. Figure 11 shows compressor speed with respect to humidity by using fuzzy
rules. Figure 12 shows the output1 with respect to input1 by using neuro-fuzzy rules.
Figure 13 shows the output1 with respect to input2 by using neuro-fuzzy rules.
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Table 2 Neuro-fuzzy rules for proposed design

Rules Input Output
Temperature (Input1) Humidity Compressor speed Fin direction Fan speed Operation mode

1 In1Tc In2D Out1Of Out2A Out3Of Out4AC
2 In1Tc In2R Out1Of Out2A Out3Of Out4AC
3 In1Tc In2C Out1Of Out2A Out3Of Out4AC
4 In1Tc In2H Out1Of Out2A Out3Vl Out4AC
5 In1Tc In2S Out1Vl Out2To Out3L Out4D
6 In1C In2D Out1Of Out2A Out3Of Out4AC
7 In1C In2R Out1Of Out2A Out3Of Out4AC
8 In1C In2C Out1Vl Out2A Out3Vl Out4AC
9 In1C In2H Out1Vl Out2To Out3L Out4AC
10 In1C In2S Out1L Out2To Out3L Out4D
11 In1W In2D Out1Vl Out2A Out3Vl Out4AC
12 In1W In2R Out1Vl Out2A Out3Vl Out4AC
13 In1W In2C Out1L Out2A Out3L Out4AC
14 In1W In2H Out1M Out2To Out3Of Out4D
15 In1W In2S Out1M Out2To Out3M Out4D
16 In1H In2D Out1L Out2A Out3L Out4AC
17 In1H In2R Out1M Out2A Out3M Out4AC
18 In1H In2C Out1M Out2To Out3M Out4AC
19 In1H In2H Out1F Out2To Out3F Out4D
20 In1H In2S Out1F Out2To Out3F Out4D
21 In1Th In2D Out1M Out2A Out3M Out4AC
22 In1Th In2R Out1M Out2To Out3M Out4AC
23 In1Th In2C Out1F Out2To Out3F Out4D
24 In1Th In2H Out1F Out2To Out3F Out4D
25 In1Th In2S Out1F Out2To Out3F Out4D

Fig. 6 Compressor speed membership functions
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Fig. 7 Fan speed membership functions

Fig. 8 Operation mode membership functions

Fig. 9 Fin direction membership function
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Fig. 10 Compressor speed with temperature

Fig. 11 Compressor speed with humidity

Fig. 12 Output with Input1
(temp)

Fig. 13 Output with Input2
(humidity)
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5 Conclusion

Neuro-fuzzy algorithm is better than fuzzy logic algorithm in air conditioning system.
Neuro logic algorithm gives a better control than fuzzy logic. In neuro logic algorithm,
performance of compressor speed is much better than fuzzy logic algorithm. In fuzzy
logic control design, the compressor speed remains constant for temperature range
from 35 ◦C onwards, but in neuro-fuzzy control design, it increases consistently with
respect to temperature. By this, it provides proper output and save energy. It controls
the room environment and weather.
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Improving the Performance of the Optimization
Technique Using Chaotic Algorithm

R. Arunkumar and V. Jothiprakash

Abstract Optimizing the operations of a multi-reservoir systems are complex
because of their larger dimension and convexity of the problem. The advancement
of soft computing techniques not only overcomes the drawbacks of conventional
techniques but also solves the complex problems in a simple manner. However,
if the problem is too complex with hardbound variables, the simple evolutionary
algorithm results in slower convergence and sub-optimal solutions. In evolutionary
algorithms, the search for global optimum starts from the randomly generated initial
population. Thus, initializing the algorithm with a better initial population not only
results in faster convergence but also results in global optimal solution. Hence in
the present study, chaotic algorithm is used to generate the initial population and
coupled with genetic algorithm (GA) to optimize the hydropower production from a
multi-reservoir system in India. On comparing the results with simple GA, it is found
that the chaotic genetic algorithm (CGA) has produced slightly more hydropower
than simple GA in fewer generations and also converged quickly.

Keywords Optimization · Genetic algorithm · Chaotic algorithm ·
Multi-hydropower system.

1 Introduction

The last decade had witnessed several optimization techniques from conventional
linear programming to recently soft computing techniques. Among the soft comput-
ing techniques, the genetic algorithm (GA) had been widely used for optimization of
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reservoir operation [1–3]. Application of simple GA technique to solve real-life water
resources problems, especially optimizing multi-hydropower system is always cum-
bersome because of the complex nature, large number of variables and nonlinearity of
the problem. Some recent studies reported that simple optimization techniques often
succumbs to premature convergence and results in local optimal solution for complex
water resources problems [4–6]. Hence, still researches are emerging to introduce
new techniques and also to improve the performance of the existing techniques to
achieve global optimum and faster convergence.

The search for global optimal solution in evolutionary algorithms begins from
the randomly generated initial population. Thus, a better initial population leads to
faster convergence and not only saves substantial computational time but also results
in global optimal solution. Hence, to generate a good initial population, chaotic
algorithm is used, since chaos is highly sensitivity to the initial value, ergodic, and
randomness in nature [7]. Yuan et al. [4] proposed a hybrid chaotic genetic algo-
rithm (HCGA) model to prevent premature convergence for a short-term hydropower
scheduling problem. Cheng et al. [5] optimized the hydropower reservoir operation
using HCGA and reported that the long-term average annual energy production was
the best in HCGA and also it converges faster than the standard GA. It was also
reported that the combination of chaotic characteristics along with general optimiza-
tion algorithm would more likely result in global optimal solution. Han and Lu [6]
proposed a mutative scale chaos optimization algorithm (MSCOA) for the economic
load dispatch problem. Huang et al. [8] optimized the hydropower reservoir with
ecological consideration using chaotic genetic algorithm (CGA) approach. These
studies show that GA results better when coupled with chaotic algorithm and also
escapes premature convergence. Hence in this study, in order to improve the perfor-
mance of GA, chaotic algorithm is used to generate initial population and tested for
a real-life hydropower system. The proposed algorithm is applied to maximize the
hydropower production from a multi-reservoir system, namely Koyna hydroelectric
project (KHEP).

The KHEP consists of two reservoirs, namely Koyna and Kolkewadi, which has
four powerhouses to a total capacity of 1,960 MW [9]. Earlier, Jothiprakash and
Arunkumar [10] optimized the operation of Koyna reservoir alone considering it as a
single reservoir system. However, in the present study, both the reservoirs are consid-
ered and optimized as multi-reservoir system. Apart from hydropower production,
it also serves multiple purposes such as irrigation and flood control. In this system,
the major powerhouses of the Koyna reservoir and Kolkewadi reservoir are in the
western side and the irrigation releases are in the eastern side. The diversion of large
quantity of water toward the western side for power production has resulted in dis-
putes from the eastern side stakeholders, and hence, it was limited by Krishna water
dispute tribunal [11]. This limiting constraint on the discharge for power production
from the western side powerhouses made the system more complex by making the
variables hard bound. This hard-binding constraint is considered in this study.
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2 Chaotic Genetic Algorithm

GA is a search and optimization algorithm based on the principles of natural genet-
ics [12]. In contrast to traditional optimization technique, GA searches the optimal
solution from a randomly generated population within the upper and lower bounds of
the variables. Each solution is represented through group of genes (sub-string) called
chromosome (string) in the population space (search space). Each gene controls one
or more features of the chromosomes. In the present study, the chaotic logistic map-
ping method is used to generate the initial population. Chaos often exists in nonlinear
systems [13] and exhibits many good properties such as ergodicity, stochasticity, and
irregularity [7]. May [7] proposed a one-dimensional logistic mapping equation to
generate a chaotic sequence. It is given as:

Y j+1 = λY j
(
1 − Y j

⎧
j = 1, 2, 3 . . . (1)

where λ is a control parameter and varies between 0 ≤ λ ≤ 4. The chaotic sequence
is produced when λ is equal to 4. The initial random variable (Y1) is generated in the
range between 0 and 1; however, it should not be equal to 0.25, 0.5, and 0.75, since it
leads to a deterministic sequence [7]. Thus, the generated sequence using the logistic
Eq. (1) is highly irregular and possesses chaotic characteristics. Each variable in the
sequence is dependent on initial variable, and a small change in initial value causes a
large difference in its long-time behavior, which is the basic characteristic of chaos.
This can be correlated with the releases in reservoir operation, such that the releases
in the subsequent months depend on previous month releases. Hence in the present
study, the initial population is generated as floating-point chaotic values within the
upper (UB j ) and lower bounds (LB j ) of the variables using the equation:

Xi, j = Yi, j × (UB j − LB j ) + LB j i = 1, 2, . . . , Np; j = 1, 2, . . . , Nv (2)

where Xi, j is the ‘ j th’ sub-string of ‘i th’ string, Np is the population size, Yi, j is the
chaotic variable, and Nv is the number of variables. Once the initial population is
generated, the fitness of each string is evaluated using an appropriate fitness function.
Based on the fitness value, the strings are selected for crossover and mutation to create
a new population for the next generation. The tournament selection is used in the
present study, since it provides selective pressure by holding a tournament among
the selected individuals [12]. In the tournament selection, the fitness of the randomly
selected strings from the population is compared with each other and the string having
with higher fitness value will be copied to the mating pool. This process is repeated
until the mating pool is filled with strings for generating new offspring for the next
generation. The mating pool comprising the winners of the tournament will have
higher average fitness value. Then, the strings in the mating pool are made to cross
each other to create a new population. The simulated binary crossover (SBX) [14] is
applied to create new population. The following steps were performed during SBX
operation [12]. In the first step, a random number (ui ) between 0 and 1 is generated.
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Then, the spread factor (βqi) is computed using the equation

βqi =
⎨
⎩



(2ui )
1

(ηc+1) , if ui < 0.5
(

1
2(1−ui )

⎛ 1
(ηc+1)

, otherwise
(3)

where ηc is the distribution index for crossover. Deb [12] reported that larger value
of ηc produces ‘near-parent’ offspring’s and vice versa. Then, the off-springs x1,t+1

i

and x2,t+1
i are computed from x1,t

i and x2,t
i using the equations,

x1,t+1
i = 0.5

⎝(
1 + βqi

⎧
x1,t

i + (
1 − βqi

⎧
x2,t

i

]
(4)

x2,t+1
i = 0.5

⎝(
1 − βqi

⎧
x1,t

i + (
1 + βqi

⎧
x2,t

i

]
(5)

where x1,t
i and x2,t

i are the parent string with i th sub-string in the t th generation. If
the created offsprings are not within the upper and lower limits, the probability distri-
bution needs to be adjusted accordingly. The new two offsprings are symmetric about
the parent to avoid bias toward any particular parent solution in a single crossover
operation. After crossover, the strings are subjected to mutation. The mutation oper-
ator introduces random changes into the characteristic of the offsprings. Mutation is
generally applied at the sub-string level at a very small rate and depends on the length
of the string. The mutation reintroduces the genetic diversity into the population and
assists the search to escape from the local optima [12]. Then, the fitness of the newly
created population is evaluated, and the procedure is continued until the termination
criteria are reached.

3 Hydropower Model Development

The objective of the present study is to maximize the power production from all the
four powerhouses of the KHEP and is expressed as:

Max Z =
12⎞

t=1

4⎞

n=1

PHn,t (6)

where PHn,t is the power production from the powerhouse ‘n’ during the time period
‘t’ in terms of kWh. The hydropower production from the power plant [15] is given
by

PHn,t = K × Rn,t × HNn,t × η (7)

where K is the constant for converting hydropower production in terms of kilo Watt
hour (kWh), Rn,t is discharge to the powerhouse ‘n’ during the time period ‘t’, HNn,t
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is the net head available for the powerhouse ‘n’ during the time period ‘t’, and η is
the plant efficiency.

The above objective function is subjected to various constraints. They are:

Hn,t ≥ MDDLn,t t = 1, 2 . . . 12; n = 1, 2, 3, 4 (8)

PHn,t ≤ Pmaxn,t t = 1, 2 . . . 12; n = 1, 2, 3, 4 (9)

R4,t ≥ IDt t = 1, 2 . . . 12 (10)

Sx,min ≤ Sx,t ≤ Sx,max t = 1, 2 . . . 12; x = 1, 2 (11)

S1,(t+1) = S1,t + I1,t −
1,3,4⎞

n=1

Rn,t − O1,t − E1,t t = 1, 2 . . . 12 (12)

S2,(t+1) = S2,t + I2,t + R1,t + R3,t − R2,t − O2,t − E2,t t = 1, 2 . . . 12 (13)

Ox,t = Sx,(t+1) − Sx,max t = 1, 2 . . . 12 (14)

Ox,t ≥ 0 t = 1, 2 . . . 12 (15)

where MDDLn,t is the minimum drawdown level (m) for the powerhouse ‘n’;
Pmaxn,t is the maximum generation capacity (kWh) for the powerhouse ‘n’; R4,t
is the irrigation release (106 m3); IDt is the monthly irrigation demand (106 m3);
Sx,min is the minimum storage of the reservoir ‘x’ (106 m3); Sx,max is the maximum
storage of the reservoir ‘x’ (106 m3); Sx,t is the storage in the reservoir ‘x’ (106 m3);
Sx,(t+1) is the final storage in the reservoir ‘x’ (106 m3); Ix,t is the inflow into the
reservoir ‘x’ (106 m3); Ox,t is the overflow from the reservoir ‘x’ (106 m3); Ex,t is
the evaporation losses from the reservoir (106 m3); t is the time period.

As already stated, the diversion of water to the western side powerhouses are
limited by KWDT [11]. This constraint is given by:

12⎞

t=1

⎞

n=1,3

Rn,t ≤ Rw,max (16)

12⎞

t=1

R4,t ≤ AIDmax (17)

where Rw,max is the maximum water that can be diverted to the western side for
power production, and AIDmax is the water to be released annually for irrigation
to the eastern side. R4,t is the monthly irrigation release on the eastern side of the
reservoir. These constraints make the system more complex by limiting the discharge
to the powerhouses.
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Fig. 1 Comparison of CGA and simple GA technique

4 Results and Discussion

The proposed CGA is applied to a complex multi-powerhouse system, namely
KHEP to maximize its power production. The KHEP is one of the largest hydropower
projects in India and consists of two reservoirs with various stages of development.
The constraint on diverting large quantity of water for power production on the west-
ern side powerhouses makes the problem complex. This hard-binding constraint on
discharge restricts the operation of the powerhouses on the western side to is full
potential. Evaporation is one of the important components of reservoir operation
studies, since a considerable amount of water is lost, especially from large reser-
voirs. Hence in the present study, the regression equation developed by Arunkumar
and Jothiprakash [16] for estimating reservoir evaporation is considered and directly
incorporated in the continuity equation. Both the CGA and simple GA used in the
study employs tournament selection, simulated binary crossover, and random muta-
tion for comparison. The crossover probability of CGA and simple GA is varied
from 0.5 to 0.95 with an increment of 0.05 and found that 0.80 resulted better. The
mutation probability is fixed as the ratio of the number of variable (1/n) [12]. The
elitism is also applied to preserve the best strings in the population. The algorithm
is evaluated for 1,000 generation for a population size of 250. The constraints of
the problems are handled by penalty function approach. Thus, heavy penalties are
imposed on fitness function, if the constraints are violated. For each constraint dif-
ferent value of penalties are assumed. The total annual power production shows
that CGA has resulted slightly higher power production of 3,225.71 × 106 kWh
than simple GA (3,224.23 × 106 kWh). However, the convergence of these tech-
niques over the generation varied largely and is given in Fig. 1. From the figure, it
can be observed the convergence to optimal solution by CGA is faster than simple
GA. It can also be noted that due to hard-binding constraints on releases, both the
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techniques have resulted in sub-optimal solution for first few generations. Thus
imposing heavy penalty on fitness function leads to negative fitness value and results
in sub-optimal solution. However, the CGA has satisfied all the constraints and
reaches the optimal solution in lesser generations than simple GA. This also shows
that when hard-binding constraints are imposed strictly, the simple GA takes more
generations for convergence. The time taken by CGA is 1,790.753 s where as simple
GA took 2,418.966 s.

5 Conclusion

In the present study, the chaotic algorithm is combined with genetic algorithm to
maximize the power production from a multi-powerhouse system. Based on the per-
formances, it is found that the chaotic genetic algorithm resulted slightly higher
power production than simple GA within fewer generations and also converged
quickly. This shows that coupling the chaotic algorithm with evolutionary algorithm
has enriched the global search of the optimization technique by having better initial
population. Thus, it may be concluded that the chaotic algorithm with general opti-
mizer converges quickly to global optimum in lesser generation compared to simple
optimization technique.
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New Reliable Algorithm for Fractional Harry
Dym Equation

Devendra Kumar and Jagdev Singh

Abstract In this paper, a new reliable algorithm based on homotopy perturbation
method using Laplace transform, named homotopy perturbation transform method
(HPTM), is proposed to solve nonlinear fractional Harry Dym equation. The numer-
ical solutions obtained by the HPTM show that the approach is easy to implement
and computationally very attractive.

Keywords Fractional Harry Dym equation · Laplace transform · Homotopy
perturbation transform method · He’s polynomials · Maple code.

1 Introduction

Fractional differential equations have gained importance and popularity, mainly due
to its demonstrated applications in science and engineering. For example, these equa-
tions are increasingly used to model problems in fluid mechanics, acoustics, biology,
electromagnetism, diffusion, signal processing, and many other physical processes
[1–6].

In this paper, we consider the following nonlinear time-fractional Harry Dym
equation of the form:

Dπ
t u(x, t) = u3(x, t)D3

x u(x, t), 0 < π ≤ 1, (1)
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with the initial condition

u(x, 0) =
(

a − 3
√

b

2
x

)2/3

. (2)

where u(x, t) is a function of x and t . The derivative is understood in the Caputo
sense. In the case of π = 1, the fractional Harry Dym equation reduces to the classical
nonlinear Harry Dym equation. The exact solution of the Harry Dym equation is given
by [7]

u(x, t) =
(

a − 3
√

b

2
(x + bt)

)2/3

, (3)

where a and b are suitable constants. The Harry Dym is an important dynamical equa-
tion which finds applications in several physical systems. The Harry Dym equation
first appeared in Kruskal and Moser [8] and was discovered by H. Dym in 1973–
1974. Harry Dym is a completely integrable nonlinear evolution equation. The Harry
Dym equation is very interesting because it obeys an infinite number of conversion
laws; it does not possess the Painleve property. It has strong links to the Korteweg-
de Vries equation, and applications of this equation were found in the problems of
hydrodynamics [9]. Recently, a fractional model of Harry Dym equation was pre-
sented by Kumar et al. [10] and approximate analytical solution was obtained by
using homotopy perturbation method (HPM).

The HPM was first introduced by He [11]. In a recent paper, a new approach,
named homotopy perturbation transform method (HPTM), is introduced by Khan
and Wu [12] to handle nonlinear equations. The HPTM is a combination of Laplace
transform method, HPM, and He’s polynomials.

In this paper, we apply the HPTM to solve the nonlinear time-fractional Harry
Dym equation. It provides the solutions in terms of convergent series with easily
computable components in a direct way without using linearization, perturbation, or
restrictive assumptions.

2 Basic Definitions of Fractional Calculus

In this section, we mention the following basic definitions of fractional calculus.

Definition 2.1 The Riemann–Liouville fractional integral operator of order π > 0,

of a function f (t) ∈ Cμ,μ ≥ −1 is defined as [2]

Jπ f (t) = 1

λ(π)

∫ t

0
(t − τ)π−1 f (τ )dτ, (π > 0), (4)

J 0 f (t) = f (t). (5)
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For the Riemann–Liouville fractional integral, we have

Jπtρ = λ(ρ + 1)

λ(ρ + π + 1)
tπ+ρ . (6)

Definition 2.2 The fractional derivative of f (t) in the Caputo sense is defined as
[3]

Dπ
t f (t) = J m−π Dn f (t) = 1

λ(n − π)

∫ t

0
(t − τ)m−π−1 f (m)(τ )dτ, (7)

for m − 1 < π ≤ m, m ∈ N , t > 0.

Definition 2.3 The Laplace transform of the Caputo derivative is given as [6]

L[Dπ
t f (t)] = sπ L[ f (t)] −

m−1∑

r=0

sπ−r−1 f (r)(0+), (m − 1 < π ≤ m). (8)

3 Basic Idea of HPTM

We consider a general fractional nonlinear nonhomogeneous partial differential equa-
tion with the initial condition of the form:

Dπ
t u(x, t) + Ru(x, t) + Nu(x, t) = g(x, t), (9)

u(x, 0) = f (x), (10)

where Dπ
t u(x, t) is the Caputo fractional derivative of the function u(x, t),

R is the linear differential operator, N represents the general nonlinear differential
operator, and g(x, t) is the source term.

Applying the Laplace transform (denoted in this paper by L) on both sides of Eq.
(9) and using result (8), we have

L[u(x, t)] = f (x)

s
+ 1

sπ
L [g(x, t)] − 1

sπ
L [R u(x, t) + Nu(x, t)]. (11)

Operating with the Laplace inverse on both sides of Eq. (11) gives

u(x, t) = G(x, t) − L−1
[

1

sπ
L[R u(x, t) + Nu(x, t)]

]
, (12)

where G(x, t) represents source term and initial conditions separately. Now, we apply
the homotopy perturbation method
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u(x, t) =
∞∑

n=0

pn un(x, t), (13)

and the nonlinear term can be decomposed as

N u(x, t) =
∞∑

n=0

pn Hn(u), (14)

for some He’s polynomials Hn(u) [13, 14] that are given by

Hn(u0, u1, . . . , un) = 1

n!
βn

βpn

[

N

( ∞∑

i=0

pi ui

)]

p=0

, n = 0, 1, 2, . . . (15)

Substituting Eqs. (13) and (14) in Eq. (12), we get

∞∑

n=0

pn un(x, t) = G(x, t) − p

(

L−1

[
1

sπ
L

[

R
∞∑

n=0

pn un(x, t) +
∞∑

n=0

pn Hn(u)

]])

,

(16)

which is the coupling of the Laplace transform and the homotopy perturbation
method using He’s polynomials. Comparing the coefficients of like powers of p, the
approximations u0, u1, u2, and so on are obtained.

4 Solution of the Problem

In this section, we use the HPTM to solve the time-fractional Harry Dym Eqs. (1)–(2).
Applying the Laplace transform on both sides of Eq. (1) and using result (8), we get

L[u(x, t)] = 1

s

(

a − 3
√

b

2
x

)2/3

+ 1

sπ
L

[
u3(x, t)D3

x u(x, t)
]
. (17)

The inverse Laplace transform implies that

u(x, t) =
(

a − 3
√

b

2
x

)2/3

+ L−1
[

1

sπ
L

[
u3(x, t)D3

x u(x, t)
]]

. (18)

Now applying the homotopy perturbation method, we get
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Fig. 1 The behavior of the u(x, t) w.r.t. x and t are obtained, when a π = 1/2 b π = 1 c exact
solution

∞∑

n=0

pn un(x, t) =
(

a − 3
√

b

2
x

)2/3

+ p

(

L−1

[
1

sπ
L

[ ∞∑

n=0

pn Hn(u)

]])

, (19)

where Hn(u) are He’s polynomials [13, 14] that represent the nonlinear terms.
The first few components of He’s polynomials are given by

H0(u) = u3
0 D3

x u0,

H1(u) = u3
0 D3

x u1 + 3u2
0u1 D3

x u0,
...

(20)

Comparing the coefficients of like powers of p, we have
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p0 : u0(x, t) =
(

a − 3
√

b

2
x

)2/3

,

p1 : u1(x, t) = L−1
[

1

sπ
L [H0(u)]

]
= −b3/2

(

a − 3
√

b

2
x

)−1/3
tπ

λ(π + 1)
,

(21)

p2 : u2(x, t) = L−1
[ 1

sπ L [H1(u)]
] = − b3

2

(
a − 3

√
b

2 x
)−4/3

t2π

λ(2π + 1)
,

...

and so on. Thus, the solution u(x, t) of the Eq. (1) is given as

u(x, t) = u0(x, t) + u1(x, t) + u2(x, t) + · · · . (22)

The numerical results for the approximate solution obtained by using HPTM and
the exact solution given by Mokhtari [7] for constant values of a = 4 and b = 1 for
various values of t , x , and π are shown in Fig. 1a–c. Figure 1b and c clearly shows
that when π = 1, the approximate solution obtained by the present method is very
near to the exact solution.

5 Conclusions

In this paper, the HPTM is successfully applied for solving nonlinear time-fractional
Harry Dym equation. It is worth mentioning that the HPTM is capable of reducing the
volume of the computational work as compared to the classical methods while still
maintaining the high accuracy of the numerical result; the size reduction amounts to
an improvement in the performance of the approach. In conclusion, the HPTM may
be considered as a nice refinement in existing numerical techniques and might find
the wide applications.
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Floating Point-based Universal Fused
Add–Subtract Unit

Ishan A. Patil, Prasanna Palsodkar and Ajay Gurjar

Abstract This paper describes fused floating point add–subtract operations and
which is applied to the implementation of fast fourier transform (FFT) processors.
The fused operations of an add–subtract unit which can be used both radix-2 and
radix-4 butterflies are implemented efficiently with the two fused floating point oper-
ations. When placed and routed using a high-performance standard cell technology,
the fused FFT butterflies are about may be work fast and gives user-defined facility
to modify the butterfly’s structure. Also the numerical results of the fused imple-
mentations are more accurate, as they use rounding modes is defined as per user
requirement.

Keywords Floating point · Fused · Addition · Subtraction · Universal · Different
types of rounding

1 Introduction

Traditionally, most DSP applications have used fixed-point arithmetic to reduce
delay, chip area, and power consumption. Fixed-point arithmetic has serious prob-
lems of overflow, underflow, scaling, etc. Single-precision floating point arithmetic
is a potential solution because of no overflow or underflow, automatic scaling [3].
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Two new fused floating point element implementation: (1) fused dot product
contains multiplies two pair of floating point data, add (or subtract) the product (2)
fused add–subtract contains add a pair of floating point data, and simultaneously
subtract the same data [1].

It is traditional floating point adder which consist only addition of only valid
floating point numbers. They work inefficiently when given data are not a floating
point number and also it has some limitation that they can perform only programmer-
defined rounding method due this reason if other rounding method we have use then
again we have to edit program and change the data for new rounding method, so it
can be neglected in proposed floating point adder.

All research is related to Xilinx SPARTAN 6 kit [5, 7] by using compilation
software Xilinx version: 13.2. Xilinx is FPGA stimulator to estimate output of from
Verilog code in terms of input–output buffers, maximum delay (longest path execu-
tion of circuit), area in terms of lookup table (LUTs).This software is used for VHDL
and Verilog code implementation, stimulation and generating program for dump on
FPGA kit.

2 Basic of Floating Point

The Institute of Electrical and Electronics Engineers (IEEE) Standard for Floating
Point Arithmetic (IEEE 754) [4] is a technical standard established by the IEEE.
This standard specifies the basic types of representation.

• Half Precision (16-bits or 2-bytes)
• Single Precision (32-bits or 4-bytes)
• Double Precision (64-bits or 8-bytes).

The format of a floating point number comprises 3 types of bits presented in the
following Fig. 1.

• Recall that exponent field is 8 bits for single precision

– E can be in the range from 0 to 255
– E = 0 and E = 255 are reserved for special use (discussed later)
– E = 1 to 254 are used for normalized floating point numbers
– Bias = 127 (half of 254), val(E) = E−127
– val(E=1) = −126, val(E=127) = 0, val(E=254) = 127.

IEEE 754 standard specifies four modes of rounding

31 3
0

2
3

2
2 0

±(s)
Exponent (E)

8 bits
Mantissa (M)/Fraction(F)

23 bits

Fig. 1 Single-precision floating point format
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1. Round to nearest even: default rounding mode increment result if: rs = “11” or
(rs = “10” and fln = ‘1’). Otherwise, truncate result significant to 1. f1f2…fln

2. Round toward +≥: result is rounded up Increment result if sign is positive and
r or s = ‘1’

3. Round toward −≥: result is rounded down Increment result if sign is negative
and r or s = ‘1’

4. Round toward 0: always truncate result.

3 Normal Addition–Subtraction Rule

+1.1234 −1.1234
+1.2456 −1.2456
+2.4690 −2.4690

If we take normal addition or subtraction, consider a two numbers [Greater (G)
and Lesser (L)] magnitude wise then only 4 combination are possible which are given
in Table 1 [2].

After watching all examples, we came to conclusion that in addition and sub-
station when there same sign number added or substrate then only add or subtract,
respectively. Similarly, when two numbers have different signs, then we can use
opposite function, i.e., subtract or add.

4 Study of FP Arithmetic Algorithms

Floating Point addition steps
Assume 32 bit binary number and then by applying algorithm for normal addition

by calculator and by using FP addition algorithm stepwise.

A = 32≤b0__0111_1000__1011_1010_0000_1111_0110_110;
B = 32≤b0__0111_0011__0101_0000_0000_0011_1111_111;

Table 1 Signed addition or subtraction rules

Sr. no Numbers Operations Sign used

1 +G +L (+G) + (+L) ↓ G + L +
2 −G −L (−G) + (−L) ↓ −G − L ↓ − (G + L) +
3 +G −L (+G) + (−L) ↓ G − L −
4 −G +L (−G) + (+L) ↓ L − G OR − (G − L) −
1 +G +L (+G) − (+L) ↓ G − L −
2 −G −L (−G) − (−L) ↓ −G + L ↓ − (G + L) −
3 +G −L (+G) − (−L) ↓ G + L +
4 −G +L (−G) − (+L) ↓ −G − L OR − (G + L) +
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A = 1.3490607*E−2, B = 3.2044944*E−4.

4.1 Calculation From Calculator

1st step align decimal point
2nd step add

1.3490607 * E−2
+0.032044944*E−2
+1.381105644*E−2

3rd Normalize result

4.2 Detailed Bitwise Example

S E X P Mantissa(M)

0 01111000 1011_1010_0000_1111_0110_110
0 01110011 0101_0000_0000_0011_1111_111

(1)

Find Greater no. and lesser no. and assign it [6].

G = 0 01111000 1011_1010_0000_1111_0110_110
L = 0 01110011 0101_0000_0000_0011_1111_111

• 1st step

Align radix point by using True exponent value difference
G_exp_t = 0111_1000(120) − 0111_1111 = 1111_1001(−7)
L_exp_t = 0111_0011(115) − 0111_1111 = 1111_0100(−12)
Ed = G_exp-L_exp = 5
Shift Lesser no. to right by Ed value
Shift_L_m = 1.0101_0000_0000_0011_1111_111(0)
Shift_L_m = 0.10101_0000_0000_0011_1111_111(1)
Shift_L_m = 0.010101_0000_0000_0011_1111_111(2)
Shift_L_m = 0.0010101_0000_0000_0011_1111_111(3)
Shift_L_m = 0.00010101_0000_0000_0011_1111111(4)
Shift_L_m = 0.0000_1010_1000_0000_0001_111_111(5)

• 2nd step addition of mantissa depend on signs of both no. (Table 1) and store last
bits for rounding

1.1011_1010_0000_1111_0110_110
+0.0000_1010_1000_0000_0001_111_111
01.1100_0100_1000_1111_1000_101_111
Result_m = 01.1100_0100_1000_1111_1000_101_111



Floating Point-based Universal Fused Add–Subtract Unit 263

• 3rd step normalize mantissa result

n_Result_m = 01.1100_0100_1000_1111_1000_101_111
(For if result is m = 00.0010_0100_1000_1111_1000_101_111
Normalize now m = 01.0010_0100_0111_1100_0101_111_000)
(For if result is m = 10.0010_0100_1000_1111_1000_101_111
Normalize now m = 01.00010_0100_1000_1111_1000_101_111)

• 4th step Rounding (Round toward 0: always truncate result)

Round_Result_m = 01.1100_0100_1000_1111_1000_101

• 5th Step After rounding normalize

n_Result_m = 01.1100_0100_1000_1111_1000_101
Final Result sig_G, G_exp, n_Result_m
Sum = 0 0111_1000 1100_0100_1000_1111_1000_101

+1.3811056 * E − 2
+1.381105644 * E − 2 (From actual calculation)

5 Floating Point Adders

This contains original floating point adder and proposed floating point adder. Due
three limitations like it will also work on invalid floating point, rounding mode,
inefficient swap in greater and lesser number when both number have same sign and
same exponent. To remove all limitations, we can see their proposed model satisfied
in all three manners.

5.1 Traditional Floating Point Adder

Basic Floating Point Addition Algorithm [1, 3, 8]: The straightforward basic float-
ing point addition algorithm requires the most serial operations. It has the following
steps: (Fig. 2)

1. Exponent subtraction: Perform subtraction of the exponents to form the absolute
difference |Ea − Eb| = d .

2. Alignment: Right shift the significant of the smaller operand by d bits. The larger
exponent is denoted Ef .

3. Significant addition: Perform addition or subtraction according to the effective
operation. The result is a function of the op-code and the signs of the operands.

4. Conversion: Convert a negative significant result to a sign-magnitude repre-
sentation. The conversion requires a two’s complement operation, including an
addition step.
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Fig. 2 Traditional floating point adder

5. Leading one detection: Determine the amount of left shift needed in the case of
Subtraction yielding cancellation. For addition, determine whether or not a 1-bit
right shift is required. Then priority-encode the result to drive the normalizing
shifter.

6. Normalization: Normalize the significant and update Exponent appropriately.
7. Rounding: Round the final result by conditionally adding as required by the

IEEE standard. If rounding causes an overflow, perform a 1-bit right shift and
increment Ef.

5.2 Proposed Floating Point Adder

Proposed Floating Point Addition Algorithm: The straightforward derived floating
point addition algorithm requires the most serial operations. It has the following steps:
(Fig. 3)

1. Check given number is floating point number or invalid floating point enable
other operation or enable not a FP no to show given data is invalid.
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Fig. 3 Proposed floating point adder

2. If given number is valid floating point number then sort out greater and lesser
number from data comparing its magnitude.

3. Exponent subtraction: Perform subtraction of greater exponents to lesser expo-
nent EG − EL = d .

4. Alignment: Right shift the significant of the lesser mantissa by d bits and store
last 3 shifted bits.

5. Significant addition: Perform addition according to their signs take decision.
6. Normalize result: check result is overflow or not and then according to condition

adjust exponent.
7. Rounding: Check the rounding mode and perform rounding on the result with

the help of last 3 stored bits.
8. Normalize result: Check result is overflow or not and then according to condition

adjust exponent and Display the result.

To remove all limitation in this, we have use 1st check valid floating point or not
then for selective rounding, we have given choice to user mode, i.e., user-defined
rounding modes to select round mode by giving signals to round_mode pins, and
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Fig. 4 Adder

Fig. 5 Subtracter

finally, we have to check exact greater or lesser number by comparing all 31 bits.
Similarly, we can create substrater module referring Table 1 and then, we serially
and parallel combination of adder and substrater finally we made fuse model of one
adder and one substrater and we have advantage that fused required less numbers of
LUT’s and less delay to get final output as if we use both different models of adder
and subtract.

6 Proposed Floating Point Work Result

This shows all main modules implementations in RTL and outputs waveforms with
respect to Xilinx SPARTAN 6 kit [7] stimulation on Xilinx software.

6.1 Proposed Models RTL View

Figures 4, 5 and 6.
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Fig. 6 Add–subtracter

Fig. 7 Adder output waveform

Fig. 8 Subtracter output waveform

6.2 Proposed Models Output Waveform

Figures 7, 8 and 9.

7 Comparisons of all Modules

See Table 2.
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Fig. 9 Add–subtracter output waveform

Table 2 All modules details of implementations

Types No of LUT used(Area %) IOBs % Delay (ns)

FP adder 381 of 9112 (4.18) 99 of 232 (42.67) 35.418
FP subtracter 381 of 9112 (4.18) 99 of 232 (42.67) 35.513
FP Serial AS 762 of 9112 (8.36) 131 of 232 (56.47) 70.518
FP parallel AS 808 of 9112 (8.86) 131 of 232 (56.47) 37.213
Fused FP add–subtract unit 678 of 9112 (7.44) 131 of 232 (56.47) 39.876

Table 3 All modules comparisons in terms of percentage w.r.t. adder

Types No of LUT used (Area % ) IOBs (%) Delay (ns)

FP adder 100 100 100
FP subtracter 100 100 100.27
FP serial AS 200 132.32 200
FP parallel AS 212 132.32 105
Fused FP add–subtract unit 177.95 132.32 112.58

Table 4 Basic comparison of
programming styles in
Verilog on demo floating
point adder

Types of programming Time (ns) LUTs

Normal adder 26.468 254
Task adder 27.727 308
Function adder 24.533 249

8 Conclusions

In proposed floating point adder have two different functions from traditional floating
point adder to provide user-defined adder. First is to check the given data are valid
floating point number or not. Second is to give privilege to select rounding modes (i.e.,
user-defined rounding mode selection and default is truncating). While programming,
we used different methods like by using TASK, function, and normal programming.
After comparing all types of models of floating point adder, we came to conclusion
that we modified traditional adder and able to prove that when we use functions in
programming has good result at cost of saving 2 % number of LUTs and 7.8 %
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Fig. 10 LUT

Fig. 11 IOB

Fig. 12 Delay
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Fig. 13 Comparison in percentage

reduce delay (referring Table 4 Basic comparison of programming styles in Verilog
on demo floating point adder). So we finally decided that we are using functions in
all Verilog design programs to give best output.

After watching results from Tables 2, 3 and Figs. 10, 11, 12, 13, we came to know
that we are saving in proposed floating point add–subtract model is 68 % decrease in
IOBs, saving 23 % number of LUTs and 88 % reduce delay as compared to the single
adder, single subtracter, serial adder and subtracter, Parallel adder and subtracter.
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New Analytical Approach for Fractional
Cubic Nonlinear Schrödinger Equation Via
Laplace Transform

Jagdev Singh and Devendra Kumar

Abstract In this paper, a user-friendly algorithm based on new homotopy pertur-
bation transform method (HPTM) is proposed to obtain approximate solution of
a time-space fractional cubic nonlinear Schrödinger equation. The numerical solu-
tions obtained by the HPTM indicate that the technique is easy to implement and
computationally very attractive.

Keywords Fractional cubic nonlinear Schrödinger equation · Laplace transform ·
Homotopy perturbation transform method · He’s polynomials · Maple code

1 Introduction

Fractional differential equations have found applications in many problems of physics
and engineering. For example, these equations are increasingly used to model prob-
lems in research areas as diverse as dynamical systems, mechanical systems, control,
chaos, chaos synchronization, continuous-time random walks, anomalous diffusive
and subdiffusive systems, unification of diffusion and wave propagation phenom-
enon, and others [1–6]. It is difficult to get the exact analytical solution of frac-
tional order problems especially nonlinear cases. The homotopy perturbation method
(HPM) was first introduced by the Chinese mathematician J.H. He in 1998 and was
further developed by He [7–9]. This method was applied to handle various problems
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arising in science and engineering [10–14]. In recent years, many authors have paid
attention to study the solutions of linear and nonlinear partial differential equations
by using various methods combined with the Laplace transform. Among these are
Laplace decomposition method (LDM) [15, 16] and homotopy perturbation trans-
form method (HPTM) [17, 18].

In this article, we consider the following time-space fractional cubic nonlinear
Schrödinger equation of the form:

i
πλu

πtλ
+ π2τu

πx2τ
+ 2|u|2u = 0, t > 0, 0 < λ, τ ≤ 1, (1)

with the initial condition

u(x, 0) = eix , i = √
(−1). (2)

where u(x, t) is a function of x and t. The derivative is considered in the Caputo
sense. In the case of λ = 1 and τ = 1, the fractional cubic nonlinear Schrödinger
equation reduces to the classical cubic nonlinear Schrödinger equation. The time-
space fractional cubic nonlinear Schrödinger equation has been previously studied
by Herzallah and Gepreel [19] and Hemida et al. [20].

In this paper, we apply the HPTM to solve the time-space fractional cubic nonlin-
ear Schrödinger equation. The HPTM is a combination of Laplace transform method,
HPM, and He’s polynomials. It provides the solutions in terms of convergent series
with easily computable components in a direct way without using linearization, per-
turbation, or restrictive assumptions.

2 Basic Idea of HPTM

To illustrate the basic idea of this method, we consider a general fractional nonlinear
nonhomogeneous partial differential equation with the initial condition of the form:

Dλ
t u(x, t) + R u(x, t) + N u(x, t) = g(x, t), (3)

u(x, 0) = f (x), (4)

where Dλ
t u(x, t) is the Caputo fractional derivative of the function u(x, t), R is the

linear differential operator, N represents the general nonlinear differential operator
and g(x, t), is the source term.

Applying the Laplace transform on both sides of Eq. (3), we get

L [u(x, t)] = f (x)

s
+ 1

sλ
L [g(x, t)] − 1

sλ
L [R u(x, t) + N u(x, t)] . (5)
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Operating with the Laplace inverse on both sides of Eq. (5) gives

u(x, t) = G(x, t) − L−1
[

1

sλ
L[R u(x, t) + N u(x, t)]

]
, (6)

where G(x, t) represents the term arising from the source term and the prescribed
initial condition. Now, we apply the HPM

u(x, t) =
∞∑

n=0

pn un(x, t), (7)

and the nonlinear term can be decomposed as

N u(x, t) =
∞∑

n=0

pn Hn(u), (8)

for some He’s polynomials Hn(u) [21, 22] that are given by

Hn(u0, u1, . . . , un) = 1

n!
πn

πpn

[

N

( ∞∑

i=0

pi ui

)]

p=0

, n = 0, 1, 2, . . . (9)

Using (7) and (8) in (6), we get

∞∑

n=0

pn un(x, t) = G(x, t) − p

(

L−1

[
1

sλ
L

[

R
∞∑

n=0

pn un(x, t) +
∞∑

n=0

pn Hn(u)

]])

,

(10)
which is the coupling of the Laplace transform and the HPM using He’s polynomials.
Comparing the coefficients of like powers of p, the components u0, u1, u2 and so on
are obtained.

3 Solution of the Problem

In this section, we use the HPTM to solve the time-space fractional cubic nonlinear
Schrödinger Eqs. (1), (2). Applying the Laplace transform on both sides of Eq. (1),
we get

L[u(x, t)] = eix

s
+ i

sλ
L

[
π2τu

πx2τ
+ 2u2u

]
, (11)

where u2u = |u|2uand u is the conjugate of u.
The inverse Laplace transform implies that



274 J. Singh and D. Kumar

u(x, t) = eix + L−1
[

i

sλ
L

[
π2τu

πx2τ
+ 2u2u

]]
. (12)

Now applying the HPM, we get

∞∑

n=0

pn un(x, t) = eix + p

(

L−1

[
i

sλ
L

[
π2τ

πx2τ

( ∞∑

n=0

pn un(x, t)

)

+
( ∞∑

n=0

pn Hn(u)

)]])

,

(13)
where Hn(u) are He’s polynomials that represent the nonlinear terms.

The first few components of He’s polynomials are given by

H0(u) = 2u2
0ū0,

H1(u) = 2(u2
0ū1 + 2u0u1ū0),

...

(14)

Comparing the coefficients of like powers of p, we have

p0 : u0(x, t) = eix ,

p1 : u1(x, t) = L−1
[

i
sλ L

[
π2τ

πx2τ u0 + H0(u)
]]

= c1eix tλ
ρ(λ+1)

,

p2 : u2(x, t) = L−1
[

i
sλ L

[
π2τ

πx2τ u1 + H1(u)
]]

= c2eix t2λ

ρ(2λ+1)
,

p3 : u3(x, t) = L−1
[

i
sλ L

[
π2τ

πx2τ u2 + H2(u)
]]

= c3eix t3λ

ρ(3λ+1)
,

...

(15)

and so on. After some calculation, we get

c1 = i(eiβτ + 2),

c2 = i(eiβτc1 + 2c1 + 4c1), (16)

c3 = i

(
eiβτc2 + 2

[
c2 + 2c2 + ρ(2λ + 1)

(ρ(λ + 1))2 (2|c1|2 + c2
1)

])
,

...

Therefore, the HPTM series solution is

u(x, t) = eix
(

1 + c1tλ

ρ(λ + 1)
+ c2t2λ

ρ(2λ + 1)
+ c3t3λ

ρ(3λ + 1)
+ · · ·

)
. (17)
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Fig. 1 The behavior of the real part of u(x, t) w.r.t. x and t is obtained, when a λ = 1 and τ = 1
b Exact solution

Fig. 2 The behavior of the imaginary part of u(x, t) w.r.t. x and t is obtained, when a λ = 1 and
τ = 1 b Exact solution

Setting λ = 1 and τ = 1 in (16) and (17), we reproduce the solution of the
problem as follows:

u(x, t) = eix
(

1 + i t + (i t)2

2! + (i t)3

3! + · · ·
)

. (18)

This solution is equivalent to the exact solution in closed form
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u(x, t) = ei(x+t). (19)

The numerical results for the approximate solution obtained by using HPTM at
λ = 1 and τ = 1 and the exact solution for various values of t and x are shown
by Figs. 1 and 2. Figs. 1 and 2 clearly show that, when λ = 1 and τ = 1, the
approximate solution obtained by the HPTM is very near to the exact solution.

4 Conclusions

In this paper, the HPTM is successfully employed for solving time-space fractional
cubic nonlinear Schrödinger equation. It is worth mentioning that the HPTM is
capable of reducing the volume of the computational work as compared to the classi-
cal methods while still maintaining the high accuracy of the numerical result; the size
reduction amounts to an improvement of the performance of the approach. Finally,
we can conclude the HPTM may be considered as a nice refinement in existing
numerical techniques and might find the wide applications.
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An Investigation on the Structure of Super
Strongly Perfect Graphs on Trees

R. Mary Jeya Jothi and A. Amutha

Abstract A graph G is super strongly perfect graph if every induced subgraph H
of G possesses a minimal dominating set that meets all the maximal cliques of H.
In this paper, we have characterized the super strongly perfect graphs on trees. We
have presented the results on trees in terms of domination and codomination numbers
γ and γ. Also, we have given the relationship between diameter, domination, and
codomination numbers in trees.

Keywords Super strongly perfect graph · Minimal dominating set · Domination
and codomination numbers and tree

1 Introduction

Graph theory is a growing area in mathematical research and has a large specialized
vocabulary. It is rapidly moving into the mainstream of mathematics mainly because
of its applications in diverse fields which include biochemistry (genomics), electri-
cal engineering (communications networks and coding theory), computer science
(algorithms and computations), and operations research (scheduling) [1].

A tree is a mathematical structure that can be viewed either as a graph or as a data
structure. The two views are equivalent, since a tree data structure contains not only
a set of elements, but also connections between elements, giving a tree graph. Trees
were first studied by Cayley [2, 3]. A tree is a special kind of graph and follows a
particular set of rules. It is a simple, undirected, connected, acyclic graph. A tree
does not have a specific direction. Depending on how it is to be used, the tree may
branch outward while going [4].
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2 Basic Concepts

In this paper, graphs are finite and simple, that is, they have no loops or multiple
edges. Let G = (V, E) be a graph. A clique in G is a set X ≥ V (G) of pairwise
adjacent vertices. A subset D of V (G) is called a dominating set if every vertex in
V–D is adjacent to at least one vertex in D. A subset S of V is said to be a minimal
dominating set if S–{u} is not a dominating set for any u ≤ S. The domination number
γ (G) of G is the smallest size of a dominating set of G. The domination number of
its complement G is called the codomination number of G and is denoted by γ (G) or
simply γ [5]. A shortest u–v path of a connected graph G is often called a geodesic.
The diameter denoted by diam (G) is the length of any longest geodesic. A vertex of
degree zero in G is called an isolated vertex of G. The minimum degree of a graph
is denoted by δ(G).

3 Our Results on Super Strongly Perfect Graph

In this paper, we have characterized the super strongly perfect graphs on trees. We
have presented the results on trees in terms of domination and codomination numbers
γ and γ. Also, we have found the relationship between diameter, domination, and
codomination numbers of super strongly perfect graph in trees.

3.1 Super Strongly Perfect Graph (SSP)

A Graph G = (V, E) is super strongly perfect if every induced subgraph H of G
possesses a minimal dominating set that meets all the maximal cliques of H. Figures
1 and 2 illustrates the structures of SSP and Non-SSP

Example 1 {v1, v2} is a minimal dominating set which meets all maximal cliques of
G.

Fig. 1 Super strongly perfect
graph
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Fig. 2 Non-super strongly
perfect graph

Example 2 {v1, v3, v6, v9} is a minimal dominating set which does not meet all
maximal cliques of G.

4 Cycle Graph

A closed path is called a cycle. A path is a walk in which all vertices are distinct. A
walk on a graph is an alternating series of vertices and edges, beginning and ending
with a vertex, in which each edge is incident with the vertex immediately preceding
it and the vertex immediately following it. An odd cycle is a cycle with odd length,
that is, with an odd number of edges. An even cycle is a cycle with even length,
that is, with an even number of edges. The number of vertices in a cycle equals the
number of edges.

4.1 Theorem

Let G = (V, E) be a graph with number of vertices n, where n ↓ 5. Then, G is
super strongly perfect if and only if it does not contain an odd cycle as an induced
subgraph [6] .

5 Tree

An acyclic graph is a graph which contains no cycle. A tree is a connected acyclic
graph. Every tree on n vertices has exactly n −1 edges. Any two vertices of a tree are
connected by exactly one path. Figure 3 illustrates the tree structure which is SSP.

Example 3 {1} is a minimal dominating set which meets all maximal cliques of G.
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Fig. 3 Tree

5.1 Theorem

Every tree is super strongly perfect.

Proof Let G be a tree.
∈ G does not contain an odd cycle as an induced subgraph.
Now, by the Theorem 4.1, G is super strongly perfect.
Hence, every tree is super strongly perfect.

5.2 Theorem

Let G be a tree which is super strongly perfect with number of vertices n, where
n ↓ 2, then γ(G) = 1 if and only if diam (G) = 2.

Proof Let G be a tree which is super strongly perfect with n ↓ 2.
Assume that γ(G) = 1 .
∈ There exists a vertex v ≤ G which is adjacent to all the remaining vertices in

G.
To prove diam (G) = 2.
Suppose diam (G) > 2, then there exists at least two vertices a and b with diam

(a, b) ↓ 3 .
∈ There does not exist a vertex in G which is adjacent to both a and b.
∈ γ(G) > 1.
which is a contradiction to the assumption, hence diam (G) = 2.
Conversely assume that diam (G) = 2.
To prove γ(G) = 1.
Suppose γ(G) →= 1,
∈ γ(G) ↓ 2, then there does not exist a vertex in G which is adjacent to all

the remaining vertices.
∈ There exists at least two vertices a and b such that diam (a, b) ↓ 3.
∈ diam (G) ↓ 3.
Which is a contradiction to the assumption, hence γ(G) = 1.
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5.3 Theorem

Let G be a tree which is super strongly perfect with number of vertices n, where
n ↓ 2 with γ(G) = 1, then γ (G) = 2 if and only if diam (G) is not defined.

Proof Let G be a tree which is super strongly perfect, n ↓ 2 with γ(G) = 1.
Assume that γ(G) = 2.
To prove diam (G) is not defined.
Since γ(G) = 1, there exists a vertex v ≤ G which is adjacent to all the vertices

in G.
∈ v is an isolated vertex in (G) .
Since γ(G) = 2 and v is an isolated vertex in G, hence v must be one of the

vertex of the minimum dominating set of G.
Let u ≤ G such that {u, v} be a minimum dominating set of G.
∈ diam (u, v) is not defined in G, since v is an isolated vertex in G.
∈ diam (G) is not defined.
Conversely assume that γ(G) = 1 and diam (G) is not defined.
To prove γ(G) = 2.
Since diam (G) is not defined, there exists a vertex v ≤ G which is an isolated

vertex such that diam (u, v) is not defined for some u ≤ G.
Since γ(G) = 1, {v} will be the minimum dominating set of G.
Since G is a tree, there exists at least one pendent vertex u1 incident with a pendent

edge, let it be e = u1v1 ≤ G.
∈ u1 is a pendent vertex in G, it is adjacent with all the remaining vertices except

v1 in G.
∈ There exists a vertex u1 which is adjacent with all the remaining vertices in G

and v is an isolated vertex in G.
∈ {u1, v} is a minimum dominating set of G.
∈ γ(G) = 2.
Hence proved.

5.4 Theorem

Let G be a tree which is super strongly perfect with number of vertices n, where
n ↓ 2 , then γ(G) > 1 if and only if diam (G) ↓ 3.

Proof Let G be a tree which is super strongly perfect with n ↓ 2.
Assume that diam (G) ↓ 3.
To prove γ(G) > 1.
By the assumption, diam (G) ↓ 3.
Then, there exists at least two vertices u and v of G such that diam (u, v) ↓ 3.
∈ There does not exist a vertex in G which is adjacent to both u and v.
∈ γ(G) > 1.
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Conversely assume that γ(G) ↓ 1.
∈ γ(G) →= 1 .
By the Theorem 5.2, diam (G) →= 2.
∈ diam (G) > 2.
∈ diam (G) ↓ 3.
Hence proved.

5.5 Theorem

Let G be a tree which is super strongly perfect with number of vertices n, where
n ↓ 2 and diam (G) = 2 then γ(G) = δ(G).

Proof Let G be a tree which is super strongly perfect, n ↓ 2 and diam (G) = 2.
Since G is a tree, δ(G) = 1.
To prove γ(G) = δ(G).
It is enough to prove γ(G) = 1.
Suppose γ(G) > 1
Then, by the Theorem 5.4, diam (G) ↓ 3.
which is a contradiction to the hypothesis.
Hence, our assumption is wrong.
∈ γ(G) = 1.
∈ γ(G) = δ(G).

Hence proved.

5.6 Theorem

Let G be a tree which is super strongly perfect with number of vertices n, where
n ↓ 2, then diam (G) and diam (G) cannot be 1.

Proof Let G be a tree which is super strongly perfect with n ↓ 2.
To prove diam (G) →= 1 and diam (G) →= 1.
Suppose diam (G) = 1.
∈ All the vertices are pairwise adjacent in G.
∈ G is complete, which is a contradiction to the hypothesis.
Hence, our assumption is wrong
∈ diam (G) →= 1.
Now to prove diam (G) →= 1.
Suppose diam (G) = 1.
∈ All the vertices are pairwise adjacent in G.
∈ All the vertices are isolated in G.
∈ G is not connected.
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Which is a contradiction to the hypothesis.
Hence, our assumption is wrong.
∈diam (G) →= 1.
Hence, diam(G) →= 1 and diam (G) →= 1.

5.7 Proposition

Let G be a tree which is super strongly perfect with number of vertices n, where
n ↓ 2, then diam (G) ↓ 3 if and only if γ(G) = 2.

5.8 Proposition

Let G be a tree which is super strongly perfect with number of vertices n, where
n ↓ 2, then diam (G) ∗ 3 if and only if γ(G) = 2.

6 Conclusion

We have investigated the characterization of super strongly perfect graphs on trees.
Also, we have given the relationship between diameter, domination, and codomi-
nation numbers of super strongly perfect graph in trees. This investigation can be
applicable for the well known architectures like bipartite graphs, butterfly graphs,
Benes butterfly graphs, and chordal graphs.
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A Novel Approach for Thin Film Flow Problem
Via Homotopy Analysis Sumudu Transform
Method

Sushila and Y. S. Shishodia

Abstract In this paper, a numerical algorithm based on new homotopy analysis
sumudu transform method (HASTM) is proposed to solve a nonlinear boundary value
problem arising in the study of thin flow of a third-grade fluid down an inclined plane.
The homotopy analysis sumudu transform is a combined form of sumudu transform
and homotopy analysis method. The proposed technique finds the solution without
any discretization or restrictive assumptions and avoids the round-off errors. The
numerical results show that the proposed approach is very efficient and simple and
can be applied to other nonlinear problems.

Keywords Thin flow problem · Third-grade fluid · Nonlinear boundary value
problem · Homotopy analysis sumudu transform method · Maple code

1 Introduction

Nonlinear phenomena that appear in many areas of scientific fields, such as solid
state physics, plasma physics, fluid mechanics, population models, and chemical
kinetics, can be modeled by nonlinear differential equations. Most of the science
and engineering problems, especially some heat transfer and fluid flow equations,
are nonlinear; therefore, some of these problems are solved by computational fluid
dynamic (numerical) method, and some are solved by analytical perturbation method.
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Recently, for solving the linear and nonlinear boundary value problems, the analyt-
ical techniques have become an ever-increasing interest of the scientists and engi-
neers. These techniques have been dominated by the perturbation methods and have
found many applications in physical problems. However, perturbation methods, like
other analytical techniques, have their own limitations. For example, all perturbation
methods require the presence of a small parameter in the equation, and approximate
solutions of the equation are expressed in the form of series expansion containing
this parameter. Selection of small parameter also requires special skill. Therefore,
an analytical method is welcomed which does not require a small parameter in the
equation modeling the phenomenon. Unlike perturbation methods, the homotopy
analysis method (HAM) [1] does not require the existence of a small parameter in
terms of which a perturbation solution is developed and is thus valid for both weakly
and strongly nonlinear problems. In recent years, determining approximate analytical
solutions using the homotopy analysis method has generated a lot of interest due to
its applicability and efficiency, and this technique has been successfully applied to a
number of nonlinear problems [2–6]. Very recently, Sushila et al. [7] have introduced
a new approximate method, named homotopy analysis sumudu transform method
(HASTM) to handle nonlinear partial differential equations. The homotopy analysis
sumudu transform method is a combined form of sumudu transform and homotopy
analysis method.

In this paper, we apply the homotopy analysis sumudu transform method
(HASTM) to obtain the approximate solutions of nonlinear equation governing the
thin flow of a third-grade fluid down an inclined plane. The HASTM provides the
solution in a rapid convergent series which may lead to the solution in a closed form.
The advantage of this method is its capability of combining two powerful methods
for obtaining exact and approximate solutions for nonlinear equations.

2 Sumudu Transform

The sumudu transform [8] is defined over the set of functions

A = { f(t)|≥M,τ1, τ2 > 0, |f(t)| < M e|t|/τj , if t ≤ (−1)j × [0,↓)}

by the following formula

f̄(u) = S[f(t)] =
↓∫

0

f (ut) e−tdt, u ≤ (−τ1, τ2). (1)

Some of the properties of the sumudu transform were established by Asiru [9].
Further, fundamental properties of this transform were established by Belgacem
et al. [10]. The sumudu transform has scale and unit preserving properties, so it can
be used to solve problems without resorting to a new frequency domain.
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3 Governing Equation

The thin film flow of a third-grade fluid down an inclined plane of inclination
α ∈= 0 is governed by the following nonlinear boundary value problem [11, 12]

d2U

dy2 + 6(β2 + β3)

μ

(
dU

dy

)2 d2U

dy2 + ρg sin α

μ
= 0, (2)

U(0) = 0,
dU

dy
= 0 at y = δ. (3)

Introducing the parameters

y = δy→,U = δ2ρg sin α

μ
U→,

β→ = 3δ2ρ2g2 sin2 α

μ3 (β2 + β3) (4)

the problem in Eqs. (2) and (3) , after omitting asterisks, takes the following form

d2U

dy2 + 6β

(
dU

dy

)2 d2U

dy2 + 1 = 0, (5)

U (0) = 0,
dU

dy
= 0 at y = 1, (6)

where μ is the dynamic viscosity, g is the gravity, ρ is the fluid density, and β > 0
is the material constant of a third-grade fluid. We note that Eq. (5) is a second-order
nonlinear and inhomogeneous differential equation with two boundary conditions;
therefore, it is a well-posed problem.

Through integration of Eq. (5), we have

dU

dy
+ 2β

(
dU

dy

)3

+ y = C1, (7)

where C1 is a constant of integration. Employing the second condition of (6) in
Eq. (7), we obtain C1 = 1. Thus, the system (5)–(6) can be written as

dU

dy
+ 2β

(
dU

dy

)3

+ (y − 1) = 0, (8)

U (0) = 0. (9)
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It should be noted that for β = 0, Eq. (5) corresponds to that of Newtonian fluid
whose exact solution subjected to the boundary conditions (6) is given by

U (y) = −1

2

[
(y − 1)2 − 1

]
. (10)

In what follows, we will obtain the approximate analytic solution of the nonlinear
system (8)–(9) by using the HASTM.

4 Basic Idea of HASTM

To illustrate the basic idea of this method, we consider an equation N [U (x, t)] =
g(x, t), where N represents a general nonlinear ordinary or partial differential
operator including both linear and nonlinear terms. The linear terms are decom-
posed into L +R, where L is the highest order linear operator, and R is the remaining
of the linear operator. Thus, the equation can be written as

LU + RU + NU = g(x, t), (11)

where NU indicates the nonlinear terms.
Applying the sumudu transform on both sides of Eq. (11) and using the differen-

tiation property of the sumudu transform, we have

S[U ] − un
n−1∑

k=0

U (k)(0)

u(n−k)
+ un [S[RU ] + S[NU ] − S[g(x)]] = 0. (12)

We define the nonlinear operator

N [φ(x, t; q)] = S[φ(x, t; q)] − un
n−1∑

k=0

φ(k)(x, t; q)(0)

u(n−k)

+ un [S[Rφ(x, t; q)] + S[Nφ(x, t; q)] − S[g(x)]] , (13)

where q ≤ [0, 1] and φ(x, t; q) is a real function of x, t and q. We construct a
homotopy as follows:

(1 − q)S[φ(x, t; q) − U0(x, t)] = � q H(x, t) N [U (x, t)], (14)

where S denotes the sumudu transform, q ≤ [0, 1] is the embedding parameter,
H(x, t) denotes a nonzero auxiliary function, � ∈= 0 is an auxiliary parameter,
U0(x, t) is an initial guess of U (x, t), and φ(x, t; q) is a unknown function. Obvi-
ously, when the embedding parameter q = 0 and q = 1, it holds
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φ(x, t; 0) = U0(x, t), φ(x, t; 1) = U (x, t), (15)

respectively. Thus, as q increases from 0 to 1, the solution φ(x, t; q) varies from the
initial guess U0(x, t) to the solution U (x, t). Expanding φ(x, t; q) in Taylor series
with respect to q, we have

φ(x, t; q) = U0(x, t) +
↓∑

m=1

Um(x, t)qm, (16)

where

Um(x, t) = 1

m!
∂mφ(x, t; q)

∂qm

∣
∣q=0. (17)

If the auxiliary linear operator, the initial guess, the auxiliary parameter �, and
the auxiliary function are properly chosen, the series (16) converges at q = 1, then
we have

U (x, t) = U0(x, t) +
↓∑

m=1

Um(x, t), (18)

which must be one of the solutions of the original nonlinear equations. According
to the definition (18), the governing equation can be deduced from the zero-order
deformation (14). Define the vectors

∗Um = {U0(x, t),U1(x, t), . . . ,Um(x, t)}. (19)

Differentiating the zero-order deformation Eq. (14) m-times with respect to q and
then dividing them by m! and finally setting q = 0, we get the following mth-order
deformation equation:

S[Um(x, t) − χmUm−1(x, t)] = �H(x, t)�m( ∗Um−1). (20)

Applying the inverse sumudu transform, we have

Um(x, t) = χmUm−1(x, t) + �S−1[H(x, t)�m( ∗Um−1)], (21)

where

�m( ∗Um−1) = 1

(m − 1)!
∂m−1 N [φ(x, t; q)]

∂qm−1

∣
∣q=0, (22)

and

χm =
{

0, m ≺ 1,
1, m > 1.

(23)
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5 Solution of the Problem

According to HASTM, we take the initial guess as

U0(y) = y − y2

2
. (24)

Applying sumudu transform on both sides of Eq. (8), we have

S[U ] − u + u2 + 2βuS

[(
dU

dy

)3
]

= 0. (25)

We define the nonlinear operator

N [φ(y; q)] = S [φ(y; q)] − u + u2 + 2βuS

[(
dφ(y; q)

dy

)3
]

(26)

and thus

�m( ∗Um−1) = S
[ ∗Um−1

]
−(1−χm)(u−u2)+2βuS

[
m−1∑

i=0

i∑

l=0

dUl

dy

dUi−l

dy

dUm−1−i

dy

]

.

(27)

The mth -order deformation equation is given by

S
[
Um(y) − χmUm−1(y)

] = ��m( ∗Um−1). (28)

Applying the inverse sumudu transform, we have

Um(y) = χmUm−1(y) + �S−1[�m( ∗Um−1)]. (29)

Solving the above Eq. (29), for m = 1, 2, 3, · · · , we get

U1(y) = −β�

2

[
(y − 1)4 − 1

]
, (30)

U2(y) = −β�

2
(1 + �)

[
(y − 1)4 − 1

]
− 2β2

�
2
[
(y − 1)6 − 1

]
, (31)
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U3(y) = − β�

2
(1 + �)2

[
(y − 1)4 − 1

]
− 4β2

�
2(1 + �)

[
(y − 1)6 − 1

]

− 12β3
�

3
[
(y − 1)8 − 1

]
, (32)

...

The series solution is given by

U (y) = U0(y) + U1(y) + U2(y) + U3(y) + · · · . (33)

If we put � = −1 in Eqs. (30)–(33), we can recover the solutions obtained by
using HPM [9], VIM [10], and ADM [10].

In the solution (33), the terms involving the powers of β gives the contribution of
the non-Newtonian fluid. It is worth noting that by setting β = 0 in the above approx-
imations, we recover the exact solution for the case of Newtonian fluid. Thus, the
first approximation of the nonlinear system (8)–(9) obtained by HASTM is identical
with the exact solutions of the corresponding linear problem. This indicates that the
HASTM can be equally applied to linear equations. The effects of the non-Newtonian
parameter β on the velocity given in (33) are shown in Fig. 1. It is depicted that as we
decrease the non-Newtonian parameter β, the solution converges to the Newtonian
case.

Fig. 1 Variations in velocity
with y for different values of
β
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6 Conclusions

In this paper, the homotopy analysis sumudu transform method (HASTM) is
employed for solving the nonlinear equation governing the thin flow of a third-
grade fluid down an inclined plane. The numerical results reveal that the HASTM
is a very effective method and might find wide applications to solve many types of
nonlinear differential equations in science, engineering, and finance. Maple has been
used for computation in this paper.

References

1. Liao, S.J.: Beyond Perturbation: Introduction to homotopy analysis method. Chapman and Hall
/ CRC Press, Boca Raton (2003)

2. Liao, S.J.: On the homotopy analysis method for nonlinear problems. Appl. Math. Comput.
147, 499–513 (2004)

3. Liao, S.J.: A new branch of solutions of boundary-layer flows over an impermeable stretched
plate. Int. J. Heat Mass Trans. 48, 2529–2539 (2005)

4. Qi, W.: Application of homotopy analysis method to solve relativistic Toda-Lattice system.
Commun. Theor. Phys. 53, 1111–1116 (2010)

5. Shidfar, A., Molabahrami, A.: A weighted algorithm based on the homotopy analysis method:
application to inverse heat conduction problems. Commun. Nonlinear Sci. Numer. Simul. 15,
2908–2915 (2010)

6. Kheiri, H., Alipour, N., Dehgani, R.: Homotopy analysis and Homotopy-Pade methods for
the modified Burgers-Korteweg-de-Vries and the Newell Whitehead equation. Math. Sci. 5(1),
33–50 (2011)

7. Sushila, Kumar, D., Singh, J., Gupta, S.: Homotopy analysis sumudu transform method for
nonlinear equations. Int. J. Ind. Math. 4, 301–314 (2012)

8. Watugala, G.K.: Sumudu transform- a new integral transform to solve differential equations
and control engineering problems. Math. Engg. Indust. 6(4), 319–329 (1998)

9. Asiru, M.A.: Further properties of the Sumudu transform and its applications. Int. J. Math.
Educ. Sci. Tech. 33, 441–449 (2002)

10. Belgacem, F.B.M., Karaballi, A.A., Kalla, S.L.: Analytical investigations of the Sumudu trans-
form and applications to integral production equations. Math. Prob. Engg. 3, 103–118 (2003)

11. Siddique, A.M., Mahmood, R., Ghori, Q.K.: Homotopy perturbation method for thin film flow
of a third grade fluid down an inclined plane. Chaos Solitons Fractals 35(1), 140–147 (2008)

12. Siddique, A.M., Farooq, A.A., Haroon, T., Rana, M.A., Babcock, B.S.: Application of He’s
variational iterative method for solving thin flow problem arising in non-Newtonian fluid me-
chanics. World J. Mech. 2, 138–142 (2012)



Buckling and Vibration of Non-Homogeneous
Orthotropic Rectangular Plates with Variable
Thickness Using DQM

Renu Saini and Roshan Lal

Abstract The present work analyzes the buckling and vibration behavior of
non-homogeneous orthotropic rectangular plates of variable thickness and subjected
to constant in-plane force along two opposite simply supported edges on the basis of
classical plate theory. The other two edges may be clamped, simply supported, and
free. For non-homogeneity of the plate material, it is assumed that Young’s moduli
and density vary exponentially along one direction. The governing partial differential
equation of motion of such plates has been reduced to an ordinary differential equa-
tion using the sine function for mode shapes between the simply supported edges.
This has been solved numerically employing DQM. The effect of various parameters
has been studied on the natural frequencies for the first three modes of vibration. Crit-
ical buckling loads by allowing frequencies to approach zero have been computed.
Comparison has been made with the known results.

Keywords Non-homogeneous · Orthotropic · Rectangular · Buckling · DQM

1 Introduction

Plates of various geometries are key components in many structural and machinery
applications, particularly in aerospace, civil, mechanical, and automotive industries.
In various engineering applications, plates are often subjected to in-plane stresses
arising from hydrostatic, centrifugal, and thermal stresses [1–3], which may induce
buckling, a phenomenon that is highly undesirable. A lot of work has been carried
out to study the vibration of rectangular plates and reported in references [4, 5].
Orthotropic plates are often non-homogeneous either by design or because of the
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physical composition and imperfection in the underlying materials. Very few models
representing the behavior of non-homogeneous materials have been proposed in the
literature, and some recent references are [6–8]. The present paper analyzes the
behavior of non-homogeneous orthotropic rectangular plates whose two opposite
edges are assumed to be simply supported and are subjected to constant in-plane force
on the basis of classical plate theory. For non-homogeneity of the plate material, it is
assumed that Young’s moduli and density vary exponentially along one direction. The
governing differential equation for such plates reduces to fourth-order differential
equation with variable coefficients whose analytical solution is not feasible. DQM
has been employed to obtain the natural frequency for C-C, C-S, and C-F boundary
conditions.

2 Formulation

Consider a non-homogeneous orthotropic rectangular plate of dimension a × b and
thickness h(x, y). The x and y axes are taken along the principal directions of
orthotropy, and axis of z is perpendicular to the xy plane. The plate that is simply
supported at y = 0 and b is taken to be under constant in-plane force Ny along these
two edges (Fig. 1). The differential equation of motion is given by

Dx
π4w

πx4 + Dy
π4w

πy4 + 2H
π4w

πx2πy2 + 2
π H

πx

π3w

πx πy2 + 2
π H

πy

π3w

πy πx2

+ 2
π Dx

πx

π3w

πx3 + 2
π Dy

πy

π3w

πy3 + π2 Dx

πx2

π2w

πx2 + π2 Dy

πy2

π2w

πy2

+ π2 D1

πx2

π2w

πy2 + π2 D1

πy2

π2w

πx2 + 4
π2 Dxy

πx πy

π2w

πx πy
+ λh

π2w

πt2 − Ny
π2w

πy2 = 0,

(1)

where Dx = E≥
x h3/12, Dy = E≥

y h3/12, Dxy = Gxyh3/12, D1 = E≥h3/12,

b

0                                           a

Simply supported

Simply supportedClamped
Clamped or 
Simply supported 
or free

Fig. 1 Geometry of the plate and boundary conditions
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H = D1 + 2Dxy, E≥ = τy E≥
x = τx E≥

y , (E≥
x , E≥

y) = (Ex , Ey)/(1 − τxτy),

w(x, y, t) is the transverse deflection, t is the time, and Ex , Ey, τx , τy , Gxy are
material constants.

Let us assume that h = h(x), i.e., independent of y. For harmonic solution, the
deflection w is assumed to be

w(x, y, z) = w(x) sin(pρy/b)eiβt (2)

where p is a positive number and β is the frequency in radians. Further, for elastically
non-homogeneous material, it is assumed that the Ex , Ey , and λ are the functions
of x only, i.e., Ex = E1eμX , Ey = E2eμX , λ = λ0eζ X and the shear modulus
is Gxy = √

Ex Ey/2(1 + ≤
τxτy). Using (2) and introducing the non-dimensional

variables X = x/a, Y = y/b, h = h/a, W = w/a where h = h0eξX , Eq. (1)
reduces to A0W iv + A1W ↓↓↓ + A2W ↓↓ + A3W ↓ + A4W = 0, where A0 = 1

A1 = 2(μ + 3ξ), A2 = (μ + 3ξ)2 − 2
√

E2/E1λ
2, A3 = −2(μ + 3ξ)

√
E2/E1λ

2

A4 = λ4 E2/E1 − τy(μ + 3ξ)2λ2 − γ2e(ζ−μ−2ξ)X + λ2 Nye(−μ−3ξ)X (3)

λ2 = ρ2a2 p2/b2,γ2 = 12 λ0(1−τxτy)a2β2/E1h, N≥
0 = 12Ny(1−τxτy)/aE1h3

0
and prime denotes the differentiation with respect to X . Here, (h0, λ0) = (h, λ)X=0,μ

is the non-homogeneity parameter, ξ is the taper parameter, ζ is the density para-
meter, and E1, E2 are Young’s moduli. Equation (3) is a fourth-order differential
equation with variable coefficients whose approximate solution is obtained by DQM.

3 Method of Solution and Boundary Conditions

Let X1, X2 . . . X N be the N grid points in the applicability range [0, 1] of the plate.
According to DQM, the nth-order derivative of W (X) with respect to X can be
expressed discretely at the point Xi as

dn W (Xi )

d Xn
=

N∑

j=1

c(n)
i j W (X j ), i = 1, 2, . . . N

where c(n)
i j are the weighting coefficients at Xi and given by

c(n)
i j = M (1)(Xi )/(Xi − X j )M (1)(X j ), i = 1, 2 . . . N (i ∈= j),

M (1)(Xi ) =
N∏

j=1, j ∈=i
(Xi − X j )
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c(n)
i j = n

(

c(n−1)
i i c(1)

i j − c(n−1)
i j

(Xi − X j )

)

i, j = 1, 2 . . . N , j ∈= i and n = 2, 3, 4

c(n)
i i = −∑N

j=1, j ∈=i c(n)
i j , i = 1, 2, .....N and n = 1, 2, 3, 4. Discretizing Eq. (3) and

substituting for W (X) and its derivative at the i th grid point

N∑

j=1

(
A0c(4)

i j + A1c(3)
i j + A2c(2)

i j + A3c(1)
i j

)
W (X j ) + A4,i W (Xi ) = 0 (4)

For i = 3, 4 . . . (N − 2), ones obtain a set of (N − 4) equations in terms of
unknowns W j (→ W (X j )), j = 1, 2, . . . N , which can be written in the matrix form
as

[B][W ≥] = [0], (5)

where B and W ≥ are matrices of order (N − 4) × N and (N × 1), respectively. The
(N − 2) internal grid points are the zeroes of shifted Chebyshev polynomial in the
range [0, 1] given by Xk+1 = 1/2[1+cos((2k−1)ρ/2(N −2))], k = 1, 2, ...N −2.

The three sets of boundary conditions, namely C-C, C-S, and C-F, have been
considered. By satisfying the relations, a set of four homogeneous equations are
obtained.

W = dW/d X = 0; W = (d2W/d X2) − (E≥/E≥
x )λ2W = 0 and

W = (d2W/d X2) − (E≥/E≥
x )λ2W

= (d3W/d X3) − λ2(E≥ + 4Gxy)/Ex (dW/d X) = 0.

This set together with field Eq. (5) gives a complete set of N equations in N
unknowns, which is expressed as

[
A
BCC

]
{B} = 0 (6)

For a non-trivial solution of Eq. (6), the frequency determinant must vanish, and
hence,

∣
∣
∣
∣

A
BCC

∣
∣
∣
∣ = 0, (7)

Similarly for C-S and C-F plates
∣
∣
∣
∣

A
BC S

∣
∣
∣
∣ = 0, (8)

∣
∣
∣
∣

A
BC F

∣
∣
∣
∣ = 0. (9)
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4 Numerical Results and Discussions

The frequency Eqs. (7–9) provide the values of frequency parameter γ for various
values of N y = −50 (20) 50, 0, ζ = −0.5 (0.2) 0.5, 0.0, 0.1, ξ = −0.5 (0.2) 0.5,

0.0, 0.1 , μ = −0.5 (0.2) 0.5, 0.0, 0.1 and a/b = 0.25 (0.25) 2.0 for p = 1. The
values of elastic constants for plate material ‘ORTHO1’ are taken as (E1, E2) =
(1 × 1010, 0.5 × 1010)MPa, τx = 0.2, τy = 0.1. To choose the appropriate number
of grid points N , a convergence study has been carried out and graphs are shown in
Fig. 2. The value of N has been fixed as 17, for all the three plates.

The results are presented in Figs. (3, 4, 5, 6 and 7 ) and Table 1. In Fig. 3a, it is
observed that γ increases with the increasing values of N y for all three boundary
conditions. The rate of increase in γ with N y increases in the order of boundary
conditions C-C, C-S, and C-F. In Fig. 3b, c, the behavior of γ with N y is the same
except the rate of increase in γ with N y decreases with the increase in the number
of modes.

In Fig. 4a, it is observed that γ increases with the increasing values of μfor all
three plates. The rate of increase in γ with μ increases in the order of boundary
conditions C-F, C-S, and C-C. In Fig. 4b, c, the rate of increase in γ with increasing
values of μincreases with the increase in the number of modes.

From Fig. 5a, it is clear that γ decreases with increasing value of ζ. The rate of
decrease in γ with ζ for a C-S plate is higher than that for a C-F plate but lower
for a C-C plate. For II and III modes of vibration, this rate of decrease in γ further
increases in the same order of boundary conditions as shown in Fig. 5b, c.

From Fig. 6a, it is observed that γ increase with the increasing values of ξ when
N y < 0 for all three plates. In Fig. 6b, c, the value of γ increases with the increasing
values of ξ for all three plates.

7 9 11 13 15 17 19
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1
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1.1

7 9 11 13 15 17 19
0.94

0.95
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7 9 11 13 15 17 19
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1
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1.3

1.35

N NN

Ω

(a) (b) (c)

Fig. 2 Normalized frequency parameter γ/γ≥: a C-C plate, b C-S plate, and c C-F plate, for
a/b = 1, ζ = −0.5, μ = −0.5, N y = 30, square, I mode circle, II mode lozenge, III mode.
γ≥-result using 20 grid points
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Fig. 3 Frequency parameter: a I mode, b II mode, and c III mode for ζ = −0.5, a/b = 1.
—C-C; - - -, C-S; -.-., C-F; square, μ = ξ = −0.5; blacksquare, μ = 0.5, ξ = −0.5; circle,
μ = −0.5, ξ = 0.5; blackcircle, μ = ξ = 0.5
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Fig. 4 Frequency parameter: a I mode, b II mode, and c III mode for ζ = −0.5,. —C-C; - - -, C-S; -
.-. C-F; square, N y = 30, ξ = −0.5; blacksquare, N y = 30, ξ = −0.5; circle, N y = 30, ξ = 0.5;
blackcircle, N y = 30, ξ = 0.5

In Fig. 7a, it is found that γ increases with the increasing values of a/b for all
three plates. The rate of change of γ with a/b increases for N y = −30 and decreases
for N y = 30 with the increase in the number of modes as shown in Fig. 7b, c. By
allowing the frequency to approach zero, the critical values N cr of N y have been
computed for all the three plates (Table 1).

A comparison of result by other methods has been given in Tables 2 and 3.
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Fig. 5 Frequency parameter: a I mode, b II mode, and c III mode for a/b = 1. —C-C; - -
-, C-S; -.-.-, C-F; square, N y = −30, μ = −0.5; blacksquare, N y = −30, μ = 0.5 circle,
N y = 30, μ = −0.5; blackcircle, N y = 30, μ = 0.5
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Fig. 6 Frequency parameter: a I mode, b II mode, and c III mode for ζ = −0.5.. —C-C; - - -, C-S;
-.-. C-F; square, N y = −30, μ = −0.5; blacksquare, N y = −30, μ = 0.5, circle, N y = 30, μ =
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Fig. 7 Frequency parameter: a I mode, b II mode, and c III mode for ξ = 0.5. —C-C; - -
-, C-S; -.-. C-F; square, N y = −30, μ = −0.5; blacksquare, N y = −30, μ = 0.5, circle,
N y = 30, μ = −0.5; blackcircle, N y = 30, μ = 0.5

Table 2 Comparison of frequency parameter γ for homogeneous (μ = 0, ζ = 0), isotropic
(Ex = Ey = E), plates for τ = 0.3

I Mode II Mode

a/b 0.5 1 0.5 1
ξ 0.0 0.5 0.0 0.5 0.0 0.5 0.0 0.5

C-C 23.8156 30.7594 28.9509 37.2761 63.5345 81.6107 69.3270 88.9922
23.8204a 30.7573a 28.9499a 37.2675a 63.6027a 81.6757a 69.3796a 89.0385a

– – 28.946b – – – 69.320b –
23.8156c 30.7594c 28.9508c 37.2761c 63.6345c 81.6101c 69.3270c 88.9921c

C-S 17.3318 21.2621 23.6463 30.1345 52.0979 65.6981 58.6464 74.5075
17.3350a 21.2595a 23.6468a 30.1282a 52.0978a 65.7417a 58.6880a 74.5381a

– – 23.646b – – – 58.641b –
17.1614c 21.2621c 23.6463c 30.1345c 52.0978c 65.6999c 58.6463c 74.5102c

C-F 5.70387 6.86986 12.6874 17.2586 24.9438 30.1903 33.0651 42.0484
5.7031a 6.8682a 12.6838a 17.2545a 24.949a 30.194a 33.064a 42.045a

– – 12.69b – – – 33.06b –
5.7039c 6.8677c 12.6873c 17.2583c 24.9438c 30.1922c 33.0652c 42.0566c

a values from quintic spline [7], b exact values [9] and c values from Chebyshev collocation technique
[10]. A comparison of Ncr has been presented in Table 3

Table 3 Comparison of critical buckling loads N cr for homogeneous (μ = 0, ζ = 0), isotropic
(Ex = Ey = E), C-C plates for τ = 0.3

Ref. a/b 0.4 0.5 0.6 0.7 0.8 0.9 1

Present 93.247 75.910 69.632 69.095 72.084 77.545 84.922
[7, 11] 93.209 75.887 69.604 69.072 72.067 77.533 75.877

93.247 75.91 69.632 69.095 72.084 77.545 75.91
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5 Conclusions

The DQM has been used to study the effect of in-plane force together with non-
homogeneity of the material on the transverse vibrations of orthotropic rectangu-
lar plates of exponentially varying thickness on the basis of classical plate theory.
The frequency parameter γ is found to be increased with the increasing values of
N y, μ, a/b and decreased with the increasing values of ζ keeping all other parame-
ters fixed. Critical buckling load N cr for a C-S plate is higher than that for a C-F
plate but less than that for a C-C plate keeping all other plate parameters fixed. An
excellent agreement of the results with those obtained by other methods shows the
high accuracy and computational efficiency of the present approach.
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A Dual SBM Model with Fuzzy
Weights in Fuzzy DEA

Jolly Puri and Shiv Prasad Yadav

Abstract The dual part of a SBM model in data envelopment analysis (DEA) aims
to calculate the optimal virtual costs and prices (also known as weights) of inputs and
outputs for the concerned decision-making units (DMUs). In conventional dual SBM
model, the weights are found as crisp quantities. However, in real-world problems,
the weights of inputs and outputs in DEA may have fuzzy essence. In this paper,
we propose a dual SBM model with fuzzy weights for input and output data. The
proposed model is then reduced to a crisp linear programming problem by using
ranking function of a fuzzy number (FN). This model gives the fuzzy efficiencies
and the fuzzy weights of inputs and outputs of the concerned DMUs as triangular
fuzzy numbers (TFNs). The proposed model is illustrated with a numerical example.

Keywords Fuzzy DEA · Fuzzy SBM model · Fuzzy efficiency · Fuzzy weights

1 Introduction

Data envelopment analysis (DEA) [1] is a nonparametric and linear programming-
based technique which evaluates the relative efficiency of homogeneous DMUs on
the basis of multiple inputs and multiple outputs. Since the time DEA was proposed,
it has got comprehensive attention both in theory and in applications. The beauty of
DEA is its ability to measure relative efficiencies of DMUs without assuming prior
weights on the inputs and outputs. The first model in DEA is the CCR model [1]
which deals with proportional changes in inputs and outputs. The CCR efficiency
score reflects the proportional maximum input reduction (or output augmentation)
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rate which is common to all inputs (outputs). But it neglects the slacks corresponding
to inputs and outputs. To overcome this shortcoming of CCR model, Tone presented
Slack-based Measure (SBM) model [15] in DEA, which puts aside the assumption
of proportionate changes in inputs and outputs, and deals with slacks directly. The
primal part of the SBM model directly deals with input excesses and output shortfalls
of the concerned DMUs. On the other hand, the dual part of the SBM model can be
interpreted as profit maximization model and it aims to calculate the optimal virtual
costs and prices (also known as weights) of inputs and outputs for the concerned
DMUs. Other theoretical extensions of SBM model can be seen in [4, 13].

The conventional DEA models are limited to only crisp input/output data and
also their weights take only crisp values. However, in real-world problems, two
situations can be possible: (1) Input/output data may have imprecision or fuzziness
and (2) the weights of data may have fuzzy essence. To deal with imprecise data,
the notion of fuzziness has been introduced in DEA. The DEA is extended to fuzzy
DEA (FDEA) in which the imprecision is represented by fuzzy sets or FNs [7, 14].
The SBM efficiency in DEA is extended to fuzzy settings in [6, 11, 12]. Several
approaches have been developed to deal with fuzzy data in FDEA. These approaches
are as follows: (1) tolerance approach [14], (2) π-cut approach [7], (3) fuzzy ranking
approach [5], and (4) possibility approach [8]. However, very less emphasis has been
given to FDEA models with fuzzy weights. Mansourirad et al. [10] are the first who
introduced fuzzy weights in fuzzy CCR model and proposed a method based on π-cut
approach to evaluate weights for outputs in terms of TFNs. In this paper, we propose
a dual SBM model with fuzzy weights corresponding to crisp input and output data.
We reduce the proposed model into crisp linear programming problem (LPP) by
using ranking function of an FN. The proposed model gives the fuzzy efficiencies
and the fuzzy weights corresponding to inputs and outputs of the concerned DMUs
as TFNs.

The paper is organized as follows: Section 2 presents preliminaries which include
basic definitions. Section 3 presents the description of primal and dual parts of the
SBM model. Section 4 presents the dual SBM model with fuzzy weights and its
reduction to a crisp LPP. Section 5 presents the results and discussion of a numerical
example to illustrate the proposed model. The last Section 6 concludes the findings
of our study.

2 Preliminaries

The basic definitions in the fuzzy set theory can be seen from [16]. This section
includes the definition of TFN and arithmetic operations on TFNs [2]. It also includes
ranking function which maps FN to the real line [9].
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2.1 Triangular Fuzzy Number

A TFN Ã, denoted by (a1, a2, a3), is defined by the membership function μ Ã given
by

μ Ã(x) =


⎧⎧⎧⎧⎧⎨

⎧⎧⎧⎧⎧⎩

x − a1

a2 − a1
, a1 < x ≥ a2,

1, x = a2,
x − a3

a2 − a3
, a2 ≥ x < a3,

0, otherwise,

≤x ↓ R. In the present study, 0̃ = (0, 0, 0), 1̃ = (1, 1, 1) and ã = (a, a, a) where
a ↓ R.

2.2 Arithmetic Operations on TFNs

Let Ã = (a1, a2, a3) and B̃ = (b1, b2, b3) be two TFNs. Then,
Addition: Ã ∈ B̃ = (a1 + b1, a2 + b2, a3 + b3).

Subtraction: Ã λ B̃ = (a1 − b3, a2 − b2, a3 − b1).

Scalar multiplication: k Ã =
{

(ka1, ka2, ka3), k → 0,

(ka3, ka2, ka1), k < 0.

Multiplication: Ã ∗ B̃ = (min(a1b1, a1b3, a3b1, a3b3), a2b2, max(a1b1, a1b3,

a3b1, a3b3)).

2.3 Ranking Function

Let F(R) be the set of all FNs. A ranking function [9] � is a mapping from F(R) to
the real line. The FNs can easily be compared by using ranking functions. The rank
of TFN Ã = (a1, a2, a3), represented by �( Ã), is defined by �( Ã) = (a1 + 2a2 +
a3)/4.

Let Ã = (a1, a2, a3) and B̃ = (b1, b2, b3) be two TFNs in F(R). Then,

1. Ã is said to be equal to B̃ based on ranking function �, written as Ã =
� B̃, iff

�( Ã) = �(B̃).

2. Ã is said to be less than or equal to B̃ based on ranking function �, written as
Ã ≥

�
B̃, iff �( Ã) ≥ �(B̃).

3. Ã is said to be greater than or equal to B̃ based on ranking function �, written as
Ã →

�
B̃, iff �( Ã) → �(B̃).
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4. Ã is said to be less than or equal to 0̃ based on ranking function �, written as
Ã ≥

�
0̃, iff �( Ã) ≥ �(0̃).

Theorem: �(c Ã+ B̃) = c�( Ã)+�(B̃), c is any constant. (Linearity property [11]).

3 Slack-based Measure Model

Assume that the performance of a set of n homogeneous DMUs (DMU j ; j =
1, . . ., n) is to be measured. The performance of DMU j is characterized by a pro-
duction process of m inputs (xi j ; i = 1, . . ., m) to yield s outputs (yr j ; r = 1, . . ., s).
Let yrk be the amount of the r th output produced by the kth DMU and xik be the
amount of the i th input used by the kth DMU. Assume that input and output data are
positive. The primal of SBM model [15] of the kth DMU, represented by SBM-Pk ,
is defined as

SBM-Pk τk = min
1 − (1/m)

∑m
i=1 s−

ik/xik

1 + (1/s)
∑s

r=1 s+
rk/yrk

subject to xik = ∑n
j=1 xi jρ jk + s−

ik ≤i,

yrk = ∑n
j=1 yr jρ jk − s+

rk ≤r,

ρ jk → 0 ≤ j, s−
ik → 0 ≤i, s+

rk → 0 ≤r,

where s+
rk is the slack in the r th output of the kth DMU; s−

ik is the slack in the i th
input of the kth DMU; ρ jk’s, i.e., (ρ j1, ρ j2, . . . , ρ jn) are non-negative variables for
j = 1, 2, . . . , n. The kth DMU is SBM efficient if τk = 1 and all s−

ik = 0, s+
rk = 0,

i.e., no input excesses and no output shortfalls in any optimal solution.
SBM-Pk can be transformed into LPP using Charnes–Cooper transformation

given in [1]. Multiply a scalar tk > 0 to both the denominator and the numera-
tor of SBM-Pk . This causes no change in the value of τk . The value of tk can be
adjusted in such a way that the denominator becomes 1. The SBM-Pk model in LPP
form becomes

LPP-SBM-Pk βk = min tk − 1

m

m⎛

i=1

S−
ik/xik

subject to 1 = tk + 1

s

s⎛

r=1

S+
rk/yrk,

tk xik =
n⎛

j=1

xi jζ jk + S−
ik≤i,

tk yrk =
n⎛

j=1

yr jζ jk − S+
rk≤r,



A Dual SBM Model with Fuzzy Weights in Fuzzy DEA 309

ζ jk → 0 ≤ j, S−
ik → 0 ≤i, S+

rk → 0 ≤r, tk > 0,

where τk = βk, ρ jk = ζ jk/tk≤ j, s−
ik = S−

ik/tk≤i and s+
rk = S+

rk/tk≤r.
The dual of LPP-SBM-Pk , represented by SBM-Dk , can be expressed as follows:

SBM-Dk Ek = max ξk

subject to ξk +∑m
i=1 xikvik −∑s

r=1 yrkurk = 1,
∑s

r=1 yr j urk −∑m
i=1 xi j vik ≥ 0 ≤ j,

vik → 1
mxik

≤i, urk → ξk
syrk

≤r.

where ξk ↓ R, vik ≤i , and urk ≤r are the dual variables corresponding to LPP-SBM-Pk .
The dual variables vik and urk are the weights associated with the i th input and the
r th output, respectively. The Ek is the SBM efficiency of the kth DMU.

4 Dual SBM Model with Fuzzy Weights

In conventional SBM-Dk model, the weights of inputs and outputs are found as crisp
quantities. However, in real-world problems, the weights may have fuzzy essence.
Therefore, in this paper, weights of inputs and outputs are taken as TFNs, and thus,
the SBM-Dk model becomes fuzzy SBM-Dk (FSBM-Dk) model given by

FSBM-Dk Ẽk =
� max ξ̃ k

subject to ξ̃ k ∈∑m
i=1 xik ṽik λ

∑s
r=1 yrk ũrk =

� 1̃,

∑s
r=1 yr j ũrkλ

∑m
i=1 xi j ṽik ≥

�
0̃ ≤ j,

ṽik →
�

1
mxik

1̃ ≤i, ũrk →
�

1
syrk

ξ̃ k ≤r,

vik
1 ≥ vik

2 ≥ vik
3 ≤i, urk

1 ≥ urk
2 ≥ urk

3 ≤r, ξ k
1 ≥ ξ k

2 ≥ ξ k
3 .

where ṽikand ũrk are the triangular fuzzy weights associated with the i th input and
the r th output, respectively. The Ẽk is the fuzzy SBM efficiency of the kth DMU
which is also found as a TFN. By using the ranking function of TFN, FSBM-Dk

model reduces to Model 1, which is as follows:
Model-1 �(Ẽk) = max �(ξ̃ k)

subject to �(ξ̃ k) +∑m
i=1 xik�(ṽik) −∑s

r=1 yrk�(ũrk) = �(1̃),
∑s

r=1 yr j�(ũrk) −∑m
i=1 xi j�(ṽik) ≥ �(0̃) ≤ j,

�(ṽik) → 1
mxik

�(1̃) ≤i,�(ũrk) → 1
syrk

�(ξ̃ k) ≤r,

vik
1 ≥ vik

2 ≥ vik
3 ≤i, urk

1 ≥ urk
2 ≥ urk

3 ≤r, ξ k
1 ≥ ξ k

2 ≥ ξ k
3 .
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Table 1 Input and output data of six DMUs

Inputs and outputs A B C D E F

I1 4 14 24 20 48 50
I2 3 6 3 2 4 7.5
O1 1 2 3 2 4 5
O2 2 6 12 6 16 30

Source The input and output data are taken from [3]

Table 2 Fuzzy efficiencies ξ̃ k = (ξ k
1 , ξ k

2 , ξ k
3 ) and �(ξ̃ k)

ξ̃ k A B C D E F

ξ k
1 0.3429 0.2930 0.6720 0.2733 0.2172 0.3247

ξ k
2 0.8964 0.6113 0.7671 0.6183 0.4434 0.7321

ξ k
3 1.8644 1.2535 1.7939 1.5758 2.2292 2.2112

�(ξ̃ k) 1.0000 0.6923 1.0000 0.7714 0.8333 1.0000

By putting the values of �(ξ̃ k),�(ṽik) ≤i , and �(ũrk) ≤r, the Model-1 reduces
to Model-2, which is crisp LPP.

Model-2 Ek = max(ξ k
1 + 2ξ k

2 + ξ k
3 )/4

subject to (ξ k
1 + 2ξ k

2 + ξ k
3 ) +∑m

i=1 xik(vik
1 + 2vik

2 + vik
3 )

−∑s
r=1 yrk(urk

1 + 2urk
2 + urk

3 ) = 4,
∑s

r=1 yr j (urk
1 + 2urk

2 + urk
3 ) −∑m

i=1 xi j (vik
1 + 2vik

2 + vik
3 ) ≥ 0 ≤ j,

vik
1 +2vik

2 +vik
3

4 → 1
mxik

≤i, urk
1 + 2urk

2 + urk
3 → ξ k

1 +2ξ k
2 +ξ k

3
syrk

≤r,

vik
1 ≥ vik

2 ≥ vik
3 ≤i, urk

1 ≥ urk
2 ≥ urk

3 ≤r, ξ k
1 ≥ ξ k

2 ≥ ξ k
3 .

5 Results and Discussion of a Numerical Example

In this section, we provide a numerical example to illustrate the proposed dual SBM
model with fuzzy weights. Table 1 presents the performance evaluation problem of
six DMUs with two inputs I1 and I2, and two outputs O1 and O2.

The fuzzy efficiencies of all DMUs are evaluated from Model-2, which are shown
in Table 2. The results reveal that the rank of each fuzzy efficiency score lies between
0 and 1, i.e., 0 < �(ξ̃ k) ≥ 1. The fuzzy weights corresponding to inputs and outputs
of the concerned DMU are also evaluated by using Model-2, which are shown in
Tables 3 and 4, respectively. These fuzzy weights provide additional information to
the decision maker, which is not provided by crisp weights in crisp dual SBM model.
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Table 3 Fuzzy weights corresponding to inputs

Fuzzy weights A B C D E F

ṽ1k v1k
1 4.4466 0.0220 3.8200 0.0080 0.0034 2.2823

v1k
2 10.6011 0.0543 8.4805 0.0203 0.0079 6.0048

v1k
3 35.0495 0.1515 26.6735 0.0514 0.0224 27.9433

ṽ2k v2k
1 4.1217 0.0262 10.2804 16.3350 33.8386 6.0896

v2k
2 10.0303 0.0645 23.4940 39.3018 78.3524 16.3315

v2k
3 31.1839 0.1781 61.7977 96.1473 175.6625 54.6475

Table 4 Fuzzy weights corresponding to outputs

Fuzzy weights A B C D E F

ũ1k u1k
1 28.6998 0.1356 24.3567 16.7974 12.9102 11.6846

u1k
2 62.6096 0.3327 55.0749 40.0764 32.2595 32.5052

u1k
3 129.3616 0.8657 115.9649 93.9072 80.8491 89.4276

ũ2k u2k
1 4.6918 0.0181 5.1196 0.0197 3.5286 3.6698

u2k
2 11.0246 0.0443 11.1800 0.0490 10.2253 10.0071

u2k
3 36.0650 0.1241 34.5782 0.1394 28.0860 42.3709

6 Conclusion

In this paper, we proposed a dual SBM model with fuzzy weights (FSBM-Dk) for
crisp inputs and outputs. The FSBM-Dk model is then reduced to crisp LPP by
using ranking function. The proposed model evaluates the components of fuzzy
efficiencies and fuzzy weights corresponding to inputs and outputs as TFNs. These
fuzzy efficiencies and fuzzy weights provide additional information to the decision
maker, which helps to deal with uncertainty in real-life problems.
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Ball Bearing Fault Diagnosis Using Continuous
Wavelet Transforms with Modern Algebraic
Function

R. Sharma, A. Kumar and P. K. Kankar

Abstract Ball bearing plays a very crucial part of any rotating machineries, and
the fault diagnosis in rotating system can be detected at early states when the fault
is still small. In this paper, a ball bearing fault is detected by using continuous
wavelet transform (CWT) with modern algebraic function. The reflected vibration
signals from ball bearing having single point defect on its inner race, outer race,
ball fault, and combination of these faults have been considered for analysis. The
features extracted from a non-stationary multi-component ball bearing signal are very
difficult. In this paper, a CWT with selected stretching parameters is used to analyze a
signal in time–frequency domain and extract the features from non-stationary multi-
component signals. The algebraic function norms are calculated from the matrix
which can be generated with the help of wavelet transforms. The norms lookup table
is used as a reference for fault diagnosis. The experimental results show that this
method is simple and robust.
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1 Introduction

Rolling element bearings are used in wide variety of rotating machineries from
small devices to heavy industrial systems. Ball bearing defect may be categorized as
point of local defect and distribution defects. These defects are generated at the time
of manufacturing due to geometrical imperfection bearing components. Literature
review reveals that an extensive work has been done on fault diagnosis in ball bearing
system. Chiang et al. [1] have been used Fisher discriminate analysis and support
vector machines for fault diagnosis. Lei et al. [2] have proposed an intelligent clas-
sification method to mechanical fault diagnosis based on wavelet packet transform
(WPT), empirical mode decomposition (EDM), dimensionless parameters, a dis-
tance evolution technique, and radial basis function network. It becomes difficult to
diagnosis the fault when the amplitude of noise is high and also affects the system
performance. Hidden Markov model (HMM), support vector machine (SVM), and
artificial neural network (ANN) methods are used for fault classifications [3–5].

Wigner–Ville distribution and wavelet decomposition have been used for their
excellent time frequency analysis. Generally, it is difficult to analyze model-based
technique of a nonlinear system or non-stationary multi-component signals. Phakde
et al. [6] have used a set of coefficients based on the sequence current and voltage pha-
sor components to calculate the apparent impedance. Staszewski [7] have proposed a
wavelet-based method for fault detection in mechanical system. The energy-confined
DWT is used for fault detection by Prabhakar et al. [8]. Wavelet transform gives the
better solution than any other known method; however, the problem is for selecting
the parameter for wavelet analysis. The Gaussian correlation of vibration signal and
wavelet coefficients for fault diagnosis has been used in [9]. Yuan and Chu [10]
have used the particle swarm optimization (PSO) technique for feature selection of
wavelet function. Kankar et al. [11] have used the maximum relative wavelet energy
criterion and maximum energy to Shannon entropy ratio criterion for fault diagno-
sis. Adaptive wavelet filter with the selection of wavelet parameter on the basis of
amplitude and frequency has been used for fault diagnosis in ball bearing system
[12].

In this paper, the algebraic norms are used for fault classification, which can
be calculated with the help of continuous wavelet transform. For the selection of
the suitable parameter, the sensitive analysis technique is used. The fast Fourier
transform (FFT) of healthy as well as non-healthy ball bearing is taken, and only
those frequencies will be considered where there is appropriate difference in the
magnitude of FFT of the signals and these frequencies are called pseudo-frequencies.
These pseudo-frequencies are used to find out the scales of wavelet. With the help
of selected scales, the matrix is generated and from that matrix the energy confine
norms can be calculated, which are essentially used for fault diagnosis in ball bearing
system.
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2 Overview of CWT

Wavelet transform is a powerful tool that provides the analysis of signal at transient’s
state. The continuous wavelet transform (CWT) of x(t) by π (both belong to real
domain) is a projection of a function x(t) onto a particular wavelet π (t). The wavelet
analogy of the spectrogram is the scalogram since CWT behaves like orthonormal
basis decomposition. It is energy preserving transformation [13, 14].

(W x
π)(a, b) = 1≥

a

≤∫

−≤
x(t)π

⎧
t − b

a

⎨
dt (1)

where a > 0 and b are scale and translation parameters, respectively. π is the mother
wavelet.

(W x
π)x(a, b) =

∫
x(l)π(a,b)(l)dl (2)

Equation (2) is called wavelet equation or the inner product of x(t) with the scaled
and translation versions of the basis function ψ(a,b)(l). The scale ‘a’ is assumed
to be restricted to R+, although tenuously interpreted as a reciprocal of frequency.
When ‘a’ decreases, the oscillation becomes more intense and shows high-frequency
behavior. Similarly, when ‘a’ increases, the oscillations become drawn out and show
low-frequency behavior.

x(t) = 1

Cπ

≤∫

0

≤∫

−≤
(W x

π)(a, b)π(
t − b

a
)
da

a2 db (3)

Square magnitude of CWT is defined as wavelet spectrogram or scalogram. It
is distribution of signal in timescale plane and is expressed in power per frequency
unit.

≤∫

−≤
|x(t)|2dt = 1

Cπ

≤∫

−≤

≤∫

−≤
|(W x

π)(a, b)|2 da

a2 db (4)

Cπ is the constant that depends on π and W x
π(a, b) is the CWT. Equation (4) is

called the scalogram of CWT. It is also called an energy preserving transformation
as Eq. (4) has only constraint, that is, the mother wavelet πC L (R) satisfies:

Cπ =
≤∫

−≤

|π(w)|2
w

dw ↓ ≤ (5)
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Equation (5) is called admissibility condition, which leads to define the wavelet
spectrogram. Sensitivity analysis can be viewed as to remove distracting variance
from the dataset. Therefore, in this work, we are analyzing those sensors’ data which
are most sensitive and discard other.

3 Norms

The norm is used to quantify the size of a matrix or the distance between two matrices.
If K denotes the field of real or complex numbers. Let K m×n denote the vector space
containing all matrices with ‘m’ rows and ‘n’ columns with entries in K .

Let ‘A’ be any real matrix then ||A|| represents the norm of a real matrix ‘A’ in
vector space K m×n . The norm can be defined as follows:

• ∈A∈ > 0 IfA →= 0 and ∈A∈ = 0iffA = 0, say null matrix.
• ∈αA∈ = |α| ∈A∈ , for all ‘α’ in K and all matrices ‘A’ in K m×n .
• ∈A + B∈ ∗ ∈A∈ + ∈B∈ , for all matrices ‘A’ and‘B′inK m×n .

Incase of square matrices (m = n), some (but not all) matrix norms satisfy the
following condition:

• ∈AB∈ ∗ ∈A∈ ∈B∈ , for all matrices ‘A’ and ‘B ′ in K m×n also called a submulti-
plicative norm.
Let λ1,λ2,...........,λn be the eigenvalues of ‘A′, then

• 1∈A−1∈ ∗ |λ| ∗ ∈A∈ ,

If the vector norms treat a matrix as a vector of size and use one of the familiar
vector norms. The norms can be defined as follows:

∈A∈p =
⎩


m∑

i=1

m∑

j=1

|ai j |p

⎛

⎝

p

(6)

Equation (6) is called p-norms of a vector. Depending on the value of p, norms
can be defined in various way such as 1-norm, 2-norm, and ≤-norm for p=1, 2, and
≤, respectively.

∈A∈p =
√⎞
⎞
⎠

m∑

i=1

m∑

j=1

|ai j |2 = ⎭
trace(A≺ A) =

√⎞
⎞
⎠

min{m,n}∑

i=1

σ2
i (7)

where A* denoted the conjugate transpose of A and are defined as the singular values
of. The 2-norm can also be defined as the square root of confined matrix energy [15,
16].
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Table 1 Parameters specification of experimental setup

Parameters Values

Outer race diameter 28.2 mm
Inner race diameter 18.738 mm
Ball diameter 4.762 mm
Contact angle 0∩
Radial clearance 10µm
Ball number 8

Fig. 1 Experimental setup: 1 Digital encoder; 2 Variable speed control; 3 Motor; 4 Enclosure; 5
Flexible coupling; 6 Accelerometer; 7 Bearing housing; 8 Tested bearing; 9 Rotor; 10 Load disk;
11 Base; 12 Alignment adjustor; 13 Magnetic load system; 14 Gearbox Ref. [11]

4 Experimental Setup

The problem of predicting the degradation of working conditions of bearings before
they reach the alarm or failure threshold is extremely important in industries to fully
utilize the machine production capacity and to reduce the plant downtime. Figure 1
shows the experimental setup which is used for extracting vibration signals. In the
present study, an experimental test rig is used and vibration response for healthy
bearing and bearing with faults is obtained. Table 1 shows dimensions of the ball
bearings taken for the study. Accelerometers are used for picking up the vibration
signals from various stations on the rig. As a first step, the machine was run with
healthy bearing to establish the baseline data.

Table 1 shows the test bearing characteristics like diameter of inner race, outer
race, ball diameter, number of balls, contact angle, and radial clearance. For the study
point of view, collection of vibration data of healthy as well as faulty ball bearing at
different loading conditions (no loader, one loader, and two loader) and bearings are
simulated on the rig at different rotor speed 1,000, 1,500, and 2,000 rpm Ref. [11].
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The following five bearing conditions are considered for the study:

1. Healthy bearings (HB).
2. Bearing with spall on inner race (BSIR).
3. Bearing with spall on outer race (BSOR).
4. Bearing with spall on ball (BSB).
5. Combined bearing component defects (CBD).

5 Methodology

In this methodology, first all reflected signals from ball bearing at different rotating
speeds and different loading conditions are collected via the most sensitive sensors,
but these signals are contaminated by the noise and other unwanted variance.

The following steps explain the proposed methodology for fault diagnosis in ball
bearing system:

Step 1: Collect all the signals which reflect the faults in ball bearing system as an
occurrence of fault in a signal introduces distinctive and detectable change
in the energy distribution of the sensor data.

Step 2: As the reflected signals are not faulty at all time with respect to non-faulty
signal, those part of signal is analyzed, where the probability of fault is more.

Step 3: For applying CWT, the selection of stretching parameters plays a very
important roll. In this paper, the sensitivity analysis technique is used for
the analysis of noise-contaminated reflected signal features.

Step 4: Fast Fourier transform (FFT) of both faulty as well as non-faulty reflected
signals is taken, and only those values of signals will be considered, where
there is an appropriate difference in the magnitude of fast Fourier transforms
(FFT) of the signals as shown in Fig. 2.

Step 5: Collect all those frequencies at which there are appropriate differences
of faulty and non-faulty data and these frequencies are called pseudo-
frequencies.

Step 6: Calculate the scales by using Eq. (8).

a = Fc

Fa
(8)

where a scales, Fc center frequency of wavelet, and Fa pseudo-frequency
corresponding to scales.

Step 7: Calculate the big matrices of wavelet coefficients corresponding to reference
and faulty signals. The first one is called as signature matrix and the other
is known as indicator matrix.

Step 8: Estimate the norms of these big matrices and make a lookup table with some
tolerance. This is the reference table of norms. The sample version of lookup
table is shown in Table 2.
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Table 2 Sample version of lookup table

2-Norm Speed (rpm) Loading Fault

0.1219 1,000 No BFB
0.2622 1,000 One HEL
0.5211 2,000 One IRD
0.1912 2,000 Two HEL
0.2312 1,500 One MFB
0.2365 1,500 Two IRD
0.3564 2,000 One BFB
0.0932 1,500 No ORD
0.1168 1,000 No ORD

Fig. 2 Variation in amplitude difference between faulty or non-faulty bearing versus frequency

Step 9: Now take a test signal from a faulty test bearing and calculate the norms
by using above-mentioned steps and compare that norms with the reference
lookup Table 2 to diagnosis the fault that which type of fault occurs in test
bearing.

A complete flowchart for the proposed method is depicted in Fig. 3.

6 Results and Discussion

In this paper, the study is carried out on total of 72 instances (36 for horizontal
response and 36 for vertical response) at different loading conditions and at different
speeds. The square root of energy-confined matrix or second norm can be calculated
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Machinery Fault Simulator

Raw reflected signals

Calculate FFT of faulty signal Calculate FFT of Healthy signal

Calculate the pseudo frequencies

Calculate scales a = Fc / Fa 

Calculated wavelet coefficient

Calculate Norms

Compare to the Look-up table

Output

Ball 
Bearing System

Make a Reference Table

Fault diagnosis

Faulty Test Bearing

Calculated Norm by 
Proposed method

Fig. 3 Flowchart of the proposed method

for horizontal and vertical responses. The sample version of these norms is shown
in Table 2. This table is called reference table or lookup table.
Example

1. Take a reflected signal from the faulty test ball bearing (already known that which
type of fault occurs in bearing by which one can test the proposed methodology).

2. Calculate FFT of that reflected signal ball bearing.
3. Compare that test signal FFT to the healthy bearing FFT.
4. Calculate those frequencies at which there is an appropriate difference in their

FFT magnitude (in this example, 100 frequency points can be taken as the number
of points increases, the accuracy will be increased)

5. Calculate the stretching parameters with the help of Eq. (8) (100 stretching pa-
rameters can be calculated as the number of stretching parameters is equal to the
number of selected frequency points).

6. Apply the wavelet transform on that stretching parameters and calculate the big
matrix of wavelet coefficients.

7. Calculate the norms from that coefficient matrix with some ±0.0010 tolerance.
8. Compare that norm to the reference lookup table norms and predict the type of

fault occurring in the test bearing as from the result one can see that the result is
100 % true.
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The evaluation of success by using wavelet transform (selected stretching
parameters) with modern algebraic function methods for analyzing of non-stationary
multi-component faulty reflected signals. With the help of the lookup table, one can
figure out the type of fault. The method is very simple and gives out magnificent
result.

7 Conclusions

In this paper, the fault diagnosis in ball bearing system is done by using CWT with
modern algebraic function. As the complete data are not faulty at all its limit, in this
paper only those part of signal has been considered, where the probability of fault
is more for which the sensitivity analysis technique is used. The proposed method
is useful for extracting features from the original data, and dimension of original
data can be reduced by removing irrelevant features. The stretching parameters for
the wavelet are calculated with the help of proposed technique. The energy-confined
norms are used for the fault classification from the matrix that would be gener-
ated by WT at selected stretching parameters. Experimental results included in this
paper clearly show the key advantageous features of the proposed methodology. It
is evident from the experimental results that the proposed method shows better per-
formance. The example taken in this study shows that this methodology gives the
effectively accurate result. This process shows the potential application for develop-
ing knowledge-based system. Therefore, the proposed technique can be effectively
used for developing online fault diagnosis.
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Engineering Optimization Using SOMGA

Kusum Deep and Dipti Singh

Abstract Many real-life problems arising in science, business, engineering, etc. can
be modeled as nonlinear constrained optimization problems. To solve these problems,
population-based stochastic search methods have been frequently used in literature.
In this paper, a population-based constraint-handling technique C-SOMGA is used to
solve six engineering optimization problems. To show the efficiency of this algorithm,
the results are compared with the previously quoted results.

Keywords SOMGA · C-SOMGA · Optimization

1 Introduction

Constraint handling is considered to be challenging and difficult task in optimiza-
tion. Many real-life problems in engineering can be modeled as nonlinear constrained
optimization problems. In view of their practical utility, there is a need to develop
efficient and robust computational algorithms, which can numerically solve problems
in different fields irrespective of their size. These days a number of probabilistic tech-
niques are available for obtaining the global optimal solution of nonlinear optimiza-
tion problems. Though GAs are very efficient at finding the global optimal solution
of unconstrained or simply constrained (i.e., box constraints) optimization problems
but encounter some difficulties in solving highly constraint nonlinear optimization
problems, because the operators used in GAs are not very efficient in dealing with the
constraints. Several methodologies have been developed to handle constraints when
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GAs are used to solve constrained optimization problems refer Kim and Myung
[12], Michalewicz [13], Myung and Kim [14], Orvosh and Davis [15]. Deep and
Dipti [8] proposed a penalty parameter free hybrid approach C-SOMGA for solving
the nonlinear constrained optimization problems. It is not only easy to implement
but also does not require any parameter to be fine-tuned for constraint handling. It
works with a very low population size, hence uses low function evaluations where
the term “function evaluations” represents the number of times an objective function
is evaluated in the entire run. In this paper, six engineering optimization algorithms
has been solved using C-SOMGA. The results obtained are compared with the pre-
viously quoted results. On the basis of the results, it is concluded that the C-SOMGA
is efficient to solve these problems.

The paper is organized as follows: in Sect. 1, introduction is given; in Sect. 2,
methodology of C-SOMGA is presented; in Sect. 3, mathematical models of the
problems are given and results obtained using C-SOMGA are discussed and com-
pared with the previously quoted results; and Sect. 4 summarizes the conclusions
based on the present study.

2 Methodology of C-SOMGA

The algorithm C-SOMGA is an extension of SOMGA [7] for solving the constraint
nonlinear optimization problems in which SOMGA is combined with constraint-
handling tournament selection scheme, and as a result of this, C-SOMGA has been
proposed. The methodology of C-SOMGA algorithm is as follows:

First, the individuals are generated randomly. These individuals compete with
each other through constraint tournament selection method: Create new individuals
via single-point crossover and bitwise mutation. Then, the best individual among
them is considered as leader and all others are considered as active. For each active
individual, a new population of size N is created, where N is the ratio of path length
and step size. This population is nothing but the new positions of the active individual
proceeds in the direction of the leader in n steps of the defined length. The movement
of this individual is given by

xMLnew
i, j = xML

i, j,start +
(

xML
L , j − x M L

i, j,start

⎧
tPRTVector j (1)

where t ≥< 0, by Step to, PathLength>,

ML is actual migration loop.
xMLnew

i, j is the new positions of an individual.

xML
i, j,start is the positions of active individual.

xML
L , j is the positions of leader.

PRT vector is created before an individual proceeds toward leader. This parameter
has the same effect as mutation in GA. It is defined in the range <0, 1>. Then, sort
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this population according to the fitness value in decreasing order. Starting from the
best one of the new population, evaluate the constraint violation function described
by Eq. 2.

ψ(x) =
M⎨

m=1

[hm(x)]
2 +

K⎨

k=1

Gk [gk(k)]
2 (2)

where Gk is the Heaviside operator such that Gk = 0 for gk (x) ≤ 0 and Gk = 1 for
gk (x) < 0.

If ψ (x) = 0, replace the active individual with the current position and move to
the next active individual and if ψ (x) > 0, then move to the next best position of the
sorted new population. In this way, all the active individuals are replaced by the new
updated feasible position. If no feasible solution is available, then active individual
remains the same. At last, the best individuals (number equal to population size)
from the previous and current generations are selected for the next generation. The
computational steps of this approach are given below:

Step 1: Generate the initial population.
Step 2: Evaluate all individuals.
Step 3: Apply tournament selection for constrained optimization on all individuals

to select the better individuals for the next generation.
Step 4: Apply crossover operator on all individuals with crossover probability Pc

to produce new child individuals.
Step 5: Evaluate the new child individuals.
Step 6: Apply mutation operator on every bit of every individual of the population

with mutation probability Pm .
Step 7: Evaluate the mutated individuals.
Step 8: Find leader (best fit individual) of the population and consider all others

as active individuals of the population.
Step 9: For each active individual, a new population of size N is created. This

population is nothing but the new positions of the active individual toward
the leader in n steps of the defined length. The movement of this individual
is given in Eq. (1).

Step 10: Sort new population with respect to fitness in decreasing order.
Step 11: For each individual in the sorted population, check feasibility criterion.
Step 12: If feasibility criterion is satisfied, replace the active individual with the new

position, else move to next position in sort order, and go to Step 11.
Step 13: Select the best individuals (in fitness) of previous and current generation

for the next generation via tournament selection.
Step 14: If termination criterion is satisfied go to 15 else go to Step 3.
Step 15: Report the best chromosome as the final optimal solution.
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3 Mathematical Models of Engineering Optimization Problems

In this section, mathematical model of six engineering optimization problems has
been given and the results obtained using C-SOMGA are compared with the available
results. These models have been taken from the literature to see the performance
of the C-SOMGA on constrained optimization problems. Many researchers used
these models to demonstrate the performance of their techniques [2, 16–18]. The
experimental setup for C-SOMGA is given in Table 1.

3.1 Gas Transmission Compressor Design

This problem is taken from Beightler and Phillips [2]. This is a real-life problem in
which the values of design parameters P1, x1, x2, x3 are to be determined that will
deliver 100 million cu. Ft. of gas per day with minimum cost for a gas pipe line
transmission system. Here,

P1 Compressor discharge pressure,
Q Flow rate,
x1 Length between compressor stations (in miles),
x2 Compressor ratio = P1/P2,
x3 Pipe inside diameter (in inches).

The mathematical model of the problem is

Minimize g0 = 8.61 × 105x1/2
1 x2x−2/3

3 x−1/2
4 + 3.69 × 104x3 + 7.72 × 108

× 108x−1
1 x0.219

2 − 765.43 × 106x−1
1

subject to x4x−2
2 + x−2

2 ↓ 1, where x1, x2, x3, x4 > 0.
Bounds on the variables are as follows:

20 ↓ x1 ↓ 50, 1 ↓ x2 ↓ 10, 20 ↓ x3 ↓ 50, 0.1 ↓ x4 ↓ 60

Table 1 Experimental setup Population size 20
Pc 0.85
Pm 0.009
Step size 0.31
Path length 3
String length 20



Engineering Optimization Using SOMGA 327

Table 2 Optimal solution to the design of a gas transmission compressor

Value of objective Values of variables

Solution obtained by C-SOMGA 296.490 × 104 x1 = 49.9996, x2 = 1.17834,
x3 = 24.5996, x4 = 0.388482

Solution given in Pant [16] 296.528 × 104 x1 = 50.000, x2 = 1.183,
x3 = 24.347, x4 = 0.339

Solution given in Beightler and Phillips [2] 299 × 104 x1 = 28.760, x2 = 1.109,
x3 = 25.030, x4 = 0.230

The problem turns out to be a constrained geometric programming problem. This
problem is earlier solved by Beightler and Phillips [2], Verma [18], Thanh [17],
and Pant [16]. The results obtained using C-SOMGA and those given in source are
shown in Table 2. It is evident with the Table 2 that the cost obtained by C-SOMGA
in deliver the gas per day that is 2964900 is lesser than the cost obtained by Pant, i.e.,
2965280 and by Beightler and Phillips, i.e., 2990000. In other words, C-SOMGA
provides far better results than previously quoted results.

3.2 Optimization of a Riser Design

This problem is taken from Gaindhar et al. [9]. The objective of this problem is to
determine the optimal volume of the riser. Any metal will shrink in volume when it
is allowed to cool and solidify from a molten state. A riser is a device by which the
location of a shrinkage cavity is shifted from within the casting to the riser, which
is an extraneous portion cast as an integral but distinct portion of the casting. After
the casting is solidified, all extraneous parts are cut off leaving behind the desired
casting free of any shrinkage cavity.

The basic requirement for the riser design is that the solidification time of the riser
must not be less than the solidification time of the casting. From the practical point of
view, it is considered advantageous to have top riser connected to the casting through
a neck. The molding sand in the neck region gets up more heated as compared to the
rest of the region surrounding the riser. This ensures molten metal in the region of
the neck. This also facilitates cutting off of the riser from the casting after the casting
has been solidified.

The mathematical modal of the problem, as given in Gaindhar et al. [9] is

Minimize f (x) = (1/4)πx1x2
2 + (1/12)πx4

(
3 − 3x4/x3 + x2

4/x3
3

⎧
x2

subject to 2E

⎩
5 + (x4/x3) (2 − x4/x3)

(
1 + x2

3

⎧1/2
)

x + 4Ex−1
2

− (x4/3)
(

3 − 3x4/x3 + x2
4/x2

3

⎧
↓ 1
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x1, x2, x3, x4 > 0.
where

x1 height of riser
x2 diameter of the riser
E riser modulus constant (E = 10 / 7)
x3 tanθ and
x4 height of the neck riser.

The variable bounds are as follows:

1 ↓ x1 ↓ 8; 1 ↓ x2 ↓ 10; 0 ↓ x3 ↓ 1; 0 ↓ x4 ↓ 1

This problem is earlier solved by Gaindhar et. al [9] and by Pant [16]. The numer-
ical results obtained are compared with the available results and are presented in
Table 3. It is evident with the Table 3 that the result obtained by C-SOMGA that
is 290.78142 is better than the result obtained by Pant [16] i.e 290.8532 and by
Gaindhar et al. [9] i.e. 290.8069.

3.3 Optimum Design of a Welded Beam

Optimum design of a welded beam problem is a well-known problem. The for-
mulation of this problem is available in literature with two models. In model (a),
the number of constraints is six and in model (b), it is seven. Both the models are
described below:

Model (a):
This problem is taken from Beightler and Phillips [2]. In this problem, the assembly
of the welded structure as is being considered for mass production. Outside con-
siderations fix the material of the bar A as well as the design parameters F
and L. Assuming that the design engineer has fixed the specifications, F = 6,000 lb, L
= 14 in and bar A = 1,010 steel; the objective function is to find a feasible combination
of x1, x2, x3 and x4 such that the total cost assembly construction is minimum.

Table 3 Optimal design of a riser

Value of objective Values of variables

Solution obtained by C-SOMGA 290.78142 x1 = 4.276, x2 = 8.7510,
x3 = 1, x4 = 0.1001

Solution given in Pant [16]. 290.8532 x1 = 4.2233, x2 = 8.6055,
x3 = 1.0000, x4 = 0.1000

Solution given in Gaindhar et al. [9] 290.8069 x1 = 4.266, x2 = 8.5710,
x3 = 1.000, x4 = 0.1000
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The mathematical model of the problem is
Minimize g0(X) = 1.1047x2

1 x2 + 0.6735x3x4 + 0.04811x2x3x4
Subject to

g1(X) = 16.8x−1
4 x−2

3 ↓ 1, g2(X) = x1x−1
4 ↓ 1, g3(X) = 0.125x−1

1 ↓ 1,

g4(X) = 9.08x−3
3 x−1

4 ↓ 1, g5(X) = 0.09428x−1
3 x−3

4 + 0.02776x3 ↓ 1

g6(X) =



⎛
⎛
⎛
⎛
⎛
⎛
⎝



⎞
⎞
⎞
⎞
⎞
⎞
⎠

F2

2 x−2
1 x−2

2 + F2x−1
2 (L+x2/12)

2

⎩
x2
2

12 + (x3+x1)
2

4

)−1

+
F2(L+x2/2)2

⎩
x2
2+(x3+x1)

2

4

)

2x2
1x2

2

⎩
x2
2

12 + (x3+x1)
2

4

)2

⎭



















1/2

↓ 13, 000

(x1, x2, x3, x4) > 0.
The variable bounds are as follows:

0.1 ↓ x1 ↓ 1; 5 ↓ x2 ↓ 7; 7 ↓ x3 ↓ 9; 0.1 ↓ x4 ↓ 1

Model (b):
This model is taken from Xiaohui et al. [19]. The objective is to minimize the
cost of a welded beam subject to constraints on shear stress, bending stress in
the beam, bucking load on the bar, end deflection of the beam, and side constraints.
The problem can be stated as follows:

Minimize f (X) = 1.10471x2
1 x2 + 0.04811x3x4 (14.0 + x2)

subject to

g1 (X) = τ (X) − τmax ↓ 0

g2 (X) = σ (X) − σmax ↓ 0

g3 (X) = x1 − x4 ↓ 0

g4 (X) = 0.10471x2
1 + 0.04811x3x4 (14.0 + x2) − 5.0 ↓ 0

g5 (X) = 0.125 − x1 ↓ 0,

g6 (X) = δ (X) − δmax ↓ 0

g7 (X) = P − Pc (X) ↓ 0

where

τ (X) =
√
(τ ∈)2 + 2τ ∈τ ∈∈ x2

2R
+ (τ ∈∈)2

τ ∈ = P→
2x1x2

, τ ∈∈ = M R

J
, M = P

(
L + x2

2

⎧
, R =

√
x2

2

4
+
⎩

x1 + x3

2

)2
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J = 2

{→
2x1x2

[
x2

2

12
+
⎩

x1 + x3

2

)2
]}

,σ (X) = 6P L

x4x2
3

, δ (X) = 4P L3

Ex3
3 x4

Pc (X) =
4.013E

√
x2

3 x6
4/36

L2

(

1 − x3

2L

√
E

4G

)

P = 6,000 lb, L = 14 in, E = 30 × 106 psi, G = 12 × 106 psi,

πmax = 13,600 psi, σmax = 30, 000 psi, δmax = 0.25 in

The following ranges of the variables were used:

0.1 ↓ x1 ↓ 2, 0.1 ↓ x2 ↓ 10, 0.1 ↓ x3 ↓ 10, 0.1 ↓ x4 ↓ 2

Both the models are solved by C-SOMGA. The numerical results obtained and
the results given in source are presented in Table 4 for model (a) and Table 5 for
model (b).

In Table 4, although the results available in source are lesser than the results
obtained by C-SOMGA, but the solutions are not satisfying the feasibility conditions.
Hence, these solutions cannot be accepted. The result obtained by C-SOMGA is a
feasible solution. Therefore, C-SOMGA is best in this problem.

In Table 5, the result attained by C-SOMGA is superior to Coello [5] and Deb [6]
but slightly inferior at fifth place to Xiaohui et al. [19]. It shows that the results are
comparable.

3.4 Optimal Capacity of Gas Production Facilities

This problem is taken from Beightler and Phillips [2]. This is the problem of determin-
ing the optimum capacity of production facilities that combine to make an oxygen

Table 4 Optimal design of a welded beam based on model (a)

Value of objective Value of variables Feasibility

Solution 2.45694 x1 = 0.244241, x2 = 6.4712, Satisfied
obtained by
C-SOMGA

x3 = 8.43726, x4 = 0.244364

Solution given in 1.9786 x1 = 0.1489, x2 = 5.000, Not Satisfied
Pant [16] x3 = 8.2736, x4 = 0.2454

Solution given in 2.3860 x1 = 0.2455, x2 = 6.1960, Not Satisfied
Beightler and
Phillips [2]

x3 = 8.2730, x4 = 0.2455
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Table 5 Optimal design of a welded beam based on model (b)

Value of objective Value of variables

Solution obtained by C-SOMGA 1.72486 x1 = 0.205731, x2 = 3.47048,
x3 = 9.03669, x4 = 0.20573

Solution given in Xiaohui [19] 1.72485084 x1 = 0.20573, x2 = 3.47049,
x3 = 9.03662, x4 = 0.20573

Solution given in Coello [5] 1.74830941 x1 = 0.2088, x2 = 3.4205,
x3 = 8.9975, x4 = .2100

Solution given in Deb [6] 2.43311600 x1 = 0.2489, x2 = 6.1730,
x3 = 8.1739, x4 = 0.2533

Table 6 Optimal capacity of gas production facilities

Value of objective Value of variables

Solution obtained by C-SOMGA 169.844 x1 = 17.500, x2 = 600.000,
Solution given in Pant [16] 169.844 x1 = 17.500, x2 = 600.000,
Solution given in Beightler and Phillips [2] 173.760 x1 = 17.500, x2 = 465.000,

producing and storing system. Oxygen for basic oxygen furnace is produced at a
steady-state level. The demand for oxygen is cyclic with a period of one hour, which
is too short to allow an adjustment of level of production to the demand. Hence, the
manager of the plant has two alternatives:

1. He can keep the production at the maximum demand level; excess production is
lost in the atmosphere.

2. He can keep the production at lower level; excess production is compressed and
stored for use during the high demand period. The mathematical model of the
problem is

Minimize g0(X) = 61.8 + 5.72x1 + .2623
⎡
(40 − x1) ln

x2

200

⎢−0.85

+ .087 (40 − x1) ln
x2

200
+ 700.23x−.75

2

subject to x1 ≤ 17.5, x2 ≤ 200, x1, x2 > 0.
The variable bounds are as follows:17.5 ↓ x1 ↓ 40; 300 ↓ x2 ↓ 600
The numerical results obtained using C-SOMGA and the numerical results given

in source are presented in Table 6. In this problem, C-SOMGA produced better
results than Beightler and Philips [2] but similar results as obtained by Pant [16]
using GRST.



332 K. Deep and D. Singh

Table 7 Minimization of the weight of a tension/compression Spring

Value of objective Value of variables

Solution obtained by C-SOMGA .0126656 x1 = .0516216, x2 = 0.355094,
x3 = 11.385

Solution given in Xiaohui [19] 0.0126661409 x1 = 0.05147, x2 = .35138394,
x3 = 11.60865920

Solution given in Coello [5] .0127047834 x1 = .051480, x2 = .351661,
x3 = 11.632201

Solution given in Arora [1] .127302737 x1 = .053396, x2 = .399180,
x3 = 9.185400.

3.5 Minimization of the Weight of a Tension/Compression Spring

This problem was described by Arora [1] and Belegundu [3]. The problem consists
of minimizing the weight of a tension/compression spring subject to constrains on
minimum deflection, shear stress, surge frequency, limits on outside diameter and
on design variables. The design variables are the mean coil diameter D, the wire
diameter d, and the number of active coils N. The problem can be expressed as
follows:

Minimize f (X) = (N + 2) Dd2

subject to

g1 (X) = 1 − D3 N

71785d4 ↓ 0

g2 (X) = 4D2 − d D

12566
⎣
Dd3 − d4

⎤ + 1

5108d2 − 1 ↓ 0

g3 (X) = 1 − 140.45d

D2 N
↓ 0

g4 (X) = D + d

1.5
− 1 ↓ 0.

The following ranges of the variables were used:

0.05 ↓ x1 ↓ 2, 0.25 ↓ x2 ↓ 1.3, 2.0 ↓ x3 ↓ 15.

The numerical results of the solution obtained using C-SOMGA and the numerical
results given in source are presented in Table 7. The result attained by C-SOMGA is
superior to Coello and Mezura [4] and Arora [1] at the fourth place and at the sixth
place to Xiaohui et al. [19]. Hence, the results are comparable.
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3.6 Himmelblau’s Nonlinear Optimization Problem

This problem has been taken from Xiaohui [19]. This problem was proposed by
Himmelblau [10], and it has been used before as a benchmark for several evolutionary
algorithm-based techniques. In this problem, there are five design variables, six
nonlinear inequality constraints, and ten boundary conditions. The problem can be
stated as follows:

Minimize f (X) = 5.3578547x2
3 + 0.8356891x1x5 + 37.2932239x1 − 40792.141

subject to

0 ↓ 85.334407 + .0056858x2x5 + .00026x1x4 − .0022053x3x5 ↓ 92

90 ↓ 80.51249 + 0.0071317x2x5 + 0.00026x1x2 + 0.0021813x2
3 ↓ 110

20 ↓ 9.300961 + 0.0047026x3x5 + 0.0012547x1x3 + 0.0019085x3x4 ↓ 25

78 ↓ x1 ↓ 102, 33 ↓ x2 ↓ 45, 27 ↓ x3 ↓ 45, 27 ↓ x4 ↓ 45, 27 ↓ x5 ↓ 45.

The results obtained by C-SOMGA and available from the other source are
presented in Table 8. C-SOMGA gives better results than Coello and Mezura [4] and
Homaifar et al [11] and results are comparable to Xiaohui et al. [19].

Table 8 Himmelblau’s Nonlinear Optimization Problem

Value of objective Value of variables

Solution obtained by C-SOMGA −31025.6 x1 = 78, x2 = 33.0001,
x3 = 27.071, x4 = 45,
x5 = 44.969

Solution given in Xiaohui [19] −31025.56142 x1 = 78.0, x2 = 33.0,
x3 = 27.070997, x4 = 45,
x5 = 44.96924255

Solution given in Coello [5] −31020.859 x1 = 78.0495, x2 = 33.0070,
x3 = 27.0810, x4 = 45,
x5 = 44.9400

Solution given in Homaifar et al. [11] −30665.609 x1 = 78.0000, x2 = 33.0000,
x3 = 29.9950, x4 = 45,
x5 = 36.7760.



334 K. Deep and D. Singh

4 Conclusions

In this paper, six real-life constrained optimization problems arising in various fields
of engineering have been solved. For solving these constrained optimization prob-
lems, a population-based hybridized algorithm C-SOMGA has been used. In four
problems, C-SOMGA provides better results than the previously quoted results, and
in two problems, results are comparable. The algorithm requires only 20 popula-
tion size for solving these problems. It is therefore concluded that C-SOMGA is
well suited for obtaining the global optimal solution of engineering optimization
problems.
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Goal Programming Approach to Trans-shipment
Problem

Om Prakash Dubey, Kusum Deep and Atulya K. Nagar

Abstract The technocrats put their efforts regularly to minimize the total cost/budget
of transportation problem. However, the proper effort has not been put for minimizing
the total cost of trans-shipment problem. A goal programming approach has been
developed to obtain the minimum budget for trans-shipment problem. The trans-
shipment problem is regarded as the extended transportation problem and hence be
solved by the transportation techniques. In the present algorithm, trans-shipment
problem is transferred to suitable transportation problem and further modified as a
proper goal programming problem. The priorities of goal programming explore the
wider impact for decision maker. Therefore, the solution obtained is more suitable
for decision makers. Hence, it is widely acceptable for any organization. At the end,
a numerical example is solved in support of the procedure.

Keywords Trans-shipment problem · Transportation problem · Lexicographic goal
programming · Priority level · Decision maker

1 Introduction

A transportation problem (TP) allows only shipments which go directly from a sup-
ply/source point, acts only as a shipper of the goods, to a demand point/destination,
acts only as receiver of the goods. Transportation models deal with problems
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concerned with the effectiveness function when each of a number of origins
associates with each of a possibly different number of destinations. In many sit-
uations, shipments are allowed between supply points or between demand points.
Sometimes there may also be trans-shipment points through which goods can be
transshipped on their journey from a supply point to a demand point. Shipping prob-
lems with any or all of these characteristics are Trans-shipment Problems. Thus, the
optimal solution to a Trans-shipment Problem can be found by solving a Transport-
ation problem [1–3].

Goal programming (GP) is a decision-making technique generally used to solve
multiple objective problems, which provides a best compromise solution according
to the DM’s needs and desires. The concept was originally developed by Charnes and
Cooper [4]. In GP, instead of trying to optimize the objective function directly, the
deviation between the goals and what can be achieved under a given set of constraints
are to be minimized. In the priority-based GP, the priorities/weights are assigned to
the goals according to their importance as specified by the DM. Sometimes it happens
that the DM is not satisfied with the solution(s) and DM wants some other solutions
to suit his desires; then, set of alternate solutions can be provided using interactive
GP techniques [5, 6]. The GP formulations ordered the unwanted deviations into a
number of priority levels, with the minimization of a deviation in a higher priority
level being of infinitely more important than any deviations in lower priority levels,
known as Lexicographic or Pre-emptive GP [7]. It should be used when there exists
a clear ordering among the decisions.

2 Methodology

The TP assumes that direct routes exist from each source to each destination.
However, there are situations in which units may be shipped from one source to
another or to other destinations before reaching their final destination, known as
Trans-shipment Problem.

In generalized trans-shipment model, items are supplied from different sources
to different destination. It is sometimes economical if the shipment passes through
some transient nodes in between sources and destinations. Unlike in TP, in trans-
shipment problem, the objective is to minimize the total cost of shipments, and thus,
the shipment passes through one or more intermediate nodes before it reaches its
desired destination.

For the purpose of trans-shipment, the distinction between a source and destination
is dropped so that a TP with m sources and n destinations gives rise to a trans-shipment
problem with m + n sources and m + n destinations. The basic feasible solution to
such a problem will involve [(m +n)+ (m +n)−1] or 2m +2n −1 basic variables,
and if we omit the variables appearing in the (m+n) diagonal cells, we have m+n−1
basic variables.

Here, as each source or destination is a potential point of supply as well demand,
the total supply (say of K units) is added to the actual supply of each source as
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well as to the actual demand at each destination. Also, the ‘demand’ at each source
and ‘supply’ at each destination are set equal to K. It may assume the supply and
demand of each location to be fictitious one. These quantities (K) may be regarded
as buffer stocks, and each of these buffer stocks should at least be equal to the total
supply/demand in the given problem.

Therefore, construct a transportation tableau creating a row for each supply point
and trans-shipment point, and a column for each demand point and trans-shipment
point. Each supply point will have a supply equal to its original supply, and each
demand point will have a demand equal to its original demand [3].

The general TP with m production sites and n destinations is given by the cost
matrix [Ci j ], i = 1, 2, . . . ,m and j = 1, 2, . . . , n, together with production capac-
ity ai and demand b j . The problem is said to be balanced if total supply = total
demand, i.e.,

∑m
i=1 ai = ∑n

j=1 b j , otherwise unbalanced. TP can be expressed math-
ematically as,

Minimize Z =
m∑

i=1

n∑

j=1

Ci j xi j

subject to,
n∑

j=1

xi j = ai i = 1, 2, . . . ,m

m∑

i=1

xi j = b j j = 1, 2, . . . , n

m∑

i=1

ai =
n∑

j=1

b j , xi j ≥ 0.

where xi j is the amount of goods to be transported.
Now, the GP version of the above TP model can be written as,
Minimize F(d)
subject to,

supply constraints,
n∑

j=1

xi j + d−
j − d+

j = ai , i = 1, 2, . . . ,m; j = 1, 2, . . . , k.

demand goals,
m∑

i=1

xi j + d−
j − d+

j = bi , j = 1 + k, 2 + k, . . . , n + k.

and, budget goal,
m∑

i=1

n∑

j=1

Ci j xi j + d−
k+n+1 − d+

k+n+1 = B; d−
j . d+

j = 0, f orall j; xi j , d−
j , d+

j ≥ 0

where B represents budget aspiration level as fixed by the DM [8].



340 O. P. Dubey et al.

3 Case Study

To support the algorithm, a sample problem is considered as follows.
A firm has two factories X and Y and three retail stores A, B, and C. The numbers

of units of a product available at factories X and Y are 200 and 300, respectively,
while demanded at retail stores are 100, 150, and 250, respectively. Rather than ship-
ping directly from sources to destinations, it is decided to investigate the possibility
of trans-shipment. Find the optimal shipping schedule. The transportation costs in
rupees per unit are given in Table 1.

Table 1 Sample problem Factory Retail store
X Y A B C

Factory X 0 6 7 8 9
Y 6 0 5 4 3

Retail store A 7 2 0 5 1
B 1 5 1 0 4
C 8 9 7 6 0

Solution
For this trans-shipment problem, buffer stock = total supply = total demand =

500 units. Adding 500 units to each supply/demand point, we get Table 2.

Table 2 Trans-shipment problem as transportation problem

Factory Retail store Supply

X Y A B C
Factory X 0 (500) 6 7 (200) 8 9 700

Y 6 0 (500) 5 4 (50) 3 (250) 800
Retail store A 7 2 0 (400) 5 (100) 1 500

B 1 5 1 0 (500) 4 500
C 8 9 7 6 0 (500) 500

Demand 500 500 600 650 750

Following is the initial solution obtained by the Vogel’s approximation method
(Table 3).

Factory X supplies 100 units each to retail stores A and B, whereas factory Y
supplies 50 units to retail store B and 250 units to C.

Goal programming formulation of the transportation problem obtained from the
given trans-shipment problem is as follows in two models.

Model -1
Minimize F(d)
subject to,
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Table 3 Solution by Vogel’s approximation method

Factory Retail store Supply

X Y A B C
Factory X 0 (500) 6 7 (100) 8 (100) 9 700

Y 6 0 (500) 5 4 (50) 3 (250) 800
Retail store A 7 2 0 (500) 5 1 500

B 1 5 1 0 (500) 4 500
C 8 9 7 6 0 (500) 500

Demand 500 500 600 650 750

x1 + x6 + x11 + x16 + x21 ≥ 500 (1)

x2 + x7 + x12 + x17 + x22 ≥ 500 (2)

x3 + x8 + x13 + x18 + x23 ≥ 600 (3)

x4 + x9 + x14 + x19 + x24 ≥ 650 (4)

x5 + x10 + x15 + x20 + x25 ≥ 750 (5)

0 · x1 + 6 · x2 + 7 · x3 + 8 · x4 + 9 · x5

+ 6 · x6 + 0 · x7 + 5 · x8 + 4 · x9 + 3 · x10

+ 7 · x11 + 2 · x12 + 0 · x13 + 5 · x14

+ 1 · x15 + 1 · x16 + 5 · x17 + 1 · x18 + 0 · x19

+ 4 · x20 + 9 · x21 + 9 · x22 + 7 · x23 + 6 · x24 + 0 · x25 ≤ 10, 000
(6)

x1 + x2 + x3 + x4 + x5 ≤ 700 (7)

x6 + x7 + x8 + x9 + x10 ≤ 800 (8)

x11 + x12 + x13 + x14 + x15 ≤ 500 (9)

x16 + x17 + x18 + x19 + x20 ≤ 500 (10)

x21 + x22 + x23 + x24 + x25 ≤ 500 (11)

xi ≥ 0, i = 1, 2, 3, . . . , 25. (12 to 36)

where F(d) is a function of deviational variables.
In the present trans-shipment problem, for F(d), the authors consider demand

goal as 1st priority level, budget goal as 2nd priority level, supply goal as 3rd priority
level, and non-negative constraints as 4th priority level (Table 4).

Here, factory X supplies 100 units to retail store A and B each, whereas factory
Y supplies 50 units to retail store B. However, C received 250 units from A in the
processing of the solution.

Model - 2
Minimize F(d)
subject to,
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Table 4 Initial solution obtained by the goal programming technique

Factory Retail store Supply

X Y A B C
Factory X 0 6 7 (600) 8 (100) 9 700

Y 6 0 (250) 5 4 (550) 3 800
Retail store A 7 2 (56.25) 0 5 1 (443.75) 500

B 1 (500) 5 1 0 4 500
C 8 9 (193.75) 7 6 0 (306.25) 500

Demand 500 500 600 650 750

x1 + x6 + x11 + x16 + x21 ≥ 500 (1)

x2 + x7 + x12 + x17 + x22 ≥ 500 (2)

x3 + x8 + x13 + x18 + x23 ≥ 600 (3)

x4 + x9 + x14 + x19 + x24 ≥ 650 (4)

x5 + x10 + x15 + x20 + x25 ≥ 750 (5)

0 · x1 + 6 · x2 + 7 · x3 + 8 · x4 + 9 · x5 + 6 · x6 + 0 · x7

+ 5 · x8 + 4 · x9 + 3 · x10 + 7 · x11 + 2 · x12 + 0 · x13

+ 5 · x14 + 1 · x15 + 1 · x16 + 5 · x17 + 1 · x18 + 0 · x19

+ 4 · x20 + 9 · x21 + 9 · x22 + 7 · x23 + 6 · x24 + 0 · x25 ≤ 1000 (6)

x1 + x2 + x3 + x4 + x5 ≤ 700 (7)

x6 + x7 + x8 + x9 + x10 ≤ 800 (8)

x11 + x12 + x13 + x14 + x15 ≤ 500 (9)

x16 + x17 + x18 + x19 + x20 ≤ 500 (10)

x21 + x22 + x23 + x24 + x25 ≤ 500 (11)

xi ≥ 0, i = 1, 2, 3, . . . , 25. (12 to 36)

where F(d) is a function of deviational variables.
In the present trans-shipment problem, for F(d), the authors consider demand

goal as 1st priority level, budget goal as 2nd priority level, supply goal as 3rd priority
level, and non-negative constraints as 4th priority level (Table 5).

Factory X supplies 7.1429 units to retail store A and 92.86 units generated to A
in the processing, whereas factory Y supplies 50 units to retail store B and 250 to C.
However, B received 100 units from A in the processing of the solution.

These two models show the impact of assigning the budget value. Hence, care
should be taken in this situation.
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Table 5 Initial solution obtained by the goal programming technique

Factory Retail store Supply

X Y A B C
Factory X 0 (500) 6 7 (7.1429) 8 9 700

Y 6 0 (500) 5 4 (50) 3 (250) 800
Retail store A 7 2 0 (592.86) 5 (100) 1 500

B 1 5 1 0 (600) 4 500
C 8 9 7 6 0 (500) 500

Demand 500 500 600 650 750

4 Conclusion

The beauty of this algorithm is that DM may select priority level as per his/her own
choice suitable for the concern organization interchanging demand, budget, supply
or different levels of demand, different levels of supply and budget. In the above-
mentioned case study, the algorithm minimizes the budget compared to available
traditional techniques. Hence, it is better and the obtained results may be more
realistic and useful for the organization in view of the DM. Care should be taken in
assigning the budget value, because under-budget as well as over-budget explores
bad impact on solution. Further, set of solutions may be generated for each model
(priority-wise formulation) formulated by the DM.
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An Efficient Solution to a Multiple Non-Linear
Regression Model with Interaction Effect
using TORA and LINDO

Umesh Gupta, Devender Singh Hada and Ankita Mathur

Abstract Goal programming (GP) has been proven a valuable mathematical
programming form in a number of venues. GP model serves a valuable purpose
of cross-checking answers from other methodologies. Different software packages
are used to solve these GP models. Likewise, multiple regression models can also be
used to more accurately combine multiple criteria measures that can be used in GP
model parameters. Those parameters can include the relative weighting and the goal
constraint parameters. A comparative study on the solutions using TORA, LINDO,
and least square method has been made in this paper. The objective of this paper is to
find out a method that gives most accurate result to a nonlinear multiple regression
model.

Keywords Goal programming · Multiple regression · Least square method ·
TORA · LINDO

1 Introduction

Regression analysis is used to understand the statistical dependence of one variable
on other variables. Linear regression is the oldest and most widely used predictive
model in decision making in managerial sciences, environmental science, and all the
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areas wherever it is required to describe possible relationships between two or more
variables. This technique can show what proportion of variance between variables is
due to the dependent variable, and what proportion is due to the independent vari-
ables. The earliest form of regression was the method of least squares, which was
published by Legendre [1] and by Gauss [2]. The linear regression can be classified
into two types, simple linear regression and multiple linear regression (MLR). The
simple linear regression describes the relationship between two variables and MLR
analysis describes the relationship between several independent variables and a sin-
gle dependent variable. A number of methods for the estimation of the regression
parameters are available in the literature. These include methods of minimizing the
sum of absolute residuals, minimizing the maximum of absolute residuals, and min-
imizing the sum of squares of residuals [3], where the last method of minimizing the
sum of squares of residuals popularly known as least square methods is commonly
used. Alp et al. [4] explained that linear goal programming (GP) can be proposed
as an alternative of the least square method. For this, he took an example of vertical
network adjustment. Hassonpour et al. [5] proposed a linear programming model
based on GP to calculate regression coefficient.

An interaction occurs when the magnitude of the effect of one independent vari-
able on a dependent variable varies as a function of a second independent variable.
This is also known as a moderation effect, although some have more strict criteria
for moderation effects than for interactions. Nowadays, interaction effects through
regression models are a widely interested area of investigation as there has been a
great deal of confusion about the analysis of moderated relationships involving con-
tinuous variables. Alken and West [6] have analyzed such interaction effects; further,
this method was applied into several models by the researchers, for example, Curran
et al. [7] applied into hierarchical linear growth models.

Multiple objective optimization techniques provide more realistic solutions for
most of the problems as it deals with multiple objectives, whereas single objective
optimization techniques provide solutions to the problems that deals with single
objective. GP is a type of multiple objective optimization technique that converts
a multi-objective optimization model into a single objective optimization model.
GP model has been proven a valuable tool in support of decision making. The first
publication using GP as the form of a constrained regression model was used by
Charnes et al. [8]. There have been many books devoted to this topic over past years
(Ijiri [9]; Lee [10]; Spronk [11]; Ignizio [12]). This tool often represents a substantial
improvement in the modeling and analysis of multi-objective problems (Charnes and
Cooper [13]; Eiselt et al. [14]; Ignizio [15]). By minimizing deviation, the GP model
can generate decision variable values that are the same as the beta values in some
types of multiple regression models. Tamiz et al. [16] presents the review of current
literature on the branch of multi-criteria decision modeling known as GP. Machiel
Kruger [17] proposed a GP approach to efficiently managing a bank’s balance sheet
while maximizing returns and at the same time taking into account the conflicting
goals such as minimizing risk, subject to regulatory and managerial constraints.
Gupta et al. [18] solved a multi-objective investment management planning problem
using fuzzy min sum weighted fuzzy goal programming technique.
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Application of a multi-objective programming model like GP model is an impor-
tant tool for studying various aspects of management systems (Sen and Nandi [19]).
As an extension to the findings of Sharma et al. [20], this paper is focused on compar-
ative study of the results obtained through different software packages like LINDO
and TORA.

2 Regression and Goal Programming Formulation

The regression equation used to analyze and interpret a two-way interaction is:

yir = b0 + b1 Xi + b2 Zi + b3 X2
i + b4 Z2

i + b5 Xi Zi + ei , i = 1, 2, . . . , m.

where b0, b1, b2, b3, b4 and b5 are the parameters to be estimated, and ei is the error
components which are assumed to be normally and independently distributed with
zero mean and constant variance. The linear absolute residual method requires us to
estimate the values of these unknown parameters so as to minimize

∑m
i=1 |yio − yir |.

Let yi be the i th goal, d+
i be positive deviation from the i th goal, and d−

i
be the negative deviation from the i th goal. Then, the problem of minimizing∑m

i=1 |yi − yir | may be reformulated as

Minimize
m∑

i=1

(
d+

i + d−
i

)

Subject to:

a0 + a1 Xi1 + a2 Xi2 + a3 Xi3 + a4 Xi4 + a5 Xi5 + d+
i − d−

i = yiG ,

d+
i ≥ 0

d−
i ≥ 0

and a0, a1, a2, a3, a4, a5 are unrestricted.

i = 1, 2, . . . , m.

where X2
i , Z2

i , and Xi Zi are taken as Xi3, Xi4, and Xi5, respectively, to formulate
the multiple nonlinear regression problem into linear GP model.
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3 Mathematical Modeling and Solution

3.1 Mathematical Modeling

Relationship between two methods can be established by taking a simple example.
We consider a regression equation of Y on X and Z. The data for illustration are:

y x z

7.88 3 2
7.43 2 1
8.38 4 3
7.42 2 1
7.97 3 2
7.49 2 2
8.84 5 3
8.29 4 2

Reformulating the above problem into linear GP model:

Minimize
8∑

i=1

(
d+

i + d−
i

)

Subject to:

a0 + 3a1 + 2a2 + 9a3 + 4a4 + 6a5 + d+
1 − d−

1 = 7.88

a0 + 2a1 + a2 + 4a3 + a4 + 2a5 + d+
2 − d−

2 = 7.43

a0 + 4a1 + 3a2 + 16a3 + 9a4 + 12a5 + d+
3 − d−

3 = 8.38

a0 + 2a1 + a2 + 4a3 + a4 + 2a5 + d+
4 − d−

4 = 7.42

a0 + 3a1 + 2a2 + 9a3 + 4a4 + 6a5 + d+
5 − d−

5 = 7.97

a0 + 2a1 + 2a2 + 4a3 + 4a4 + 4a5 + d+
6 − d−

6 = 7.49

a0 + 5a1 + 3a2 + 25a3 + 9a4 + 15a5 + d+
7 − d−

7 = 8.84

a0 + 4a1 + 2a2 + 16a3 + 4a4 + 8a5 + d+
8 − d−

8 = 8.29

d+
i ≥ 0, i = 1, 2, . . . , 8

d−
i ≥ 0, i = 1, 2, . . . , 8

ai are unrestricted, i = 0, 1, 2, . . . , 5.
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Fig. 1 Comparative results of residuals through different algorithms

3.2 Solution

The values of coefficients in the above problem through different methods are tabu-
lated in Table 1

Final results are tabulated in Table 2:

4 Discussion

It is clear from Table 1 that all software packages give the same results to linear GP
formulation with zero difference in the results.

It is observed from the above-tabulated results of Table 2 and Fig. 1 that Minimize∑m
i=1 |yio − yiG | < Minimize

∑m
i=1 |yio − yir |, where yiG be the estimate of the i th

response using GP technique, and yir be the estimate using the least square method.
Hence, it is concluded that the GP technique provide better estimate of the multiple
nonlinear regression parameters with two-way interaction effect than the least square
method.

Table 1 The values of
coefficients using different
methods

Coefficients Least square method TORA LINDO

a0 6.9215 6.74 6.74
a1 0.00001 0.28 0.28
a2 0.3181 0.045 0.045
a3 0.0602 0.01 0.01
a4 −0.0557 −0.015 −0.015
a5 0.0001 0.03 0.03
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Table 2 Values of y for paired values of x and z

yi Observed value (yio) Expected values
Least square method (yir ) TORA (yiG) LINDO (yiG)

y1 7.88 7.8776 7.88 7.88
y2 7.43 7.4251 7.43 7.43
y3 8.38 8.3393 8.38 8.38
y4 7.42 7.4251 7.43 7.43
y5 7.97 7.8776 7.88 7.88
y6 7.49 7.5763 7.49 7.49
y7 8.84 8.8815 8.84 8.84
y8 8.29 8.2993 8.29 8.29

8∑

i=1
|yi − yir | 0.2826 0.1 0.1

Fig. 2 Comparative results of
y through different algorithms
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It is clear from Fig. 2 that the data are best fitted into the curve when we get the
values of coefficients through solutions of the GP formulation comparative to the
solutions using least square method.

5 Conclusion

1. The software packages TORA and LINDO both give similar results to a linear
GP problem.

2. GP formulation gives better and best-fitted results than the traditional least square
method.

3. The error is minimized when we solve regression model using GP formulation.
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On the Fekete–Szegö Problem for Certain
Subclass of Analytic Functions

Ritu Agarwal and G. S. Paliwal

Abstract The purpose of the present investigation is to derive several
Fekete–Szegö-type coefficient inequalities for certain subclasses of normalized an-
alytic function f (z) defined in the open unit disk. Various applications of our main
results involving (for example) the operators defined using generalized fractional
differential operator are also considered. Thus, as one of these applications of our
result, we obtain the Fekete–Szegö-type inequality for a class of normalized ana-
lytic functions, which is defined here by means of the convolution and the fractional
differential operators.

Keywords Starlike functions · Fekete–Szegö problem · Fractional derivatives ·
Generalized Ruscheweyh derivative · Convolution

1 Introduction and Definitions

Let A denote the class of functions f (z) of the form

f (z) = z +
≥∑

n=2

an zn, (1)

which are analytic in the open unit disk
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π = {z : z ≤ C and |z| < 1} . (2)

Also, let S be the subclass of A consisting of all univalent functions in π. A
function f (z) in A is said to be in class S↓ of starlike functions of order zero in π,

if Re
⎧

z f ∈(z)
f (z)

⎨
> 0 for z ≤ π. Let K denote the class of all functions f ≤ A that are

convex. Further, f is convex if and only if z f ∈(z) is starlike.

Definition 1.1 Let ( f ↓g)(z) denote the convolution of two functions f(z) given by

(1) and g(z) = z +
≥⎩

n=2
bnzn, then

( f ↓g)(z) = z +
≥∑

n=2

anbnzn . (3)

We shall be requiring the following fractional differential operator in the present
investigations:

Definition 1.2 Let f(z) is an analytic function in a simply connected region of the
z plane containing the origin, and the multiplicity of (z − λ )τ is removed by requir-
ing that log (z − λ ) to be real when (z − λ ) > 0. Then, the generalized fractional
derivative of order τ is defined for a function f (z) by (see, e.g., [16])

Jτ,μ,ρ
0,z f (z) =


⎛

⎝

1
β(1−τ)

d
dz


⎛

⎝

zτ−μ
z∫

0
(z − λ )−τ

·2 F1

⎞
μ − τ,−ρ; 1 − τ; 1 − λ

z

⎠
f (λ )dλ

⎭



, (0 → τ < 1)

dn

dzn Jτ−n,μ,ρ
0,z f (z), (n → τ < n + 1, n ≤ N )

and f (z) = O(|z|k), (z ∗ 0, k > max {0, μ − ρ − 1} − 1).

It follows at once from the above definition that Jτ,τ,ρ
0,z f (z) := Dτ

z f (z), (0 → τ

< 1) which is fractional derivative of f of order τ (see, e.g., [10, 11]). Furthermore,
in terms of gamma function, we have:

Jτ,μ,ρ
0,z zζ := β(ζ + 1)β(ζ − μ + ρ + 1)

β(ζ − μ + 1)β(ζ − τ + ρ + 2)
zζ−μ,

(0 → τ; ζ > max {0, μ − ρ − 1} − 1)

Definition 1.3 Let f and g analytic in π. We say that the function f is subordinate to
g if there exists a Schwarz functionw(z), analytic inπwithw(z) = 0 and |w(z)| < 1,
such that f (z) = g(w(z)) for z ≤ π. We denote this subordination by f ≺
g or f (z) ≺ g(z).

Let ξ(z) be an analytic function in π with ξ(0) = 1, ξ∈(0) > 0 and Re(ξ(z))
> 0, (z ≤ π), which maps the open unit disk π onto a region starlike with respect
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to 1 and is symmetric with respect to the real axis. Motivated by the class Rτ
τ(ξ) in

paper [1], we introduce the following class.

Definition 1.4 Let 0 → γ < 1, 0 → δ < 1, 0 → ζ < 1, τ ≤ C\{0}. A function
f ≤ A is in the class Rτ

γ,δ,ζ(ξ) if

1 + 1

τ

(
ζ {( f ↓Sγ)(z)}∈ + δ z {( f ↓Sγ)(z)}∈∈ − ζ

) ≺ ξ(z), (z ≤ π) (4)

where ξ(z) is defined same as above.

The function

Sγ(z) = z

(1 − z)2(1−γ)
= z +

≥∑

n=2

C(γ, n)zn, (5)

is the well-known extremal function (see, e.g., [9]). It is observed that C(γ, n),

n = 2, 3, . . . is decreasing in γ . Also,

C(γ, n) =

n∏

k=2
(k − 2γ)

(n − 1)! and lim
n∗≥C(γ, n) =


⎛

⎝

≥ (γ < 1/2)

1 (γ = 1/2)

0 (γ > 1/2)

(6)

If we set ξ(z) = 1+Az
1+Bz , (−1 → B < A → 1, z ≤ π), in (4), we get

Rτ
γ,δ,ζ (A, B) =

{

f ≤ A :
∣
∣
∣
∣
∣

ζ {( f ↓Sγ) (z)}∈ + δ z {( f ↓Sγ) (z)}∈∈ − ζ

τ(A − B) − B
(
ζ {( f ↓Sγ) (z)}∈ + δ z {( f ↓Sγ) (z)}∈∈ − ζ

)

∣
∣
∣
∣
∣
< 1

}

,

which is again a new class. The classes discussed recently by Bansal [1], Swami-
nathan [17], Ponnusamy and Ronning [12], Ponnusamy [14] and Li [4] follow as
special cases of our class.

To prove our main results, we need the following Lemma:

Lemma 1.1 [5] If p(z) = 1 + c1z + c2z2 + c3z3 + · · · (z ≤ π) is a function with
positive real part, then for any complex number σ,

∣
∣c3 − σc2

2

∣
∣ → 2 max{1, |2σ − 1|}.

The result is sharp for the functions given by p(z) = 1+z2

1−z2 and p(z) = 1+z
1−z .

2 Fekete–Szegö Problem

In this section, we shall be finding the Fekete–Szegö coefficient inequalities for the
class of functions Rτ

γ,δ,ζ(ξ). Our main result is contained in the following theorem:
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Theorem 2.1 Let ξ(z) = 1 + B1z + B2z2 + B3z3 + · · · , where ξ(0) = 1 with
ξ∈(0) > 0. If f (z) given by (1) belongs to Rτ

γ,δ,ζ(ξ)(γ, δ, ζ ≤ [0, 1], τ ≤ C\{0}, z ≤
π), then for any complex number υ

∣
∣
∣a3 − υa2

2

∣
∣
∣ → 2B1 |τ |

3(ζ + 2δ )(2 − 2γ)(3 − 2γ)
max

{
1,

∣
∣
∣
∣

B2

B1
− 3υτ B1(ζ + 2δ )(3 − 2γ)

8(ζ + δ )2(2 − 2γ)

∣
∣
∣
∣

}
(7)

The result is sharp.

Proof If f (z) ≤ Rτ
γ,δ,ζ(ξ), then there exists a Schwarz function w(z) analytic in

π with w(z) = 0and |w(z)| < 1, (z ≤ π) such that

1 + 1

τ

(
ζ {( f ↓Sγ) (z)}∈ + δ z {( f ↓Sγ) (z)}∈∈ − ζ

) = ξ(w(z)) (8)

Define the function p1(z) by

p1(z) = 1 + w(z)

1 − w(z)
= 1 + c1z + c2z2 + c3z3 + · · · (9)

Since w(z) is a Schwarz function, we see that Re(p1(z)) > 0 and p1(0) = 1.
Define the function p(z) by

p(z) = 1 + 1

τ

(
ζ {( f ↓Sγ) (z)}∈ + δ z {( f ↓Sγ) (z)}∈∈ − ζ

)
(10)

In view of (8), (9) and (10),

p(z) = ϕ

(
p1(z) − 1

p1(z) + 1

)
= ϕ

(
1

2
c1z + 1

2

(

c2 − c2
1

2

)

z2 + · · ·
)

(11)

= 1 + B1c1z

2
+ B1

2

(

c2 − c2
1

2

)

z2 + B2c2
1

4
z2 + · · · (12)

Using (6) in (5), we get

Sγ(z) = z + (2 − 2γ)z2 + (2 − 2γ)(3 − 2γ)

2
z3 + · · ·

which on substitution in (10) gives

p(z) = 1 + 1

τ

(
2a2(2 − 2γ)(ζ + δ )z + 3a3

(2 − 2γ)(3 − 2γ)(ζ + 2δ )

2
z2 + · · ·

)
(13)

Comparing (12) and (13)
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a2 = B1c1τ

4(2 − 2γ)(ζ + δ )

and

a3 = τ

3(2 − 2γ)(3 − 2γ)(ζ + 2δ )

(

B1

(

c2 − c2
1

2

)

+ B2c2
1

2

)

.

Therefore, we have

a3 − υa2
2 = τ B1

3(2 − 2γ)(3 − 2γ)(ζ + 2δ )
(c2 − σc2

1)

where

σ = 1

2

{
1 − B2

B1
+ 3υτ B1(3 − 2γ)(ζ + 2δ )

8(2 − 2γ)(ζ + δ )2

}
.

Our result is followed by application of Lemma (1.1).
Also, by the application of Lemma (1.1), equality in (7) is obtained when

p1(z) = 1 + z2

1 − z2 or p1(z) = 1 + z

1 − z
.

For the class Rτ
γ,δ,ζ(A, B), ξ(z) = 1+Az

1+Bz = 1+ (A − B)z − (AB − B2)z2 +· · · .
Thus, putting B1 = A-B and B2 = −B(A− B) in Theorem 2.1, we get the following
corollary:

Corollary 2.2 If f(z) given by (1) belongs to Rτ
γ,δ,ζ(A, B), then

∣
∣
∣a3 − υa2

2

∣
∣
∣ → 2 |τ | (A − B)

3(2 − 2γ)(3 − 2γ)(ζ + 2δ )

max

{
1,

∣
∣
∣
∣B − 3υτ(A − B)(3 − 2γ)(ζ + 2δ )

8(2 − 2γ)(ζ + δ )2

∣
∣
∣
∣

}
.

3 Applications to Functions Defined Using Fractional Derivative

For fixed g ≤ A, we define the class Rτ,g
γ,δ,ζ(ϕ) of functions f ≤ A for which

( f ↓g) ≤ Rτ
γ,δ,ζ(ϕ). Suppose that g(z) = z +

≥⎩
n=2

gnzn(gn > 0). Then, f (z) =

z +
≥⎩

n=2
anzn ≤ Rτ,g

γ,δ,ζ(ξ) if and only if ( f ↓g)(z) = z +
≥⎩

n=2
gnanzn ≤ Rτ

γ,δ,ζ(ξ).

By applying Theorem (2.1) to the convolution ( f ↓g)(z) = z+g2a2z2 +g3a3z3 +
· · · , we get Theorem (3.1) below after an obvious change of the parameter υ.
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Theorem 3.1 Let ξ(z) = 1 + B1z + B2z2 + B3z3 + · · · where ξ(0) = 1 with
ξ∈(0) > 0. If f(z) given by (1) belongs to Rτ,g

γ,δ,ζ(ξ) (γ, δ, ζ ≤ [0, 1),τ ≤C\{0},z ≤
π), then for any complex number υ

∣
∣
∣a3 − υa2

2

∣
∣
∣ → 2B1 |τ |

3g3(ζ + 2δ )(2 − 2γ)(3 − 2γ)

max

{

1,

∣
∣
∣
∣
∣

B2

B1
− g3

g2
2

3υτ B1(ζ + 2δ )(3 − 2γ)

8(ζ + δ )2(2 − 2γ)

∣
∣
∣
∣
∣

}

The result is sharp.

We, now, discuss some applications of the above theorem to the subclasses defined
using fractional derivatives.

1. In terms of generalized Ruscheweyh derivative operator, we now introduce the
function class Rτ,τ,μ

γ,δ,ζ (ξ) in the following way:

Rτ,τ,μ
γ,δ,ζ (ξ) :=

⎧
f : f ≤ A and Jτ,μ f ≤ Rτ

γ,δ,ζ(ξ)
⎨

, (14)

where the generalized Ruscheweyh derivative introduced by Goyal and Goyal [2],
Parihar and Agarwal [13] is defined as

Jτ,μ f (z) = β(μ − τ + ρ + 2)

β(μ + 1) β(ρ + 2)
z Jτ,μ,ρ

0,z

⎞
zμ−1 f (z)

⎠

= z +
≥∑

n=2

an Bτ,μ(n)zn = ( f ↓ g)(z) (15)

where

Bτ,μ(n) := β(n + μ)β(ρ + 2 + μ − τ)β(n + ρ + 1)

β(n)β (n + ρ + 1 + μ − τ) β (ρ + 2) β (1 + μ)
(16)

It is easily seen that the function class Rτ,τ,μ
γ,δ,ζ (ξ) is a special case of the function

class Rτ,g
γ,δ,ζ(ξ) when g(z) = z +⎩≥

n=2 Bτ,μzn = z·2 F1(μ + 1, ρ + 2; ρ + 2 + μ

− τ; z).
Thus, we obtain the coefficient estimates for functions in the subclass Rτ,τ,μ

γ,δ,ζ (ξ)

from the corresponding estimates for functions in the class Rτ,g
γ,δ,ζ(ξ).

Theorem 3.2 Let ξ(z) = 1+B1z+B2z2+B3z3+· · · , where ξ(0) = 1 with ξ∈(0) >

0. If f (z) given by (1) belongs to Rτ,τ,μ
γ,δ,ζ (ξ) (γ, δ, ζ ≤ [0, 1),τ ≤ C\{0},z ≤ π),

then for any complex number υ
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∣
∣
∣a3 − υa2

2

∣
∣
∣ → 4(ρ + 2 + μ − τ)(ρ + 3 + μ − τ)B1 |τ |

3(μ + 1)(μ + 2)(ρ + 2)(ρ + 3)(ζ + 2δ )(2 − 2γ)(3 − 2γ)

max

{
1,

∣
∣
∣
∣

B2

B1
− (μ + 2)(ρ + 3)(ρ + 2 + μ − τ)

2(μ + 1)(ρ + 2)(ρ + 3 + μ − τ)

3υτ B1(ζ + 2δ )(3 − 2γ)

8(ζ + δ )2(2 − 2γ)

∣
∣
∣
∣

}

The result is sharp.

2. In terms of generalized Owa–Srivastava operator, we now introduce the function
class

Sτ,τ,μ
γ,δ,ζ (ξ) :=

⎧
f : f ≤ A and �τ,μ

ρ f ≤ Rτ
γ,δ,ζ(ξ)

⎨
(17)

where we define the generalized Owa–Srivastava operator as

�τ,μ
ρ f (z) = β(2 − μ)β(3 − τ + ρ)

β(3 − μ + ρ)
zμ Jτ,μ,ρ

0,z f (z)

= z +
≥∑

n=2

β(n + 1)β(2 − μ)β(n − μ + ρ + 2)β(3 − τ + ρ)

β(n − μ + 1)β(3 − μ + ρ)β(n − τ + ρ + 2)
anzn

For μ = τ, �
τ,μ
ρ reduces to the Owa–Srivastava operators �τ [10].

It is easily seen that the function class Sτ,τ,μ
γ,δ,ζ (ξ) is a special case of the function

class Rτ,g
γ,δ,ζ(ξ) when

g(z) = z +
≥∑

n=2

β(n + 1)β(2 − μ)β(n − μ + ρ + 2)β(3 − τ + ρ)

β(n − μ + 1)β(3 − μ + ρ)β(n − τ + ρ + 2)
zn (18)

The coefficient estimates for functions in the subclass Sτ,τ,μ
γ,δ,ζ (ξ) are given by

Theorem 3.3 Let ξ(z) = 1 + B1z + B2z2 + B3z3 + · · · , where ξ(0) = 1 with
ξ∈(0) > 0. If f (z) given by (1) belongs to Sτ,τ,μ

γ,δ,ζ (ξ) (γ, δ, ζ ≤ [0, 1],τ ≤C\{0},z ≤
π), then for any complex number υ

∣
∣
∣a3 − υa2

2

∣
∣
∣ → (3 − μ)(2 − μ)(ρ + 3 − τ)(ρ + 4 − τ)B1 |τ |

9(ρ + 4 − μ)(ρ + 3 − μ)(ζ + 2δ )(2 − 2γ)(3 − 2γ)

max

{
1,

∣
∣
∣
∣

B2

B1
− 3(ρ + 4 − μ)(ρ + 3 − τ)(2 − μ)

2(3 − μ)(ρ + 4 − τ)(ρ + 3 − μ)

3υτ B1(ζ + 2δ )(3 − 2γ)

8(ζ + δ )2(2 − 2γ)

∣
∣
∣
∣

}

3. In terms of Najafzadeh operator, we now introduce the function class

Sτ,τ,k
γ,δ,ζ(ξ) :=

⎧
f : f ≤ A and �k

τ f ≤ Rτ
γ,δ,ζ(ξ)

⎨
. (19)
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For k≤ N ≺ {0} and τ ∩ 0, the operator �k
τ f : N ∗ N is defined by Najafzadeh

[8] as
�k

τ f (z) = (1 − τ)Sk f (z) + τRk f (z), z ≤ π, (20)

where Sk f is the Salagean differential operator [15] and Rk f is the Ruscheweyh
differential operator [9].

For f (z) ≤A given by (1), we have respectively

Sk f (z) = z +
≥∑

n=2

nkanzn and Rk f (z) = z +
≥∑

n=2

(
k + n − 1
k

)
anzn (21)

and hence

�k
τ f (z) =

≥∑

k=2

⎡
(1 − τ)nk + τ

(
k + n − 1
k

)⎢
anzn, z ≤ π (22)

It is easily seen that the function class Sτ,τ,k
γ,δ,ζ(ξ) is a special case of the function

class Rτ,g
γ,δ,ζ(ξ) when

g(z) = z +
≥∑

n=2

⎡
(1 − τ)nk + τ

(
k + n − 1
k

)⎢
zn (23)

The coefficient estimates for functions in the subclass Sτ,τ,k
γ,δ,ζ(ξ) is given by:

Theorem 3.4 Let ξ(z) = 1+B1z+B2z2+B3z3+· · · , where ξ(0) = 1 with ξ∈(0) >
0. If f(z) given by (1) belongs to Sτ,τ,k

γ,δ,ζ(ξ) (γ, δ, ζ ≤ [0, 1),τ ≤C\{0},z ≤ π), then
for any complex number υ

∣
∣a3 − υa2

2

∣
∣ → 2B1 |τ |

3(3k(1 − τ) + τ(k + 2)(k + 1)/2)(ζ + 2δ )(2 − 2γ)(3 − 2γ)

max

{
1,

∣
∣
∣
∣

B2

B1
− (3k(1 − τ) + τ(k + 2)(k + 1)/2)

(2k(1 − τ) + τ(k + 1))2

3υτ B1(ζ + 2δ )(3 − 2γ)

8(ζ + δ )2(2 − 2γ)

∣
∣
∣
∣

}

Forτ = 0 andτ = 1,Najafzadeh operators�k
τ f reduce to Salagean differentiation of

f and Ruscheweyh derivative of f , respectively. Hence, the Fekete–Szegö inequality
for these functions follows immediately from the Theorem 3.4.
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Bi-Objective Scheduling on Parallel Machines
in Fuzzy Environment

Sameer Sharma, Deepak Gupta and Seema Sharma

Abstract The present chapter pertains to a bi-objective scheduling on parallel
machines involving total tardiness and number of tardy jobs (NT). The processing
time of jobs are uncertain in nature and are represented by triangular fuzzy mem-
bership function. The objective of the chapter is to find the optimal sequence of jobs
processing on parallel identical machines so as to minimize the secondary criteria of
NT with the condition that the primary criteria of total tardiness remains optimized.
The bi-objective problem with total tardiness and NT as primary and secondary cri-
teria, respectively, for any number of parallel machines is NP-hard. Following the
theoretical treatment, a numerical illustration has also been given to demonstrate the
potential efficiency of the proposed algorithm as a valuable analytical tool for the
researchers.

Keywords Fuzzy processing time · Average high ranking · Total tardiness ·
Due date · Tardy job.

1 Introduction

Scheduling is a very common activity in both industry and non-industry settings.
Everyday meetings are scheduled, deadlines are set for projects, vacations and work
periods are set, maintenance and upgrade operations are planned, operation rooms are
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booked, and sports games are scheduled and arenas are booked. Proper scheduling
allows various activities, jobs or tasks to be executed in an organized manner, while
preventing resource conflicts. The parallel machine scheduling problem is a widely
studied optimization problem. It is a kind of important multi-machine scheduling in
which every machine has same work function and every job can be processed by any
available machine. Scheduling problems in real-life applications generally involve
optimization of more than one criterion. A large number of deterministic scheduling
algorithms have been proposed in last decades to deal with scheduling problems with
various objectives and constraints. However, in real-world applications, it is usually
difficult to set exact processing times for jobs. More often, the processing time of a
job may vary within an interval. Thus, it is natural and realistic to represent this kind
of uncertainties by fuzzy numbers.

A survey of the literature has revealed little work reported on the bi-objective
scheduling problems on parallel machines. Most of the work done in the bi-objective
problems has been on the single machine. Anghinolfi and Paolucci [1] studied total
tardiness scheduling problems on parallel machines. Azizoglu et al. [2] discussed
bi-criteria scheduling problem involving total tardiness and total earliness penalties.
Parkash [9] studied the bi-criteria scheduling problems on parallel machines. Shim
and Kim [10] dealt with scheduling on parallel identical machines to minimize the
total tardiness. Gupta and Sharma [6] studied the scheduling on parallel machines
with bi-objective function NT/Tmax in fuzzy environment. Some of the notewor-
thy approaches are due to Chand and Schneerbrg [4], Moore [8], and Singh and
Sunita [11].

The present chapter addresses the bi-objective scheduling problems on identical
parallel machines involving total tardiness and number of tardy jobs (NT) with bi-
objective function as NT/Total Tardiness. Two approaches can be used to address
the bi-objective problems: Both the criteria are optimized simultaneously by using
suitable weights for the criteria, and secondly, the criteria are optimized sequentially
by first optimizing the primary criterion and then the secondary criterion subject to
the value obtained for the primary criterion. In this research paper, we have used the
second approach. A practical application of this paper can be taken as to minimize
the cost of production or production time given the penalty for delaying the product.

2 Problem Formulation

The following assumptions are made for the problem formulation

1. The jobs are available at time zero.
2. The jobs are independent of each other.
3. No preemption of jobs is allowed.
4. The machines are identical in all respects.
5. No machine can handle more than one job at a time.

The following notations will be used all the way through out the chapter
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i: Designate the i th job, i = 1, 2, 3, − − − , n
k: Machine on which i th job is assigned at the j th position
j: Location of i th job on machine k , where j = 1, 2, 3, − − −, n
di : Due date of the i th job
ci : Completion time of i th job
Ti : Tardiness of the i th job= max (ci – di , 0)
T : Total tardiness
n: Total number of jobs to be scheduled
NT: Number of tardy jobs.
X ijk = 1; if job i is located at the j th position on kth machine and 0; otherwise.

Chen and Bulfin [5] studied the scheduling on a single machine to minimize the
two criteria of maximum tardiness and NT. Akker et al. [3] discussed the minimiza-
tion of NT. Lawer et al. [7] described the minimization of maximum lateness in a
two-machine open shop scheduling. Before formulating the bi-criteria problem, the
formulation for the single criterion is represented first. They are as follows:
Criterion: Total Tardiness

Tardiness is given by max(0, ci − di ), where ci and di are the completion and
due date of job i . This function is a nonlinear function but can be linearized. The
formulation is as follows:

Min Z =
n∑

i=1

Ti

Subject to:
n∑

j=1

n∑

k=1
X ijk = 1 ≥i (i),

n∑

i=1
Xi jk ≤ 1 ≥ j, k (ii),

X ijk is Binary ≥i, j, k (iii), Ti ↓ ci − di ≥i (iv);

along with non-negativity constraint.
Criterion: Number of Tardy Jobs

A job is considered to be late only if its tardiness is strictly positive. Let Yi be a
binary variable that depict whether or not the job i is late. It assumes a value 1 when

the job i is late and 0 otherwise. The
n∑

i=1
Yi gives the total number of the tardy jobs.

The formulation is as follows:

Min Z =
n∑

i=1

Yi

Subject to: Constraint set (i), (ii), (iii) and (iv)

Yi ↓ MTi ≥i (v), Yi binary ≥i (vi);

where M is a very large number.
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The formulation of the bi-criteria problems is similar to that of single criterion
problems but with some additional constraints requiring that the optimal value of the
primary objective is not violated. The two parts of the bi-criteria problem formulation
are as follows:
Primary Objective Function

Subject to: Primary problem constraints
Secondary Objective Function

Subject to:

1. Secondary problem constraint.
2. Primary objective function value constraint.
3. Primary problem constraint.

In the present work, we consider the parallel machines bi-criteria scheduling
problem in which the objective is to schedule jobs on parallel identical machines so
as to minimize primary and secondary criteria. So here, the problem is distributed in
two steps: first, the primary criterion in which total tardiness of jobs is minimized,
and in secondary step, the NT is minimized under the objective function value of
primary criterion.

3 Algorithm

The following algorithm is proposed to optimize the bi-objective function NT/Total
Tardiness by considering total tardiness and number of tardy jobs as primary and
secondary criteria.

Step 1: Arrange all the jobs in early due date (EDD) order, and find the tardiness
of each job (if any). Let L be the set of late jobs in the current schedule and
T be the total tardiness. Initialize a set of jobs, C = ϕ. It contains the jobs
that cannot be switched.

Step 2: Calculate Ti ,≥i ∈ L . If Ti < 1≥i ∈ L , then exit; else go to step 3.
Step 3: Select the first late job i ∈ L and i /∈ C. If none exist then exit; else go to

step 4.
Step 4: Check if ci = d j for some late job j ∈ L . If so, then exchange jobs i and j;

Set L = L − { j} , else set C = C + {i} . Go to step 3, in any case.

4 Theorems

The following theorems have been developed to optimize the bi-criteria scheduling
on parallel machines involving total tardiness and NT.
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4.1 Theorem

The proposed algorithm 3 optimizes the bi-objective function NT/Total tardiness.
Proof To prove the optimality of proposed, we need to prove the optimality of

steps 2, 3, and 4 of the proposed algorithm. As we know that the EDD rule optimizes
total tardiness, further, the completion time of any job i is the location number of
that job in the schedule. Hence, the completion time of a job can be determined by
its new location after it is switched with another job.
For Optimality of Step 2: By assumption, Ti < 1≥i ∈ L . If there exist a better
schedule than that of schedule obtained by EDD rule and can be obtained by moving
jobs, we shall show that the movement of any job from EDD schedule does not lead
to a better schedule.
Case I: If a job i moves to an earlier position from its position in the EDD schedule,
then it delays all the intermediate jobs by at least one unit each. Hence, irrespective
of whether job i is early or late in the EDD schedule, the value of NT and total
tardiness at best remain the same and could possibly deteriorate from their values in
the EDD schedule.
Case II: If a job i moves to a late position (delaying) from its position in the EDD
schedule, then again two subcases arises:

If job i is late in the EDD schedule, then every unit of time that is delayed, its
tardiness increases by a unit, while the tardiness of already late j improves only by
the amount Tj (< 1, by assumption). Hence, the net effect is an increment in total
tardiness.

If job i is not late in the EDD schedule, then two situations may further arise.
If job i is delayed to a position where it is still early, then both tardiness and NT
remain the same. However, if it is moved to a position where it becomes late, for unit
increment in its tardiness, the reduction in tardiness of already late job j is Tj (<1,
by assumption). Hence, the net effect is an increment in total tardiness.

Therefore, if Ti < 1≥i ∈ L , no improvement in the job scheduling is possible.
For optimality of Steps 3 and 4: Here, we shall show that the conditions mentioned
in steps 3 and 4 of the proposed algorithm are the only conditions under which an
improved schedule can be obtained.

First, we observe that for these steps Ti ↓ 1for all i ∈ Lwith strict inequality
holding for at least one i . Further, switching either the early jobs or jobs with the
same due date will not result in a better schedule. In fact, it may make the number
of late jobs and total tardiness worse. Thus, we consider the switching of a late job
with a job that is either late or early job. Pick any two jobs i and j from the EDD
schedule. Let job j be the late job. The following cases may arise:
Case I: Job i is late and di < dj

In this case, we have either ci = c j or ti < t j .
If ci = c j , then the switching of these jobs will not improve the solution.
If ci < c j , then the tardiness T and T → before and after the exchange are
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Ti = max(0, ci − di ) + c j − d j , T →
i = max(0, ci − d j ) + c j − di

In case if ci > d j , then switching job i and job j will worsen the primary criterion.
In case if ci < d j , then switching job i and job j does not change the total

tardiness and NT values. Hence, the only case in which the primary criterion is not
violated and NT improves is, if ci = d j .
Case II: If job i is not late and di < dj

In this case, the total tardiness before and after switching job i and j is T =
c j − d j , T → = ci − d j . Here, we have T < T →.

Hence, the primary criterion of total tardiness is violated.
Case III: If job i is not late job di > dj

In this case, the total tardiness before and after switching job i and job j is
T = c j − d j , T → = ci − d j . Here, we haveT < T →.

Hence, the primary criterion of total tardiness is again violated.
Case IV: If job i is late and di > dj

In this case, we get the similar result as we get in case I, discussed above.
Hence, we have shown that a switching among any two jobs will worsen the

EDD schedule except that made under the exchange condition ci = d j as stated
in the algorithm. Hence, the proposed algorithm optimizes the bi-objective function
NT/Total tardiness.

4.2 Theorem

If the problem of single criterion, total tardiness, is NP-hard, the scheduling problem
on parallel machines optimizing the bi-objective function NT/Total Tardiness will also
be NP-hard.
Solution: We shall prove the result by the method of contradiction:

Let if possible the bi-objective function NT/Total Tardiness is not NP-hard. There-
fore, there must exist a polynomial algorithm which can solve the problem of opti-
mizing the bi-objective function NT/Total Tardiness on parallel processing machines.

This implies that single criterion of total tardiness can be optimized in polynomial
time, .i.e., total tardiness is not NP-hard. This is a contradiction as total tardiness is
NP-hard.

Hence, the scheduling problem optimizing the bi-objective function NT/Total
Tardiness on parallel processing machines is NP-hard.

5 Numerical Illustration

Optimize the NT with condition of total tardiness, whenever the processing times
of jobs are in fuzzy environment with due time on parallel machines are as follows
(Tables 1, 2):
Solution: The AHR of the processing time by using Yagers [12] formula of the given
jobs is as shown in Table 2.
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Table 1 Processing time of jobs in fuzzy environment

Jobs (i) 1 2 3 4 5 6

Processing time (6,7,8) (5,6,7) (9,10,11) (7,8,9) (5,6,7) (10,11,12)
Due date (di ) 20/3 27/3 32/3 26/3 25/3 35/3

Table 2 AHR of processing time of jobs

Jobs (i) 1 2 3 4 5 6

Processing time 29/3 20/3 32/3 26/3 20/3 35/3
Due date (di ) 20/3 27/3 32/3 26/3 25/3 35/3

On arranging the jobs in EDD order on parallel machines M1, M2 and M3, we
have (Table 3).

Therefore, total tardiness = 75/3 units and NT = 4.
Set of late jobs = L = {1, 2, 3, 6} and set of jobs that cannot be switched C = ϕ.
On considering the 1st late job i = 1 ∈ L and 1 /∈ C. Here, for the late job j =

2 ∈ L , we have ci = d j . Therefore, on exchanging jobs i = 1 ∈ Land j = 2 ∈ L ,
setting L = L − {2} , the jobs schedule becomes (Table 4).

Therefore, total tardiness = 75/3 units and NT = 3.
Here, we observe that no further improvement in scheduling of jobs is possible.
Hence, the optimal sequence of jobs processing optimizing the bi-objective func-

tion NT/Total Tardiness on parallel machines is 2–5–4–1–3–6 with minimum total
tardiness = 75/3 units and minimum NT as 3.

Table 3 Job scheduling with EDD order

Jobs (i) 1 5 4 2 3 6

M1 0–29/3 – – – – 29/3–64/3
M2 – 0–20/3 – 20/3–40/3 – –
M3 – – 0–26/3 – 26/3–58/3 –
di 20/3 25/3 26/3 29/3 32/3 35/3
Ti 9/3 – – 11/3 26/3 29/3

Table 4 Reduced job scheduling table

Jobs (i) 2 5 4 1 3 6

M1 0–20/3 – – 20/3–49/3 – –
M2 – 0–20/3 – – 20/3–52/3 –
M3 – – 0–26/3 – – 26/3–61/3
di 29/3 25/3 26/3 20/3 32/3 35/3
Ti – – – 29/3 20/3 26/3
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6 Conclusion

The present chapter is aimed at developing heuristic algorithm to solve the bi-
objective problem with total tardiness and NT as primary and secondary criteria
more efficiently, in reasonable amount of time and with little conciliation on the
optimality of the solution on parallel machines. In past, the processing time for each
job was usually assumed to be exactly known. But, in many real-life situations,
processing times may vary dynamically due to human factors or operating faults,
and hence, the concept of fuzziness in processing time of jobs is introduced. For a
given set of jobs initially arranged in EDD order, a late job needs to be considered
for being exchanged only with another job or a job having the same due date in
order to potentially improve the value of a secondary criteria, given the primary cri-
teria of minimum total tardiness. The study may further be extended by generalizing
the number of parallel machines and by introducing trapezoidal fuzzy membership
function to represent the fuzziness in processing time.
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and Partial Backlogging
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Abstract Holding costs are determined from the investment in physical stocks and
storage facilities for items during a cycle. In most of the research papers, holding cost
rate per unit time for perishable inventory is assumed as constant. However, this is
not necessarily the case when items in stock are decaying. In this work, paying better
attention on the holding cost, we present a deteriorating inventory model in which the
unit holding cost is continuously based on the deterioration of the inventory with the
time the item is in stock. The deterioration rate is assumed as a Weibull distribution
function. Declining market demand is considered in this paper. Shortages are allowed
and partial backlogged. The partial backlogging rate is a continuous exponentially
decreasing function of waiting time in purchasing the item during stock out period.
Conditions for uniquely existence of global minimum value of the average total
cost per unit time are carried out. Numerical illustration and sensitivity analysis are
presented.

Keywords Inventory · Weibull deterioration · Partial backlogging · Continuously
variable holding cost

A. P. Tyagi (B) · R. K. Pandey
Department of Mathematics, D.B.S. (PG) College, Dehradun, Uttarakhand, India
e-mail: ankitprakashtyagi88@gmail.com

R. K. Pandey
e-mail: rkpandey0055@gmail.com

S. Singh
Department of Mathematics, D.N. (PG) College, Meerut, Uttar Pradesh, India
e-mail: shivrajpundir@gmail.com

B. V. Babu et al. (eds.), Proceedings of the Second International Conference on Soft Computing 373
for Problem Solving (SocProS 2012), December 28–30, 2012, Advances in Intelligent Systems
and Computing 236, DOI: 10.1007/978-81-322-1602-5_41, © Springer India 2014



374 A. P. Tyagi et al.

1 Introduction

In daily life, deteriorating goods cannot use for long time. Foods, vegetables, fruits
and pharmaceuticals are a few examples of such items. So, the loss due to deteriora-
tion is needed to give a batter consideration of inventory managers. First, Ghare and
Schrader [1] considered continuously deteriorating inventory model with a constant
demand. Later, Cover and Philip [2] assumed variable deterioration rate. In this study,
they considered two-parameter Weibull distributive deterioration rate. Since then, a
great deal of research has focused on variable deterioration rate in models.

The assumption of constant demand rate is not always applicable for decaying
inventory. In reality, market demand of an item goes up in the growth phase of its life
cycle. On the other hand, on introducing more attractive products consumer’s pref-
erence may change. This causes demand of some items to decline. The consumer’s
confidence on quality of such products loses due to the age of the product. Therefore,
the age of inventory has a negative pressure on demand. This phenomenon attracted
numerous researchers to developed deteriorating models with time varying demand
pattern.

Hollier and Mak [3] were first presented the consideration of exponentially
decreasing demand. They also developed optimal policies under both conditions
where replenishment intervals are constant and variable. In developing such inven-
tory models, Goyal and Giri [4] provided a detail review of deteriorating inventory
literatures.

In the mention above, most researchers assumed that shortage are completely
backlogged. In practice, during the shortage period a few customers would like to
wait for backlogging but the other would not. In daily life, a common observation
is that, in the event of shortage, the proportion of consumers who will to purchase
the item decreases as the waiting time increases. Therefore, backlogging rate should
be variable and dependent on the waiting time for the next replenishment. Chang
and Dey [5] investigated an inventory model with shortage. They assumed a variable
backlogging rate which depends on the length of waiting for the next replenishment.
Recently, Pentico and Drake [6] provide a prominent survey of deterministic models
for the EOQ with partial backlogging.

In the consideration above, most researchers assumed that holding cost rate per
unit time is constant. However, more sophisticated storage facilities and services
may be needed for holding perishable items if they are kept for longer periods of
time. So, in holding of decaying items, the assumption of constant holding cost
rate is not always suitable. Weiss [7] noted that variable holding cost is appropriate
when the value of an item decreases the longer it is in stock. Ferguson et al. [8]
indicated that this type of model is suitable for perishable items in which price
markdowns and removal of ageing product are necessary. Recently, Mishra and
Singh [9] developed the inventory model for deteriorating items with time dependent
linear demand and holding cost. To give attention on the concept of variability of
the holding cost of decaying item, Tyagi et al. [10] developed an inventory lot-size
model for decaying item following the power patterns of demand of item. In that
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study, shortages were allowed and partial backlogged inversely with the waiting
time for the next replenishment.

On the basis of the discussion above, a question crops up that what optimal
policy will be adopted by the inventory managers when demand of item follows
the exponentially declining path and partial backlogging rate is also a exponentially
decreasing function of the waiting time for the next replenishment? To give optimal
policy in this situation, in this paper, an Economic Order Quantity (EOQ) inventory
model of deteriorating item is considered with declining market demand. To extend
such EOQ models, it is assumed continuously variable holding cost rate per unit
per unit time based on deterioration. The deterioration rate of item is considered
as two-parameter Weibull distribution function. Partial backlogging is allowed. The
backlogging rate is an exponentially decreasing function of the waiting time for the
next replenishment. In this paper, the primary problem is to minimize the average
total cost per unit time by optimizing the shortage point per cycle. We also show
that minimized objective function is convex and the obtained solution is uniquely
determined. A numerical example is proposed to illustrate the model and the solution
procedure. The sensitivity analysis of major parameters is performed in the last, here.

2 Notations and Assumptions

The following notations and assumptions are used throughout the whole paper.

2.1 Notations

I (t) the inventory level at any time t, t ≥ 0; T constant prescribed scheduling period
or cycle length (time units); Imax maximum inventory level at the start of a cycle
(units); S maximum amount of demand backlogged per cycle (units); t1 duration of
inventory cycle when there is positive inventory; Q order quantity (units/cycle); c1
cost of the inventory item ($); c2 fixed order cost ($/per order); c3 shortage cost per
unit backordered per unit time ($/unit/unit time); c4 opportunity cost due to lost sales
($/unit).

2.2 Assumptions

In developing the mathematical model of the inventory system, the following assump-
tions are made: (1) the replenishment rate is infinite; (2) lead time is negligible;
(3) the replenishment quantity and cycle length are constant for each cycle; (4) there
is no replacement or repair of deteriorated items during a given cycle; (5) the time
to deterioration of the item is Weibull distributed. So, the rate of deterioration is
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d(t) = αβtβ−1, where α and β are shape and scale parameters; (6) the demand
rate R1(t) is known and decreases exponentially as R1(t) = De−λt for I (t) > 0
and R1(t) = D for I (t) ≤ 0 where D(> 0) is initial demand and λ(> 0) is a
constant governing the decreasing rate of the demand; (7) shortage are allowed.
Unsatisfied demand is partially backlogged. The backlogging rate B(t) which is a
decreasing function of the waiting time t for next replenishment, we here assume
that B(t) = e−δt , where 1 > δ ≥ 0 is backlogging parameter and t is the waiting
time; (8) the holding cost rate per unit time is assumed continuously variable with
storage period of the item. The holding cost h(t) consists of fix holding charges and
variable handling charges of item due to its deterioration. So, we here assume that
h(t) = R + Hedt which is increasing function of storage period t of item, where
R(> 0) is fix holding charge per unit, H(> 0) is handling charge per unit time and
d(> 0) is deterioration rate governing the increasing path of handling charges.

3 Model Formulations

The inventory system goes like this: At t = 0, initial replenishment Q units are made,
of which S units are delivered towards backorders, leaving a balance of Imax units in
the initial inventory. From t = 0 and t = t1 time units, the inventory level depletes
due to both demand and deterioration. At t1, the inventory level is zero. During the
time (T − t1) the shortage is partially backlogged at the rate of B(t) after receiving
next lot and left part of demand during shortage is lost. That is, only the backlogging
items are replaced by the next replenishment.

The inventory function with respect to time can be determined by evaluating the
differential equations

d I (t)

dt
+ d(t)I (t) = −R1(t); 0 ≤ t ≤ t1, (1)

and
d I (t)

dt
= −DB(t); t1 ≤ t ≤ T . (2)

with the boundary conditionsI (0) = Imax and I (t1) = 0.

The solutions of (1) and (2) are

I (t) = D

[

(t1 − t) − λ

(
t2
1

2
− t2

2

)

+ α

β + 1

(
tβ+1
1 − tβ+1

)
]

(
1 − αtβ

) ; 0 ≤ t ≤ t1,

(3)

and

I (t) = − D

δ

[
e−δ(T −t) − e−δ(T −t1)

]
; t1 ≤ t ≤ T . (4)



Inventory Model for Decaying Item with Continuously Variable Holding Cost 377

The maximum inventory level at the starting point of the cycle is

Imax = I (0) = I (t) = D

[

t1 − λt2
1

2
+ αtβ+1

1

β + 1

]

. (5)

The maximum amount of demand backlogged per cycle can be obtained as

S = −I (T ) = D

δ

[
1 − e−δ(T −t1)

]
. (6)

So, from (5) and (6), the order quantity per cycle is

Q = Imax + S = D

(

t1 − λt2
1

2
+ αt (1+β)

1

(1 + β)

)

+ D

δ

[
1 − e−δ(T −t1)

]
. (7)

The average total cost per unit time per cycle consists of ordering cost per cycle,
holding cost per cycle, deterioration cost per cycle, shortage cost per cycle and
opportunity cost per cycle. Now, the ordering cost (OC) per order is c2.

The inventory holding cost (HC) per cycle is

=
t1∫

0

h(t)I (t)dt (8)

The deterioration cost (DC) per cycle is

=
t1∫

0

c1d(t)I (t)dt (9)

The shortage cost (SC) per cycle is

=
T∫

t1

c3{−I (t)}dt (10)

And, the opportunity cost (O PC) due to lost sales per cycle is

=
T∫

t1

[1 − B(t)]Ddt (11)
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The objective of this model is to determined the optimal value (t∗1 ) of t1 in order to
minimize the average total cost per unit time is

AT C(t1) = [OC + HC + DC + SC + O PC]
T

(12)

The necessary condition for average total cost per unit time AT C(t1) to be minimized
is

d AT C(t1)

dt1
= D f (t1)

T
= 0, (13)

where

f (t1) =
[

(R + H)
(

t1 − λt2
1

)
+ αβ(R + 2H)tβ+1

1

(1 + β)
+ {R − H(β − 1)} αλtβ+2

1

(1 + β)

]

+ c1α
[
tβ1 − λtβ+1

1

]
−

(
c4δ − c3e−δ(T −t1)

)

δ
− (T − t1)c3e−δ(T −t1)

− (c3 − δc4) e−δ(T −t1)

δ
.

Now, our main concern is to know about the existence of the solution of (13) that will
be the inner point in the interval [0, T ] at which average total cost per unit time is at
minimum value, globally. This is analogous to show that the solution of f (t1) = 0
uniquely exists.

Theorem 1 If R > H(β − 1) and 1 > λT , then the solution of f (t1) = 0 not only
exists but also is uniquely determined as an inner point of [0, T ].

Theorem 2 If R + H + αβ(R + 2H)tβ1 + αλR(β+2)tβ+1
1

(1+β)
+ (c3 + δc4)e−δ(T −t1)

+c1α[βtβ−1
1 − λ(1 + β)tβ1 ] >

αλH(β−1)(β+2)t (β+1)
1

(β+1)
+ 2(R + H)λt1

+δ(T − t1)c3e−δ(T −t1), the average total cost per unit time AT C(t1) is convex
and reaches its global minimum at point t∗1 .

Next, by using t∗1 , we can obtain the optimal maximum inventory level, the optimal
order quantity and the minimum average total cost per unit time from (5), (7)
and (12).
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4 Numerical Illustrations

To illustrate the preceding discussion we consider the following example.

Example 1 We consider an inventory system which verifies the assumptions
described above. The randomly chosen input data of parameters are T = 1, α = 0.8

R = 2, H = 0.4, δ = 0.1, λ = 0.4, D = 100, β = 2, c1 = 3, c2 = 10, c3 = 3

and c4 = 7.

The optimal value t∗1 = 0.516906 unit time of t1 are calculated by MATHEMATICA
8.0 for the proposed model. By using the optimal value t∗1 , the minimum average
total cost per unit time AT C(t∗1 ) = $91.7083 is obtained and Theorem 2 is satisfied.
We can obtain the optimal value Q∗ = 97.1908 units of ordering quantity Q per
cycle.

5 Sensitivity Analysis

Here, taking one parameter at a time and keeping the remaining parameters unchanged,
we have studied the effect of changes (± 5 % and ± 10 %) in the values of some para-
meters α, β, R and H on optimal shortage point t∗1 , optimal order quantity Q∗ and

Table 1 Effect of changes in the parameters of the inventory model

Parameters % Change % Change in the value of
t∗1 Q∗ AT C(t∗1 )

R = 2 +10 −2.38 −0.06 +2.67
+5 −1.20 −0.03 +1.35
−5 +1.23 +0.03 −1.38
−10 +2.49 +0.07 −2.80

H = 0.4 +10 −0.54 −0.015 +0.57
+5 −0.27 −0.007 +0.29
−5 +0.27 +0.007 −0.29
−10 +0.54 +0.015 −0.58

α = 0.8 +10 −1.74 +0.31 +1.29
+5 −0.88 +0.15 +0.65
−5 +0.91 −0.16 −0.67
−10 +1.87 −0.31 −1.36

β = 2 +10 +2.14 −0.64 −2.33
+5 +1.09 −0.33 −1.21
−5 −1.15 +0.35 +1.32
−10 −2.36 +0.74 +2.75
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the minimum average total coast per unit AT C(t∗1 ). Example 1 is used and results
are shown in Table 1. From Table 1, it is clearly observed that when the values of
parameters R and H of holding cost rate increase or decrease, the optimal value of
AT C(t∗1 ) increase or decrease. But this trend is reversed for the solutions t∗1 and
Q∗. The main reason is that when R and H increase, the holding cost will increase.
Therefore, inventory managers reduce the order quantity and consequently the short-
age point is reduced. Finally, it also increases the average total cost for the inventory
system.

6 Conclusion

In this paper we study an inventory model where the inventory level is depleted not
only by exponentially decreasing demand but also by Weibull distributive deteri-
oration, in which holding cost per unit time is considered a continuously variable
function depends upon item’s deterioration nature. Shortages are allowed and par-
tially backlogged. Therefore, the proposed model can be used in inventory controlling
of certain perishable items like food items, electronic components and other fashion-
able products. Moreover, the advantage of the proposed inventory model is that the
behavior of the model illustrated by the help of given example is easy to understand
by sensitivity analysis due to major parameters. From sensitivity analysis, it is shown
that the optimal order quantity is highly sensitive to changes in the value of α and
β, on the other hand the optimal value of average total cost per unit time is highly
sensitive to changes in the value of R, α and β as well as slightly sensitive to changes
in the value of H . According this situation, inventory managers have to take decision
to place an order on the basis of decaying nature of goods after setting a justifying
level of average total cost that can be accepted by their organization. As far as the
future researches biased on this study are concerned, this paper can be extended with
stochastic demand and permissible delay in payment.
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The Value of Product Life-Cycle for
Deteriorating Items in a Closed Loop Under
the Reverse Logistics Operations

S. R. Singh and Neha Saxena

Abstract Owing to its strategic implications, reverse logistics has received much
attention in recent years. Growing green concerns and advancement of reverse logis-
tics concepts make it all the more relevant who can be achieved through the End-
of-Life (EoL) treatment. In the proposed model, we develop a production inventory
model with the reverse flow of the material. Here we determined the value of prod-
uct life cycle with EoL scenario where the reverse logistics operations deal with the
collection, sorting, cleaning, dissembling, and remanufacturing of the buyback prod-
ucts. The purpose of this paper is to develop an effective and efficient management
of product remanufacturing. As a result, in this article, we establish a mathematical
formulation of the model to determine the optimal payment period and replenish-
ment cycle. Illustrative examples, which explain the application of the theoretical
results as well as their numerical verifications, are also given. Finally, the sensitivity
analysis is reported.

Keywords Production · Reverse operations · Deterioration · Short life cycle
products · Collection investment

1 Introduction

Supply chain management has received remarkable attention both from the busi-
ness world and from academic researchers. Most of the research concentrates on
the forward movement of supply chain and transformation of the materials from
the suppliers to the end consumer. However, rapid developments in technology, the
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emergence of new industrial products and shortened product life cycles have resulted
in an increasing number of discarded products and caused growing environmental
problems in the developed world. Due to the governmental regulations and consumer
concerns regarding these environmental issues, an increasing number of companies
have focused on reduction efforts in the amount of waste stream, diversion of the
discarded products and disposition of the retired products properly. Enforced legis-
lation and customer expectations increasingly force manufacturers to take back their
products after use, which can be achieved through the collection investment. The col-
lection investment represents the monetary amount of effort (e.g., promotion, mar-
keting) that the recycled-material supplier applies to the end-user market to create the
necessary incentive to receive targeted returns. This subject is related to the concept of
reverse logistics. Due to this awareness manufacturers and researchers in many coun-
tries have been paid much attention to the reverse flow of products from consumers
to upstream businesses interest. The Reverse logistics is the process of retrieving the
product from the end consumer for the purposes of or proper disposal. A Reverse
Production System includes collection, sorting, and remanufacturing processes for
end-of-life products. Reverse distribution can take place through the original forward
channel, through a separate reverse channel, or through combinations of the forward
and the reverse channel.

The green supply chain, which links the natural environment both with the forward
and reverse supply chain, has a growing stream of research and is quickly becoming
a well-established field of its own. This development has stimulated a number of
companies to explore options for take-back and recovery of their products. There
are two types of reverse logistics (RL) classified on the basis of the degree of the
openness in its network. One of the two classifications is Open-loop structure and
the other one is Closed-loop System. In the open-loop RL system, the products from
the end user do not return to the original manufacturers or suppliers. The products
are taken away by the third logistics party for the purpose of waste reduction, resale
etc. while in case of closed-loop RL system products get returned to the original
manufacturers or suppliers, for the purpose of repair, reformation or reuse. In need
of repair or renovation it usually points the original source, belonging to the closed-
loop structure.

In the past recent years, a growing environmental consciousness enforce the
researchers to be more environmental responsible. A lot of work has been done
in the field of RL. There are very few models treating forward and reverse distribu-
tion simultaneously. Schrady [16] was the first who determined both of the system,
reverse flow of material with forward system. He considers the traditional Economic
Order Quantity (EOQ) model for repairable items assuming that the manufacturing
and recovery (repair) rates are instantaneous. This model was generalized by Nah-
mias and Rivera [13] for the case of finite repair rate and limited storage in the repair
and production shops. Another extension of the model of Schrady [16] was made
by Mabini et al. [12]. Ishii et al. [8] developed a model and demonstrate the need of
life-cycle design to maximize the life-cycle value of a product at the initial stages of
design. Koh et al. [10] generalized the model of Nahmias and Rivera [13] by assum-
ing a limited repair capacity. Dobos and Richter [5] explore a RL inventory system
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with non instantaneous production and remanufacturing rate. Dobos and Richter [6]
generalized their earlier work (2003) to the case of multiple remanufacturing and
production cycle. Dobos and Richter [7] extended their previous model and assumed
that the quality of collected returned items is not always suitable for further repair-
ing [14]. In a further study a closed-loop supply chain for the returned items is
developed by Savaskan et al. [15] assuming that the returned rate depends on the
Collection investment. Dekker et al. [4] proposed a quantitative model for closed
loop supply chain. He investigated that the amount of returns is highly uncertain and
this uncertainty greatly affect the collection and inventory decisions. Bayındır et al.
[2] investigated the level of the desired recovery effort with the imperfect recovery
process. King et al. [9] defined the term repair as the correction of specified faults
in a product, where the quality of repaired products is inferior to those of remanu-
factured. Srivastava [19] generalized an overview in green supply chain. He showed
that RL is a complex process to achieve greater economic benefits. El Saadany and
Jaber investigated the model by assuming that the collection rate of returned items is
dependent on the purchasing price and the acceptance quality level of these returns.
That is, the flow of buyback items increases as the purchasing price increases, and
decreases as the corresponding acceptance quality level increases. Konstantaras and
Skouri [11] generalized the model by considering a general cycle pattern in which a
variable number of reproduction lots of equal size are followed by a variable number
of manufacturing lots of equal size. They also have studied the case where shortages
are allowed in each manufacturing and reproduction cycle. Alamri [1] proposed a
general reverse Logistics inventory model for the optimal returned quantity with
deteriorated items. Singh and Saxena [18] developed a RL inventory model for stock
out situation. Along the same line Singh et al. [17] developed there model for the
flexible manufacturing under the stock out situation. Green supply chain inventory
model with short life cycle product is developed by Chung and Wee [3]. This paper
differs from the previous research, since in this study a closed loop system in reverse
logistics is considered. In this article, we have developed the model for the short life
cycle products.

In this paper, a closed loop system for integrated production of new items and
remanufacturing of returned items is presented for an infinite planning horizon. The
effect of deterioration is taken as under consideration. We developed a model assum-
ing the coordination of joint production and reproduction options by producing new
items and reproducing the returned items to quality standards that are “as-good-as”
those of new products. In this model, the demand of customer is satisfied by the
serviceable stock which is either produced or remanufactured items from the market
the buyback products are subjected to the sorting, cleaning, and dissembling from
where a constant ratio of the products (repairable stock) that confirms the certain
quality standard are collected to be remanufactured and the rest is salvaged. The
process is going on. A general framework of such a system is depicted in Fig. 1.
The next section is for assumption and notations. Section 3 is for the formulation
of the model. In Sect. 4 we have determined the solution procedures for the model.
The numerical example to illustrate the model and sensitivity analysis is presented



386 S. R. Singh and N. Saxena

Production

Remanufacturing

Serviceable Stock

Sorting, Cleaning 
and dissembling 

Salvage

Repairable 
stock

Market

Fig. 1 Material flow in a reverse logistics inventory model

in Sect. 5. Concluding remarks are derived and future research topics are suggested
in Sect. 6.

2 Assumption and Notations

Notations for the forward logistics

• Im (t) = Inventory level at time t in manufacturing stock.
• Pm = The production rate.
• d = The demand rate (satisfied from the newly produced and reproduced items).
• δm = Deterioration rate.
• α = Scaling parameter, production formulation.
• Cost parameters for the manufacturing stock are as follows.

Cm = Unit item cost.
Km = Fixed unit production cost.
Sm = Variable unit production cost.
Hm = Unit holding cost.

Notations for reverse logistic

• Ir (t) = Inventory level at time t in remanufacturing process.
• Im (t) = Inventory level at time t in production process.
• Pr = The reproduction rate.
• R = The returned rate.
• β = Scaling parameter, remanufacturing formulation.
• γ = Scaling parameter, collection investment formulation.
• η = Scaling parameter, salvage formulation.
• The cost parameters for the reproduced stock are as follows.

Fr = Fixed unit reproduction cost.
Sr = Variable unit reproduction cost.
Hr = Unit holding cost.
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• δr = Deterioration cost.
• The cost parameters for the returned stock are as follows.

CR = Unit returned item cost.
HR = Unit holding cost.

• δR = Deterioration cost.
• Sav = Salvage.
• M = number of the life cycles before the component is recycled or disposed off.
• C I = Collection investment.
• Fcl = fixed cost including cleaning and disassembly cost during the collecting

process.
• Ccl = variable cost including cleaning and disassembly cost during the collecting

process.
• Ad f = fixed component life-cycle design cost ratio for the green design.
• Bdv = variable component life-cycle design cost ratio for the green design.
• Cd = component life-cycle design cost for the green design.
• r j = reliability of the sub function j.

Assumptions

• Production and remanufacturing rate taken to be demand dependent as

Pr = αd, α > 1

Pm = βd, β > 1

• Returned items are collected at a rate R determined by the collection investment
CI and demand. The collection investment represents the economical amount of
effort (e.g., promotion, marketing) that the supplier applies to the end-user to create
the necessary incentive to receive targeted returns. R = (≥C I/γ

⎧
d where γ is a

scaling parameter and
≥

C I/γ < 1.

3 Formulation of the General Model

The change in inventory of Production and Remanufacturing house is depicted in
Fig. 2. In the remanufacturing house the reproduction starts at time T0 and the inven-
tory level rises up at a rate Pr − d − δr Ir (t). At the time T1 reproduction stops then
the stock level wind up at a rate −d − δr Ir (t) to the time T2. At the same time due to
the production the stock level rises up at a rate Pm − d − δm Im(t) in the Production
house and at the time T3 when the production stops the stock level starts to decrease
at a rate −d − δm Im(t) up to the time T4. Now the stock level of the returned items
assumed to be remanufactured is start to decreasing at a rate ηR − Pr − δR IR(t) up
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Fig. 2 Inventory variation of an EPQ model for reverse logistics system

to the time T1 and after the end of the reproduction the stock level is raising at a rate
up to the time T4

The changes in the inventory levels depicted in Fig. 2 are governed by the
following differential equations:

I ≤
r (t) + δr Ir (t) = Pr − d, With the ending condition Ir (T0) = 0 0 ↓ t ↓ T1

(1)
I ≤
r (t) + δr Ir (t) = −d, With the ending condition Ir (T2) = 0 T1 ↓ t ↓ T2

(2)
I ≤
r (t) + δm Im(t) = Pm − d, With the initial condition Im(T2) = 0 T2 ↓ t ↓ T3

(3)
I ≤
m(t) + δm Im(t) = −d, With the ending condition Im(T4) = 0 T3 ↓ t ↓ T4

(4)
I ≤

R(t)+δR IR(t) = ηR − Pr , With the ending condition IR(T1) = 0 0 ↓ t ↓ T1
(5)

I ≤
R(t) + δR IR(t) = ηR, With the initial condition IR(T1) = 0 T1 ↓ t ↓ T4

(6)
The solution of the above differential equations is as follows:

Ir (t) =
⎨

Pr − d

δr

⎩
(1 − e−δr t ) 0 ↓ t ↓ T1 (7)
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Ir (t) =
⎨

d

δr

⎩
(eδr (T2−t) − 1) T1 ↓ t ↓ T2 (8)

Im(t) =
⎨

Pm − d

δm

⎩
(1 − eδm (T2−t)), T2 ↓ t ↓ T3 (9)

Im(t) =
⎨

d

δm

⎩
(eδm (T4−t) − 1) T3 ↓ t ↓ T4 (10)

IR(t) =
⎨

Pr − ηR

δR

⎩
(eδR(T1−t) − 1) 0 ↓ t ↓ T1 (11)

IR(t) =
⎨

ηR

δR

⎩
(1 − eδR(T1−t)), T1 ↓ t ↓ T4 (12)

Now the per cycle cost components for the given inventory system are as follows.

Item cost: Cm

T3∫

T2

Pmdu + CR

T4∫

0
Rdu this cost includes the deterioration cost

Production cost: Km + Sm

T3∫

T2

Pmdu

Holding cost = hr [Ir (0, T1) + Ir (T1, T2)] + hm [Im(T2, T3) + Im(T3, T4)] +
h R [IR(0, T1) + IR(T1, T4)]

Remanufacturing cost = Kr + Fr
M + M Sr

T1∫

0
Pr du + Fcl + Ccl

T4∫

0
Rdu

Salvage =
T4∫

0
(1 − η) Rdu

Design life cost = CD

{
ADF

M + M BDV
⎛2

j=1 r j

⎝

Total cost = cost for the forward supply chain + cost for the reverse supply chain

Z (T1, T2, T3, T4, M) = 1

T4



⎞
⎠Cm

T3⎭

T2

Pmdu + CR

T4⎭

0

Rdu + Km + Sm

T3⎭

T2

Pmdu

+ Kr + Fr

M
+ M Sr

T1⎭

0

Pr du + Fcl + Ccl

T4⎭

0

Rdu

−
T4⎭

0

(1 − η) Rdu + C I + CD





ADF

M
+ M BDV

2∏

j=1

r j






+ h R






T1⎭

T0

⎨
Pr − ηR

δR

⎩
(eδR(T1−t) − 1)dt
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+
T1⎭

T0

⎨
ηR

δR

⎩
(1 − eδR(T1−t))dt






+ hm






T3⎭

T2

⎨
Pm − d

δm

⎩
(1 − eδm (T2−t))dt

+
T4⎭

T3

⎨
d

δm

⎩
(eδm (T4−t) − 1)dt






+ hr






T1⎭

T0

⎨
Pr − d

δr

⎩
(1 − e−δr t )dt

+
T2⎭

T1

⎨
d

δr

⎩
(eδr (T2−t) − 1)dt











Z (T1, T2, T3, T4, M) = 1

T4

[
d

⎨
Hr β

δr
− HRβ

δR
+ M Sr β

⎩
T1

+d

⎨
−Cmα − Smα − Hr

δr
− Hm (α − 1)

δm

⎩
T2

+ d

⎨
Cmα + Smα + Hm

δm
+ Hm (α − 1)

δm

⎩
T3

+ d

{(
−1 + η + CR + Ccl + Hr

δr

⎡⎢
C I

γ
− Hm

δm

⎣

T4

+
⎨

Km + Kr + C I + Fcl + Fr

M
+ CD

(
ADF

M
+ M BDV r1r2

⎡⎩⎤

(13)

The total cost can be rewriting the cost function as follows:

Z (T1, T2, T3, T4, M) = 1

T4
[AT1 + BT2 + CT3 + DT4 + E] (14)

Now we have to find the value of T1, T2, T3 and T4 that minimize Z (T1, T2, T3, T4).
But there are some relations between the variables as follows:

0 < T1 < T2 < T3 < T4 (15)

⎨
Pr − d

δr

⎩
(1 − e−δr T1) =

⎨
d

δr

⎩
(eδr (T2−T1) − 1) (16)
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⎨
Pm − d

δm

⎩
(1 − eδm (T2−T3)) =

⎨
d

δm

⎩
(eδm (T4−T3) − 1) (17)

⎨
Pr − ηR

δR

⎩
(eδR(T1) − 1) =

⎨
ηR

δR

⎩
(1 − eδR(T1−T4)) (18)

Thus our purpose is to minimize the total costZ (T1, T2, T3, T4, M) subject to the
Eqs. (15), (16), (17) and (18).

4 Solution Procedure

Let Q be the acceptable returned quantity for used items in the interval [0, T4] then

Q =
T4⎭

0

Rdt (19)

From (19), we note that T4 can be determined as a function of Q, say

T4 = f4 (Q) = Q

D
⎥

C I
γ

(20)

From which and (18) we find that T1 can be determined as a function of T4, hence
of Q, say

T1 = f1 (Q) = 1

δr

⎦

log

{
β

β − η
≥

C I/γ
(
1 − eδr T4

⎧

⎣]

(21)

From which and (16) , T2 can be determined as a function of T1, hence of Q, say

T2 = f2 (Q) = 1

δr

⎜
log
{
βeδr T1 − β + 1

⎝]
(22)

From which, (17), T3 can be determined as a function of T2 and T4 hence of Q,
say

T3 = f3 (Q) = 1

δm

[
log

⎨
1

α

(
eδm T4 + (α − 1) eδm T2

⎟⎩⎤
(23)

Thus, if we substitute (20), (21), (22), (23) in (14) then the problem will be
converted to the following unconstrained problem with the variable Q.

W (Q, M) = 1

f4
[A f1 + B f2 + C f3 + D f4 + E] (24)
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∂W (Q, M)

∂Q
= [A ( f4 f ≤

1 − f1 f ≤
4
⎧+ B

(
f4 f ≤

2 − f2 f ≤
4
⎧+ C

(
f4 f ≤

3 − f3 f ≤
4
⎧− E f ≤

4
] = 0

(25)

By which

f ≤
4 = 1

d

√
γ

C I
(26)

f ≤
1 =

{
η
≥

C I/γ

β − η
≥

C I/γ
(
1 − e−δR f4

⎧

⎣

f4≤e−δR f4 (27)

f ≤
2 = f ≤

1βeδr ( f1− f2) (28)

f ≤
3 = 1

α

{
f ≤
4eδm ( f4− f3) + (α − 1) f ≤

2eδm ( f2− f3)
⎝

(29)

Here f ≤
i is the differentiation of fi

Now

∂W (Q, M)

∂M
= −Fr

M2 + Sr d f1β + CD

⎨−ADF

M2 + BDV (r1r2)

⎩
= 0 (30)

From Eq. (24) we can see that the total cost function is the function of Mand Q
only. While the value of M and Q can be find from the Eqs. (25) and (26). Since M is
a discrete variable therefore the optimal value of M is find by satisfying the equation
W (Q∈, M − 1) ↓ W (Q∈, M) ↓ W (Q∈, M + 1) where Q∈is the optimal value of
Q. Therefore, now our aim is to find the optimal values of Mand Q such that

MinimizeW (Q, M)

Subject to : W (Q∈, M − 1) ↓ W (Q∈, M) ↓ W (Q∈, M + 1). (31)

5 Numerical Example and Sensitivity Analysis

The above theoretical results are illustrated through the numerical verification. The
example is based on the following parametric values. We have considered the input
parameters in appropriate units:

d = 2500, Cm = 2.5, CR = 1, Km = 800, Hm = 1.5, Hr = 1, HR = 1,

Sm = 2, α = 1.5, β = 1.8, γ = 196, η = 0.9, δm = 0.1, δr = 0.1,

δR = 0.1,Ccl = 0.25, Fcl = 500, Fr = 100, Sr = 1, Ad f = 8, Bdv = 1,Cd = 50,

r1 = 0.99, r2 = 0.98, Sav = 3,C I = 100.
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Fig. 3 Convexity of the green supply chain

Table 1 Sensitivity analysis for the scaling parameter (production formulation) α

α M T1 T2 T3 T4 Q T C

1.3 1 0.569041 1.00205 1.52977 1.6828 3005 10829.3
1.4 1 0.561878 0.989702 1.47332 1.6604 2965 10865.9
1.5 1 0.555961 0.979495 1.42595 1.664192 2932 10897.3
1.6 1 0.550935 0.970821 1.38546 1.62624 2904 10924.5
1.7 1 0.546622 0.963377 1.35048 1.6128 2880 10948.4

Table 2 Sensitivity analysis for the scaling parameter (remanufacturing formulation) β

β M T1 T2 T3 T4 Q T C

1.6 1 0.65162 1.02314 1.48488 1.708 3050 10747.6
1.7 1 0.599931 0.999445 1.45291 1.67216 2986 10827.8
1.8 1 0.555961 0.979495 1.42595 1.664192 2932 10897.3
1.9 1 0.518284 0.962829 1.40347 1.61672 2887 10958.2
2.0 1 0.485444 0.948409 1.384 1.59488 2848 11012.1

Under the given values of the parameters in above section, the optimal acceptable
returned quantity for the used items is Q∈ = 2932 units and the optimal number
of life-cycles M = 1 which is accumulated by the time T1∈ = 0.555961, T2∈ =
0.979495, T3∈ = 1.42595 and T4∈ = 1.64192 by which the minimum relevant cost
is as T C∈ = 10897.3. The convexity of the problem is shown in Fig. 3.

Sensitivity Analysis
In order to study the effect of various parameters on the optimal policy, a sensitivity

analysis is done and results are presented in the following tables.
Observations
When the parameters fluctuate, the following observations have been made during

the sensitivity analysis.
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Table 3 Sensitivity analysis for the scaling parameter (returned formulation) η

η M T1 T2 T3 T4 Q T C

0.88 1 0.545717 0.961814 1.42566 1.64976 2946 10896.5
0.89 1 0.552093 0.970678 1.42581 1.64584 2939 10896.9
0.90 1 0.555961 0.979495 1.42595 1.664192 2932 10897.3
0.91 1 0.561045 0.988264 1.42608 1.638 2925 10897.8
0.92 1 0.566286 0.997303 1.42668 1.63464 2919 10898.4

• From Tables 1, 2 and 3 it is observed that as the production, remanufacturing and
returned rate increase, total profit increases.

• It is observed from the above tables that as the production, remanufacturing
and returned rate increase, the acceptable returned quantity and the cycle length
decreases.

• The analysis shows that the deviation in the value of M is negligible according to
the deviation of the parameters.

• The cost function is stable for all the parameter but more stable for the returned
formulation parameter.

6 Conclusion

This study develops a closed loop supply chain inventory model for the short life
cycle products with deterioration. In the development of inventory models, most of
the previous researchers have considered that an item can be repaired an indefinite
number of times but in practical it is not always possible. We have studied a supply
chain system from an End of Life perspective for the decaying items where the
whole life-cycle of the product is considering. In this process, returned products
are collected, cleaned, dismantling, make some re-use value be re-applications or
create “new” products, the “new” products has the performance of original product.
This paper develops a model where an item is recovered a finite number of times.
Examples, which explain the application of the theoretical results, are given here
and these illustrative examples are numerically verified too. Further, the effects of
production, remanufacturing and return rates are compared.
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A Fuzzified Production Model with Time
Varying Demand Under Shortages
and Inflation

Shalini Jain and S. R. Singh

Abstract We develop an inventory model with time-dependent demand rate and
deterioration, allowing shortages. The production rate is assumed to be finite and
proportional to the demand rate. The shortages are partially backlogged with time-
dependent rate. Inflation is also taken in this model. Inflation plays a very significant
role in inventory policy. We developed the model in both fuzzy and crisp sense. The
model is solved logically to obtain the optimal solution of the problem. It is then
illustrated with the help of numerical examples. Sensitivity of the optimal solution
with respect to changes in the values of the system parameters is also studied.

Keywords Time-dependent demand · Shortages · Deterioration · Fuzzy

1 Introduction

Inventory control involves human capability to deal with uncertainty of future
demand of stock items. Hence, the application of fuzzy reasoning models in inventory
control systems is quite important as fuzzy inferring procedures are becoming essen-
tial in managing uncertainties. In the past, a great deal of research has been done in the
areas of inventory control systems. But, only few of the researchers have contributed
in the applications of fuzzy logic. [29] first developed a inventory model in fuzzy
sense. [24] fuzzified the ordering cost into trapezoidal fuzzy number in the total cost
of an inventory without backordering and obtained the fuzzy total cost. Later, they
used the centroid method and gained the total cost in the fuzzy sense. [7] fuzzified the
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ordering cost, inventory cost, and backordering cost into trapezoidal fuzzy numbers
and used the functional principle to obtain the estimate of the total cost in the fuzzy
sense. [14] proposed an inventory model without shortages by fuzzifying the order
quantity into a triangular fuzzy number. [28] generalized an inventory model without
any backlogging for fuzzy order quantity and fuzzy total demand quantity. [5] con-
sidered the fuzzy problems for the mixture of backorders and lost sales in inventory
model. The total expected annual cost is obtained in the fuzzy sense. [6] considered
the mixture inventory model involving a fuzzy variable and obtained the total cost in
the fuzzy sense. [22] consider inflation and apply discounted cash flow in a inventory
model and formulated the total cost of the system using genetic algorithm. [18] pre-
sented solution changed model to a crisp multipurpose problem using defuzzification
of fuzzy constraints and fuzzy chance-constrained programming methods.

Production is a process whereby raw material is converted into semifinished prod-
ucts and then converted into finished products. The main purpose of production func-
tion is to produce the goods and services demanded by the customers in the most
efficient and economical way. So efficient management of the production function
is of utmost importance in order to achieve this objective. An optimal production
quantity model for a deteriorating item was developed by [15]. [25] proposed eco-
nomic production quantity (EPQ) deteriorating inventory with partial backordering.
[11] introduced an EPQ model with marketing policies and a deteriorating item. [23]
developed a model with price and stock-dependent demand considering a production
model for deteriorating items. [20] introduced a model that generates an economic
run quantity solution and the total production solution simultaneously. Economic
run quantity is an extended model of production model. The objective of production
planning, and control, like that of all other manufacturing controls, is to contribute to
the profits of the industry. As with inventory management and control, this is accom-
plished by keeping the customers satisfied during the meeting of delivery schedules.

Usually, it is assumed that lifetime of an item is immeasurable when it is in stor-
age. However, there are abundant types of items such as food grains, highly volatile
substances, radioactive materials, films, drugs, blood, fashion goods, electronic com-
ponents, and high-tech products in which there is gradual loss of potential or value
with a passage of time. Therefore, the effect of deterioration cannot be ignored in
inventory models. [10] were the first to consider deterioration of inventory with con-
stant demand. As time passed, several researchers developed inventory models by
assuming either instantaneous or finite production with different assumptions on the
patterns of deterioration. In this connection, researchers may refer to work by [4,
8, 9, 13, 15]. Also, some researchers [26, 27] have studied the chances and effect
of integration and co-operation between the buyer and the producer of deteriorating
items. Interested readers may review the articles by [19] and [12]. Lin and Gong
assumed varying production rate and deteriorating inventory.

Inflation plays a very significant role in inventory models. Inflation refers to the
movement in the general level of prices. It does not refer to changes in one price
relative to other prices. Rather than measure inflation by using the actual rate at
which prices are rising, some economists prefer a measure of inflation that reflects
primarily only the systematic factors that act to raise prices. [3] developed the first
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EOQ model taking inflation into the model. [1] developed the inventory decisions
under inflationary condition. [2] proposed an economic order quantity under variable
rate of inflation and mark-up prices. [17] criticized a net present value. [16] studied
the inflation effects on inventory system. Yang et al. presented a deterministic inven-
tory lot-size models under inflation with shortages and deterioration for fluctuating
demand. [21] presented a fuzzy inventory model under inflation.

In the present paper, we assume the production model with time-dependent
demand and deterioration. As a result, the finite production rate is also time depen-
dent. Shortages are allowed and are partially backlogged. The model developed in
both fuzzy and crisp sense. An analytical solution of the model is discussed and is
illustrated with the help of numerical examples. Sensitivity of the optimal solution
with respect to changes in different parameter values is also examined.

2 Assumptions and Notations

The following assumptions and notations have been used throughout the paper:

1. The demand rate is deterministic and is a function of time.
2. The rate of production is finite.
3. Production rate depends on the demand rate.
4. Inflation and time value of money are considered.
5. Shortages are allowed.
6. Holding cost is taken to be variable in nature

The following notations are used in our study:

D(t) Demand rate (units/unit time), D(t) = a+bt , a and b are positive constants,
a > b.

P(t) Production rate (units/unit time), k > 1, P(t) = kD(t) for any t.
π(t) Rate of deterioration where π(t) = π t , π is a positive constant.
Ii (t) Inventory level at any time t.

s Per unit selling price of the item.
B Backlogging rate, B = e−λt , λ is a positive constant.
r Constant representing the difference between the discount rate and inflation

rate.
c Production cost per unit item.

c3 Set up cost per unit item.
c2 Shortage cost per unit item.

c1 + τt Inventory holding cost per unit item per unit time, τ > 0.
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3 Model Illustration

The problem has been formulated in two steps. In the first step, we formulate a crisp
model and then in the next step, we extend the model into a fuzzy sense. The crisp
formulation of the model has been presented here:

I ≥
1(t) + π t I1(t) = k(a + bt) − (a + bt), 0 ≤ t ≤ T1 (1)

I ≥
2(t) + π t I2(t) = −(a + bt), T1 ≤ t ≤ T2 (2)

I ≥
3(t) = −e−λt (a + bt), T2 ≤ t ≤ T3 (3)

I ≥
4(t) = k(a + bt) − (a + bt), T3 ≤ t ≤ T4 (4)

With the boundary conditions:

I1(0) = 0, I2(T2) = 0, I3(T2) = 0, I4(T4) = 0 (5)

Solutions of (1)–(4) are

I1(t) = (k − 1)

[⎧
at + bt2

2
+ aπ t3

6
+ bπ t4

8

⎨⎩
e− π t2

2 (6)

I2(t) =
[

a(T2 − t) + b

2

(
T 2

2 − t2
)

+ aπ

6

(
T 3

2 − t3
)

+ bπ

8

(
T 4

2 − t4
)⎩

e− π t2
2 (7)

I3(t) =
[

a(T2 − t) + b

2

(
T 2

2 − t2
)⎩

(8)

I4(t) = (k − 1)

[
a(t − T4) + b

2

(
t2 − T 2

4

)⎩
(9)

At t = T1, I1(T1) = I2(T1). From Eqs. (6) and (7), we get

T1 = f (T2) (10)

At t = T3, I3(T3) = I4(T3). From Eqs. (8) and (9), we get

T3 = f (T2, T4) (11)
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The present worth of holding cost for the period under consideration

HC =
T1⎛

0

(c1 + τt)I1(t)e
−rtdt + c1

T2⎛

T1

(c1 + τt)I2(t)e
−rtdt (12)

Production has been taking place in the period [0, T1] and [T3, T4], hence, the
present worth of the production cost is:

PC =
⎝


⎞

T1⎛

0

k(a + bt)e−rtdt +
T4⎛

T3

k(a + bt)e−rtdt

⎠

⎭
 (13)

Before the start of a production run, the fixed cost to be borne by the producer is:

SPC = c3 + c3e−rT3 (14)

Shortages are accumulated in the system during [T2, T4]. The maximum level of
shortages are present at t = T4. The total present worth of shortages during this time
is

SC =
⎝


⎞

T3⎛

T2

−I3(t)e
−rtdt +

T4⎛

T3

−I4(t)e
−rtdt

⎠

⎭
 (15)

Inventory is present and sold during [0, T4]. The present worth of the generated
revenue is given by

SP = s

⎝


⎞

T1⎛

0

D(t)e−rtdt +
T2⎛

T1

D(t)e−rtdt +
T3⎛

T2

D(t)e−λte−rtdt +
T4⎛

T3

D(t)e−rtdt

⎠

⎭


(16)
So, the net profit of the system is represented by:

NP = s.SP − c1.HC − c.PC − c3 − c2.SC

T4
(17)

4 Fuzzy Modeling

In order to develop the model in a fuzzy environment, we consider the Production
cost per inventory unit per unit time c̃↓ and Shortage cost per inventory unit per
unit time c↓

2 as the triangular fuzzy numbers c̃ = (c − ρ1, c, c + ρ2) and c̃2 =
(c2 − ρ3, c2, c2 + ρ4) such that that 0 < ρ1 < c, 0 < ρ2, 0 < ρ3 < c2, 0 < ρ4
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and where ρ1,ρ2,ρ3,ρ4 are determined by the decision maker based on the uncer-
tainty of the problem. Thus, the Production cost c and the shortage cost c2 are con-
sidered as the fuzzy numbers c̃ and c̃2 with membership functions.

NP = s.SP − c1.HC − ċ.PC − c3.SPC − ċ2.SC

T4
(18)

c̃ = [c − ρ1, c, c + ρ2] (19)

c̃2 = [c2 − ρ3, c2, c2 + ρ4] (20)

By Centroid Method, we get

c̃ = c + 1

3
(ρ2 − ρ1) (21)

c̃2 = c2 + 1

3
(ρ4 − ρ3) (22)

F1 = s.SP − c1.HC − (c + ρ2).PC − c3.SPC − (c2 + ρ4).SC

T4
(23)

F2 = s.SP − c1.HC − c.PC − c3.SPC − c2.SC

T4
(24)

F3 = s.SP − c1.HC − (c − ρ1).PC − c3.SPC − (c2 − ρ3).SC

T4
(25)

By the method of Defuzzification,

NP = F1 + 2F2 + F3

4
(26)

we find out Net profit in fuzzy sense.

5 Solution Procedure

To maximize total average profit per unit time (NP), the optimal values of t2 and t4
can be obtained by solving the following equations simultaneously

β N P

βT2
= 0 (27)
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and
β N P

βT4
= 0 (28)

Provided, they satisfy the following conditions

β2 N P

βT 2
2

< 0,
β2 N P

βT 2
4

< 0 and

(
β2 N P

βT 2
2

)(
β2 N P

βT 2
4

)

−
⎧

β2 N P

βT2βT4

⎨2

> 0

Equation (16) is our objective function which needs to be maximized. For this, we
use the classical optimization techniques. The Eqs. (27) and (28) obtained thereafter
are highly nonlinear in the continuous variable T2, T4 and the discreet variables
T1, T3. However, if we give particular values to the discreet variable T1, T3, our
objective function becomes the function of two variables T2 and T4. We have used
the mathematical software MATHEMATICA 8.0 to arrive at the solution of the
system in consideration. We can obtain the optimal values of different values of the
time with the help of software. With the use of these optimal values, Eq. (17) provides
maximum total average profit per unit time of the system in consideration.

6 Numerical Example

To illustrate the results, let us apply the proposed method to efficiently solve the
following numerical example. For convenience, the values of the parameters are
selected randomly.

k = 1.5, a = 80, b = 0.2, τ = 0.02, c = 1.6, c1 = 0.9, c2 = 10, c3 = 40, s = 22,

r = 0.03, π = 0.05, T1 = 2, T3 = 26.5472

Optimal Solution of the Proposed Model

T2 T4 Total profit (NP)

4.49286 67.5452 6575.58

The graph shows the variation of the system cost with T2 and T4. From the figure, it
is very clear that the total profit function is concave with respect to the two variables.
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7 Sensitivity Analysis

We now study the effects of changes in the values of the system parameters
a, b, k, τ, c, c1, c2, c3, s, r, π on the total system cost in consideration. The
sensitivity analysis is performed by changing each of the parameters by −10–20 %,
taking one parameter at a time and keeping the remaining parameters unchanged.
The analysis is based on the familiar results obtained from Example.

Parameter Change in parameter
−20 % −10 % 10 % 20 %

a 5579.61 6077.65 7073.41 7571.17
b 6255.86 6415.76 6735.3 6894.94
k 2257.36 4105.75 9606.43 13106.3
τ 6575.99 6575.99 6575.98 6575.97
c 6583.38 6579.44 6571.67 6571.67
c1 6578.17 6576.87 6574.28 6584.65
c2 5409.32 5992.45 7158.71 7741.83
c3 6575.75 6575.66 6576.49 6575.4
s 6416.06 6495.82 6655.33 6735.09
r 8082.49 7325.72 5831.22 5091.93
π 6575.37 6575.47 6575.68 6575.78

Graphical representation of the sensitivity results with respect to different system
parameters have been plotted in figures shown below.
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Total profit w.r.t. demand parameter “a”    Total profit w.r.t. inflation rate “a”               

Total profit w.r.t. production rate “k”              Total profit w.r.t. shortage cost “c

8 Conclusion

The model has been developed for time-dependent demand with time-dependent
deterioration in inventory. In this model, production rate is dependent on the demand
rate. The average net profit function is the objective function in the case of crisp
model. The same function extends to give the fuzzy model of the situation. This
model is later defuzzified to a crisp model. Both the crisp as well as the fuzzy models
have been solved numerically. In this study, shortages in inventory are allowed and
the backlogging rate is taken as time dependent. The proposed model can be extended
in numerous ways. For example, we may extend the inflation-dependent demand to
inflation. Also, we could extend the model to incorporate some more features, such
as quantity discount, and permissible delay in payment.
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A Partial Backlogging Inventory Model
for Decaying Items: Considering Stock
and Price Dependent Consumption Rate
in Fuzzy Environment

S. R. Singh and Swati Sharma

Abstract In this article, an inventory model is developed to deal with the
impreciseness present in the market demand and the various cost parameters.
The presented model is developed in crisp and fuzzy environments. Signed dis-
tance method is used for defuzzification. In most of the classical models, constant
demand rate is considered. But in practice purchasing deeds of the customers is
affected by the selling price and inventory level. In this study, we have considered
demand rate as a function of stock-level and selling price. Two parameters Weibull
distribution deterioration is considered. It is assumed that shortages are allowed and
are partially backordered with the time dependent backlogging rate. A numerical
experiment is provided to illustrate the problem. Sensitivity analysis of the optimal
solution with respect to the changes in the value of the system parameters is also
discussed.

Keywords Inventory model · Triangular fuzzy numbers · Signed distance · Partial
backlogging · Stock and price dependent demand rate

1 Introduction

In most of the inventory models, it is assumed that the inventory parameters like
demand rate and ordering cost, etc., are precisely known. But in actual living situa-
tions, the nature of these parameters is imprecise, so it is important to consider them
as fuzzy numbers. The concept of fuzzy set theory first introduced by Zadeh [1],
after that Park [2] extended the classical EOQ model by introducing the fuzziness
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of ordering cost and holding cost. Recently, Chang [3] and Wang et al. [4] presented
an inventory model under fuzzy demand.

Deterioration is a natural phenomenon in many real situations so it plays an im-
portant role in developing an inventory model. Generally, deterioration is defined as
damage, spoilage, decay andobsolescence, vaporization, etc., that result in decrease
of value of the original one. The first model for decaying items was presented by
Ghare and Schrader [5]. It was extended by Covert and Philip [6] considering Weibull
distribution deterioration. A complete survey for deteriorating inventory models was
presented by Raafat [7]. Some other papers relevant to this topic are Teng et al. [8]
and Bakker et al. [9].

Various researchers considered the situation in which shortages are either com-
pletely backlogged or completely lost which is not realistic. Many practical experi-
ences disclose that some but not all customers will wait for backlogged items during
a shortage period, such as for fashionable supplies and the products with short life
cycle. According to such phenomenon, backlogging rate should not be disregarded.
Thus, it is necessary to consider the backlogging rate. Researchers, such as Park [10]
and Wee [11] developed inventory models with partial backorders. Some recent work
in this direction is done by Singh [12] and Hsieh et al. [13].

In many classical research articles, it is assumed that demand rate is constant
during the sales period. In real life, the demand may be inspired if there is a large
pile of goods displayed on shelf. Gupta and Vrat [14] developed the first models
for stock-dependent consumption rate. Mandal and Phaujdar [15] then developed a
production inventory model for deteriorating items with uniform rate of production
and linearly stock-dependent demand. Other papers related to this research area are
Ray et al. [16], Goyal and Giri [17], and Chang et al. [18].

All the above-cited papers reveal that many research articles are developed in
which demand is considered as the function of stock level or selling price, shortages
are allowed and partially backlogged, but there is no such research paper which
is partially backlogged assuming demand rate as the function of selling price and
inventory level in fuzzy environment. In lots of business practices, it is observed that
several parameters in inventory system are imprecise. Therefore, it is necessary to
consider them as fuzzy numbers while developing the inventory model.

In this study, we have developed a partial backlogging inventory model for dete-
riorating items considering stock and price sensitive demand rate in crisp and fuzzy
surroundings. A numerical example to prove that the optimal solution exists and is
unique is provided and the sensitivity analysis with respect to system parameters is
discussed. The concavity is also shown through the figure (Fig. 1).

2 Assumptions and Notations

The notations and basic assumptions of the model are as follows:

(1) The demand rate is a function of stock and selling price considered as f (t) =
(a + bQ(t) − p) where a > 0, 0 < b < 1, a > b and p is selling price.
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Fig. 1 Concavity of the profit
function
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(2) Holding cost h(t) per item per time-unit is time dependent and is assumed to
be h(t) = h + δt where δ > 0, h > 0.

(3) Shortages are allowed and partially backlogged and rate is assumed to be
1/(1 + ηt), which is a decreasing function of time, η ≥ 0 .

(4) The deterioration rate is time-dependent.
(5) T is the length of the cycle.
(6) Replenishment is instantaneous and lead time is zero.
(7) The order quantity in one cycle is Q.
(8) The selling price per unit item is p.
(9) A is the ordering cost per order.

(10) c1 is the purchasing cost per unit per unit time.
(11) c2 is the backordering cost per unit per unit time.
(12) c3 is the opportunity cost per unit.
(13) c4 is the deterioration cost per unit.
(14) P(T, t1, p) the total profit per unit time.
(15) The deterioration of units follows the two parameter Weibull distribution (say)

θ(t) = αβtβ−1 where 0 < α < 1 is the scale parameter and β > 0 is the
shape parameter.

(16) During time t1, inventory is depleted due to deterioration and demand of the
item. At time t1 the inventory becomes zero and shortages start going on
(Fig. 2).

3 Mathematical Formulation and Solution

Let Q(t) be the inventory level at time t (0 ≤ t ≤ T ). During the time interval [0, t1]
inventory level decreases due to the combined effect of demand and deterioration
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both and at t1 inventory level depletes up to zero. The differential equation to describe
immediate state over [0, t1] is given by

Q↓(t) + αβtβ−1 Q(t) = −(a + bQ(t) − p) 0 ≤ t ≤ t (1)

Again, during time interval [t1, T ] shortages stars occurring and at T there are max-
imum shortages, due to partial backordering some sales are lost. The differential
equation to describe instant state over [t1, T ] is given by

Q↓(t) = − (a − p)

[1 + η(T − t)] t1 ≤ t ≤ T t1 ≤ t ≤ T (2)

With condition Q(t1) = 0. Solving Eqs. (1) and (2) and neglecting higher powers of
α, we get

Q(t) = (a−p)

[
t1 − t + b

2
(t2

1 − t2) + α

(β + 1)
(tβ+1

1 − tβ+1)

⎧
e−bt−αtβ 0 ≤ t ≤ t1

(3)

Q(t) = (a − p)

η
[log 1 + η(T − t) − log 1 + η(T − t1)]t1 ≤ t ≤ T (4)

At time t = 0 inventory level is Q(0) and is given by

Q(0) = (a − p)

⎨

t1 + bt2
1

2
+ αtβ+1

1

β + 1

⎩

At time T maximum shortages (Q1) occurs and is given by

Q1 = (a − p)

η
[log {1 + η(T − t1)}]

The order quantity is Q and is given by

Q = (a − p)

⎨

t1 + bt2
1

2
+ αtβ+1

1

β + 1
+ 1

η
log (1 + η(T − t1))

⎩

(5)

The purchasing cost is

PC = c1(a − p)

⎨

t1 + bt2
1

2
+ αtβ+1

1

β + 1
+ 1

η
log (1 + η(T − t1))

⎩

(6)

Ordering cost is given by
OC = A (7)
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Holding cost during the period [0, t1] is given by

IHC =
t1∫

0

(h + δt)Q(t)dt

=
t1∫

0

(h + δt)(a − p)

[
t1 − t + b

2
(t2

1 − t2) + α

(β + 1)
(tβ+1

1 − tβ+1)

⎧

× e−bt−αtβ dt (8)

Deterioration cost during the period [0, t1] is given by

DC = c4


⎛

⎝
Q(0) −

t1∫

0

(a + bQ(t) − p)dt


⎞

⎠
(9)

Shortage cost due to backordered is

BC = c2

T∫

t1

[−Q(t)] dt

= −c2

T∫

t1

(a − p)

η

⎭
log {1 + η(T − t)} − log {1 + η(T − t1)}

]
dt (10)

Lost sales cost due to lost sales is

LS = c3(a − p)

T∫

t1

[
1 − 1

(1 + η(T − t))

⎧
dt (11)

Sales revenue is given by

SR = p

t1∫

0

(a + bQ(t) − p) dt + p

T∫

t1

(a − p)

[1 + η(T − t)]dt (12)

From Eqs. (6), (7), (8), (9), (10), (11), and (12) total profit per unit time is given by

P(T, t1, p) = 1

T
SR − OC − PC − IHC − BC − LS − DC (13)

Let t1 = γT, 0 < γ < 1. Hence we get the profit function is
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P(T, p) = 1

T
[p(a − p)γT + b(a − p)pK1 − b(a − p)pK2 + p(a − p)K3 − A

−c1(a − p)K4 − c2(a − p)K5

η
− c3(a − p)K5 − c4(a − p)K6 − (a − p) K7

⎧

(14)

Where,

K1 =
⎨

γT + bγ2T 2

2
+ αγβ+1T β+1

β + 1

⎩⎨

γT − bγ2T 2

2
− αγβ+1T β+1

β + 1

⎩

K2 =
[

γ2T 2

2
+ bγ3T 3

6
+ αγβ+2T β+2

(β + 1)(β + 2)
− b

{
γ3T 3

3
+ bγ4T 4

8

+ αγβ+3T β+3

(β + 1)(β + 3)

}

−α

{
γβ+2T β+2

β + 2
+ bγβ+3T β+3

2(β + 3)
+ αγ2β+2T 2β+2

2(β + 1)2

}]

K3 = {log {1 + η(T − γT )}}
η

, K4 =
⎨

γT + bγ2T 2

2
+ αγβ+1T β+1

β + 1

+1

η
log (1 + η(T − γT ))

)
, K5 = 1

η

{
η(T − γT ) − log (1 + η(T − γT ))

}
,

K6 =
⎨

bγ2T 2

2
+ αγβ+1T β+1

β + 1
− b

⎨
γ2T 2

2
+ bγ3T 3

6
− b2γ4T 4

8
− 2αγβ+2T β+2

(β + 1)(β + 2)

−bαγβ+3T β+3

2 (β + 1)
− α2γ2β+2T 2β+2

2(β + 1)2

⎩⎩

K7 =
{

hγ2T 2

2
+ δγ3T 3

6
+ bhγ3T 3

6
+ bδγ4T 4

24
− b2hγ4T 4

8
− b2δγ5T 5

15

+ αhγβ+2T β+2

β + 2
− αhγβ+2T β+2

(β + 1)(β + 2)
+ 3αδγβ+3T β+3

2(β + 3)
− αbhγβ+3T β+3

2(β + 1)

− αδγβ+3T β+3

(β + 2)
+ αδbγβ+4T β+4

6(β + 4)
− αδbγβ+4T β+4

2(β + 2)
− α2hγ2β+2T 2β+2

2(β + 1)2

−α2δγ2β+3T 2β+3

(β + 2)(2β + 3)

}

Our objective is to maximize the profit function P(T, p). The necessary conditions
for maximizing the profit are

∂P(T, p)

∂T
= 0 and

∂P(T, p)

∂ p
= 0
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Using the software Mathematica-8.0, from these two equations, we can determine the
optimum values of T ∈ and p∈ simultaneously and the optimal value P∈(T ∈, p∈) of
the average net profit can be determined by (14) provided they satisfy the sufficiency
conditions for maximizing P∈(T ∈, p∈) are

∂2 P(T, p)

∂T 2 < 0,
∂2 P(T, p)

∂ p2 < 0 and
∂2 P(T, p)

∂T 2
∂2 P(T, p)

∂ p2 −
⎨

∂2 P(T, p)

∂T ∂ p

⎩2

> 0

4 Numerical Example

To illustrate the theory of the model, we consider the following data on the basis of
the previous study.

A = 200, a = 100, b = 0.02, c1 = 12, γ = 0.6, c2 = 8, c3 = 15, c4 =
0.4,α = 0.1, h = 0.6,β = 0.01, η = 0.5, δ = 0.02.

Based on these input data, the findings are as follows: p∈ = 57.2434, t∈1 =
0.896826, Q∈ = 64.8475, T ∈ = 1.49471 and P∈(T ∈, p∈) = 1612.65.

5 Sensitivity Analysis

See Table 1.

6 Fuzzy Mathematical model

In this study, we consider a, A, c1, c2, c3 and c4 as fuzzy numbers, i.e., ã, Ã, c̃1, c̃2, c̃3
and c̃4. Then P̃(T, P) is regarded as the estimate of total profit per unit time in the

Fig. 2 Graphical representa-
tion of the inventory system
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Table 1 Sensitivity analysis is performed by changing (increasing or decreasing) the parameters
by 10 and 20 % and considering one parameter at a time, keeping the left over parameters at their
original values

Changing
parameter

% change
in system

Change
in T ∈

Change
in p∈

Change
in t∈1

Change
in Q∈

Change in
P∈(T ∈, p∈)

A −20 1.30930 57.1406 0.785580 53.1966 1641.20
−10 1.40364 57.1932 0.842184 61.1014 1626.45
+10 1.58302 57.2914 0.949812 68.4592 1599.65
+20 1.66899 57.3376 1.001390 71.9558 1587.35

a −20 1.89826 47.4582 1.138960 62.1062 896.308
−10 1.67136 52.3388 1.002820 63.6073 1229.32
+10 1.35289 62.1650 0.811734 65.8912 2046.22
+20 1.23631 67.0994 0.741786 66.7825 2529.98

b −20 1.48084 57.2373 0.888504 64.2087 1610.57
−10 1.48771 57.2403 0.892626 64.5252 1611.61
+10 1.50184 57.2464 0.901104 65.1760 1613.70
+20 1.50910 57.2496 0.905460 65.5101 1614.76

c1 −20 1.45761 55.9485 0.874566 65.2108 1718.40
−10 1.47591 56.5958 0.885546 65.0308 1665.12
+10 1.51403 57.8912 0.908418 64.6609 1561.00
+20 1.53389 58.5394 0.920334 64.4704 1510.15

c2 −20 1.53379 57.1790 0.920274 66.5816 1619.58
−10 1.51388 57.2115 0.908328 65.6983 1616.09
+10 1.47623 57.2747 0.885738 64.0271 1609.25
+20 1.45842 57.3054 0.875052 63.2361 1605.88

c3 −20 1.53126 57.1831 0.918756 66.4694 1619.14
−10 1.51266 57.2135 0.907596 65.6442 1615.88
+10 1.47737 57.2727 0.886422 64.0778 1609.46
+20 1.46061 57.3016 0.876366 63.3334 1606.30

α −20 1.49451 57.1739 0.896706 64.1849 1618.36
−10 1.49461 57.2086 0.896766 64.5166 1615.50
+10 1.49480 57.2781 0.896880 65.1776 1609.80
+20 1.49488 57.3128 0.896928 65.5067 1606.95

h −20 1.50387 57.2314 0.902322 65.2491 1614.03
−10 1.49926 57.2374 0.899556 65.0318 1613.34
+10 1.49020 57.2493 0.894120 64.6499 1611.97
+20 1.48574 57.2552 0.891444 64.4543 1611.28

(continued)

fuzzy sense. In this study, we considered the signed distance method as proposed by
Chang [3].
ã = (a − π1, a, a + π2) where 0 < π1 < a and π1π2 > 0, Ã =
A − π3, A, A + π4 where 0 < π3 < A and π3π4 > 0.
c̃1 = c1 − π5, c1, c1 + π6 where 0 < π5 < c1 and π5π6 > 0, c̃2 = c2 − π7, c2,

c2 + π8 where 0 < π7 < c2 and π7π8 > 0.
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Table 1 (continued)

Changing
parameter

% change
in system

Change
in T ∈

Change
in p∈

Change
in t∈1

Change
in Q∈

Change in
P∈(T ∈, p∈)

η −20 1.59373 57.2295 0.956238 69.6239 1634.32
−10 1.54094 57.2358 0.924564 67.0794 1623.19
+10 1.45381 57.2518 0.872286 62.8699 1602.62
+20 1.41731 57.2609 0.850386 61.1021 1593.04

c̃3 = c3 − π9, c3, c3 + π10 where 0 < π9 < c3 and π9π10 > 0, c̃4 =
c4 − π11, c4, c4 + π12 where 0 < π11 < c4 and π11π12 > 0.

And the signed distance of ã to 0̃ is given by the relation d(ã, 0̃) = a +
1/4(π2 − π1) where d(ã, 0̃) > 0 and d(ã, 0̃) → [a − π1, a + π2]. Similarly,
for other parameters signed distance can be defined as above.

Now, by the fuzzy triangular rule fuzzy total profit per unit is FP (ã, Ã, c̃1, c̃2, c̃3,

c̃4) = (F1, F2, F3).
And F1, F2, F3 are obtained as

F1 = 1

T
[p(a − π1 − p)γT + b(a − π1 − p)pK1 − b(a + π2 − p)pK2 + p(a − π1

− p)K3 − (A + π4) − (c1 + π6)(a + π2 − p)K3 − (c2 + π8)(a + π2 − p)K5

η
(15)

− (c3 + π10)(a + π2 − p)K5 − (c4 + π12)(a + π2 − p)K6 −(a + π2 − p)K7]

F2 = 1

T
[p(a − p)γT + b(a − p)pK1 − b(a − p)pK2 + p(a − p)K3 − A

− c1(a − p)K4 − c2(a − p)K5

η
− c3(a − p)K5 − c4(a − p)K6 − (a − p)K7]

(16)

F3 = 1

T
[p(a + π2 − p)γT + b(a + π2 − p)pK1 − b(a − π1 − p)pK2 + p(a + π2

− p)K3 − (A − π3) − (c1 − π5)(a − π1 − p)K4 − (c2 − π7)(a − π1 − p)K5

η
(17)

− (c3 − π9)(a − π1 − p)K5 − (c4 − π11)(a − π1 − p)K6 − (a − π1 − p)K7]

Now, defuzzified average profit using the signed distance method is given by

P̃(T, p) = (F1 + 2F2 + F3)/4 (18)
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Also, the defuzzified order quantity is Q and is given by

Q =
(

a + (π2 − π1)

4
− p

)⎨

t1 + bt2
1

2
+ αtβ+1

1

β + 1
+ 1

η
log (1 + η(T − t1))

⎩

(19)
The necessary conditions for maximizing the average profit are ∂ P̃(T, p)/∂T = 0
and ∂ P̃(T, p)/∂ p = 0.

Using the software Mathematica-8.0, from the above two equations, the optimum
values of T̃ and p̃ can be determined simultaneously and the optimal value of the
average net profit (P̃(T, p)) can be obtained by (18).

7 Numerical Example

A = 200,π3 = 10,π4 = 20, a = 100,π1 = 5,π2 = 10, b = 0.02,

c1 = 12,π5 = 0.60,π6 = 1.2, c2 = 8,π7 = 0.4,π8 = 0.8, c3 = 15,π9 =
0.75,π10 = 1.5, c4 = 0.4,π11 = 0.02,π12 = 0.04,α = 0.1,β = 0.01, γ =
0.6, h = 0.6, η = 0.5, δ = 0.02.

Based on these input data, the findings are as follows:
p∈

f = 58.0034, T ∈
f = 1.48131, t∈1 f = 0.888786, Q∈

f = 65.0234 and P̃(p∈
f ,

T ∈
f ) = 1646.53.

8 Sensitivity Analysis

See Table 2.

8.1 Observations

(1) When π1 > π2, i.e., demand parameter a decreases then the optimal profit
P̃(p∈

f , T ∈
f ) decreases and when π1 < π2 i.e., a increases then P̃(p∈

f , T ∈
f )

increases.
(2) When π3 > π4, i.e., ordering cost A decreases then P̃(p∈

f , T ∈
f ) slightly in-

creases and when π3 < π4 i.e., A increases then profit decreases. Simi-
larly, profit increases and decreases as π5 > π6,π7 > π8,π9 > π10 and
π5 < π6,π7 < π8,π9 < π10 respectively.

(3) There is a small decline in profit P̃(p∈
f , T ∈

f ), as π11 < π12 i.e., deterioration
cost c4 increases and profit increases as π11 > π12 i.e., c4 decreases.
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Table 2 Sensitivity table with respect to system parameters

Changing
parameter

Change
in parameter

Change
in T ∈

f

Change
in p∈

f

Change
in t∈1 f

Change
in Q∈

f

Change
in P̃(p∈

f , T ∈
f )

π1,π2 (40, 20) 1.57895 54.9325 0.947370 64.0666 1387.46
(10, 5) 1.52093 56.7755 0.912558 64.7378 1545.21
(5, 10) 1.48131 58.0034 0.888786 65.0234 1646.53
(20, 40) 1.42152 59.8449 0.852912 65.2461 1792.81

π3,π4 (80, 40) 1.42603 57.9725 0.855618 62.7247 1655.13
(20, 10) 1.45933 57.9912 0.875598 64.1103 1649.93
(10, 20) 1.48131 58.0034 0.888786 65.0234 1646.53
(40, 80) 1.51398 58.0216 0.908388 66.3780 1641.53

π5,π6 (4.8, 2.4) 1.47188 57.5999 0.883128 65.2270 1670.29
(1.2, 0.6) 1.47660 57.8415 0.885960 65.0666 1660.11
(0.6, 1.2) 1.48131 58.0034 0.888786 65.0234 1646.53
(2.4, 4.8) 1.49085 58.2477 0.894510 65.0577 1615.99

π7,π8 (3.3, 1.6) 1.49001 57.9809 0.894006 65.4258 1648.17
(0.8, 0.4) 1.48605 57.9957 0.891630 65.2357 1647.42
(0.4, 0.8) 1.48131 58.0034 0.888786 65.0234 1646.53
(1.6, 3.3) 1.47002 58.0139 0.882012 64.5295 1644.42

π9,π10 (6, 3) 1.48900 57.9833 0.893400 65.3794 1647.98
(1.5, 0.75) 1.48576 57.9961 0.891456 65.2228 1647.36
(0.75, 1.5) 1.48131 58.0034 0.888786 65.0234 1646.53
(3, 6) 1.47135 58.0124 0.882810 64.5881 1644.67

π11,π12 (0.16, 0.08) 1.48134 58.0018 0.888804 65.0271 1646.63
(0.04, 0.02) 1.48133 58.0028 0.888798 65.0252 1646.59
(0.02, 0.04) 1.48131 58.0034 0.888786 65.0234 1646.53
(0.08, 0.16) 1.48128 58.0044 0.888768 65.0206 1646.41

9 Conclusion

In this study, the model is proposed in the following two senses: (1) crisp and (2) fuzzy.
In fuzzy situation, demand rate, ordering cost, purchasing cost, deterioration cost,
backordering cost, and opportunity cost are considered as triangular fuzzy numbers.
It is assumed that the demand rate is a function of price and stock both, shortages
are allowed and are partially backlogged. The proposed model is more practical as
real life businesses are affected by the stock and price dependent demand. If there
is a large pile of stock and a suitable selling price of the products is sustained in
a business then it attracts the customers to buy more. In real life situations, all the
shortages cannot be fully backlogged as some sales will be lost due to interruption
of time, therefore partial backlogging is more realistic. In today’s market due to the
impreciseness of the inventory costs and demand, it is more useful to consider them
as fuzzy numbers since the business strategy will be able to face the upper and down
conditions of the market. Moreover, from sensitivity table, it is observed that the
model is enough stable toward the changes in the system parameters.
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Efficient Protocol Prediction Algorithm
for MANET Multimedia Transmission Under
JF Periodic Dropping Attack

Avita Katal, Mohammad Wazid and R H Goudar

Abstract Mobile ad hoc network is prone to denial of service attack. Jellyfish is a
new denial of service attack and is categorized as JF Reorder Attack, JF Periodic
Dropping Attack, JF Delay Variance Attack. In JF Periodic Dropping Attack, intruder
node intrudes into forwarding group and starts dropping packets periodically. Due
to JF Periodic Dropping attack, the delay in the network increases and throughput
decreases. In this paper a comparative performance analysis of three reactive rout-
ing protocols i.e. AODV, DSR and TORA used in mobile ad hoc network under
JF Periodic Dropping attack is done. This work is specially done for multimedia
transmission i.e. video and voice. If we have a mobile ad hoc network in which prob-
ability of occurrence of JF Periodic Dropping attack is high and also if it requires
time efficient network multimedia service for information exchange then TORA pro-
tocol is to be chosen. If it requires high multimedia throughput and consistent service
in the network then AODV protocol is recommended. An algorithm has been pro-
posed depending upon the analysis done particularly for multimedia transmission
in MANET which will help in choosing the best suited protocol for the required
network parameters under JF Periodic Dropping attack.
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1 Introduction

An intruder can easily access mobile ad hoc network because of weak defense mech-
anism and high mobility of nodes. Multimedia transmission includes streaming of
multimedia to an end user by the provider. It mainly includes voice and video trans-
mission. MANET assailable to JF Periodic Dropping attack increases the end to end
delay between selected packets in a flow with any lost packets being ignored. This is
called Jitter which increases under the above mentioned attack leading to degradation
in the quality of the media being transmitted. In this paper the impact of presence of
JF Periodic Dropping attack on the performance of network transmitting multimedia
is analyzed. Comparative analysis of the three routing protocols i.e. AODV, DSR and
TORA used for the transmission of multimedia for various network parameters is
done. Section 2 includes the literature review about different kinds of work done by
various authors in area related to JellyFish attacks. The novelty of the proposed idea
is discussed in Sect. 3. In Sect. 4 a brief introduction to JellyFish attack is given. The
methodology and experiment design of this work is discussed in Sect. 5. Section 6
contains performance parameters and results. Section 7 includes the algorithm for
protocol prediction designed on the basis of results obtained followed by conclusion,
future work and application of the work done in Sect. 8.

2 Literature Review

Paper [1] discusses about techniques for resilience of denial of service attacks on
a mobile ad hoc network focusing on JellyFish attacks. The throughput of network
under JellyFish attacks introduced here is calculated. Techniques to protect MANET
i.e. flow-based route access control (FRAC), Multi-Path Routing Source-Initiated
Flow Routing, Sequence Numbers etc are discussed. In [2] authors calculate the
performance of MANET under black hole attack using AODV routing protocol with
HTTP traffic load. In [4] authors explain various attacks on a mobile ad hoc network
corresponding to different MANET layers and they also discuss some available
attack detection techniques. They give a brief idea about JellyFish attack. In [5]
the performance of different routing protocols for multimedia data transmission over
vehicular ad hoc networks is done. The focus was put on the performance evaluation
metrics that were used in simulations. Three popular routing protocols were selected
for the evaluation: two reactive (AODV, DSR) and one proactive (OLSR). In [6]
authors develop an algorithm that detects the Jellyfish attack at a single node and that
can be effectively deployed at all other nodes. A novel metric depending on reorder
density is proposed and comparison table is given which shows the effectiveness of
novel metric which helps protocol designers to develop the counter strategies for
JF attack. The main objective of [7] is to analyze and compare the performance of
Preemptive DSR and temporarily ordered routing algorithm (TORA). It discusses the
effect of variation in number of nodes and average speed on protocol performance.
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It concludes that PDSR outperforms TORA in terms of the number of MANET
control packets used to maintain or erase routes. TORA is a better choice than PDSR
for fast moving highly connected set of nodes. In [8] an attempt has been made to
compare the performance of two prominent on demand reactive routing protocols
for MANETs: ad hoc on demand distance vector (AODV), dynamic source routing
(DSR) protocols. It concludes that if the MANET has to be setup for a small amount
of time then AODV should be preferred due to low initial packet loss. If we have to use
the MANET for a longer duration then both the protocols can be used, because after
sometime both the protocols may have same ratio of packet delivering. But AODV
have very good packet receiving ratio in comparison to DSR. In [10] the performance
of DSR and TORA routing protocols is calculated using the OPNET simulator.
It concludes that delay experienced with mobile nodes employing DSR routing is
higher than that of fixed nodes. Delay experienced with fixed nodes employing TORA
routing is higher than that of mobile nodes. In [12] authors discuss the most common
types of attacks on MANET, namely Rushing attack, Blackhole attack, Neighbor
attack and JellyFish attack. They simulate these attacks and calculate parameters
such as Average end-to-end delay, Average throughput etc. In Paper [13] JellyFish
and Black hole attacks are discussed. Authors calculate the impact of JF on the system
performance i.e. Throughput etc. They introduce three factors: mobility, node density
and system size and calculate the effect of these factors on fairness to receive packets
under the presence of various number of JF attackers. They observe that the effect
of mobility is more under the absence of JF attackers and fairness reduces when we
increase mobility.

3 Problem Definition and Novelty

Previously many authors have analyzed the performance of various MANET proto-
cols for multimedia transmission. In this paper the performance analysis of the most
popular reactive routing protocols in the multimedia transmission under JF Periodic
Dropping attack is done followed by an algorithm used for selecting the best suited
routing protocol for transmitting multimedia with the desire network parameters.

4 JellyFish Attack

JellyFish attack is related to transport layer of MANET stack. The JF attacker disrupts
the TCP connection which is established for communication. JellyFish (JF) attacker
needs to intrude into forwarding group and then it delays data packets unnecessarily
for some amount of time before forwarding them. Due to JF attack, high end to end
delay takes place in the network. So the performance of network (i.e. throughput
etc) decreases substantially. JF attacker disrupts the whole functionality of TCP, so
performance of real time applications become worse. JF attack is further divided into
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Fig. 1 MANET under normal flow

three categories- JF Reorder Attack, JF Periodic Dropping Attack, JF Delay Variance
Attack.

4.1 JF Periodic Dropping Attack

In this attack the JF attackers drop all packets for a short duration of time. Thus JF
nodes seem passive in nature and do not generate traffic themselves. JF nodes drop
packets for only a small fraction of time due to dropping of packets the performance
becomes worse [1].

5 Methodology and Experiment Design

For experimental purpose we simulate a mobile ad hoc network under JF Periodic
Dropping attack for three reactive routing protocols i.e. AODV, DSR and TORA
using Opnet modeler. We are using the following two simulation scenarios in this
paper:
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Fig. 2 MANET under jellyfish attack

In Fig. 1 we use 10 mobile nodes and build a scenario without any JF attacker
showing a normal flow of traffic. In Fig. 2 we use 10 mobile nodes and build a
scenario with two JF Periodic Dropping attackers. JF attackers are shown in red
label i.e. attacker 1 and attacker 2. All scenarios are simulated using AODV, DSR
and TORA protocols.

The experimental design setup is used to examine the performance of three reac-
tive routing protocols under JF Periodic Dropping attack in MANET transmitting
multimedia data.

5.1 Experiment Design Parameters

5.1.1 Common Parameters

Implementations of JF Periodic Dropping Attack

The normal packet forwarding rate is 100,000 packets per second and simulation
time is ten minutes. To simulate JF Periodic Dropping attack the time of periodic
dropping is taken to five minutes. During other five minutes there is normal flow.
Given two scenarios are simulated under routing protocols i.e. AODV, DSR and
TORA (Table 1).
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Table 1 Common parameters used in simulation

Parameter Value

Platform Windows XP SP2
Simulator Opnet modeler 14.5
Area 500 × 500 m (Fix)
Network size 10 nodes
Mobility model 20 m/s (Fix)
Traffic type Video and Voice both
Simulation time 10 min
Address mode Only IPv4
Ad Hoc routing protocol AODV, DSR, TORA
AODV, DSR, TORA, TCP parameters Default
JellyFish attackers Zero attacker for normal flow (Scenario 1)

Two attackers (Scenario 2)
Attacking scenario For 5 min, normal flow

For 5 min, flow under JF packet dropping
Packet size (bits) Exponential (1024)

Table 2 End-to-end delay and throughput

Parameters End-to-end delay (s) Throughput (bps)
Protocol Normal flow Under attack Normal flow Under attack

AODV 6.72 8.47 51573.91 41517.39
DSR 7.74 10.32 25832.07 19263.31
TORA 6.87 8.47 21714.92 16903.32

5.2 Results

In simulation we take following statistics of the network: End-to-end Delay (msec),
Throughput (bps).

Figure 3 shows end-to-end delay with normal flow (zero attackers) and also in
the presence of JF attackers for all given three protocols. Figure 4 shows throughput

Fig. 3 End-to-end delay
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Fig. 4 Throughput (bps)

Fig. 5 Impact of JF periodic
dropping attack

Table 3 Impact of JF periodic dropping attack on end-to-end delay and throughput

Protocol % of Decrement in throughput (bps) % of Increment in end-to-end delay (Sec)

AODV 19.50 20.66
DSR 25.43 25.00
TORA 22.16 18.89

(bps) with normal flow (zero attackers) and also in the presence of JF attackers for
all given three protocols.

Figure 5 shows impact of JF Periodic Dropping attack on end-to-end delay and
throughput for all given three protocols.

6 Protocol Prediction Algorithm

enum protocol set => {AODV,TORA,DSR}
enum service set => {Throughput Efficient, In Time}
if service = Throughput Efficient then
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select_protocol = AODV

otherwise if service = In Time then

select_protocol = TORA

otherwise

select_protocol = DSR

Complexity Analysis:
The complexity of protocol prediction algorithm comes to be ≥ (1) in combina-
tion with the complexity of AODV, TORA or DSR. We can say the complexity of
the above algorithm comes in the order of the complexity of the AODV, TORA
or DSR.

The above algorithm designed is basically used for choosing the appropriate reac-
tive routing protocol out of the set of three protocols i.e. AODV, DSR and TORA for
efficient multimedia transmission depending upon the network parameter require-
ments that is throughput efficiency and in time delivery.

7 Key Findings

Here, we try to evaluate the performance of three reactive protocols i.e. AODV, DSR
and TORA which are implemented in mobile ad hoc network under the presence of
JF Periodic Dropping attack for multimedia transmission. Some of the observations
are as:

• The performance of DSR is worst for both the network parameters i.e. throughput
and delay in multimedia transmission (as shown in Table 2).

• In multimedia transmission a throughput efficient service is provided by AODV
protocol as compared to DSR and TORA. The % of decrement in throughput for
AODV is 19.50 as compared to DSR and TORA which are having a decrement of
25.43 and 22.16 respectively (as shown in Table 3).

• Multimedia time demanding service must use TORA protocol as TORA proves to
be more efficient under JF Periodic Dropping attack with a % increment of end-
to-end delay of 18.89 as compared to AODV and DSR which are having 20.66
and 25.00 respectively (as shown in Table 3).

8 Conclusion

If we have a mobile ad hoc network in which probability of occurrence of JF Periodic
Dropping attack is high and we want a good time efficient network multimedia
service then we have to choose TORA protocol whereas good throughput multimedia
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service should make use of AODV protocol (as shown in Table 3). Depending upon
these results the protocol prediction algorithm is proposed which efficiently chooses
the required protocol for multimedia transmission.

Here we take mobility and system size as constant, if we change these two factors
then performance may vary. So this work can be further extended to calculate the
performance of MANET under varying mobility and system size.

There are certain applications which can bear the time inefficiency but require
high throughput service as in case of virtual classrooms where the student can attend
lectures even when they are not sitting in the campus class whereas in case of Warfield
the time efficiency would be important as compared to throughput. Depending upon
these different requirements for different scenarios we recommend AODV for virtual
classrooms and TORA for Warfield applications.
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New Placement Strategy for Buffers
in Critical Chain

Vibha Saihjpal and S. B. Singh

Abstract With the introduction of Critical chain by Goldratt in 1997, there has
been a lot of research in the field of resource constraint project scheduling problems
(RCPSP) and Buffer Sizing techniques. This paper suggests a Buffer management
technique which aims at reducing the make span time yet maintaining the stability
of the project. In the theory of CCPM it is suggested to reduce the duration of all
the activities by half to remove the excess safety time in each activity. The trimmed
duration is collected and made available at the end of the project in the form of
project buffer which could be used if the project gets delayed. Another buffer called
the feeding buffer is added whenever a noncritical chain joins a critical chain. This
increases the project duration if the slack of the last activity in the feeding chain is
smaller than the feeding buffer. In such cases, this paper suggests the division of the
project buffer into parts, fitting each part at the junction of critical and noncritical
chains so that the delay occurred because of addition of feeding buffer can be utilized
and the duration of project buffer is shortened. The use of the proposed technique
has reduced the project duration by a significant value.
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1 Introduction

In most simple terms, project scheduling means the planned dates for performing
activities and the planned dates for meeting milestones. It is a plan of procedure,
usually written for a proposed objective, specially, with reference to the sequence of
activities satisfying certain constraints such as the precedence relations and resource
constraints and time allotted for each activity or operation necessary to its completion.
PERT and CPM have been the most basic tools used for project scheduling for years.
Considering the probabilistic time durations, the longest path (called the critical
path) in the network of activities is determined which marks the project duration.
The critical path however does not recognize the resource constraints. Considering
the role of resource constraints in a practical project schedule, Goldratt in 1997
introduced the concept of critical chain project management (CCPM).

1.1 PERT/CPM

PERT was devised in 1958 for the POLARIS missile program by the Program Evalu-
ation Branch of the Special Projects office of the U.S. Navy, helped by the Lockheed
Missile Systems division and the Consultant firm of Booz-Allen and Hamilton [1].
One key element to PERT’s application is that three estimates are required because
of the element of uncertainty and to provide time frames for the PERT network.
These three estimates are classed as optimistic, most likely and pessimistic time
durations, and are predicted for each activity of the overall project. Generally, the
optimistic time estimate is the minimum time the activity would take, considering
that all goes right the first time. The reverse is the pessimistic estimate, or maximum
time estimate for completing the activity. This estimate takes into account Murphy’s
Law, i.e., whatever can go wrong will and all possible negative factors are considered
when computing this estimate. The third is the most likely estimate, or the normal
or realistic time an activity requires. It lies anywhere in the interval (a, b), where
a represents the optimistic time and b represents the pessimistic time. Two other
elements that comprise the PERT networks are the path, or critical path, and slack
time. The critical path is a combination of the critical activities, i.e., the activities
which if delayed, would delay the project.

The primary goal of a CPM analysis of a project is the determination of the critical
path, which determines the completion time of a project [2, 3]. However, the schedule
defined by CPM does not consider the resource constraints, hence giving rise to the
development of the theory of critical chain.

1.2 CCPM

In 1997, Dr. Eliyahu Goldratt introduced a new significant approach to project man-
agement, in over 30 years, with the publication of his best selling business novel,
Critical Chain [4]. Critical chain is the theory of constraints (TOC) philosophy
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for project management which is considered an innovation that would be useful to
organizations [5, 6]. Goldratt’s approach introduced a new era in the world of project
management by merging, for the first time, both the human side and the algorithmic
methodology side of project management in a unified discipline. It considers factors
such as

– Parkinson’s Law: Work expands to fill the available time.
– Student Syndrome: People start to work in full fledge when deadline is near.
– Bad Multitasking: Bad multitasking can delay start of the successor tasks.

As the activity duration is defined, the project manager tends to keep some safety
time in the duration of each activity which increases the project duration unneces-
sarily and as suggested by Parkinson’s Law, each activity consumes all the duration
allotted to it. Considering this, it is suggested in CCPM to cut the duration in every
activity so as to minimize this wastage. However, buffers are added at specific stages
of the project so that any delay in any of the activities does not affect the total project
duration. Various methods have been proposed to manage buffer sizing. The C&P,
i.e., Cut and Paste Method and RSE, i.e., Root Square Error Method are the most
traditional ones. Xie et al. suggested improved root square error (IRSE), a method
based on critical chain theory for buffer sizing majorly suitable for software projects
and the results claim to have a direct effect in shortening the project duration [7].
Tukel et al. suggested two methods for determining feeding buffers, one incorpo-
rates resource tightness while the other uses network complexity resulting in smaller
buffer sizes [8]. Fuzzy numbers have also been used in methods to determine the
project buffers [9]. It has been observed that through Critical Chain Project Man-
agement, projects are completed in significantly shorter time than traditional Critical
Path project management techniques. Importantly, Critical Chain Project Manage-
ment is also simpler to use and requires less work for the project team in both the
planning and tracking phases of project [10]. Bevilacqua et al. applied the Theory
of Constraints and Risk Assessment to develop a prioritization method for Work
Packages, using the critical chain concept and concluded that the proposed method
allowed the company to maximize the quality and safety of work and minimized the
turnaround time and cost [11].

Another important aspect of CCPM is to start each activity at the latest possible
starting time. This helps the project manager gain experience on the project till the
time the activity starts and also reduces the WIP time. However it is argued that this
makes each activity critical. But the presence of buffers compensates any delays in
the activity completion. The following steps are used to modify the critical path into
the critical chain [8].

Step 1. Reduce duration of each activity by 50 %.
Step 2. Push all the tasks to as late as possible subject to the precedence relations.

( i.e., determine the late finish network).
Step 3. Eliminate the resource constraints by resequencing the tasks. Though

Goldratt has not offered any specific procedure to resolve resource con-
straints this has given rise to a research problem marked as RCPSP (Resource



432 V. Saihjpal and S. B. Singh

constraint Project Scheduling Problem) and a lot of research has been done
on these problems.

Step 4. Identify the critical chain as the longest chain of dependent events for feasible
schedule that was identified in step 3.

There could be ties in longest chain, in that case an arbitrary choice can be made
between them [12].

Step 5. Add the project buffer to the end of the critical chain.
Step 6. Add the feeding buffers wherever a noncritical chain feeds the critical chain

and offset the tasks on the feeding chain by the size of the buffer.

2 Buffers

The reduction of activity durations by 50 % as suggested by Goldratt is compensated
by the insertion of buffers at various stages of the project. A buffer is a cushion
provided at different stages of a project schedule so as to absorb the delays that
occur during the execution of the project up to a maximum possible extent. In the
development of the project plan the duration of each activity will be coupled with
a lot of security time. Even if a task is ahead of schedule, the security time will not
accumulate to the next activity. This problem is tackled by the use of buffers. CCPM
suggests that duration of each activity is halved and the duration trimmed from each
activity is accumulated and added at the end of the project as project buffer and
at various other stages in the form of feeding buffer and resource buffer. A project
buffer is inserted to protect the project delivery date. Resource buffers are inserted
at every point where work passes from one resource to another on the critical chain.
Feeding buffers are inserted to protect the critical chain from delays in the noncritical
chain. [13] suggested that the project buffer size is the more appropriate robustness
measure regardless of the network complexity.

3 The Placing of Buffers

This paper suggests that whenever the project duration is forced ahead because of the
insertion of a feeding buffer (Fig. 1b), there is a void or a gap created in the critical
chain. In such a case a part of the project buffer is suggested to be removed from the
project buffer and inserted at this point (Fig. 1c), since the activities before this point
have got extra time and any delays can be absorbed by this extra time and same is
the role of a buffer. This part of the critical chain has got its share of the protection
at this point only and hence the project buffer placed in the end of the project need
not contribute to its protection. Hence this part of the project buffer is taken out and
placed in the gap created in the critical chain. The contribution of project buffer to
this part of the chain is given by:
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Fig. 1 Use of buffers

PBi =
∑

j∈Ci
t j

T
(PB) (1)

where PBi is i th part of the project buffer; Ci is the set of activities in P Bi ; [t j is the
duration of activities; T is the project duration, i.e., length of the critical chain and
PB is the project buffer duration.

If the buffer required by part of the critical chain preceding the gap is less than the
gap, the part of project buffer can fit into it. This would decrease the project duration
by

∑
i P Bi . Else the project would be reduced by difference between the gap and

the slack.

4 Numerical Example

The validation of the procedure suggested in Sect. 2 is done here through a numerical
example. Consider the project scheduling problem as given in Table 1.

Table 2 shows the results obtained.



434 V. Saihjpal and S. B. Singh

Table 1 Numerical example

Activity durations
Activity Preceded by Optimistic Most likely Pessimistic

A 45 51 60
B A 19 23 30
C A 27 32 43
D A 38 42 52
E A 28 32 39
F A 23 27 34
G B 33 40 47
H B 43 47 54
I E 31 39 52
J D, H 24 30 38
K C, G, F, I 39 43 50
L C, G, F, I 25 31 42
M K 16 20 25
N M, J, L 43 49 60

4.1 Results from the Numerical Example

The critical chain is A → E → I → K → M → N . The feeding chains are
A → B → G → K , A → C → K , A → F → K , etc. Feeding chains are joining
the critical chain at activity K and N . The corresponding feeding buffer sizes are
shown in Table 2. Buffer size for the feeding chain A → B → G is greater than
the slack of activity G. Hence the next activity on the critical chain, i.e., activity K
is shifted by (34.38749773-8) 27 units (approximately). Hence there exists a gap of
27 units in the critical chain. Hence a part from the project buffer which is the share
of the A → E → I part of the critical chain given by (1) is added in this gap. If this
share is less than the gap, the final project duration is reduced by these many units
of time. Similarly share of buffer for the part K → M → N of the critical chain is
added after activity N , i.e., as the project buffer.

Directly adding the project buffer would have increased the project duration by
nearly 49.4873 units of time while using the suggested procedure where the project
duration is increased by nearly 24 units only.

Also since the buffer consumption is less than 100 % for all the buffers the schedule
is stable. The buffer consumption rate is calculated using the formula (a + b − e)/b
where a is the most likely time of activity duration, b is the buffer size and e is the
estimated duration which is calculated using the Beta distribution.



New Placement Strategy for Buffers in Critical Chain 435

Ta
bl

e
2

R
es

ul
ts

of
th

e
nu

m
er

ic
al

ex
am

pl
e

A
ct

iv
ity

E
xp

ec
te

d
du

ra
tio

n
(u

ni
to

f
tim

e)
Sl

ac
k

fo
r

ac
tiv

ity
B

uf
fe

r
si

ze
(u

ni
ts

of
tim

e)
B

uf
fe

r
ut

ili
za

tio
n

A
51

.5
0

B
23

.5
8

B
uf

fe
r

fo
r

A
→

C
C

33
39

30
.1

04
95

.0
2

%
D

43
62

E
32

.5
0

B
uf

fe
r

fo
r

A
→

F
F

27
.5

44
28

.8
53

1
96

.5
3

%
B

uf
fe

r
fo

r
A

→
B

→
G

G
40

8
34

.3
88

97
.0

92
%

H
47

.5
34

I
39

.8
33

0
B

uf
fe

r
fo

r
A

→
B

→
H

→
J

A
→

B
→

H
→

J
A

→
D

→
J

J
30

.3
33

34
39

.4
93

44
.7

2
%

95
.3

58
%

K
43

.5
0

25
.8

01
92

.8
9

%
B

uf
fe

r
fo

r
A

→
E

→
I

→
L

L
31

.8
33

32
39

.0
74

95
.3

08
%

M
20

.1
66

0
N

49
.8

33
0

23
.6

86
93

.6
67

%
P

ro
je

ct
bu

ffe
r

P
ro

je
ct

bu
ffe

r
ut

il
is

at
io

n
49

.4
87

3
93

.2
64

%



436 V. Saihjpal and S. B. Singh

5 Conclusion

The suggested procedure reduces the project duration while maintaining the project
stability. The division of the project buffer into parts and each part being used at the
gap which otherwise was being wasted has reduced the project duration. Since the
buffer is only reshuffled and not reduced, there is no harm to the stability.
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Inducing Fuzzy Association Rules with Multiple
Minimum Supports for Time Series Data

Rakesh Rathi, Vinesh Jain and Anshuman Kumar Gautam

Abstract Technological changes have occurred at an exponential rate in recent
years leading to the generation of large amount of data in various sectors. Several
database and data warehouse is built to store and manage the data. As we know
the data which are relevant to us should be extracted from the database for our task.
Earlier different mining approaches are proposed in which items are collected at same
minimum support value. In this paper we propose a fuzzy data mining algorithm
which generates the fuzzy association rules from time series data having different
minimum support values. The temperature varying dataset is used to generate fuzzy
rules. The proposed algorithm also predicts the variation of temperature. Experiments
are also performed to get the desired result.

Keywords Association rule · Data mining · Different minimum support · Fuzzy set

1 Introduction

Data mining plays a vital role in today’s application. So, researchers are paying more
attention toward the new tricks and techniques which can be evolved in it. It covers
a large domain where it is frequently applied such as business, medical, biomet-
rics. Fuzzy concepts have a great impact on data dredging methodology. Various
data warehouses are managed to store and use the data efficiently through different
domain. Time series data is a collection of data points which has some specific value
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at that instant of time. It varies with respect to time. This paper proposes an algo-
rithm which induce fuzzy association rule with multiple minimum support value.
Earlier many algorithms have been proposed but they follow only single support
value condition. Sometimes itemset has different minimum support. To explain this
we applied a fuzzy concept on time series data more specifically temperature varying
data. As we know that time series data comes under the category of Sequence data
which has some trend or pattern in it. So algorithm would predict the near temper-
ature using the trend analysis. The proposed algorithm has two advantages:—First,
the result would be easier to understand as we are using fuzzy theory which is quite
familiar with natural language. Second, it also helps to determine the sudden change
in temperature of a place.

The remaining parts of this paper are assembled as follows: review of fuzzy set
theory is given in Sect. 2. The related work of the paper is explained in Sect. 3. The
proposed algorithm is explained in given in Sect. 4. Further experimental results are
shown in Sect. 5. Finally conclusion and future work is discussed in Sect. 6.

2 Fuzzy Set Theory

Fuzzy set theory was pointed out in 1965 by Zadeh in his seminal paper entitled
“Fuzzy sets” which played a vital role in human thinking, focusing in the domains of
pattern recognition, communication of information and abstraction. Fuzzy set theory
consists of fuzzy membership functions. Fuzzy set expresses the degree to which an
element belongs to a set called as characteristic function. For a given crisp set B, the
function assigns a value μB(x) to every x e X such that

μB (x) = {1 iff x ∈ B

μB (x) = {0 iff x does not ∈ B

Assume that x1 to xk are the elements in fuzzy set B, and μ1to μk are respectively
their grades of membership function in B. B is usually represented as follows:

B = μ1/x1 + μ2/x2 + · · · + μk/xk (1)

3 Related Work

Data mining is frequently used in inducing association rules from large itemsets.
The association rules describes the effects of presence and absence of an item in a
transaction with other items in terms of two measures support and confidence.

Hong proposed an algorithm which induces association rules with multiple
minimum supports using maximum constraints on general items. Au and Chan
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proposed a fuzzy dredging approach to find fuzzy rules for time series data. Das
proposed a dredging algorithm for time series data prediction. Das used the cluster-
ing method to extract basic shapes from time series and applied Apriori method to
induce the association rules on it.

4 The Proposed Algorithm with Multiple Minimum Support

Input: A time series TS with n data points, a list of m membership functions for data
points, a predefined minimum support threshold for each fuzzy item msi, i = 1 to z,
a predefined minimum confidence threshold λ, and a sliding window size ws.

Step 1: Convert the time series TS into a list of subsequences W(TS) according to
the sliding-window size ws. That is, W (TS) = {sb|sb = (

db, db+1, . . . , db+ws−1
)
,

b = 1to n − ws + 1}, where db is the value of the b-th data point in TS.
Step 2: Transform the k-th (k = 1 to ws) quantitative value vbk in each sub-

sequence sb (b = 1 to n-ws + 1) into a fuzzy set fbk represented as
(fbk1/Rk1 + fbk2/Rk2 + . . . + fbkn/Rkn) using the given membership
functions, where Rkl is the l-th fuzzy region of the k-th data point in each
subsequence, m is the number of fuzzy memberships, and fbkl is vbk’s fuzzy
membership value in region Rkl. Each Rkl is called a fuzzy item.

Step 3: Compute the scalar cardinality of each fuzzy item Rkl as

Countkl =
n−ws+1∑

b=1

fbkl

Step 4: Check whether the support value (= countkl/n − ws + 1) of each Rkl in
C1 is greater than or equal to its predefined minimum support threshold
value msRkl. If Rkl satisfies the above condition, collect it in the set of large
1-itemsets (L1). That is:

L1 = {Rkl|countkl ≥ msRkl, 1 ≤ k ≤ b + ws − 1 and 1 ≤ l ≤ m}.

Step 5: IF L1 is not null, then perform the next step; otherwise, terminate the
algorithm.

Step 6: Set t = 1, where t is used to represent the number of fuzzy items in the
current itemsets to be processed.

Step 7: Join the large t-itemsets Lt to obtain the candidate (t + 1)-itemsets Ct+1 in
the same way as in the Apriori algorithm provided that two items obtained
from the same order of data points in subsequences cannot exist in an
itemset in Ct+1 at the same instant provided the minimum support of all
the large t-itemsets must be greater than or equal to the maximum of the
minimum supports of fuzzy items in theses large t-itemsets.
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Step 8: Now, perform the following steps for fuzzy items in Ct+1:

(a) Compute the fuzzy value of I in each subsequence sb as fsb
I = fsb

I1 ∧ fsb
I2 ∧

. . . ∧fsb
It+1 where fsb

Ik is the membership value of fuzzy item Ik in Sb. If the
minimum operator is used for the intersection, then:

fs
Ib = Mint+1

k=1 f s
Ip.

(b) Compute the count of I in all the subsequences as:

Countl =
n−ws+1∑

b=1

f sb
I

Step 9: If the support (= countI/n−ws+1) of I is greater than or equal to maximum
of the minimum support value, put it in Lt+1.

Lt+1 = {Ik |countI >= msIk,|

Step 10: STEP 13: If Lt+1 is null, then do the next step; otherwise, set t = t + 1 and
repeat STEPs 6–9.

Step 11: Generate the association rules for each large h-itemset I with items
(I1, I2, . . . , Ih), h ≥2, using the following substeps:

(a) Form each possible association rule as follows: I∧1 . . .∧ I∧n−1I∧n+1 . . .∧ Ih →
In, n = 1 to h.

(b) Calculate the confidence values of all association rules by the following
formula:

=
n−ws+1∑

b=1

f sb
I \

n−ws+1∑

b=1

(
( f sb ∧

I . . .∧ f s
IP

)

Output: A set of association rules which satisfies the condition of the maximum
values of minimum supports.

5 An Example

This section explains the working of the proposed algorithm and generates fuzzy
association rule (Table 1).

Assume the membership function used in the example as Fig. 1 (Table 2).

Step 1: The window size is assumed as 5. Using the formula we get (15−5+1) =
11 subsequences

Step 2: The data values are then converted into fuzzy item sets using the member-
ship function shown in fig no.
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Table 1 Set of data points

Time Series

3, 4, 6, 1, 8, 6, 3, 9, 3, 6, 1, 5, 8, 1, 9

1 Low Middle High

0 3 5 7 8 10

Fig. 1 Membership function used in this example

Table 2 Predefined minimum support value of all fuzzy itemset

Fuzzy item Minimum support Fuzzy item Minimum support

Q1.Low 3.90 Q4.low 4.00
Q1.Middle 3.80 Q4.Middle 3.00
Q1.High 3.50 Q4.High 5.00
Q2.Low 2.00 Q5.Low 4.90
Q2.Middle 2.30 Q5.Middle 3.03
Q2.High 2.00 Q5.High 2.00
Q3.Low 2.10 Q3.High 4.00
Q3.Middle 4.50

Table 3 Sequence generated, ws = 5

Sb Subsequence Sb Subsequence

S1 (3, 4, 6, 1, 8) S7 (3, 9, 3, 6, 1)
S2 (4, 6, 1, 8, 6) S8 (9, 3, 6, 1, 5)
S3 (6, 1, 8, 6, 3) S9 (3, 6, 1, 5, 8)
S4 (1, 8, 6, 3, 9) S10 (6, 1, 5, 8, 1)
S5 (8, 6, 3, 9, 3) S11 (1, 5, 8, 1, 9)
S6 (6, 3, 9, 3, 6)

Step 3: Add all the value of fuzzy region of the subsequences called as its count.
For example-Assume a fuzzy item Q1.Middle.count is (0 + 0.33 + 1 +
0 + 0.33 + 1 + 0 + .2 + 0 + 1 + 0) = 3.86

Step 4: Now,compare the count of all fuzzy item with its individual minimum
support count which is predefined. Fuzzy items whose count is greater
than minimum support value of itself put the fuzzy item in the table L1
(Table 3).

Step 5: If L1 consists of fuzzy item, proceed to step 6, else terminate.
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Table 4 Converted fuzzy set

St Q1 Q2 Q3 Q4 Q5

Low Mid High Low Mid High Low Mid High Low Mid High Low Mid High

S1 0.67 0 0 0.67 0.33 0 0 1 0 1 0 0 0 0.33 0.67
S2 0.67 0.33 0 0 1 0 1 0 0 0 0.33 0.67 0 1 0
S3 0 1 0 1 0 0 0 0.33 0.67 0 1 0 0.67 0 0
S4 1 0 0 0 0.33 0.67 0 1 0 0.67 0 0 0 0.2 1
S5 0 0.33 0.67 0 1 0 0.67 0 0 0 2 1 0.67 0 0
S6 0 1 0 0.67 0 0 0 0.2 1 0.67 0 0 0 1 0
S7 0.67 0 0 0 0.2 1 0.67 0 0 0 1 0 1 0 0
S8 0 0.2 1 0.67 0 0 0 1 0 1 0 0 0 1 0
S9 0.67 0 0 0 1 0 1 0 0 0 1 0 0.33 0.33 0.67
S10 0 1 0 1 0 0 0 1 0 0.33 0.33 0.67 1 0 0
S11 1 0 0 0 1 0 0 0.33 0.67 1 0 0 0 0.2 1
Count 4.68 3.86 1.67 4.01 4.86 1.67 3.34 4.68 2.34 4.34 3.68 2.34 2.34 2.70 3.34

Step 6: Candidate set Ct+1 is generated from Lt. Fuzzy items in L1are (Q1.Low,
Q1.Middle, Q2.Low,Q2.Middle, Q3.Low, Q3.Middle, Q4.Low, Q5.Low,
Q5.High) .

Step 7: L1 is joined to generate C2. The new fuzzy items in C2 are as fol-
lows (Q1.Low,Q2.Mid),(Q1.Low, Q3.Mid), (Q1Low, Q5.High), (Q1.Low,
Q2.Mid), (Q1.Low, Q3.Mid),(Q1.Low, Q5.Low), (Q2.Low, Q3.Low),
(Q2.Low, Q4.Low), (Q2.low, Q5High), (Q2.low, Q1.Mid), (Q2.Low,
Q3.Mid), (Q2.Low, Q5.Low), (Q3.Low, Q4.Low), (Q3.low, Q5.High),
(Q3.Low, Q1.Mid), (Q3.low, Q2.Mid), (Q3.low, Q5.low), (Q4.Low,
Q1.Mid), (Q4.Low, Q2.Mid), (Q4.low, Q5.High), (Q4.Low, Q5.Low),
(Q5.High, Q1.Mid), (Q5.High, Q2.Mid), (Q5.High, Q3.High).

Table 5 Candidate set C2

Fuzzy itemset Count Fuzzy itemset Count

Q1Low, Q2Mid 4.68 Q2Low, Q5Low 2.34
Q1Low, Q3Mid 4.68 Q3Low, Q5High 3.34
Q1Low, Q5High 3.34 Q3Low, Q1Mid 3.34
Q1Low, Q2Low 4.01 Q3Low, Q2Mid 3.34
Q1Low, Q3Low 3.34 Q3Low, Q5Low 2.34
Q1Low, Q5Low 2.34 Q4Low, Q1Mid 3.86
Q2Low, Q3Low 3.34 Q4Low, Q2Mid 4.34
Q2Low, Q4Low 4.01 Q4Low, Q5High 3.86
Q2Low, Q3Low 3.34 Q4Low, Q2Mid 4.34
Q2Low, Q4Low 4.01 Q4Low, Q5High 3.86
Q2Low, Q5High 3.34 Q4Low, Q5Low 2.34
Q2Low, Q1Mid 3.86 Q5High, Q1Mid 3.34
Q2Low, Q3Mid 4.01 Q5High, Q2Mid 3.34
Q3Low, Q4Low 3.34 Q5High, Q3High 2.34
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Table 6 Fuzzy itemset L2

(Q1Low, Q2Low)(Q1Low, Q2Mid)(Q1Low, Q3Mid)(Q2Low, Q3Low)
(Q2Low, Q4Low)(Q2Low, Q5High)(Q1.Low, Q4.Low)
(Q3.Low, Q2.Mid)(Q4.Low, Q1.Mid)(Q5.High, Q2.Mid)(Q4.Low, Q5.High)

Step 8: Now compute the count of all the fuzzy items of C2.
Step 9: Compare the C2 itemset count with minimum support count of Fuzzy

itemset. C2 items whose count is greater or equal to minimum support of
maximum of the two itemset is stored in L2.

Step 10: Since L2 is not null, repeat step no 6–9 until Lt is null (Tables 4, 5, 6).
Step 11: (a) In this example, only (Q3.Low Q2.Mid) exists. It means association

rules formed are
If Q3 = Low then Q2 = Mid. If Q2 = Mid then Q3 = Low.
(b) Calculation of confidence of (Q3.Low Q2.Mid) = 3.34\ 3.34 = 1. It
means if the value of a data point is mid at time2 then value of a data point
is low at time3 with a confidence factor of 1.

Fig. 2 Temperature varying data
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Low Middle High 

0     
12 28 45 70

Fig. 3 Membership function used in experiment

Fig. 4 Relation between support value and confidence

6 Experimental Results

The proposed algorithm is implemented in a programming language C. The dataset
points consisted of temperature varying points between year 2008–2012. The dataset
is taken from National Data Center (NDC) US (Figs. 2 and 3).

In Fig. 4 as the support value of fuzzy itemset is increased, number of fuzzy
association rule decreased. This means change in temperature is effected with change
in support value. It means that if the temperature of a day at second day of a month
is moderate, then it may be high at third day of the month.

7 Conclusion and Future Work

In this paper, the proposed algorithm provided the best way to induce efficient fuzzy
association rule as there is predefined minimum support for all the fuzzy items. The
temperature prediction would be more accurate than earlier proposed approaches.
Future work suggests that the membership function can be set dynamically. In this
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paper membership functions are known in advance. More complex operations could
be made in near future. It also provided us another view point for defining minimum
support of fuzzy items.
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RGA Analysis of Dynamic Process Models
Under Uncertainty

Amit Jain and B. V. Babu

Abstract The aim of this paper is to gain insights into how process dynamics can
affect control configuration decision based on relative gain array (RGA) analysis
in the face of model uncertainty. Analytical expressions for worst-case bounds of
uncertainty in steady-state and dynamic RGA are derived for two inputs two outputs
(TITO) plant models. A simulation example which has been used in several prior
studies is considered here to demonstrate the results. The obtained bounds of uncer-
tainty in RGA provide valuable information pertaining to the necessity of robustness
and accuracy in the model of decentralized multivariable systems.

Keywords Relative gain array · Parametric uncertainty · Control configuration
selection · Worst-case bounds · Multivariable plants

1 Introduction

It has been almost five decades since the introduction of the relative gain array (RGA)
in 1966 [1]. It has found to be a promising tool for determination of control loop pair-
ings and in the analysis of the level of the interaction exist in such pairings. Because
of its inherent simplicity, the RGA is still popular among industries and academia,
particularly after the use of the Niederlinski Index [2] as a complementary tool for
analyzing closed-loop stability. The RGA has many useful algebraic properties with
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strong control impositions [3]. The applications of RGA are thoroughly discussed
in a book written by McAvoy [4] and Shinskey [5]. However, it is clearly indicated
[6–13] that the RGA is not just a tool for choosing input/output pairings for decen-
tralized control but also a measure of attainable control quality. It is associated with
many elementary properties; robustness, stability, tolerance to the failure of actuators
and sensors, decentralized integral controllability (DIC) etc., defined for closed loop
systems.

Despite many advantages, the RGA also suffers from certain disadvantages. Since
it depends on the steady-state gain information alone, a due consideration has not
been given to the process dynamic behavior which leads to incorrect conclusions in
certain cases. The dynamic extension of RGA to nonzero frequencies is presented
in many ways by different authors [4, 14–19]. The originate work in this field is
presented for two inputs two outputs (TITO) plants. Early methods of dynamic RGA
employed the transfer function matrix in the definition of RGA as an alternative
to the steady-state matrix of gains [14–16]. McAvoy et. al. [18] has offered a novel
approach to define a dynamic RGA. It is assumed in this computationally complicated
approach that a dynamic model of the process exists and a proportional output optimal
controller has been designed using state-space approach. Finally, based on the matrix
of consequential controller gains a dynamic RGA is defined. However, these methods
[16, 18] have lost the controller independency, which is a valuable property in a
pairing criterion. To give a more complete description of control-loop interaction,
both the steady-state gain and the process dynamic behavior in terms of bandwidth
of the elements of transfer function has been adopted by some authors in a controller
independent framework [19, 20].

Although for years, in most of the studies on the analysis of RGA and its properties,
the availability of a process model is frequently assumed, still the sensitivity of the
RGA analysis to model uncertainty is in nascent stage. However, in practice, the
models of real systems always have some uncertainty associated with them. Thus,
process models can never be perfect. For plants with uncertain process models, an
incorrect pairing decision may result if the RGA analysis carried out based only on
a nominal model of the process. The problem further aggravates when a sensitivity
analysis of RGA elements to model uncertainty is carried out based on steady-state
process model alone.

In this paper, analytical expressions are derived for worst-case bounds of un-
certainty in steady-state and dynamic RGA considering TITO plant models. The
parametric model uncertainty is considered and is presented here with the aim to
identify the possible input–output selection changes resulting from the parameter
changes. The transfer function model (2 × 2) used here to demonstrate the results
has also been used by many authors before.
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Fig. 1 Block diagram of loop
interaction in 2 × 2 plant
model
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2 Relative Gain Array: Definitions and Properties

The RGA, a measure of interaction for the multivariable control system was formerly
proposed by Bristol [1]. Each element in the RGA matrix has been defined as the
ratio of gains, i.e., open-loop gain to the gain obtained between the similar variables
keeping all other loops under “perfect” control (Fig. 1):

πi j =
(
λyi/λu j

)
u(

λyi/λu j
)

y

= open-loop gain

closed-loop gain
(1)

The elements πi j forms the RGAτ. Writing definition (1) in the transfer matrix
form as,

τ(G) = G (s) ≥ G−1 (s)≤ (2)

where ≥ denotes element-by-element multiplication or Schur product. The substitu-
tion of (s = jρ) in (2) computes RGA at different frequencies [9]. The steady-state
(s = 0) version of the RGA is found by substituting the transfer function matrix
G (s) of (2) with the corresponding matrix of steady-state gains, K . In addition to its
numerous algebraic properties, the RGA is also a good gage of sensitivity to uncer-
tainty. The relative gain πi j provides a direct estimate of the sensitivity of the plant
model to independent element-by-element uncertainty. G ( jρ) turn out to be singu-
lar if any element gi j ( jρ) changes by −1/πi j ( jρ) [8–10]. Since the steady-state
RGA matrix is a function of open loop gains only, thus any uncertainty in open-loop
gain leads to the uncertainty in RGA.

3 Analyzing 2 × 2 Plant Model Control Problem

Let a multivariable system G (s) with two controlled variables and two manipulated
variables:
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G (s) =
[

g11 (s) g12 (s)
g21 (s) g22 (s)

]
(3)

For the given control problem the steady-state gain matrix is,

G (0) = K =
[

g11 (0) g12 (0)

g21 (0) g22 (0)

]
=

[
K11 K12
K21 K22

]
(4)

and the subsequent matrix of RGA elements is,

τ =
[

π11 π12
π21 π22

]
=

[
π11 1 − π11

1 − π11 π11

]
(5)

here, π11 is the relative gain between output-1 and input-1, i.e.,

π11 = (λy1/λu1)u2

(λy1/λu1)y2

= 1

1 − k̇
; (6)

where,

k̇
β

= (−1)n |K12| |K21|
|K11| |K22| (7)

k̇, here is referred to as the interaction quotient and n, is the number of negative
elements in G (s) . Obviously k̇ = 1 is a singular point for RGA matrix. Note here
that for odd number of negative elements (i.e., n = odd number) the RGA matrix can
never be singular as k̇ ↓= 1.

3.1 Analyzing Uncertainty Bounds for Steady-State Process Model

Assume lower bounds of uncertainty in all the elements of the steady-state gain
matrix K to be symmetrical with that of higher bounds. Thus, the nominal steady-
state gain element, Ki j varies within Ki j ± βKi j . Let

∣
∣βKi j

∣
∣ ∈ ζ

∣
∣Ki j

∣
∣ represents

the uncertainty bound to the every element of K , then,

k̇uc = k̇

(
1 ± ζ

1 → ζ

)2

(8)

where k̇uc is the interaction quotient under model uncertainty. The respective limits
of the k̇uc are represented as,

k̇l ∈ k̇uc ∈ k̇h (9)
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where,

k̇l
(
= min

(
k̇uc

))
= k̇

(
1 + ζ

1 − ζ

)2

∗n = odd number (10)

= k̇

(
1 − ζ

1 + ζ

)2

∗n = even number (11)

k̇h
(
= max

(
k̇uc

))
= k̇

(
1 − ζ

1 + ζ

)2

∗n = odd number (12)

= k̇

(
1 + ζ

1 − ζ

)2

∗n = even number (13)

For k̇ ↓= 1, the RGA element π11 changes within the uncertainty limits:

1

1 − k̇l
∈ π11 ∈ 1

1 − k̇h
(14)

For k̇ = 1 (singular point), the sign of π11changes. Thus the π11 changes within
the uncertainty limits:

− ∞ ∈ π11 ∈ 1

1 − k̇h
(15)

and

1

1 − k̇l
∈ π11 ∈ ∞ (16)

The application of above methodology will be demonstrated with the help of
examples available in open literature.

3.2 Worst-Case Bounds for Dynamic Process Model

In order to assimilate both the static and dynamic behavior of the plant in the interac-
tion measure, we encourage the use of the elective gain, ei j as defined in Xiong et al.
[19] for a given element gi j (ρ) of transfer function model at the critical frequencies.
Approximating the effective gain integration with a rectangular area, the effective
gain ei j can simply be given as,

ei j ≺ gi j (0) ρc.i j (17)
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Therefore, the matrix of effective gains is defined as,

E = G (0) ≥ ξ; (18)

where,

ξ =
[

ρc,11 ρc,12
ρc,21 ρc,22

]
(19)

Based on (4) and (19), the dynamic interaction quotient can be defined as:

k̇dy = (−1)n |K12|
(
ρc,12

) × |K21|
(
ρc,21

)

|K11|
(
ρc,11

) × |K22|
(
ρc,22

) = k̇	 ; (20)

where,

	 =
(
ρc,12

) (
ρc,21

)

(
ρc,11

) (
ρc,22

) (21)

Equations (9)–(15), defined for steady-state system are all directly applicable to
dynamic process model after replacing k̇ in (8) by k̇dy of (20).

4 Examples

Example 1 Consider a process model [21]:

G (s) =
[

5
4.s+1

2.5e−5s

(2.s+1)(15.s+1)
−4e−6s

20.s+1
1

3.s+1

]

(22)

For steady-state system:
The steady-state RGA matrix and interaction quotient k̇ for n = 1 are:

τ̇ =
[

0.3333 0.6667
0.6667 0.3333

]
& k̇ = −2 (23)

which suggest the 1-2/2-1 (off-diagonal) pairing. Taking into consideration the dif-
ferent values for model uncertainty ζ. The range of π11 for given ζ value can be
found.

Case 1 ζ = 0.01. According to (10)–(13), the bounds for k̇ are k̇l = −2.08 and
k̇h = −1.92, the corresponding bounds for π11 are given by (14):

0.32 ∈ π11 ∈ 0.34
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Since, π11 < 0.5 thus, the suggested control-loop pairing based on the RGA
analysis is 1-2/2-1 (off-diagonal).

Case 2 ζ = 0.1. The bounds are k̇l = −2.99 and k̇h = −1.34 and

0.25 ∈ π11 ∈ 0.43

Thus, suggested pairing is still 1-2/2-1 (off-diagonal).

Case 3 ζ = 0.2 . Now k̇l = −4.55 and k̇h = −0.88. The range of π11 can be
obtained using (14):

0.18 ∈ π11 ∈ 0.53

Still in its range, π11 ∈ 0.5. Thus, the suggested control-loop pairing based on
the RGA analysis is 1-2/2-1 (off-diagonal).

Case 4 ζ = 0.5. Now k̇l = −18.18 and k̇h = −0.22 and

0.05 ∈ π11 ∈ 0.82

For the obtained range of π11 the pairing decision is quite ambiguous.

Case 5 ζ = 0.9. Now k̇l = −666.7 and k̇h = −0.006 and

0.001 ∈ π11 ∈ 0.99

In the obtained range of π11 the pairing decision remained ambiguous. As was
discussed, for odd number of negative elements in given matrix of the transfer func-
tion the RGA matrix will never be singular as k̇ ↓= 1, within the whole uncertainty
range.

For Dynamic Systems:
The critical frequency quotient 	 and dynamic interaction quotient k̇dy can be

obtained using (20) and (21) respectively, as:

	 = 0.04 (24)

and,
k̇dy = −0.08 (25)

The range of π11 corresponding to the same ζ values that was used for steady-state
analysis could be found.

Case 1 ζ = 0.01. In accordance to (10)–(13), the bounds for k̇dy are k̇l
dy = −0.083

and k̇h
dy = −0.077, consequently the π11 varies within the bounds as per (14):
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0.92 ∈ π11 ∈ 0.93

Thus, the suggested control-loop pairing based on the RGA analysis is 1-1/2-2,
i.e., diagonal.

Case 2 ζ = 0.1 Now k̇l
dy = −0.12 and k̇h

dy = −0.05 and

0.89 ∈ π11 ∈ 0.95

Thus, the suggested control-loop pairing based on the RGA analysis is 1-1/2-2,
i.e., diagonal.

Case 3 ζ = 0.5; The bounds are given as k̇l
dy = −0.73 and k̇h

dy = −0.01 and

0.58 ∈ π11 ∈ 0.99

Thus, the suggested control-loop pairing based on the RGA analysis is 1-1/2-2,
i.e., diagonal.

Case 4 ζ = 0.9. Now k̇l
dy = −28.88 and k̇h

dy = −0.0002 and

0.03 ∈ π11 ∈ 0.999

For the obtained range of π11the pairing decision is quite ambiguous.

Table 1 compares the outcome of uncertainty analysis of steady-state and dynamic
RGA for Example 1. As is clearly shown, the uncertainty analysis of steady-state
gain matrix gives ambiguous results and no unique control loop-pairing is favored
within the whole range of uncertainty whereas dynamic RGA analysis clearly suggest
diagonal pairing. The results obtained are in complete agreement with the results
of Grosdidier and Morari [21], whose analysis of interaction between the loops
was based on frequency response characteristics. The example under considerations
illustrates: (i) The uncertainty in process model may have a severe effect on the
selection of control configuration if the RGA analysis based on steady-state alone is
utilized. (ii) In order to ensure robustness in the system pertaining to decentralized

Table 1 Uncertainty analysis results of Example 1 for different ζ values

Uncertainty range of static Uncertainty range of dynamic
ζ RGA Elements RGA Elements

0.01 0.32 ∈ π11 ∈ 0.34 0.92 ∈ π11 ∈ 0.93
0.10 0.25 ∈ π11 ∈ 0.43 0.89 ∈ π11 ∈ 0.95
0.50 0.05 ∈ π11 ∈ 0.82 0.58 ∈ π11 ∈ 0.99
0.90 0.001 ∈ π11 ∈ 0.99 0.03 ∈ π11 ∈ 0.999
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control, the uncertainty in model parameters should be infused in the RGA analysis
under a dynamic framework.

5 Conclusions

In this paper, analytical expressions are derived for bounds of uncertainty (worst-
case) in steady-state and dynamic RGA for TITO plant models. On the analysis of
considered example it is thus reasoned that the steady-state RGA analysis leads to
incorrect conclusions about worst-case bounds and tolerable uncertainty. It is thus
recommended to use dynamic RGA uncertainty analysis to approximate the highest
degree of uncertainty in the model parameters such that the suggested control-loop
pairing will remain unaffected. Such analysis provides an idea about how much
change in the operating parameter values are tolerable so as to keep the control-loop
pairing decision unchanged.

The method presented is introductory in essence that it is applicable to 2×2 plant
models with uncertainty in steady-state gains only.
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Steps Towards Web Ubiquitous Computing

Manu Ram Pandit, Tushar Bhardwaj and Vikas Khatri

Abstract With evasion of digital convergence [1], computing has by and large
pervaded into our environment. WWW has enhanced day-to-day life by utilizing
information such as Location awareness, User-context awareness; touch API, muta-
tion observer [2], and many more. The future [3] trends in ubiquitous computing
[4] provide a great scope for innovation and value-added services. With approach of
“computing being embedded,” the future sees its usage more pervasive and appealing.
Web is evolving and so are supporting technologies (in terms of hardware technolo-
gies). Many real-life examples including augmented-reality, wearable technologies,
gesture-based recognition systems, etc., are already in place illustrating its high-end
usage. Such diverse future targeting billions of people and devices need streamlined
approach. Some steps have already been taken care by World Wide Web consor-
tium (W3C) to provide standards relating to API usage. In this paper, we highlight
various aspects of web-ubiquitous computing and how they can be dealt w.r.t to their
implementation.
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1 Introduction

With evasion of digital convergence [1] computing has by and large pervaded into
our environment. WWW has enhanced day-to-day life by utilizing information such
as Location awareness, User-context awareness; touch API, mutation observer [2]
and many more. The future [3] trends in ubiquitous computing [4] provide a great
scope for innovation and value-added services. With approach of “computing being
embedded,” the future sees its usage more pervasive and appealing.

Today, much of user data can be seen on internet. This provides an opportunity for
better services in ubiquitous computing domain. Some strategic approach is already
taken in this prospect by World Wide Web consortium (W3c) to make standards
for upcoming devices. This paper provides insight of web usage of ubiquitous com-
puting domain. We first describe classifying requirements for enforcement of web
ubiquitous domain followed by in-depth strategies to be taken care off during their
implementation.

2 Context Scenarios and Recommendations

In lieu of the same, requirements of ubiquitous systems may be categorized into-
(Fig. 1)

(a) Need of high-end computing devices
(b) Seamless network integration
(c) Contextual awareness(User, Social, cultural and location-specific)
(d) Security
(e) Policy enforcement

2.1 Need of Computing Devices

Computing devices are important ingredient of this system. Devices may be hand-
held devices or might be embedded in others like cloth. Some recommendation for
making them suitable w.r.t. web-ubiquitous computing are:

(a) They should conform to Device API specification.
(b) Should expose themselves through <meta> [5] tag. This will help in self-

discovery of the devices. We recommend every device to have a local information
server at its ephemeral port (called as discovery port). Other devices within the
device ‘X’ periphery would discover with help of : http://www.device-x:portNo/
Similar page would turn up:

(c) Data transfer format should be preferably HTTP.
(d) Conformance to W3.org API specification [6].
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Fig. 1 The complete picture of ubiquitous computing

2.2 Seamless Network Integration

Underlying network technologies should be seamlessly accessible whether it is Blue-
tooth, wireless, connected or RF-based, etc. Frequency interference should be taken
care of which are typically catered by some regulation committee such as FCC
(Fig. 2).

2.3 Contextual Awareness

Contextual awareness is one of the most sighted features in ubiquitous computing
with the help of which surrounding devices (environment) makes decision thereby
adding value services to the subject. This contextual data has to be stored and regularly
updated. Since contextual data will be huge, we recommend use of data warehousing
technique. To add a further step, we recommend use of data-warehousing as a ser-
vice (‘daas’) [7] for particular user. This service can be categorized into particular
subsections like user travel information, health information, hobbies information,
etc. As it involves complex performance requirements, a centralized cloud-based
server typically fit into this context (Fig. 3).
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Fig. 2 Service discovery page

Fig. 3 Contextual service scenario

For fast performance, the data warehouse repository and underlying web-service
can be deployed on cloud based server.

2.4 Security

While the above-mentioned services provide lucrative services, it provides vulnera-
bilities to personal life. User data can be hacked and details may be compromised.
Basic cryptographic property viz. confidentiality, integrity, and nonrepudiation needs
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to be dealt with. One possible recommended strategy to deal with is to allow user
data to be shared only with devices/environment which user trust. This may be
based on preconfigured security certificates or user passed tokens based on RFID [8]
/other master configurable interface (e.g., Open Id-based authentication [9], Face-
book/twitter/Google authentication, etc.)

2.5 Regulatory Policies

We highly recommend enforcement of environment policies before the devices
provides user some contextual service. For instance, recommending medical aid
(drugs that may be banned in some geographies), automatic software downloads
(handling IP issues), purchasing some product from customer e-wallet (automati-
cally cater new sales/revenue tax), etc. This can be easily achieved by having some
centralized web-service exposed to the devices. Based on the parameters achieved,
the devices can make valuable decisions. With the help of a centralized policy server,
it will be effective for government/regulatory bodies to make/change decision on-
the-fly.

3 Conclusion

With a huge user data on web, web ubiquitous computing provides a great deal
of scope for innovation and development. Supporting technologies and standards
will provide smoother gateway for its success. We propose some changes in clas-
sical model of ubiquitous domain (viz. intelligent devices, network, and contextual
information) to suit web followed by two new parameters of security and regulatory
policies.
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Estimation of Uncertainty Using Entropy
on Noise Based Soft Classifiers

Rakesh Dwivedi, Anil Kumar and S. K. Ghosh

Abstract In remote sensing noise is some kind of ambiguous data that occurs due
to some inadequacy in the sensing, digitization or data recording process. This paper
examines the effect of noise clustering algorithm of image classification. In remotely
sensed data the easiest and usual assumption is that each pixel represents a homoge-
neous area on the ground. However in real world, it is found to be heterogeneous in
nature. For this reason, it has been proposed that fuzziness should be accommodated
in the classification procedure and preserves the extracted information. Classifica-
tion of satellite images are complex process and accuracy of the output is dependent
on classifier parameters. This paper examines the effect of various parameters like
weighted exponent ‘m’ as well as resolution parameter ‘∂’ for noise clustering (NC)
classifier. The prime focus in this work is to select suitable parameters for classifi-
cation of remotely sensed data which improves the accuracy of classification output
to study the behaviour of associated learning parameters for optimization estimation
using noise clustering classifier. A concept of “Noise Cluster” is introduced such that
noisy data points may be assigned to the noise class. In this research work it has been
tried to generate, a fraction outputs of noise clustering based classifier. The remote
sensing data used has been from AWiFS, LISS-III and LISS-IV sensors of IRS-P6
satellite. This study proposes the entropy, as a special criterion for visualising and
evaluating the uncertainty and it has been used as an absolute uncertainty indicator
from output data. From the resultant aspect, while monitoring entropy of fraction im-
ages for different values, optimum weighting exponent ‘m’ and resolution parameter
‘∂’ has been obtained for AWIFS, LIIS-III and LISS-IV images and that is ‘m’ = 2.9
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and ‘∂’ = 106, providing highest degree of membership value with minimum entropy
value as shown in Table 1.

Keywords Entropy · Noise clustering (NC) · Fuzzy c-mean (FCM) · Possibilistic
c-mean (PCM) · All wide field sensor (AWiFS) · Linear imaging self scanning
(LISS).

1 Introduction

A traditional hard classification technique does not take into account that continuous
spatial variation in land cover classes. To incorporate the gradual boundary change
problem researchers had been proposed the ‘soft’ classification techniques that de-
compose the pixel into class proportions. Fuzzy classification is a soft classification
technique, which deals with vagueness in class definition. Therefore, it can model
the gradual spatial transition between land cover classes.

Fuzzy c-Means (FCM) [4–6] is an unsupervised clustering algorithm which has
been widely used to find fuzzy membership grades between zero and one. The aim of
FCM is to find cluster centers in the feature space that minimize an objective function.
The objective function is associated with the optimization problem, which minimizes
within class variation and maximizes variation between two classes. Standard FCM
algorithm considers the spectral characteristics.

FCM clustering algorithm has been widely used to classify Satellite images with
vague land cover classes. It is a popular fuzzy set theory based soft classifier, which
handles the vagueness of a pixel at sub-pixel level. FCM has been successful in
assigning the membership (uij) of a pixel to multiple classes but this assignment is
relative to total number of classes defined and not absolute [16, 17]. This is because
of the constraint on the membership values as given by Eq. (1)

C∑

i=1

ui j = 1 for all j (1)

i.e. the sum of membership values for a pixel in all the classes should be equal to one
[5, 17] hence a new variation of FCM , called Possibilistic c-Means(PCM) which
relaxes the constraint on membership value in Eq. (1) and gives absolute membership
value, as stated by Eq. (2)

maxi ui j > 0 for all j (2)

In case of PCM, this membership value represents the “degree of belongingness or
compatibility or typicality”, contrary to that represented by FCM, where it is, “degree
of sharing”.

The bias due to noise is a classical problem affecting all clustering algorithms.
A good solution to this problem does not exist, although the field of clustering has
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been in existence for decades. An ideal solution would be one where the noise points
get automatically identified and removed from the data. The concept of having an
approach where one can define one cluster as the noise cluster is also promising,
provided there is a way by which all the noise points could be dumped into one
single cluster.

A concept of “Noise Cluster” is introduced such that noisy data points may be
assigned to the noise class. The approach is developed for objective functional type
(K-means or fuzzy K-means) algorithms, and its ability to detect ‘good’ clusters
amongst noisy data is demonstrated. The approach presented is applicable to a variety
of fuzzy clustering algorithms as well as regression analysis [9].

It is believed that cluster validity plays a pivotal role in robust clustering because
without the concept of validity, it is not possible to separate the good points from
the noise points and outliers and verify that our solution is good. The solution to
the robust clustering problem requires that a fuzzy subset of the data set is rejected
before the parameter estimates are computed. However, it is possible to optimize
the objective function very trivially by excluding all points. Therefore, an additional
constraint such as, cluster validity to avoid the trivial solution, is required. Hence,
the solution to the general clustering problem appears to be inalienable from the
notion of validity. Ideally, the objective function should be the same as the cluster
validity [10].

The purpose of study of noise clustering without entropy is not only to establish
a connection between fuzzy set theory and robust statistics, but also to discuss and
compare several popular clustering methods from the point of view of robustness [8].

The aim of this paper is to study the behaviour of associated learning parameters of
FCM, PCM and noise clustering without entropy for optimization estimation, with
different fuzzy based functions, which is used for classification of multi-spectral
remote sensing data in sub-pixel mode. In the next section, the details of parameters
considered in FCM, PCM and noise clustering without entropy are provided. After
that the remote sensing data used to produce optimization estimation based soft
classification. After this experimental setup, results and their analysis are described.
In last conclusion of this work is mentioned. This work has been done using in-house
developed Sub-Pixel Multi-Spectral Image Classifier (SMIC) package using JAVA
programming language [18].

2 Classifiers and Accuracy Assessment Approaches

2.1 Fuzzy C-Means Approach (FCM)

Fuzzy c-means (FCM) was originally introduced by J. C. Bezdek in [7]. In this
clustering technique, each data point belongs to a cluster to some degree that is
specified by a membership grade, and the sum of the memberships for each pixel must
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be equal to unity. This can be achieved by minimizing the generalized least-square
error objective function,

Jm(U, V ) =
N∑

i=1

c∑

j=1

(μi j )
m
⎧
⎧Xi − x j

⎧
⎧2

A (3)

Subject to constraints, that
c∑

j=1

μi j = 1 for all i

and

N∑

i=1

μi j > 1 for all j

0 ≤ μi j ≤ 1 for all i, j (4)

where Xi is the vector denoting spectral response of a pixel i, x is the collection
of vector of cluster centers x j , μi j are class membership values of a pixel, c and
N are number of clusters and pixels respectively, and m is a weighting exponent
(1 < m < ∞), which controls the degree of fuzziness,

⎧
⎧Xi − x j

⎧
⎧2

A is the squared
distance (dij) between Xi and x j , and is given by,

d2
i j = ⎧

⎧Xi − x j
⎧
⎧2

A = (Xi − x j )
T A(Xi − x j ) (5)

where A is the weight matrix.
Amongst a number of A-norms, three namely Euclidean, Diagonal and

Mahalonobis norm, each induced by specific weight matrix, are widely used. The
formulations of each norm are given as [7],

A = I Euclidean Norm
A = D−1

j Diagonal Norm

A = C−1
j Mahalonobis Norm

(6)

where I is the identity matrix, Dj is the diagonal matrix having diagonal elements as
the eigen values of the variance covariance matrix, Cj given by,

C j =
N∑

i=1

(Xi − x j )(Xi − x j )
T (7)

The class membership matrix μi j is obtained by:
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μi j = 1
c⎨

k=1

⎩
d2

i j

d2
ik

)1/(m−1)
(8)

where

d2
ik =

c∑

j=1

d2
i j ; (9)

2.2 Possibilistic C-Means Approach (PCM)

The basic change in PCM in comparison to FCM is that one would like the member-
ships for representative feature points to be as high as possible, while unrepresentative
points should have low membership in all clusters [17]. The objective function, which
satisfies this requirement, may be formulated as:

Jm(U, V ) =
N∑

i=1

c∑

j=1

(μi j )
m
⎧
⎧Xi − v j

⎧
⎧2

A +
c∑

j=1

η j

N∑

i=1

(1 − μi j )
m (10)

Subject to constraints;
max

j
μi j > 0 for all i

N⎨

i=1
μi j > 0 for all j

0 ≤ μi j ≤ 1 for all i, j

here μi j is calculated from Eq. (8).
In Eq. (10) where η j is the suitable positive number, the first term demands that

the distances from the feature vectors to the prototypes be as low as possible, whereas
the second term forces the μi j to be as large as possible, thus avoiding the trivial
solution. Generally, η j depends on the shape and average size of the cluster j and
its value may be computed as:

η j = K

N⎨

i=1
μm

i j d
2
i j

N⎨

i=1
μm

i j

(11)
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where K is a constant and is generally kept as one. After this, class memberships,
μi j are obtained as:

μi j = 1

1 +
⎩

d2
i j

η j

)1/(m−1)
(12)

2.3 Noise clustering without Entropy

A concept of “Noise Cluster” is introduced such that all noisy data points may be
assigned to the noise class. The approach has been developed for objective func-
tional type (K-means or fuzzy K-means) algorithms, and its ability to detect ‘good’
clusters amongst noisy data is demonstrated. Clustering methods need to be robust
if they are to be useful in practice. Uncertainty is imposed simultaneously with mul-
tispectral data acquisition in remote sensing. It grows and propagates in processing,
transmitting and classification processes. This uncertainty affects the extracted infor-
mation quality. Usually, the classification performance is evaluated by criteria such
as the accuracy and reliability. These criteria can not show the exact quality and
certainty of the classification results. Unlike the correctness, no special criterion has
been propounded for evaluation of the certainty and uncertainty of the classification
results.

μi, j =


⎛
c∑

k=1

⎝
d2

i j

d2
ik

) 1
m−1

+
⎝

d2
i j

δ

) 1
m−1
⎞

⎠

−1

(13)

where 1 ≤ k ≤ c
where 1 ≤ j ≤ c
and

μi,c+1 =


⎛
c∑

j=1

⎝
δ

d2
ik

) 1
m−1

+ 1

⎞

⎠

−1

(14)

Resolution parameter δ > 0, any float value greater than zero.
This study proposes the entropy, as a special criterion for visualizing and eval-

uating the uncertainty of the results. This paper follows the uncertainty problem in
multispectral data classification process. In addition to entropy, several uncertainty
criteria are introduced and applied in order to evaluate the classification performance.

The objective function, which satisfies this requirement, may be formulated as:

U (ui j |d) =


⎛
N∑

i=1

c∑

j=1

ui j di j +
N∑

i=1

(uk,c+1)
m∂

⎞

⎠ (15)
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and
Resolution parameter δ > 0, any float value greater than zero

where ∞ > m > 1, (any constant float value more than 1)
N = row * column (image size)
i = stands for pixel position at ith location distance between Xi and Vj

d2
i j = ⎧

⎧Xi − v j
⎧
⎧2

A = (Xi − v j )
T A(Xi − v j )

Vj = Mean Vector for each cluster centers.

2.4 Accuracy Assessment Approach

With the availability of IRS-P6 satellite data, it is possible to acquire spectrally same
and spatial different data sets of same area with same acquisition time. Due to the
uniqueness of availability of these data sets, soft fraction images generated from
coarser resolution data set (e.g. LISS-III, IRS-P6) can be evaluated from fraction
images generated from finer resolution data sets (e.g. LISS-IV, IRS-P6) as reference
data set is acquired at same time.

In any closed system, the entropy of the system will either remain constant or
increase. This is known as the second law of thermodynamics from where the concept
of entropy evolves. In information technology, entropy is measure of the uncertainty
Dehghan et al. Further, Entropy is also considered to be a measure of disorder, or
more precisely unpredictability Shannon.

This study envisages the usage of entropy, as a special criterion for visualizing and
evaluating the uncertainty of the classified results of noise clustering classifiers. This
criterion is able to purely and completely reflect the uncertainty from the classified
image Congalton and Goodchild M. F. For the uncertainty visualization and eval-
uation of the classification results, the entropy criterion is proposed. This measure
expressed by the following equation:

Entropy(x) =
M∑

i=1

−μ(wi/x) log2(μ(wi /x)) (16)

where “M” denotes no. of classes and
⎭
μ
⎭wi

x

))
is the estimated membership function

of class i for pixel x.
For high uncertainty, the calculated value of entropy (Eq. 16) is high and inverse.

Therefore, this criterion may be able to visualize the pure uncertainty in the classi-
fication results.
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3 Study Area And Data Used

The study area for the present research work belongs to Sitarganj Tehsil, Udham
Singh Nagar District, Uttarkhand, India. It is located in the southern part of the state.
In terms of Geographic lat/long, the area extends from 28◦52’29”N to 28◦54’20”N
and 79◦34’25”E to 79◦36’34”E. The area consists of agricultural farms with sugar-
cane and paddy as one of the few major crops with two reservoirs namely, Dhora
and Bhagul reservoir.

The images for this research work have been taken from two different sensors
namely LISS-III and LISS-IV belonging to satellite IRS-P6. The LISS-III dataset
used here for classification and LISS -IV for referencing purposes.

4 Methodology

All three datasets (AWiFS, LISS-III, and LISS-IV) were geometrically corrected
with RMSE less than 1/3 of a pixel and resampled using nearest neighbour resample
method at 20 m, and 5 m spatial resolution respectively to maintain the correspon-
dence of a LISS-III pixel with specific number of LISS-IV pixels (here four pixels
will corresponding to 1 LISS-III pixel) with respect to sampling during accuracy
assessment. The flow chart of the methodology adopted is shown in Fig. 1 (Figs. 2
and 3).

The six classes of interest, namely Agriculture land with crop, Sal forest, Euca-
lyptus plantation, Agriculture dry land without crop, Agriculture moist land without
crop, and water body have been used for this study work.

5 Results And Discussions

The ambiguity and uncertainty is one of the major issue in the classification of remote
sensing data. The estimation of uncertainity in the classification results is important
and is necessary to evaluate the performance of any classifier. This study addresses the
evaluation of entropy, based on noise clustering classifier which estimates uncertainty
in classification results. In varying spatial resolution of classification and reference
soft outputs, entropy gives the true reflectance of uncertainty ratio among various
classes. The uncertainty criteria have been estimated from computed entropy based
on actual output of classifier.

In this research work it has been tried to generate fraction outputs from NC
classifiers. These outputs have been generated from AWIFS, LISS-III and LISS-IV
images of IRS-P6 data. Entropy has been used as assessment parameters of accuracy
for various land cover classes i. e. water bodies, Sal forest, Eucalyptus plantation,
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Fig. 1 Location map of study area

agriculture land with crop, agriculture moist land without crop, agriculture dry land
without crop.

To investigate the effect of uncertain pixels in noise clustering classifiers , Euclid-
ean norm has been chosen for noise clustering classifiers whereas , for fixed optimized
weighting exponent ‘m’ = 2.9, resolution parameter ‘∂’ varies from 1 to 109 for Sal
forest, Eucalyptus plantation, water bodies, agriculture land with crop, agriculture
moist land without crop, and agriculture dry land without crop. It is observed from
the result Tables 1, 2, and 3, that uncertainty ratio is almost less to referential value
2.585, for noise classifiers using Euclidean norm. This reflects that noise based soft
classifier is producing higher classification accuracy with minimum level of uncer-
tainty. The computation of entropy is an absolute reflector of an uncertainty and this
study identifies that entropy criterion provides stable results for noise, classifier for
optimized value of ‘m’ and ‘∂’.
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Fraction Images

Accuracy Assessment with  
image to image

Pre-process

Classification Expérimentes
a) Noise Clustering without Entropy

Coarse Resolution
MX Data

Fig. 2 Methodology adopted

AWiFS      LISS-III           LISS-IV

Fig. 3 Location of study area

For setting the optimized value of m and ‘∂’, a number of experiments have been
conducted individually for noise classifier for fixed optimized value of ‘m’ = 2.9 and
varying ‘∂’ from 1 to 109. It has been observed from the resultant Tables 1, 2, and 3
that is for homogenous classes like Agriculture land with crop, Agriculture dry
land without crop Agriculture moist land without crop, and Water Body for noise
classifiers the optimized value of ‘∂’ is 106. Similarly for heterogeneous classes like
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Sal forest and Eucalyptus plantation, the optimized value of ‘∂’ for noise classifier
is also 106. These findings suggest that using these optimized values of weighting
exponent ‘m’ and resolution parameter ‘∂’ for noise classifier on homogenous and
heterogeneous land cover classes the range of the computed entropy varies between
the range of [0, 2] as shown in resultant Tables 2, 3, and 4. This in turn states that
the information uncertainty is not exceeding more than 2 %.

In this research entropy has been used to measure the accuracy in terms of uncer-
tainty without using any kind of ground reference data. This classification accuracy
is directly measured by entropy. Measuring the spatial statistics of a satellite im-
age using an entropy, of six land cover classes can be measured using Eq. (16) i. e.
6*(−1/6*log21/6) = 2.585 [21]. This states that if the computed entropy values of
classified images are lying within this range; then indirectly this reflects better classi-
fication results. It is shown in Table 2, 3, and 4, where AWIFS, LISS-III and LISS-IV
entropy of noise classifiers for six land cover classes have been computed and, found
that the entropy values are approximately lying within the specified range wherein
the value of weighting exponent ‘m’ = 2.9 and resolution parameter ‘∂’ is varying
from 1 to 109.

6 Conclusion

In this research work entropy has been used as an assessment parameters of accuracy
for various land cover classes i. e. water bodies, Sal forest, Eucalyptus plantation,
agriculture land with crop, agriculture moist land without crop, agriculture dry land
without crop. Entropy is used as an uniform measure to quantify the total spatial
data uncertainty and fuzzy mixture uncertainty. In nutshell this study on spatial
variation has identified that total uncertainty which is not exceeding the referential
value, 2.585; mentioned in Table 1 for any of the above mentioned six classes of
homogenous and heterogeneous categories. This mathematical model of entropy
computation is used as an absolute indicator of measuring uncertainty among various
land cover classes, without using any ground reference data. Accuracy assessment of
a classified image is an integral part of image classification and in this research two
things were involved first optimization of weighting exponent ‘m’ and resolution
parameter ‘∂’ and secondly computation of entropy. From the resultant Tables 2,
3, and 4, it shows that the optimum values of ‘m’ and ‘∂’ for NC classifier on
homogenous and heterogeneous classes are 2.9 and 106 respectively; wherein the
membership values are varying from 0.9 to 1.0 with lesser entropy values, i. e. 0.86.
From the Table 1, it can be observed that when the value of weighting exponent
‘m’ = 2.9 and resolution parameter ‘∂’ = 106, the uncertainty is almost stable for all
six land cover classes.
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Location Management in Mobile Computing
Using Swarm Intelligence Techniques

Nikhil Goel, J. Senthilnath, S. N. Omkar and V. Mani

Abstract Location management is an important and complex issue in mobile com-
puting. Location management problem can be solved by partitioning the network
into location areas such that the total cost, i.e., sum of handoff (update) cost and
paging cost is minimum. Finding the optimal number of location areas and the cor-
responding configuration of the partitioned network is NP-complete problem. In this
paper, we present two swarm intelligence algorithms namely genetic algorithm (GA)
and artificial bee colony (ABC) to obtain minimum cost in the location management
problem. We compare the performance of the swarm intelligence algorithms and the
results show that ABC give better optimal solution to locate the optimal solution.

Keywords Location management · Genetic algorithm · Artificial bee colony

1 Introduction

The aim of location management is to track where the subscribers are in order to
route incoming calls to appropriate mobile terminals. Location Management strate-
gies can be divided into always-update strategy and never-update strategy. In the
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always-update strategy, as soon as mobile terminals enter new cells, it performs
location update. Using this strategy you can get accurate location information and
hence save resources spent on searching (paging). But this frequent location update
will require high resource (overhead). In the never-update strategy, location update
is never performed. Instead, when an incoming call comes, a search operation is con-
ducted to route the call to appropriate mobile terminals. Here, no resources would
be used for location update, overhead for search operation (paging) would be very
high. Hence, there is need to have balance between location update and paging so as
to minimize the total cost of mobile communication [1–3].

The location area scheme is another location management technique that is com-
monly used in existing networks [4–6]. In this scheme, the network is partitioned into
regions known as location areas (LA), with each region consisting of one or more
cells. The update operation is performed only when any user moves from one loca-
tion area to another. When a call arrives, searching (paging) operation is performed
for cells in specific LA. Optimal LA partitioning is NP-complete problem [7].

Genetic algorithm with modified genetic operators was used to solve this optimiza-
tion problem in [8]. Another swarm intelligence algorithm—ant colony optimization
was discussed in [1]. Minimizing the location update subject to a paging bound con-
straint is studied in [9]. A polynomial time approximate algorithms with the objective
of minimizing the sum of handoff traffic cost and paging cost are presented in [10].

Contributions of this paper: In this paper, we consider the location area scheme
model and try to minimize the cost per arrival presented in earlier studies [1, 11].
We obtain the optimal cost per arrival using swarm intelligence techniques namely
GA and artificial bee colony (ABC). Call per cost arrival is defined as total cost
divided by total call arrivals in given network in time T , and obtains optimal number
of location areas. Previous study [2] on location management using GA has been
carried out using reporting cell model [3]. Here, we present GA for location man-
agement problem but using location area scheme [1]. We also apply ABC algorithm
to minimize cost per call arrival and compare our results with results of earlier study
[1, 2].

2 Problem Formulation

Let us assume a network with n cells. With each cell i we associate call movement
weight Wmi and call arrival weight Wci . Movement weight represents total number
of movement into the cell. Call arrival weight represents total number of call arrivals
within a cell. Paging Cost for a cell in K th location area is

a j =
n∑

j∈k

Wcj , for all j = 1, 2 . . . , n (1)
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Total paging cost for location area k, if there are NLAk cells in kth location area is

PCk = NLAk
∗a j (2)

Hence total paging cost is:

NP =
m∑

k−1

PCk (3)

Whenever there is movement among two adjacent cells in different two location
areas, cost is incurred for updating its location. Total handoff cost is:

NLU =
n∑

i=1

n∑

j=1

(1 − Yi j )
∗h(i, j) (4)

We know from [1] that:
Total cost = Np + C∗NLU (5)

Therefore,

Total cost =
m∑

k=1

NLAk
∗
⎧
⎨

⎩

n∑

j∈k

Wcj




⎛
+ C∗

n∑

i=1

n∑

j=1

(1 − Yi j )
∗h(i, j) (6)

Yi j = 1, if both cell i and cell j are assigned to the same location area;
Yi j = 0 otherwise.

where h(i, j) is cost per unit time handoff occur between cell i and cell j and depends
upon the movement weight of cell i and cell j . C is a constant representing the cost
ratio of location update and paging. It was studied in [12] that cost of location update
is much higher than paging cost and it was also concluded in [8] that C value is
approximately 10. Cost per call arrival is calculated by dividing total cost by total
number of call arrivals. For a given network, total number of call arrivals is calculated
using

Total number of call arrivals =
n∑

j∈k

Wcj (7)

Hence,

Cost per call arrival = (total Cost) /total number of call arrivals (8)
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3 The Methodology

This section gives brief introduction to swarm intelligence algorithms [13–22] used
in our study, the way they are used to solve combinatorial optimization and the
pseudocode for the algorithms.

3.1 Genetic Algorithm

Genetic algorithm is a population based evolutionary computation technique [13].
This algorithm takes a predetermined number of random solutions (population) in the
search space called chromosomes. At each iteration the chromosomes are made to
crossover. At any random point, chromosomes undergo mutation based on mutation
rate and the fitness of each chromosome is calculated using Eq. (8). The fitness is
calculated and the best solutions carry-on till termination criteria is reached. Thus,
optimal distribution of cells among different LA can be determined using this algo-
rithm.

3.2 Artificial Bee Colony

In the ABC algorithm [14], all the population is considered as employed bee and
onlooker bee, i.e., they checked for food source in their neighbor region. Solutions
consisting of cells belonging to specific LA are changed to get a new solution given
by Eq. (9).

V [i j] = x [i j] + phi [i j] ∗ (x [k j] − x [i j]) (9)

where x[i j] represents LA of j th cell in i th solution and x[k j] represents LA of j th
cell in kth solution (k is randomly selected). Phi[i j] ensures that new LA assigned
to j th cell in i th solution already exists. New LA value is stored in V [i j].

4 Results and Discussion

In this section, the results and the performance evaluation are shown. A discussion is
carried out at the end of this section pertaining to the results obtained. Here, we have
considered two networks (i) 6 × 6 and (ii) 8 × 8 with the values of movement weight
Wmi and call arrival weight Wci for all the cells in the networks [2]. For each network
we found the optimal number of LA so that cost per call arrivals is minimum using
GA and ABC and compare our results with ant colony optimization method given
in [1]. We run the code for 10 times for each of the algorithm mentioned above and
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Fig. 1 Configuration with
optimal number of LA using
GA

Fig. 2 Configuration with
optimal number of LA using
ABC

Table 1 6 × 6 network

Method Minimum fitness Number of LA Maximum Mean SD

ACO [1] 11.1147 8 – – –
GA 11.1147 8 11.586426 11.3098419 0.1554
ABC 11.0943 9 11.545944 11.2829718 0.1393

maximum, minimum, mean, and deviation are calculated. We also made the graph
for fitness value versus number of iterations for the run where we get optimal fitness.

In first case, we consider 6 × 6 (36 cells) network. For 6 × 6 network we have
search space of size 236 = 68,719,476,736. In all the methods used in this study we
use population of 10 and maximum generation of 10,000. In GA, the best 20 % of the
parent are reproduced and the remaining 80 % undergoes crossover and mutation for
the next generation. Parameter in ABC such as limit value is set to be 50. Best results
of GA and ABC have been shown in Figs. 1 and 2, respectively and corresponding
regions have been assigned to the same value. From Table 1, we observe after 10 runs
for this network, ABC provides better optimal solution compared to ACO and GA.
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Fig. 3 6 × 6 network

Fig. 4 8 × 8 network

ABC shows minimum standard deviation. From Fig. 3, we can observe GA converges
faster in comparison to ABC.

In second case, we consider 8 × 8 (64 cells) network. For 8 × 8 network we have
search space of size 264 = 18,446,744,073,709,551,616. The parameters such as
population size and maximum generation are kept constant which is 20 and 1,00,000.
Here also in GA, the best 20 % of the parent are reproduced and the remaining 80 %
undergoes crossover and mutation for the next generation, whereas in ABC limit
value is set to be 1,000. From Fig. 4 we can once again observe GA converges faster
in comparison to ABC. Again best result obtained using GA and ABC has been
shown in Figs. 5 and 6, respectively and corresponding regions have been assigned
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Fig. 5 Configuration with optimal number of LA using GA

Fig. 6 Configuration with optimal number of LA using ABC

Table 2 8 × 8 network

Method Minimum fitness Number of LA Maximum Mean SD

ACO [1] 12.86895 13 – – –
GA 12.731830 13 13.266327 12.926776 0.1596
ABC 12.668662 13 13.158280 12.842936 0.1255

to the same value. From Table 2, we observe that after 10 runs for this network, ABC
provides better optimal solution compared to ACO and GA. ABC shows minimum
standard deviation.
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5 Conclusion

In this paper, we have implemented and analyzed two nature inspired techniques
for location management problem and compared it with earlier studied method. The
optimal partitions of 6×6 and 8×8 networks are presented. Results of the experiments
show that ABC and GA can be effectively implemented for location management
scheme. While ABC show best performance in terms of optimal value of cost per
call arrival and standard deviation, GA converges faster in both the network.
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Fingerprint and Minutiae Points Technique

Karun Verma and Ishdeep Singla

Abstract This paper will extensively dictate the whole basic details of fingerprint
and its techniques. Moreover one of the most important and widely used techniques
that is minutiae point extraction technique is also covered in detail. The minu-
tiae points are extracted with the help of cross-number algorithm. Cross-number
algorithm also helps for the rejection of false minutiae point’s extraction

Keywords Biometrics · Fingerprint · Minutiae points

1 Introduction

In an increasingly digital world, the control over entry of authorized person has
become a vital thing. From the personal computer to National security, there is big
use of identity checking that is Authentication. And biometrics provide automated
access to the security systems. It’s always better to use some automated methods
instead of remembering and filling passwords. In biometrics, fingerprint technology
is widely used technology, using this technology we need not to carry any identity
card. Finger works as identity card, meaning there are no tension of forgetting and
losing identity cards [1].
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Fig. 1 Fingerprint images: a inked fingerprint and b live-scan fingerprint [3]

2 What is Fingerprint?

Fingerprint is the graphical flow-like ridges. It is present on each and every finger of
every human’s fingers as shown in Fig. 1. Ridges are embedded on all fingers from the
very first day of our birth and do not change throughout the life. It may only change
if a serious accident such as bruises and cuts or surgery on the fingertips occurs.
This property makes fingerprints a very attractive biometric identifier and point of
research. Basically, there are two resources for getting fingerprint pattern [2]:

(i) Scanning an inked impression of a finger is shown in Fig. 1a.
(ii) Using a live-scan fingerprint scanner shown in Fig. 1b.

In Fig. 1, dark lines are called ridges and the white area that exists between the
ridges are called valley or furrow.

3 Fingerprint Features

Fingerprint features are those attributes of a fingerprint that may be useful either to
classify or to uniquely identify the fingerprint. There are two main types of features,
namely, the local features and the global features. Figure 2a shows the local features
and Fig. 2b shows the global features.

3.1 Global Features

The fingerprint global features are identified by means of the local orientation of the
fingerprint ridges, that is, the Orientation Field Curves (OFCs). As shown in Fig. 2b
the core and the delta are the features which have been located in central position of
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Fig. 2 a Local Features: Minutiae; b global features: core and delta [3]

fingerprint. A Core is the area around the center of the fingerprint loop and a Delta is
the area where the fingerprint ridges tend to triangulate. Due to their unique property,
both plays an important role to compare one fingerprint with other fingerprints [4].

3.2 Local Features

The fingerprint local features are those attributes that give the minutiae details about
the fingerprint pattern. Minutiae further provide various ways that the ridges can be
discontinuous. A ridge can suddenly end (termination), or can divide into two ridges
(bifurcation) as shown in Fig. 2a. There are 40–100 minutiae point in a good quality
image [8]. And in a fingerprint image of 300 × 300 pixels the distance between two
fingerprints vary between 1-113 pixels. With these features and numerical figures,
local features have become more suitable to compare fingerprints [4]. There are many
methods like cross number are available to extract the minutiae points.

4 Fingerprint Classification

It is obvious that with the increase database size complexity and automatic com-
parison time will also increase. So to reduce the search time and computational
complexity, there is a need to classify fingerprint in a precise and consistent manner
which will help to reduce search time with less number of comparisons. According
to Galton–Henry classification (Galton, 1892 and Henry, 1900) classification, we
classify fingerprint images into five major classes: plain arch, tented arch, left-loop,
right-loop, and whorl (a plain and twin loop, respectively).

Arch: In whole fingerprint arch covers only 5 % of the portion. These consist of
ridges that run major in horizontal manner can say from left to right as shown in
Fig. 3. There are two types of arches: plain arches and tented arches. Generally, plain
arch has no singular points. While tented arch have one core and one delta.
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Fig. 3 Fingerprint classes [5]

Loop: Loops cover 60–70 % of whole fingerprint pattern. As the name suggests
set of the ridges enters on either side of the fingerprint, bends, touches, or crosses
the line running from the delta to the core and run back in same direction of the side
where the ridge or ridges entered as shown in Fig. 3. Each loop pattern has one delta
and one core. There can be left loop or right loop.

Whorl: 25–35 % of fingerprint pattern is covered by whorl. In a whorl, more than
one ridges moves through at least one circuit. A whorl pattern always consists of two
or more deltas. There are two types of whorl plain whorl and double whorl. A plain
whorl is the pattern which consists of some ridges which make or partially make a
complete circuit with two deltas. Double loop whorl consists of two separate and
distinct loops.

5 Fingerprint Matching Techniques

There a lot of techniques for matching a fingerprint. There are three most popular
methods for matching fingerprints [2] described below.

5.1 Correlation-based Matching

In this method one fingerprint image is superimposed on other. The correlation
between corresponding pixels is computed for different alignments and on the basis
of these correlations and computations decision is made.
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5.2 Pattern-based (or Image-based) Matching

In pattern-based algorithms, the basic fingerprint patterns (arch, whorl, and loop) are
used to compare fingerprints, between a previously stored template and a candidate
fingerprint. This requires that the images are aligned in the same orientation. To do
this, the algorithm finds a central point in the fingerprint image and centers on that.
In a pattern-based algorithm, the template contains the type, size, and orientation
of patterns within the aligned fingerprint image. The candidate fingerprint image is
graphically compared with the template to determine the degree to which they match.

5.3 Minutiae-based Matching

This is the most popular and widely used technique, being the basis of the fingerprint
comparison made by fingerprint examiners. Minutiae are extracted from the two
fingerprints and stored as sets of points in the two-dimensional plane. Minutiae-based
matching essentially consists of finding the alignment between the template and the
input minutiae sets that result in the maximum number of minutiae pairings. In this
thesis we have implemented a minutiae-based matching technique. This approach
has been intensively studied, also is the backbone of the current available fingerprint
identification products.

6 Minutiae Extraction

Minutiae points matching is the best approach for the matching of fingerprints. The
work of minutiae extraction includes some important steps that are Ridge Thinning,
Minutiae Marking, False Minutiae Removal, and Minutiae Representation.

6.1 Ridge Thinning

The main aim of this step is to convert the redundant pixels of ridge into one pixel
wide. This will be very helpful in finding minutiae points and to implement minutiae
point algorithm. In Matlab there has been one very popular morphological thinning
function to perform this task.

bwmorph(binaryImage,’thin’,Inf)

The thinned image is then filtered, again using MATLAB’s three morphological
functions to remove some H breaks, isolated points, and spikes (see Fig. 4).
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Fig. 4 a Binarize image; b Thinning image

bwmorph(binaryImage,’hbreak’,k) → For H breaks
bwmorph(binaryImage,’clean’,k) → For isolated points
bwmorph(binaryImage,’spur’,k) → Spikes

6.2 Minutiae Marking

The name of this algorithm is crossing number (CN). It is implemented thinned
image. Iteratively a 3 × 3 pixels wide picture is selected from thinned image then
check that if the central pixel is a ridge branch and the central pixel is 1 and has
exactly three neighbors of 1’s, then its bifurcation (see Fig. 5).

If there one central 1 with exactly one 1in its neighbourhood, then its a ridge
ending (see Fig. 6).

Fig. 5 Ridge bifurcation
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Fig. 6 Ridge termination

6.3 False Minutiae Removal

As fingerprint sample maybe taken from ink impression (paper, thing) or it may
be taken by using fingerprint scanner. But in case of ink impression the fingerprint
quality may suffer. The quality of ink impression fingerprint image may be low which
creates false minutiae points. So in most of the cases it need to be eliminated. To
remove false minutiae points first calculate the inter ridge distance D (say) which is
the average distance between two neighboring ridges. For this scan each row calculate
the inter ridge distance using the formula [6]:

Inter ridge distance = sum all the pixels in the row whose value is one

row length

Calculate an average of all the inter ridge distance D. A MATLAB morphological
operation ‘BWLABEL’ is helpful in this task. There have been seven different cases
studied of false minutiae point’s patterns. Follow the steps to remove these seven
erogenous patterns (see Fig. 7) [6, 7].

• If d (bifurcation, termination) <D and the two minutia are in the same ridge then
remove both of them (case m1).

• If d (bifurcation, bifurcation) <D and the two minutia are in the same ridge then
remove both of them (cases m2, m3).

Fig. 7 False minutia structures
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Fig. 8 Remove spurious minutiae

• If d (termination, termination) ≈ D and the their directions are coincident with
a small angle variation and no any other termination is located between the two
terminations then remove both of them (cases m4, m5, m6).

• If d (termination, termination) <D and the two minutia are in the same ridge then
remove both of them (case m7) (Fig. 8).

7 Conclusion

Fingerprint technique is good biometric technique for identification. Most of the time
fingerprint is not of good quality. Due to low quality image false minutiae points get
increases. But low quality image needs to preprocessed. Preprocessing to increase
contrast, and reduce different types of noises. When some background region is in-
cluded in the segmented regions of interest, noisy pixels also generate many spurious
minutiae because these noisy pixels are also enhanced during preprocessing and en-
hancement steps. There is a scope of further improvement in terms of efficiency and
accuracy, which can be achieved by improving the image enhancement techniques
or by improving the hardware to capture the image. So that the input image to the
thinning stage could be made, better this could improve the future stages and the
outcome.
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Optimization Problems in Pulp
and Paper Industries

Mohar Singh, Ameya Patkar, Ankit Jain and Millie Pant

Abstract Pulp and paper industry plays an important role in Indian as well world
economy. These are large scale process industries working round the clock. The
focus of the present paper is on optimization problems encountered in pulp and
paper industries. Different areas where optimization has been applied are identified
and methods available for dealing with such problems are discussed.

Keywords Optimization · Pulp and paper industry · Classical methods ·
Non-traditional methods

1 Introduction

Pulp and paper industry is one of the most important process industries. It is not just a
one industry but is an integration of several processes. Each process is to be carefully
dealt for the smooth functioning of the industry. Somefacts about these industries
are:
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• Paper industry accounts for nearly 3.5 % of world’s industrial production and 2 %
of world trade.

• Current annual consumption of paper is of the order of 270 million tones.
• This industry is 10th major section in India.
• Pulp and paper production is a critical part of the global economy with annual

revenues of US$ 500 billion from sales of over 300 million tonnes of products [5].
• A modern pulp and paper mill with a production capacity of 300,000 tonnes per

year is estimated to cost more than a billion dollars to construct [23].
• In terms of energy use, pulp and paper production accounts for 11 % of the total

manufacturing sector, standing in the third place behind the petroleum (24 %) and
chemicals (19 %) production industries [6].

• Although the projection of consumption trends towards year 2015 show approxi-
mately 2 % annual growth in the demand for pulp and paper products [12].

From the above listed facts it can be easily seen that these are highly capital
incentive industries and a proper planning will be beneficial in terms of product/ profit
maximization and loss minimization. Mathematically speaking many situations in
a pulp and paper industry may be modeled as optimization problems which require
suitable methods for their solution. The objective of the present study is to discuss
various areas where optimization tools can be applied for improving the various
processes of a pulp and paper mill.

Besides introduction, this paper has three more sections. In Sect. 2 we give the
general optimization model used in the present study. Section 3, gives a very brief
review of optimization problems arising in paper and pulp industries. In Sect. 4,
methods available for solving such problems are discussed. The paper concludes
with Sect. 4.

2 Definition of an Optimization Problem

Optimization is the art of selecting the best alternative among a given set of options.
The process of finding the largest or the smallest possible value, which is a given
function can attain in its domain of definitions, is known as optimization. The function
to be optimized could be linear, non-linear, fractional or geometric. Sometimes even
the explicit mathematical formulation of the function may not be available often the
function has to be optimized in a prescribed domain which is specified by a number
of constraints in the form of inequalities and equalities.

The general non-linear optimization problem is defined as:
Minimize / Maximize f (x̄), where f : Rn → R
Subject to: x ∈ S ⊂ Rn

where S is defined by:
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g j (x̄) ≤ 0, j = 1, 2, . . . , p

hk(x̄) = 0, k = 1, 2, . . . , q

ai ≤ xi ≤ bi (i = 1, . . . . . . , n).

where p and q are the number of inequality and equality constraints respectively, ai

and bi are lower and upper bounds of the decision variable xi .
Any vector x satisfying all above constraints is called feasible solution. The best

of the feasible solution is called an optimal solution.

• If the objective function and all constraints are linear then the model is called linear
programming problem (LPP).

• If the solution has an additional requirement that the decision variables are integers
then the model is called integer programming problem (IPP).

• If some variables are integers and other variables are real then the problem is called
Mixed integer programming problem (MIPP).

• If the objective function and/or constraints are nonlinear then the problem is called
non-Linear programming problem (NLPP).

• If besides nonlinearity, the model also has integer restrictions imposed on it then
it called a mixed integer nonlinear programming problem (MINLPP).

3 Common Optimization Problems in Paper and Pulp Industries

In general, industrial processes are defined as large scale, high dimensional,
non-linear and highly uncertain. Conventional methods such as ‘trial and error’
are often used to solve complex optimization problems. These methods often
result in sub-optimal solutions due to inherent limitations in representing and
exploiting the provided problem information. The exploration of design space is
also inhibited. Paper and pulp industry is an integration of several processes that
need to be optimized to improve the qualitative and quantitative working of the in-
dustry. In pulp and paper industry, optimization is applied during different phases
of paper making. There are a number of studies in the literature that address the
optimization of the unit operations in pulp and paper mills:
For example:

Some common optimization problems can be identified as:

• Minimizing energy cost and production rate with constrained environment [22].
• Optimizing paper making process [6, 21].
• Controlling the kappa number and pulp yield [16].
• Energy optimization in a pulp and paper mill cogeneration facility [25].
• Energy management technology [17, 19].
• Economic optimization of Kraft pulping process [19].
• Trim loss minimization [4, 10, 11, 14, 19, 26, 27].
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• Continuous digester process [13].
• Biological treatment of waste water in pulp and paper industry [15].
• Optimization of a Kraft digester process [2].
• Optimization of refining process for fiber board production [20].
• Optimization of a broke recirculation system [3].

Mathematical model of these problems can be continuous or discrete. It can be as
simple as a linear model (optimization of Kraft pulping process) or can be nonlinear,
non-convex subject to ordinary or binary variable constraints/restrictions (trim loss
optimization). The models can be put under the category of assignment or transship-
ment. Also, to make the model more realistic, authors have considered multi-objective
formulation.

4 Methods Available

The methods available for dealing with optimization problems can be classified as
traditional/classical and nontraditional.

4.1 Traditiona/Classical Methods

Traditional methods or classical methods are the ones that rely on the mathematical
characteristics of the problem. These methods are often slow and are restricted to a
particular class of problems. However these techniques have an advantage of having a
strong theoretical proof. Some examples of classical optimization methods include:
Simplex Method for linear programming models; Branch and Bound method for
integer programming problems etc.

4.2 Nontraditional Methods

Nontraditional methods on the other hand are more user friendly as they do not
depend upon the nature of the problem and can thus be applied to a broader range of
problems. A major drawback of these algorithms is however that there is no concrete
theoretical proof. Some examples are: genetic algorithms (GA) [9], and differential
evolution (DE) [24] and algorithms based on systematic and interactive behavior of
various species like ant colony optimization (ACO) [7], particle swarm optimization
(PSO) [8] and artificial bee colony (ABC) [16] etc. the algorithms mentioned here
are also known as nature inspired meta-heuristics as they are based on some natural
concept or phenomena.
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5 Conclusions

Optimization methods are potential tools that can be applied in almost all the real life
scenarios where the situation can be modeled/ formulated in terms of an optimization
problem. The objective of the present work is to discuss various areas of a pulp and
paper industry where optimization can be applied. This work will help the researchers
and industrialists working in this field.
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Integrating ERP with E-Commerce: A New
Dimension Toward Growth for Micro, Small
and Medium-Scale Enterprises in India

Vinamra Nayak and Nitin Jain

Abstract In the developing economy like India Micro, Small and Medium Enter-
prises (MSMEs) play a very important role as they are the engines of growth in
development, upliftment, and transition of economy to the next level. The MSME’s
in India have played a critical role in generation of employment, providing goods
and services at affordable costs by offering innovative solutions in very unstruc-
tured and unorganized manner. With the increase in the growing competition and
its complexity it is essential for today’s business enterprises to work in structured
manner by changing its functioning environment dynamically by integrating internal
information resourses to the platform of ERP systems which will assist in optimiz-
ing potential of utilizing resources efficiently and determining growth. Moreover,
with the exponential growth of Internet technology and the emergence of e-business,
MSME’s can unify the external information resources with internal functional areas
within an organization. Use of e-commerce solutions will help enterprises to expand
their business through broader product exposure, better customer service, accurate
order entry processes and faster product fulfillment. It is expected that in MSME’s
implementation of an ERP system can facilitate an e-business effort of an organiza-
tion to optimize its overall functioning. In order to serve as a platform for e-business,
it is essential that an ERP system must also be able to be extended to support a range of
external constituents for a firm. This paper focuses on that how the challenges faced
by MSME’s can be overcome by implementing ERP system in an organisation with
the efficient integration of e-commerce to optimize its functioning. Further, the paper
will highlight the add-on benefits to the companies for using integrated e-commerce
platforms with ERP systems. The paper is based on the in-depth study of publi-
cally available information collected from the published articles, journals, reports,
websites, blogs, and academic literatures in context with the economy of India.
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1 Introduction

Micro, Small, and Medium-sized Enterprises (MSMEs) are the backbone of all
economies and are a key source of economic growth, dynamism, and flexibility in
advanced industrialized countries, as well as in emerging and developing economies.
Micro, Small, and Medium businesses are particularly very important for bringing
innovative products or techniques to the market. For the sustainability of this kind of
growth, proper nurturing of MSME sector is imperative. There are around 31 million
MSME’s units in India, of which 99 % are Micro and small-scale units, contributing
nearly 40 % of India domestic production, almost 50 % of total exports, and 45 % of
industrial employment.

Source: - Final Report of the Fourth All India Census 
of Micro, Small & Medium Enterprises 2006-07: 
Registered Sector.
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The MSME’s in India are mostly in the unorganized sector though have had
played a critical role in generation of employment, providing goods and services at
affordable costs by offering innovative solutions. The need of the hour is to empower
the MSME Sector so that it is able to take its rightful place as the growth engine of
the economy.

However, one of the known bottlenecks to the growth of the MSME sector is
its lack of adequate access to finance, despite the tremendous efforts laid down
by the government and the corporative banks. Focusing on the other challenges
will make MSE’s more vibrant in managing many new unchartered areas such as
infrastructure, nonavailability of suitable technology, ineffective marketing due to
limited resources and nonavailability of skilled manpower, and optimum utilization
of available resources. These factors are critically affecting the pace at which the
micro, small, and medium businesses should prosper and develop.

Source: - Final Report of the Fourth All India Census of Micro, Small & 
Medium Enterprises 2006-07: Registered Sector. 

Enterprise Resource Planning (ERP) is an outcome of Information Technology
and is a way to integrate the data and processes of an organization into one single
system, using subsystems that include hardware, software, and a unified database in
order to achieve integration, to store the data for various functions found throughout
the organization. Today, ERP is used in almost any type of organization; it does
not matter whether it is large, small, or what industry it falls in. The main aim of
implementing ERP is to integrate data and processes from all areas of the organization
and unify it to provide ease of access and an efficient work flow. ERP systems usually
accomplish this through one single database that employs multiple software modules.
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According to Karunakaran (2001), Enterprise resource planning or ERP is a
method of effective planning of all the resources like money, manpower, materi-
als, and other things that are required to run the enterprise. It comprises management
of functional and related areas in SMEs like manufacturing, materials, sales and
distribution, human resource, finance, strategy and operations, quality, logistics, and
maintenance.

ERP implementation is not just installation and configuration of the software but
is the process of defining the way an organization should work; it involves defining
the process flows within different departments and across the departments, imposing
the checks and controls at different points and implementing the authorization levels
in all departments, which requires certain important and stern decisions to be taken
for successful execution.

Every business now has the opportunity to take advantage of the Internet’s geo-
graphical reach and potential for profit. Thus, the Internet has made it possible for
MSMEs to compete effectively with the larger organizations. The enabling poten-
tial of the Internet guarantees that MSMEs are appropriately represented and active
participants in the globalized marketplace.

According to the Internet and Mobile Association of India Report, the total
e-commerce market in India was estimated at around Rs. 46,000 crore (US $8.28
billion) at the end of 2011 and is growing at around 40 % year on year.

2 Aims and Objectives

This paper focuses on how the challenges faced by MSME’s can be overcomed
by implementing the ERP system in an organization with the efficient integration of
e-commerce to optimize its functioning. Further, paper will highlight the add-on ben-
efits to the companies for using integrated e-commerce platforms with ERP systems.

3 Rationale

The purpose of the research is to identify the challenges and constraints faced by
Indian MSME’s, and how by integrating the concept of ERP and its strategies they
are overcome efficiently. Moreover, to understand the advantages to MSME’s for
using e-commerce platform with integrated ERP systems in today’s competitive
environment.
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4 Research Methodology

In order to achieve the research objectives, the blend of deductive and inductive
research approach is selected, whereas qualitative research method is utilized. The
research is based on only publically available information which has been taken
into account. In order to fulfill proposed objectives data on various facts related to
the concept of ERP and e-commerce is been presented with the help of the literature
review. The data is collected using secondary method to fulfill different issues related
to research topic from the published articles, journals, reports, websites, blogs, and
academic literatures.

5 Literature Review

The factors like opening up of the economy business era in the postliberalization, ease
in international trade barriers, globalization, privatization, disinvestments, and dereg-
ulation have thrown several challenges to MSMEs in the fast developing economies
like India. Economic downturns, compressed product development cycles, cut-throat
domestic and global competition, rapidly changing customer demands, and volatile
financial markets have all increased the pressure on MSMEs to come up with effec-
tive and competitive capabilities to survive and succeed. ERP is often considered as
one of the solutions for their survival [1].

SMEs sector in India had operated under a much-protected economic regime char-
acterized by limited competition and a highly regulated business environment. This
business atmosphere had resulted in limited focus on process efficiencies, centralized
control structures, highly formalized business settings, and lack of professional busi-
ness practices [2]. However, following the economic liberalization and opening up
of the economy to foreign Multi-National Companies (MNCs), Indian SMEs have
been forced to adopt modern business practices and strategies, which in turn can
provide SMEs a cutting edge over its competitors.

In recent time, many MSME’s implement ERP to increase internal efficiency
and external competitiveness. Once ERP is established at all levels of the organi-
zation catering all the possible needs necessary to optimize its potentiality to face
the challenges of the outside competitive environment ensures desired growth. The
enterprise-wide data sharing in SMEs has many benefits like automation of the pro-
cedures, availability of high quality information for better decision making, faster
response time, and so on Karunakaran (2001).

According to industry reports, the total cost of deploying ERP has ranged between
1 and 2 % of companies’ gross sales. Lower cost solutions are available for compar-
atively smaller-sized companies. Though the market seems to be very encouraging
for ERP implementation, the time frame for deployment may be an issue.

While many new MSMEs start each year, nearly 50 % cease to exist in the first
3 years of business itself. Though it is assumed that all MSMEs desire growth,
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only 40 % survive beyond 10 years. Majority of the firms do not think of long-term
business strategy but focus only on survival. They think of change only when the
business begins to fail as a result of not keeping track of the changing market scenario.
The firms who survive and grow are the ones who have the ability to take risks and
respond to the changing circumstances [3].

An ERP system would allow MSMEs to integrate their business functions.
MSMEs would be able to increase their efficiency and productivity by implementing
a suitable ERP system. Over the next 5 years, the ERP market in India is expected
to reach Rs. 1,550 crore ($341 million), according to International Data Corporation
(IDC), a market research and analysis firm. Of this, the SME potential in India for
the enterprise class is projected to be Rs. 728 crore ($160 million) 47 % of the overall
market [4] (Table 1).

According to Gattiker and Goodhue (2005), ERP vendors have developed and
customized the ERP software for the use of all types of industries. This has created a
great demand on the use of ERP among business entities to integrate and maximize
their resources. The growing demand for ERP applications among business firms has
several reasons:

• Competitive pressures to become a low cost producer.
• To increase the revenue growth.
• Ability to compete globally.
• Maximizing the resources and the desire to re-engineer the business to respond to

market challenges.

According to Gattiker and Goodhue (2005), ERP implementation failure rate is from
40 %, yet companies try to implement these systems because they are absolutely
essential to responsive planning and communication. The competitive pressure
unleashed by the process of globalization is driving implementation of ERP projects
in increasingly large numbers, so a methodological framework for dealing with
complex problem of evaluating ERP projects is required. It has been found that,
unique risks in ERP implementation arises due to tightly linked interdependencies of

Table 1 Projected growth rate overall industrial sector

Year Growth rates of SSI sector
(2001–2002) base IIP (%)

Over all industrial sector
growth rate (%)a

2004–2005 10.88 8.40
2005–2006 12.32 8.00
2006–2007 12.60 11.90
2007–2008 13.00b 8.70
2008–2009 c 3.20
2009–2010 c 10.50
2010–2011 c 7.80
a Source M/o Statistics and PI website www.mospi.nic.in
b Projected, IIP Index of Industrial Production
c Due to revised definition of MSMEs Sector, figures not available

www.mospi.nic.in
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business processes, relational databases, and process reengineering [5]. According
to Gordon [6], three main factors that can be held responsible for failure of ERP
system: (a) Poor planning or poor management, (b) Change in business goals during
project, and (c) Lack of business management support.

According to Gordon [6], a careful use of communication and change management
procedures is required to handle the often business process re-engineering impact
of ERP systems which can alleviate some of the problems, but a more fundamental
issue of concern is the cost feasibility of system integration, training and user licenses,
system utilization, etc. need to be checked. A design interface with a process plan is
an essential part of the system integration process in ERP.

The pressure of staying ahead in a competitive environment by reduction of
costs and product development time is compelling SMEs to leverage technology
and enterprise applications like ERP application, as adapted by their large counter-
parts [7].

Sharma and Bhagat [8] in their study of information system (IS)-related practices
in 210 MSMEs of western part of India concluded that though MSMEs understand
and acknowledge the importance of the IS in day-to-day operations management in
the present dynamic and heterogeneous business environment, but these are yet to
implement, operate, and exploit it fully in a formal and professional manner so as to
enable them to derive maximum business gains out of it.

According to Mishra et al. [9], in an increasingly competitive and globalized
world, MSMEs need to compete more effectively to boost domestic economic activ-
ities and contribute toward increasing export earnings. E-commerce is emerging as a
new way of helping business enterprises to compete in the marketplace and thereby
contributing to their economic success. MSMEs also continue to play an important
role in increasing employment and thus contributing to poverty reduction on a sus-
tainable basis. With spread of technology and infrastructure, rural businesses will be
the biggest beneficiaries of e-commerce.

6 Research Analysis

The boom in the ERP business segment is accompanied by a lot of challenges.
One of the key challenges faced by solution providers is that the MSME sector is
poor paymasters. Considering the concept is just a decade old in India, MSMEs are
reluctant to invest in an ERP replacement as they lack domain-specific knowledge,
technical know-how, and monetary resources to implement solutions.

Moreover, the MSME’s are fighting with the problems and challenges faced to
survive in this competitive environment but for sure adopting the strategies to
optimize its overall business through ERP which will be the key to success. On
the basis of the literature review, critical success factors are highlighted which assist
in identifying and stating the key elements required for the success of a business oper-
ation. Furthermore, these critical success factors and key variables can be described
in more details as a small number of easily identifiable operational goals shaped
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by the industry, the firm, the manager, and the environment that assures the success
of an organization. In this research paper, some key success factors and variables
are identified which will be helpful to MSME’s after integrating ERP systems with
e-commerce (Table 2):

Looking into the growing need of business enterprises to optimize its resources
and meeting their upcoming problems and challenges for the better functioning in
the present competitive environment, ERP tool is one of the most important and
complete business software for any organization today, but if you do business through
e-commerce and your ERP is not integrated with your e-commerce website then it
would not consider that you are using a complete package.

Here are the most important benefits of integrated ERP software with your
e-commerce website which will assist MSMEs to overcome the business constraints
in present scenario:

1. Improves Inventory Management: ERP e-commerce integration allows you to
check your inventory in real time, Products uploaded in the ERP system can be
automatically published on your e-commerce website which helps enterprises
to maintain level of inventory.

2. Increases Self-Service Functionality: The availability of real-time data from
the ERP system on to the store front, allows customers to view available inven-
tory, latest order status, and track shipments with tracking numbers. This helps
in reducing the cost of operations and improves customer experience with store
front of the enterprises.

3. Quick Updates: On purchases or sales of inventory in business ERP system
as well as on online stores, which further helps in making quick decisions and
necessary corrections.

Table 2 Success criteria and key variables

ERP E-commerce

Business process re-engineering Customer satisfaction
Reduced inventory level Online product cataloge
Reduced logistic cost Tight integration with ERP system
Reduced procurement cost Secure electronic payment
Order fullfillment performance Reduced cost
Increased productivity and flexibility Online customer service
Standardization of computing platforms
Global sharing of information
Improved responsiveness to the customer

Key variables
Top management commitment
Consultant skills
Schedule reliability
Budget reliability
Implementation team skills
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4. Less Manual Process: ERP and e-commerce integration allows businesses to
have less manual intervention as every part or entry is taken care with the help of
system integration. Automatically uploading of all the entries in the ERP system
or vice versa help to reduce re-entry.

5. Increased Internal Productivity: ERP integrated system streamlines multi-
ple business processes, helps in reducing human resource involvement in these
processes. Web sales orders will be integrated to the ERP system in real time,
back office ERP user can instantly track the order, and start the further process-
ing. Thus, the order fulfillment cycle is reduced through this integration.

6. Reduced Human Involvement, Data Redundancy and Error: By integra-
tion, web customer details, web orders, payment and shipping information to
ERP system, similarly Item and Inventory details can be uploaded from ERP
to e-commerce portal, eliminating the need of re-entering the data. Thus, the
integration solution will reduce human involvement, data redundancy, and error
over two platforms.

7. No Duplication of Entries: ERP integration with e-commerce website elim-
inates the re-entering or rekeying process which further allows to have more
accuracies in accounting, data processing, billing, and other modules of busi-
ness enterprises.

8. Generating Financial Reports in ERP, based on Web Transactions:
E-commerce applications are able to generate financial reports on sales. But in-
tegration with ERP provides the merchant the ability to produce Balance Sheet,
P/L Statement, Trial Balance, Cash Flow, etc. which gives the transparency in
financial information across the organization.

9. Increase Customer Satisfaction: Easy availability of up to date product infor-
mation, inventory availability details, order tracking detail, etc in the web from
ERP system; customer satisfaction level raises a lot and it reduces operational
hassle for the business.

10. Reduced Overall Cost: Adopting the platform of ERP system with e-commerce
helps business to cut down its logistics and procurement cost whereas also elim-
inates the possibility of underutilization of resources by efficiently streamlining
the distribution process.

11. Reduces Process Time: E-commerce platform gives an opportunity to the busi-
ness to serve multiple customers by streamlining the efficient distribution process
through integrated ERP implementation.

12. Better Control of Business Enterprise: Integration of e-commerce and ERP
business processes provides the business owners with a better control of their
business and there by getting competitive advantage.

7 Conclusion

E-commerce solutions are a big support for business today. The demands and the
expectations of the customers are high and so is the level of competition in the in-
dustry. E-commerce solution provides assistance to streamline business processes
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efficiently and covers all the gaps that might have gone unseen. ERP Investments has
been top IT spending priorities for MSME’s off late. Most business organizations
which are MSME in nature have complex ERP environments consisting of cus-
tomized packages from multiple vendors, as well as an array of internally developed
software that must integrate with the packages.

Any information system implementation is a complex task and hence complex
ERP environments present several solutions to overcome challenges which are met
by the MSMEs. The findings hold significance for any organization in the micro,
small, and medium-scale sector which wishes to leverage the benefits of integration
of business processes by implementing an ERP system in their organization.

The data analysis presented in this paper clearly specifies the way in which the
constraints and challenges commonly encountered by MSMEs in managing the busi-
ness house can be effectively dealt with the efficient use of integrated ERP system
platform with e-commerce to gain competitive position over the conditions in which
they are operating.
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A New Heuristic for Disassembly Line Balancing
Problems with AND/OR Precedence Relations

Shwetank Avikal, Rajeev Jain, Harish Yadav and P. K. Mishra

Abstract Disassembly operations are inevitable elements of product recovery with
the disassembly line as the best choice to carry out the same. The product recovery
operations are fully based on disassembly line balancing and because of this, disas-
sembly lines have become the chaise of automated disassembly of returned product.
It is difficult to find the optimal balance of a disassembly line because of its N-P hard
nature. In this paper a new heuristic is proposed to assign the parts to the disassem-
bly workstations under AND/OR precedence constraints. The heuristic solutions are
known as intrinsically optimal/suboptimal solutions of the N-P hard problems. The
solution obtained by proposed heuristic has been compared with other heuristic solu-
tions. The heuristic tries to minimize the number of workstations and the cycle time
of the line while addressing the different criteria. The methodology of the proposed
heuristics has been illustrated with the help of examples and it has been observed
that the heuristic generates significantly better result.
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1 Introductions

The impact of industrial and domestic waste on the environment has been
overwhelming. Extensive diffusion of consumer goods and reduction in product
lifecycles have led to a large number of used products being discarded due to chaotic
transition and drastic changes in demand for a product during the past decade, which
is due to globalization [1].

Disassembly has proven its role in material and product recovery by allow-
ing selective separation of desired parts and materials [2]. Disassembly is defined
as the methodical extraction of valuable parts/subassemblies and materials from
discarded products through a series of operations. After disassembly, reusable
parts/subassemblies are cleaned, refurbished, tested, and directed to inventory for
remanufacturing operations. The recyclable materials can be sold to raw-material
suppliers, while the residuals are sent to landfills [3].

End-of-life processing of complex products such as electronic products is
becoming increasingly important, because they contain a large variety of hazardous,
useful, as well as valuable components and materials. Disassembly is often used to
separate such components and materials. A disassembly precedence graph (DPG) is
frequently used to describe a disassembly process. The box in this graph refers to
operations, typically the detachments of components. Arcs represent the precedence
relationships. Both yield and costs are associated with every operation [4].

In order to minimize the amount of waste sent to landfills, product recovery seeks
to obtain materials and components from old or outdated products through recycling
and remanufacturing—this includes the reuse of components and products. There are
many attributes of a product that enhance product recovery; examples include ease
of disassembly, modularity, type and compatibility of materials used, material iden-
tification markings, and efficient cross-industrial reuse of common parts/materials.
The first crucial step of product recovery is disassembly [3].

In this paper an analysis of U-shaped disassembly line has been carried out using
proposed heuristic. In Sect. 2, the relevant literature has reviewed. The proposed
heuristic has been described in Sect. 3, a practical example and computational results
have been shown in Sect. 4. while the conclusions are drawn in Sect. 5.

2 Literature Review

The problem of disassembly line balancing (DLBP) can be defined as the assignment
of disassembly tasks to workstations such that all the disassembly precedence rela-
tions are satisfied and some measure of effectiveness is optimized. Gungor and Gupta
[5–7] presented the first introduction to the disassembly line-balancing problem and
developed an algorithm for solving the DLBP in the presence of failures with the goal
of assigning tasks to workstations in a way that probabilistically minimizes the cost of
defective parts. Tiwari et al. [8] presents a Petri Net-based approach to determine the
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disassembly strategy of a product; it was a cost-based heuristic analysis for the circuit
board. McGovern and Gupta [3] presented a disassembly solution which was found
first by greedy modal, then improving the solution with the help of 2-opt heuristic.
Later, various combinatorial optimization techniques to solve DLBP were compared
by McGovern and Gupta [9]. Recently, the fact that even a simple disassembly
line balancing problem is NP-complete that has been proven in the literature and a
genetic algorithm was presented by McGovern and Gupta [10] for obtaining optimal
solutions for DLBP. In order to solve the profit-oriented DLBP, Altekin et al. [11]
developed the mixed integer programming algorithm for the DLBP. Koc et al. [12]
proposed two exact formulations for disassembly line balancing problems with task
precedence diagram construction using an AND/OR graph Ding et al. [13] proposed
a multiobjective disassembly line balancing problem and then solved this by an ant
colony algorithm.

3 Proposed Heuristic

In this paper a heuristic has been proposed for the assignment of tasks to the work-
stations under consideration of some criteria such as task time, part demand, part
hazardousness, and part removal cost. The proposed heuristic has been developed to
achieve some objectives such as minimize the total minimum number of disassembly
workstations to decrease total idle time and balance the disassembly line. Remove
hazardous parts/components early in the disassembly sequence, remove high demand
components before low demand components, remove low disassembly cost compo-
nents before high disassembly cost components, and remove the parts which have
large part removal time before the parts which have small part removal time. In this
proposed heuristic a rank has been provided to all the tasks according to the described
objectives which has been done by taking the sum score of their criteria. The ranking
of all tasks has been done by normalizing the data for each criteria and adding them
together. Now assign the rank to all the tasks according to summation of their criteria,
and then assign the task to the workstations on the bases of their rank and precedence
relations and cycle time constraints.

4 Computational Example

The developed algorithm has been investigated on a variety of test cases to confirm
its performance and to optimize parameters. The proposed heuristic has been used
to provide a solution to the disassembly line balancing problem based on the modi-
fied disassembly sequencing problem presented by McGovern and Gupta [3], where
the objective is to completely disassemble a given product (see Fig. 1) consisting of
n= 10 components and several precedence relationships. The problem and its data
were modified with a disassembly line operating at a speed which allows CT= 40 s
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Fig. 1 Modified precedence diagram of McGovern and Gupta [3] example

Table 1 Tasks data set of McGovern and Gupta [3]modified example

Part Time Hazardous Demand Cost

1 14 0 0 27
2 10 0 500 63
3 12 0 0 48
4 18 0 0 62
5 23 0 0 24
6 16 0 485 18
7 20 1 295 83
8 36 0 0 77
9 14 0 360 93
10 10 0 0 10

for each workstation to perform its required disassembly tasks with AND/OR prece-
dence relations. This provided an application to a previously explored disassembly
problem. This practical and relevant example consists of the data for the disassembly
of a product as shown in Table 1. It consists of ten subassemblies with part removal
times of Tk = {14, 10, 12, 18, 23, 16, 20, 36, 14, 10}, hazardousness as hk =
{0, 0, 0, 0, 0, 0, 1, 0, 0, 0}, part demand dk = {0, 500, 0, 0, 0, 750, 295, 0,
360, 0}, and part removal cost as Ck = {27, 63, 48, 62, 24, 18, 83, 77, 93, 10},
The disassembly line is operated at a speed that allows 40 s for each workstation.

4.1 Determination the Rank of Tasks

After applying proposed heuristic, the normalization of data (see Table 2) has been
done and, by adding the normalized value of each criterion, the final ranking of tasks
has been done. The final ranking of tasks is given in Table 2.
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Table 2 Ranking of tasks

Part Time Hazardous Demand Cost Total Rank

1 0.1111 0 0 0.7097 0.8208 8
2 0.0000 0 1 0.3226 1.3226 3
3 0.0556 0 0 0.4839 0.5394 10
4 0.2222 0 0 0.3333 0.5556 9
5 0.3611 0 0 0.7419 1.1030 4
6 0.1667 0 0.97 0.8065 1.9431 2
7 0.2778 1 0.59 0.1075 1.9753 1
8 0.7222 0 0 0.1720 0.8943 5
9 0.1111 0 0.72 0.0000 0.8311 7
10 0.0000 0 0 0.8925 0.8925 6

In this list part number 7 is ranked first because it has hazardous property and also,
it has some demand; after this part number 6 is assigned at rank 2 because it has no
hazardous property but has maximum demand over all the parts. Then part number
2 is assigned at rank 3 and part number 9 at rank 7, because part number 2 has much
more demand and requires a minimum of 8 removed parts to remove it; part 9 does
not require any removed part to remove it. Parts 10 and 5 are also assigned at ranks
6 and 4, as these tasks also do not have hazardous property and demand, so here,
their part removal cost is considered as decision variable and according to their part
removal cost they are assigned the ranking. This process is also repeated for part
numbers 1, 2, 3, 4, and 8 and they are assigned their respective ranks.

4.2 Assignment of Tasks to the Workstations

The assignment of tasks to the workstation is performed with the help of ranks
assigned to the tasks according to the proposed heuristic. In the assignment proce-
dure the cycle time of the workstation is taken as 40 s and only four workstations are
required for the complete disassembly of the product. The tasks assigned to the work-
station are as follows: W1= {2, 10, 9}; W2= {8}; W3= {7, 6}; W4= {5, 1}; and
W5= {4, 3}. The idle times of the workstations are: I1 = 6 s; I2 = 4 s; I3 = 4 s;
I4 = 3 s; I5 = 10 s. The overall idle time of the disassembly line I = 27 s. The
performance of the heuristic in terms of minimization of number of workstation re-
quired and idle time per workstation is examined because the heuristic is designed
for the minimization of the number of workstation and cycle time of the line for com-
plete disassembly. The proposed heuristic balances the line for the given problem
and reduces the cycle time up to 3 s and minimizes it up to 37 s, while the compared
heuristic can reduce the cycle time by only one unit and minimize up to only 39 s.
Now it can be said that the proposed heuristic performs better than the compared
heuristic. The results of tasks assignment are given in Table 3.
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Table 3 Solution by proposed heuristic

W/S No. Part assigned Part removal time Idle time

1 2 10 30
10 10 20
9 14 6

2 8 36 4
3 7 20 20

6 16 4
4 5 23 17

1 14 3
5 4 18 22

3 12 10

5 Conclusion

However, the use of disassembly lines generates the demand to balance the disas-
sembly line [11]. As environmental regulations come into lime light and producers
are gratified to collect their end-of-life products and recover the parts and materials,
the problem of disassembling them in large volumes arises. In the presence of costs
of performing disassembly associated with disposal, and the presence of hazardous
material, the discarded products should be disassembled safely, efficiently, environ-
ment friendly, and cost-effectively [7]. An efficient, near optimal, multiobjective
heuristic is presented for deterministic disassembly line balancing.
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A New Approach to Rework in Merge
Production Systems

S. Kannan and Sadia Samar Ali

Abstract This paper introduces and incorporates the concept of rework in modelling
of a merge production system under random conditions. Merge and split production
stages are common in assembly lines. Merging of components can be performed
correctly or otherwise. If not done properly, a merging operation can be redone,
i.e. the merging operation can be reworked. This paper explains the modelling of
a two stage merge production system subject to rework using semi-regenerative
stochastic processes. The modelling has been done to obtain various busy period
durations over finite time duration for transient state analysis. Also, the modelling and
analysis has been carried out without any particular assumption on the distributions
of processing times. All the processing times involved have been assumed to be
arbitrarily distributed.

Keywords System performance · Expected duration · Design stage of transfer-line
production systems · System over a finite horizon of time

1 Introduction

Production system modelling and analysis is a field as old as industrial engineering
itself. Research is being carried out for a long time, over the years and decades, under
varied assumptions [10]. In the initial stages, research has been carried out under
deterministic assumptions. Later, randomness has been incorporated but confined to
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exponential distribution only. There is quite an amount of literature on modelling and
analysis of production systems under Markovian assumption, that is, the processing
times involved in the analysis are assumed to follow an exponential distribution. The
present model makes no assumption about the distributions of any processing times
involved and provides transient state solution and analysis. A general framework is
developed and for particular cases one can substitute desired distributions for various
processing times involved. A system can be defined as a collection of interacting
elements or processes that operate in a coordinated and combined fashion to achieve
a predefined common goal. A production system can be defined as the means by
which resource inputs are transformed to create goods and services. In manufacturing
industries, the inputs are various raw materials such as energy, labour, machine, etc.
In service industries, the inputs are likely to be dominated by labour [2]. The focus
of analysis of this paper is discrete part manufacturing systems, where each item
processed is distinct and the processing times are non-Markovian. Such systems
can be found in mechanical, electrical and electronic industries making components
possibly for cars, refrigerator, computers, etc. While the ‘production line’ plays an
important role in a manufacturing industry, very little research on the interactions
between the stages in a line is reported [3, 11]. The analysis of productions systems,
though not given importance to the extent it deserves, is one of the oldest problems
in industrial engineering [1, 6]. Analysis of two-stage systems provides useful hints
to describe generalised n-stage systems and such an analysis is getting a great deal
of attention over the last few years. This is because any multi “n-stage” system can
be analysed by formulating the system as a series of two-stage systems [4].

A variety of applications particularly those arising out of computers and commu-
nication systems lead to the consideration of an input queue of unlimited capacity.
This concept is applied in many a serial production systems [5]. Though the assump-
tion of initial buffer of infinite capacity sounds artificial in production lines, it only
implies that an input is always available, meaning that the initial stage is never starved
[7]. Recently, [4] have analysed a production system taking into account the concept
of rework but the model is of deterministic type. Merge production systems have
been analysed without taking into account the concept of rework in [8] and [9].

Consider the following quality control problem in a Merge production system.
In the first stage, components are made/ processed. In the second stage, the compo-
nents are assembled. Assembled products coming out of stage II are inspected at an
inspection point and the good ones are transferred out of the system while the bad
ones are further classified as products that can be reworked (say minor defects) and
otherwise (i.e. scraps). This is because not all the rejects can be reworked (major
defects). A diagram of this system is given in Fig. 1.

The production system under study is modelled using a semi-regenerative process.
This modelling requires knowledge over the concept of renewal processes. These
equations, which are of convolution type, have been solved using the numerical
method suggested by Jones [6]. Usage of this numerical method provides means to
use distributions like Erlang (two-stage), which can be used in practical situations,
unlike the traditional Laplace Transform technique, which can only be used when
the processing times follow an exponential distribution.
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Fig. 1 Schematic diagram of the production system I.S.: inspection station

2 Assumptions

Following is a list of assumptions made to model the system under consideration.

1. Transfer of units from the initial buffer to Machines in stage I to Stage II is of
instantaneous type.

2. Inspection is instantaneous.
3. Whenever a merge operation is to be reworked, then the Stage II machine will

immediately start reworking the merge operation.
4. Processing times at both the stages are independent, random and arbitrarily dis-

tributed.
5. Products from Stage I will be inspected at the inspection station only when Stage

II is free.
6. Stage II (i.e. machine 3) is never blocked.
7. Reworked jobs are always perfect.
8. Machine 1/2/3 is perfect (i.e. reliable)
9. Setup time is of instantaneous type.

3 Notations

pdf : Probability density function
cdf : Cumulative distribution function

sf : Survivor function
f (·) /g (·) : pdf of processing time of machine I/machine II in Stage I

F (·) /G (·) : cdf of processing time of machine I/machine II in Stage I
F̄ (·) /Ḡ (·) : sf of processing time of machine I/machine II in Stage I
h (·) /r (·) : pdf of merge processing time and that of rework time in Stage II

H (·) /R (·) : cdf of merge processing time and that of rework time in Stage II
H̄ (·) /R̄ (·) : sf of merge processing time and that of rework time in Stage II

pg : Probability of a merge operation completed by Stage II is good
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pr : Probability of a merge operation completed by Stage II is not
good but can be reworked

ps : Probability of a merge operation completed by Stage II is neither
good nor can be reworked. Clearly, pg, + pr + ps = 1

: Convolution : f (t) ∗ g(t) = Rt
0 f (u)g(t − u)du = g(t) ∗ f (t)

4 System Modelling

The system under consideration is modelled by identifying the state of the system at
any instant t. The exhaustive list of possible states of the system is given in Table 1.

5 Evolution of System Characteristics

In this Section, analytical expressions for various measures of system performance
such as busy period durations have been obtained. See Fig. 1.

The following system characteristics have been obtained under the assumption
that the distributions of all the random variables involved in the analysis (including
the processing times of rework) are arbitrary.

1. Expected duration Machine 1 in Stage I is busy in [0, t].
2. Expected duration Machine 2 in Stage I is busy in [0, t].
3. Expected duration both Machines in Stage I is busy in [0, t].
4. Expected duration Machine 1 in Stage I is blocked in [0, t].
5. Expected duration Machine 2 in Stage I is blocked in [0, t].
6. Expected duration Stage II (i.e. Machine 3) is busy in [0, t].

Table 1 State space

State Machine 1 in Stage I Machine 2 in Stage I Machine 3 in Stage II

1 Busy Busy Free
2 Blocked Busy Free
3 Busy Blocked Free
4 Busy Busy Busy
5 Blocked Busy Busy
6 Busy Blocked Busy
7 Blocked Blocked Busy
8 Busy Busy Busy with rework
9 Blocked Busy Busy with rework
10 Busy Blocked Busy with rework
11 Blocked Blocked Busy with rework
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7. Expected duration Stage II is idle in [0, t].
8. Expected duration Stage II is busy with rework in [0, t].
9. Expected duration Stage II is busy with rework of type “i” in [0, t].

In this paper, the modelling of a two stage merge production system subject to rework
using semi-regenerative stochastic processes is explained where all the processing
times involved have been assumed to be arbitrarily distributed. The finished compo-
nents from machines I and II are transferred to machine III for merging). The expected
duration for various machines in both stages during [0, t], are found following the
expected duration of Stage II is busy with rework and idle, in [0, t].

In case of Expected duration of Machine I in Stage I is busy in [0, t] when there
are two types of rework, we shall extend the number of types of defects from one to
two. Later, we shall generalise the number of defects to “M” (M = 2). Assume that
a merging operation can result in two types of defects. The assembled product has
a defect of type 1. The expected duration for type 1 and type 2 in Stage II, is busy
with rework is then found during [0,t ]. We shall extend and generalise the number
of types of defects from two to “M” (M = 2). The completed merging operation
is of type 1 defect with probability pr1 and is of type 2 defect with probability pr2
and so on. Clearly, pg + ps + pr1 + pr2 + · · · + pr M = 1, i.e. after merging in
Stage II, products are inspected at the inspection station and the merging operation
clears inspection with probability pg , could be defective of type 1 with probability
pr1 or could be defective of type 2 with probability pr 2, . . ., could be defective of
type M with probability pr M and the operation is neither good nor can be reworked
(i.e. a scrap) with probability ps . Finally, expected duration of Stage II is busy with
rework of type “i” in [0, t] is expressed with:

AvRi
1 (t) = [ f (t)G(t) + g(t)F(t)] ∗ AvRi

4 (t) (1)

AvRi
4 (t) = { f (t)[h(t)G(t) + g(t)H(t)] + g(t)[ f (t)H(t)

+ h(t)F(t)] + h(t)[ f (t)G(t) + g(t)F(t)]}
(

pg AvRi
4 (t) +

∑M

i=1
pr1 AvRi

8 (t) + ps AvRi
4 (t)

)
(2)

AvRi
8(i)(t) = { f (t)[ri (t)G(t) + g(t)Ri (t)] + g(t)[ f (t)Ri (t) + ri (t)F(t)]

+ ri (t)[ f (t)G(t) + g(t)F(t)]}
AvRi

4 (t) + F̄(t); 1 ≤ i ≤ M; (3)

The expected duration Stage II is busy with rework of type 1, is then given by, in
[0, t],
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µRi (t) =
∫ t

0
AvRi

1 (u)du (4)

6 Conclusion

When the number of types of defects is taken to be 2, i.e. merging operation, when
not correct, can result in an item having one of two types of defect. As the time
progresses the proportion of blocked duration also increases. If these proportions
are measured in terms of % value of the time, the blocked durations are actually
decreasing. Similarly it happens for busy, blocked/idle durations of Machines 2 and 3.
One can test the sensitivity of various durations with respect to changes in processing
rates of Machines 1, 2 and 3. Such a sensitivity analysis can be useful in two ways.
First is to fix the desired busy/blocked/idle durations (including that of rework) and
experiment on processing rates of various machines until the desired durations are
obtained. Another way is to fix the processing times of machines and experiment
on the sensitivity of changes in busy/blocked/idle durations. Such a transient state
analysis will be highly useful at the design stage of transfer-line production systems
under random conditions and also when it is decided to monitor the system over a
finite time horizon.
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An Iterative Marching with Correctness
Criterion Algorithm for Shape from Shading
Under Oblique Light Source
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Abstract In this paper, a fast and robust Shape from Shading (SfS) algorithm by
iterative marching with corrections criterion under oblique light source is presented.
Usually, SfS algorithms are based on the assumption that image radiance is a function
of normal surface alone. SfS algorithms solve first-order nonlinear Hamilton Jacobi
equation called image irradiance equation. Both Fast Marching Method (FMM) and
Marching with Correctness Criterion (MCC) basically work for the frontal light
illumination direction, in which the image irradiance equation is an Eikonal equation.
The problem task is to recover the surface from the image—which amounts to finding
a solution to the Eikonal equation. FMM copes better the image irradiance iteratively
under oblique light sources with the cost of computational complexity O(NlogN ).
One prominent solution is the Marching with MCC of Mauch which solves the
Eikonal equation with computational complexity O(N ). Here, we present a new
iterative variant of the MCC which copes better with images taken under oblique
light sources. The proposed approach is evaluated on two synthetic real images and
compared with the iterative variant of FMM. The experimental results show that
the proposed approach, iterative variant of MCC is more efficient than the iterative
variant of FMM.
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1 Introduction

Shape from Shading (SfS) is a well-known problem of Computer Vision. SfS was first
introduced by Horn [11] in 1970s, where the 3D shape of the object is reconstructed
by exploiting the shading information contained in its single shaded image. After
the introduction of this field, various techniques have been reported to solve the SfS
problems. Zhang et al. [16] categorized the reported techniques on SfS into four
categories, viz. local, linear, minimization, and propagation approach.

Rouy et al. [10] introduced a viscosity solution and used dynamic programming to
solve the SfS problem. Dupis et al. [14] formulated SfS as an optimal control problem
and solved it by numerical methods. Bichel et al. [12] improved Dupis and Oliensis
approach and proposed a fast converging, minimum downhill approach for SfS. All
these propagation methods are guaranteed to converge; however, they are iterative
and the convergence speed is uncertain. To deal with this problem, Kimmel and
Sethian [15] reported a deterministic, non-iterative single pass algorithm known as
Fast Marching Method of complexity O(NlogN ) for unique surface reconstruction,
where N is the number of pixels in the image. Various algorithms [1–4, 9, 8, 17,
18] have been derived from Fast marching method to solve the SfS problem. Tankus
[3, 4] and Yuen et al. [18] have reported the FMM-based methods for perspective
SfS. However, Sean Mauch [19] observed that more than one point can be selected
as the best solution at each iteration and hence reported a greedier algorithm namely
Marching with Correctness Criterion (MCC) to solve Hamilton Jacobi equation. The
MCC is faster and more efficient algorithm than FMM algorithm as its computational
complexity is O(N ). FMM uses binary heap to store and search the minimum data
points but MCC uses the array or list, so the space complexity of MCC is also less
than FMM. The MCC algorithm produces almost same result as FMM but with less
space and time complexity. Both FMM and MCC basically work for the frontal light
illumination direction, in which the image irradiance equation is an Eikonal equation.

In order to solve the SfS problem using FMM approach for oblique light source
direction, Sethian [15] suggested to rotate the image coordinate system to the light
source coordinate system. The rotation of image coordinate system yields the image
irradiance equation as an almost Eikonal equation and hence the problem is solved
similar to the case of vertical light source direction. However, the rotation of image
coordinate system requires the depth values of the surface which are not known in
priori and basically the goal of the algorithm is to obtain them. Hence to accomplish
this, the way is to use the initial approximation of the depth values, which leads
toward the erroneous shape reconstruction of the surface. To deal with this problem,
Tankus et al. [4] proposed an iterative scheme, in which the rotation of co-ordinate
system is not used. In this scheme, the image irradiance equation is approximated
into the series of Eikonal equations and each equation approximation refines the
approximation of previous equation. Numerical tests performed in [6, 7, 13] clearly
show that the PSFS algorithm is not able to catch discontinuities of the surface. In
fact, it tries to reconstruct a continuous surface with the same brightness function as
the original one.



An Iterative Marching with Correctness 537

In this paper, an iterative Marching with Correctness Criterion algorithm for SfS
problem under oblique light source direction has been reported. The Lambertian
reflectance map is used to model the SfS problem as it is simple and almost fair
approximation of most of the real world objects. Rest of the paper is organized as
follows. Section 2.1 describes the mathematical formulation of SfS problem and its
solution using FMM for oblique light source direction. The solution of SfS problem
of oblique light source directions by MCC is described in Sect. 3. Experimental
results, error analysis, and time complexity are discussed in Sect. 4. The proposed
work is concluded in Sect. 5.

2 Shape from Shading

Let z(x, y) denotes the depth function in a real world Cartesian coordinate system
whose origin is at camera plane. The real world coordinate system (x, y, z(x, y)) of
a surface is projected orthographically onto image point (x, y). The surface normal
and the image intensity at the point (x, y) are denoted by

−≥
N (x, y) and I (x, y)

respectively. If the object is assumed to be Lambertian and illuminated by a point
light source at infinity with the direction

−≥
L (ps, qs,−1), then the orientation of the

object surface and image intensity are related by the image irradiance equation which
is given as follows:

I (x, y) = −≥
L · −≥

N (x, y) = ps p + qsq + 1
√

(p2
s + q2

s + 1)(p2 + q2 + 1)
(1)

where p = ∂z
∂x and q = ∂z

∂y .

If the light source direction is vertical, i.e.,
−≥
L = (0, 0,−1), then the above

equation becomes an Eikonal equation which can be written as:

p2 + q2 = f 2 or | ≤ z(x, y)| = f (2)

where f =
√

1
I 2(x,y)

− 1.

2.1 Fast Marching Method

The previously existing methods to solve the Eikonal equation are boundary value
methods and are iterative. The Marching methods allow to solve the boundary value
problem in a single pass, i.e., without iterations. Therefore these methods are based
on an optimal ordering of the grid points in the solution domain. The FMM produces
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a solution which satisfies the discrete version of the Eikonal equation. The first-order
approximations of ∂z

∂x and ∂z
∂y in forward and backward directions can be written as:

D+x
i, j z = zi+1, j − zi, j

� x
, D−x

i, j z = zi, j − zi−1, j

� x

D+y
i, j z = zi, j+1 − zi, j

� y
, D−y

i, j z = zi, j − zi, j−1

� y

The Fast Marching Method is a upwind direction scheme and information always
flows from small values to large values of the solution z. This information is encoded
into the first-order, adjacent difference scheme:

(
max(D−x

i, j z,−D+x
i, j z, 0)

)2 +
(

max(D−y
i, j z,−D+y

i, j z, 0)
)2 = f 2

i, j (3)

In this scheme, the z values at all grid points are set to ↓ and the correct z values
at the local minimum points are assigned. The solution propagates from these points
to all other points. Assuming without loss of generality Δx = Δy = 1, the solution
of the above Equation at point (i, j) is given as:

zi, j =
{

z1+z2+
√

2 f 2
i, j −(z1−z2)2

2 , if|z1 − z2| < fi, j

min {z1, z2} + fi, j , otherwise
(4)

Here two input arrays namely solution array and status array of size N (size of
the image) are used. Initially, in status array, the minimum singular points are set
to Known and at the corresponding points in solution array, the true depth values
are assigned. The rest points in status array are set to be Unknown and their values
are set as ↓ in solution array. The trial (neighbors of Known) points are pushed in
a minimum binary heap. The minimum z value vertex with its indices is removed
from heap and the corresponding status in status array is set to be Known. While
updating the value at Trial points, value of a point can be decreased which increases
its priority in the heap. On the basis of priority, the position of this point is adjusted
in the heap.

For oblique light source (non-vertical), Eq. (2) takes the following form

p2 + q2 = f 2(p, q) (5)

where, f (p, q) =
√

1 − (
ps p+qsq+1

(p2
s +q2

s +1)I (x,y)
).

Thus the difference between vertical and oblique light source is the dependency
of f on p and q in the right-hand sides of Eqs. (2) and (5). Sethian’s Fast Marching
Method [15] solves these Equations in “upwind” fashion in a single pass. Tankus
et al. [4] analyzed that due to the dependence of f on p and q in case of oblique
light source direction, the Sethian’s single pass FMM method may not solve this
case efficiently and proposed an iterative use of Fast Marching Method. The Eq. 5
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is written in iterative fashion as follows:

p2
n+1 + q2

n+1 = f 2(pn, qn) (6)

where pn and qn are the values of p and q at the nth iteration. The algorithm is as
follows:

1. Initialize (p0, q0) on the basis of Sethian’s FMM.
2. Calculate the value of f 2(pn, qn) using the approximated (pn, qn).
3. As the f 2(pn, qn) is obtained, Eq. 6 becomes an Eikonal equation. Use Eq. (4)

to calculate the z values and hence the values of pn + 1, qn + 1.
4. n = n + 1, go to the step 2 and repeat the above process for n steps.

FMM uses a finite difference scheme to label the adjacent neighbors of the Known
grid point. If there are N grid points, the computational complexity of labeling
operation of these points is O(N ). Since there may be atmost N Trial grid points,
the maintenance of the binary heap and choosing the minimum labeled grid points
add a cost of O(NlogN ). Hence the total complexity of the FMM is O(NlogN ).
Sethian proved that the solution by FMM satisfies the discrete version of Eikonal.
In this iterative scheme, series of Eikonal equations are used. Therefore the iterative
version of FMM is also convergent.

3 Marching with Correctness Criterion (MCC)

Sean Mauch [19] improved the Fast Marching Method and proposed a faster method
to solve the Hamilton Jacobi equation named as Marching with Correctness Criterion
(MCC). The MCC is similar to FMM as both are based on Dijkstra’s single source
shortest path algorithm but dissimilar to FMM in the way of storing and freezing
the vertices. In MCC, the labeled adjacent neighbors are not stored in the heap and
instead of selecting a single vertex from the heap to become Known at each iteration,
it tries to make the multiple vertices to known at each iteration. To examine whether
a Trial point could be converted to a Known point, the future labeling operations are
observed. If the future labeling does not decrease the value of a Trial point then the
point can be converted to the known point at the same label. To accomplish this task,
a lower bound is defined in which the future labeling operations are incorporated.
If the value of a Trial vertex is less than or equal to the lower bound then the Trial
vertex is moved from Trial set to the Known set at the same step. Let zi, j be the
value of a trial vertex then the lower bound is defined as follows: lowerbound =
min(zi,j, min (zk,l + fk,l)) where (k, l) are the unknown neighbors of (i, j). MCC is
also used for ordering an upwind finite difference scheme to solve the static Hamilton
Jacobi equation. In this method, difference scheme is used in coordination as well
as in diagonal directions. Hence a Trial point can be possible in three directions of a
Known point viz. adjacent, diagonal, and adjacent-diagonal directions. The first-order
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approximation of ∂z
∂x and ∂z

∂y is obtained also in diagonal direction and is written as
follows:

zi, j − zi−1, j−1

∈x
→ ∂z

∂x
+ ∂z

∂y
(7)

If ∂z
∂x + ∂z

∂y is obtained from diagonal directions and ∂z
∂x from differencing in

horizontal direction, then ∂z
∂y can be obtained from these two. Thus ∂z

∂x and ∂z
∂y are

calculated by differencing in horizontal and diagonal direction. Without loss of gen-
erality, we can assume that Δx = Δy = 1 throughout the grid. If zi, j is a trial point
then the value at this point is updated as follows:

1. If the points at adjacent position to zi, j are Known then zi, j = za + fi, j , where
za is the minimum of all Known points adjacent to zi, j .

2. If the points at diagonal position to zi, j are Known then zi, j = zd + fi, j , where
zd is the minimum of all Known points diagonal to Zi, j .

3. If the points at both adjacent and diagonal positions to zi, j are Known then

zi, j =
{

zi, j = Zd + ∗
(2) fi, j , if 0 ≤ D ≤ ∗

2 fi, j

↓ (large value), otherwise;

where, D = za − zd .
The corresponding algorithms for vertical and oblique light sources are written

as follows:

For Vertical Light Source

1. Label the minimum singular point as Known.
2. Label all other grid points as Far.
3. Label all the neighbors of Known points as Trial, compute the z value on these

points and add them in the Trial set.

Marching Forward:

1. If a point is in Trial set, examine it for its possible conversion into the Known
point on the basis of lower bound.

2. If the Trial point converts into the Known point, label the neighbors of this Known
point as Trial, compute the z value, and add them in the New Trial set.

3. Remove the converted Known points from the Trial set.
4. Add the points of New Trial set in the Trial set.
5. Make the New Trial set empty.
6. Return to step 1.

The marching forward steps are repeated until all the Trial points are converted to
the Known points.
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For Oblique Light Source
In case of oblique light source direction, image irradiance equation takes the form of
Eq. (5), in which the right-hand side is depending on p and q. We have used the same
iterative fashion of Eq. (5) as by Tankus et al. [4] and which is shown in Eq. (6).

1. After one iteration of the algorithm of MCC for Vertical Light Source, obtain the
values of p and q, and initialize them as p0 and q0 for this algorithm.

2. Calculate the value of f 2(pn, qn) as in Eq. (5), using the above values of p and
q.

3. As the f 2(pn, qn) is obtained, Eq. 6 becomes an Eikonal Equation. Use the
algorithm of MCC for Vertical Light Source to calculate the z values and hence
the values of pn+1, qn+1.

4. increase n by one unit and go to the step 2. Repeat the above process for n steps.

The MCC algorithm is convergent because at each iteration at least one vertex
(minimum value vertex) converts to a Known point. In SfS formulation, the MCC
algorithm is basically used to solve the Eikonal equation | ≤ z(x, y)| = f . Let
fmin ≤ f ≤ fmax and K = fmax/ fmin. Let zm be the minimum solution of the Trial

points and the solution at all Trial points lie in the range [zm, zm+
∗

2∈x
fmin

]. On applying

the correctness criterion, vertices with z value less than zm + ∈x∗
2 fmax

become Known.

At each step, the minimum solution at Trial points increase by at least ∈x∗
2 fmax

. This

implies that a point can stay in the Trial set by at most
∗

2∈x
fmin

/
∈x∗
2 fmax

= 2 fmax
fmin

= 2K

steps. Hence, if there are N grid points then the computational complexity of cor-
rectness criterion is O(K N ). The cost of labeling is O(N ), the cost of adding and
removing Trial points is O(N ). Hence the total computational complexity of MCC
algorithm is O(K N ).

4 Results and Discussions

4.1 Synthetic Images

The proposed algorithm is tested on two synthetic images: sphere and vase are used
to test the proposed scheme. The first test image is sphere, as the sphere has only one
minimum depth point. The sphere is generated by using the formula.

z(x, y) =
√

r2 − (x − 64)2 − (y − 64)2 (8)

where r is the radius and 0 ≤ x, y ≤ 127. The surface of the sphere is shown in
Fig. 1a. The second test image is the synthetic vase. The vase is generated using the
formula provided by Ascher et al. [5] as follows:
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Fig. 1 a The original depth map b Shaded image generated from true depth map in Oblique light
source direction c Reconstructed depth map d Error depth map for oblique light source

(a) (b) (c) (d)

Fig. 2 a The original depth map b Shaded image generated from true depth map in Oblique light
source direction c Reconstructed depth map d Error depth map for oblique light source

z(x, y) =
√

( f (y))2 − x2, (9)

where f (y) = 0.15 − 0.1y(6y + 1)2(y − 1)2(3y − 2), −0.5 ≤ x ≤ 0.5 and
0 ≤ y ≤ 1.0. For the proper size and scale of the depth map, x and y are mapped in
the range [0, 127] and z is scaled by a factor of 128. The synthetic surface of vase is
shown in Fig. 2a.

In order to obtain the shaded images (of these surfaces), the surfaces are assumed
to be Lambertian, and illuminated by a point light source in the direction (0, 0, 1)

(vertical) and (0,−1, 1) (oblique). The surfaces gradients p and q are obtained by
the discrete approximation of depth values in x and y directions. The surfaces are
projected orthographically on z = 0 plane and the intensities at each pixel in the
image are calculated by using Eq. (1). The obtained shaded images of sphere and
vase under oblique light source direction are shown in Figs. 1b and 2b. The obtained
shaded images under oblique light source direction are used as the input in MCC
algorithm for the possible 3D shape reconstruction. However, the images are synthetic
and the known true depth values are assigned on the minimum singular points. In
sphere image, only one minimum singular point (center point) and vase image for
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two minimum singular points are chosen respectively. The minimum singular points
in the shaded images are shown by + marks. These minimum singular points are
taken as the initial points and the z values at all the grid points are calculated.The
minimum singular points in the image are shown by + marks as shown in Fig. 1b
and 2b.

The iterative MCC algorithm is used under oblique light source direction and
the z values are computed using three iterations for each image. The reconstructed
surfaces of sphere and vase under oblique light source direction are shown in Figs. 1c
and 2c. Reconstructed depth values are normalized in the range of true data and the
error maps are calculated which is the difference of true z values and reconstructed
z values. The error maps of synthetic images are shown in Figs. 1d and 2d.

4.2 Real Images

We have tested the proposed scheme on two real images: pepper and real vase. The
size of both the images is 256 × 256. However, the light source directions for real
images are not known, by perception the light source directions for both the images
are assumed as vertical. We have taken two minimum singular points for pepper image
and one minimum singular point for vase image. The minimum singular points are
taken on the basis of human perception. The minimum singular points in the image
are shown by + marks as shown in Figs. 3a and 4a. On these points, the constant values
are assigned according to the perception of relative heights. Algorithm starts from
these points and calculates the z value at each point of the image. The reconstructed
depth maps of pepper and vase are shown in the Figs. 3b and 4b. As the true data
were not available for real images, is not available hence to show the efficiency of
the proposed scheme, the reconstructed depth maps are projected orthographically
on z = 0 plane, surface gradients p and q are calculated from the obtained z values,
and intensity at each point is calculated using Eq. (1). Thus the shaded images from

(a) (b) (c)

Fig. 3 a Original shaded image with minimum singular points. b Reconstructed depth map.
c Shaded image generated from reconstructed depth map
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(a) (b) (c)

Fig. 4 a Original shaded image with minimum singular points. b Reconstructed depth map.
c Shaded image generated from reconstructed depth map

the reconstructed depth maps are rendered as shown in Figs. 3c and 4c. The obtained
shaded images are quite similar to the original images.

4.3 Error Analysis and Efficiency

In case of synthetic images, the error map is calculated by the absolute difference of
true depth map and reconstructed depth map. The mean error and standard deviation
error are calculated as shown in Table 1. All reconstruction processes are performed
on a PC with Pentium Core 2 Duo 1.86 GHz and 1.00 GB memory. The algorithm
is coded in C++ and MATLAB is used as a tool. The computation time is recorded
for the sphere image of size 8 × 8, 16 × 16, 32 × 32, 64 × 64, 128 × 128, 256 × 256,
and 320 × 320 in milliseconds as shown in Table 2.

Table 1 Computed errors Surfaces Oblique
mean error Std. error

Sphere 8.63 6.37
Vase 18.04 9.14

Table 2 Computational time
(in milliseconds) for sphere
image

Size FMM MCC

8×8 0 2
16×16 15 31
32×32 31 49
64×64 94 212
128×128 344 710
256×256 1281 2809
320×320 2046 4392
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5 Conclusions

This paper has presented a fast and robust algorithm for SfS under oblique light
source. The MCC method is used to solve the Hamilton Jaccobi equation and the
iterative variant of MCC is applied to deal with the images taken under the oblique
light source direction. The orthographic projection and the most widely used Lam-
bertian reflectance map have been used in SfS problem formulations. It can be ob-
served that the present algorithm reconstructs the shapes in less computation time
than the method proposed by Tankus et al. [4] which reconstructs the shape of the ob-
jects using Fast Marching Method. The computational time table indicates that as the
size of image increases, the computing time in MCC is less as compared to FMM. The
reported algorithm solves the problem with the time complexity of O(K N ), where,
K is the ratio of maximum to minimum z values and N is the total number of pixels
in the image. The method is guaranteed to obtain the solution provided the depth at
local minimum singular points are given as it always freezes at least one grid point
to the correct solution at each step. The effectiveness of the proposed algorithm has
been demonstrated by experimental results. Experiments are conducted on various
synthetic surfaces computed by formulae. The results suggested that the proposed
algorithm successfully reduced the error and the reconstructed shapes are closely
matched with the true data. However, the proposed scheme does not deal with the
perspective projection and discontinuities due to occlusion in the surfaces. Further-
more, these problems may be discussed with the development of theory proposed in
this paper and will be further refined in the future.
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Enhancement of Mean Shift Tracking
Through Joint Histogram of Color and Color
Coherence Vector

M. H. Sidram and N. U. Bhajantri

Abstract Tracking of an object in a scene, especially through visual appearance is
weighing much relevance in the context of recent research trend. In this work, we
are extending the one of the approaches through which visual features are erected to
reveal the motion of the object in a captured video. One such strategy is a mean shift
due to its unfussiness and sturdiness with respect to tracking functionality. Here we
made an attempt to judiciously exploit the tracking potentiality of mean shift to pro-
vide elite solution for various applications such as object tracking. Subsequently, in
view of proposing more robust strategy with large pixel grouping is possible through
mean shift. The mean shift approach has utilized the neighborhood minima of a
similarity measure through bhattacharyya coefficient (BC) between the kernel den-
sity estimate of the target model and candidate. However, similar capability is quite
possible through color coherence vectors (CCV). The CCV are derived in addition
to color histogram of target model and target candidate. Further, joint histogram of
color model and CCV is added. Thus, the resultant histograms are empirically less
sensitive to variance of background which is not ensured through traditional mean
shift alone. Experimental results proved to be better and seen changes in tracking
especially in similar color background. This work explores the contribution and paves
the way for different applications to track object in varied dataset.
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1 Introductiion

In an itinerary of tracking of the moving object in a capture sequence of real time is a
blistering theme of research in the broad present scenario. Most of tracking algorithms
assume that the object motion is smooth with no abrupt changes. Researchers can
further mention the constraints of the object motion to be of invariable velocity or
steady acceleration based on a priori information. In other words prior knowledge
about the quantity and the size of objects, sometimes object appearance and shape,
can also be used to simplify the predicament.

The plentiful approaches for object tracking have been proposed [1, 12, 15]. These
are principally contradictory from each other based on the means they loom. Some-
time tracking is accurate due to suitability of object representation or for a moment
modeled motion, appearance, and shape of the object is appropriate. However, object
tracking is posed with many problems like change in illumination, scale of object,
occlusion of object, change in dynamism in the background, sudden movement of
the objects, and cost of computation [15]. A large number of tracking methods have
been proposed which attempt to counter these questions for a diversity of scenarios
[2, 9, 10, 14]. The goal of this research work is to tracking the object based on
appearance based features.

The suitability of apt strategy to track the object in surveillance is quite encour-
aging. In this work, we have attempted to do so through Mean shift tracking. It
has an adequate amount of capability through its appearance-based features using
probability density function (PDF) with nonparametric approach.

This approach proceeding with postulation such as the appearance and position of
the object will not change drastically. The subsequent elite part of approach carried
with brute force advance where previous spatial information available for estimating
the objet location in the next frame.

A suitable kernel is used to establish the relation between the color PDF and
spatial information. In this path, joint histogram of color and CCV of the target
model and target candidate are perhaps essential to supplement the precise results,
which is shown with experimental evidence in Sect. 4. The following milestones
are used to assist the flow of the research article. Section 2 presents comprehension
of contemporary effort and in Sect. 3 substantiates the proposed criteria and also
enhanced version of algorithm is illustrated. Experimental results are elaborated in
Sect. 4. The conclusion is given in Sect. 5.

2 Comprehension of Related Effort

In the greater part of circumferences, selecting the appropriate features plays a deci-
sive role in tracking. Thus, the most desirable property of a visual feature is its
exceptionality so that the objects can be straightforwardly eminent in the feature
space. On other hand feature assortment is closely related to the object depiction
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such as color is used as a feature for histogram-based appearance representations. In
this view, the following are the literature elaborated briefly.

Comaniciu et al. demonstrated the establishment of target model and candidate
model to track the object [6, 7]. Ning et al. Experimented using color and texture
jointly for target model [5, 10]. In this case texture features are exploited in addition
to color histogram. The object is represented by texture using local binary pattern
(LBP) [4, 11, 12]. Wang Yagi et al. worked with color and shape features jointly to
create the target model and using mean shift object is tracked [2, 13, 14].

We propose more robust criteria to track the object especially in homogeneous
background. However, we are motivated by the observation of above literature to
erect the suitable model which is capable to produce accurate results. Thus, we have
taken assistance of statistical attribute such as CCV. On the other hand, traditional
mean shift strategy outcome also encouraged and along with the joint histogram of
color and CCV supplemented our motivation.

3 Proposed Methodology

3.1 Basic Mean Shift Tracking Method

Object tracking using mean shift is a nonparametric method and robust to the change
in appearance of object. Object under consideration is cropped as a rectangle. In
other words it is Template of object or Target model. Its weighted RGB color his-
togram using suitable number of bins is determined using Eq. 2, qu as notation where
u = 1 . . . m and

∑m
u=1 qu = 1. A similar histogram of Candidate of object or Candi-

date model around the spatial information of previous frame is created using Eq. 3,
pu(y) as notation and

∑m
u=1 pu(y) = 1. Weights are extracted using Eq. 7. The shift

in the mean is calculated by using Eq. 8 and the spatial information y1 will be used
as y0 for computing the next frame mean shift.

3.2 RGB Color Histogram

To facilitate smooth weights which calculated through the similarity between the
target PDF and candidate PDF, a kernel is used. The Epanecknikov kernel is one such
approach. Due to its ellipsoidal region it performs better and gives more weights to
the pixels nearer to the center of the kernel expressed in Eq. 1.

k (x) =
{

1 − r r ≥ 1
0 otherwise

}
(1)
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qu is a PDF of the target model and p(y) is a PDF of candidate model at y location
and same concept glimpses through Eq. 2 and Eq. 3.

qu = C1

n∑

i=1

k(
∥
∥x≤

i

∥
∥)2 δ

[
c
(
x≤

i

) − u
]

(2)

pu (y) = C2

n∑

i=1

k

(∥
∥
∥
∥
(y − xi )

h

∥
∥
∥
∥

)2

δ
[
c
(
x≤

i

) − u
]

(3)

3.3 Color Coherence Vectors Histogram

The Color histogram is less capable to discrimi nate the objects clearly because
dissimilar images can have similar histograms. Even though its computation is linear,
determination of CCV resembles color histogram [1, 3, 4, 8, 13]. The color space of
image is converted in to the number of bins using connected component analysis. The
pixels of particular bin are classified based on threshold τ Coherent and Incoherent
pixels. The larger pixels group of a bin is called Coherent pixels and incoherence
noticed by smaller group.

Let there be n number of bins. Therefore, number of Coherent pixels αi and
Incoherent pixels βi of i th bin. Hence CCV pair is given by (αi , βi ) and also Color
Coherence vector is denoted by

(α1, β1) (α2, β2) . . . (αn, βn) (4)

Weighted histograms of CCV are c & d calculated using the kernel.

3.4 Joint Histogram

A joint histogram of color and CCV for target model and Target candidate calculated
[14]. Joint histograms of target model qu and target candidate pu are as follows.

qu = qu . ≤ c (5a)

pu = pu . ≤ c (5b)

Bhattacharyya coefficient is extended to measure similarity as shown through
Eqs. 6, 7.

ρ =
m∑

i=1

√
pu(y), qu (6)
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wi =
m∑

u=1

√
qu

pu(y)
δ
[
b

(
x≤

i

) − u
]

(7)

Y1

∑nk
i=1 xiwi g

( ↓y0−x0↓
h

2)

∑nk
i=1

( ↓y0−x0↓
h

2) (8)

3.5 Proposed Algorithm

1. Convert the given avi video into number of frames. Declare variables
and Kernel (Epanecknikov).

2. Read the first frame, select the object (Target Model or Template) to
be tracked and store its spatial information such as X0, Y0, W and H .

3. Create the weighted histogram of color qu and Compute the weighted histo
grams of CCV (c & d).

4. Determine the Joint histogram of color and CCV (qu = qu . ≤ c).
5. Read the next frame and crop the object (Target Candidate) as per the

spatial information from previous step (X0, Y0,W and H).
6. Create the weighted histogram of color pu and Compute the weighted histo

grams of CCV (c & d).
7. Determine the Joint histogram of color and CCV (pu = pu . ≤ c) and wi using

Eq. 7.
8. Calculate the Target’s new location Y1 using Eq. 8. Repeated five

times for convergence by substituting Y0 = Y1.
9. Put the bounding box over the object using the spatial information

from previous step (X0, Y0, W and H).
10. If number of frames not equal to zero-proceed with step 5.

3.6 Computation of Weighted Histogram of CCV

1. Read the object (Target Model or Target Candidate or Template).
2. Color space of object is converted into number of bins.
3. Label the image using connected components theory.
4. Determine the centroids of the labeled regions and estimate the number of pixels

in each labeled region.
5. Separate coherent pixels and incoherent pixels (α and β) for each bins using

threshold.
6. Calculate weighted histograms (c & d) using the above said Kernel. c is weighted

histogram of coherent pixels and d is Weighted histogram of Incoherent pixels.
7. Normalize the histogram (c & d).
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Table 1 Color histogram

SN Dataset TP* FP** FN*** DR+ FAR∈∈ Remarks

1 PETS2001 15 33 2 88 69 50 frames
2 dtneuWinter 21 16 3 87 43 40 frames

* TP = True Positive, **FP = False Positive, ***FN = False Negative, + DR = Detection Rate
in %, ∈∈FAR = False Alarm Rate in %. Here, we attempted to narrate typical computation for the
above said terminology. DR = (TP/(TP + FN))* 100, FAR = (FP/(TP + FP))* 100, DR = (15/(15
+ 2))* 100 = 88.23 % → 88 %, FAR = (33/(15 + 33))* 100 = 68.75 % → 69

4 Experimental Results

Here, we address the difficulties by presenting a tracking algorithm that uses a simple
symmetric similarity function between kernel density estimates of the template and
target distributions in a joint spatial-feature space. Given sufficient samples, the
kernel density estimation works well with both in low and high dimensions. The
similarity measure is symmetric and the expectation of the density estimates centered
on the model image over the target image. Using this similarity measure, we can
derive a mean shift tracking algorithm with the histogram-based similarity measures.
The proposed approach employed the information-theoretic similarity measure is
more robust and more discriminative. An experiment on video sequence is conducted
first with color histogram, second with CCV, and finally with joint histogram of
color and CCV. We have conducted an experiment with different dataset to confirm
the performance efficacy of the proposed mean shift approach. The computational
aspects of the method occurred as the quadratic. The same is tested over the available
machine Dual-core CPU of 2 GHz with MATLAB periphery.

In the first instance, we have conducted an experiment on PETS2001 (3) video
sequence. Here the vehicle such as black car object is attempted to track as it has
the dark background. It is observed that with color as feature the tracking fails and
shown in Fig. 1a. With CCV histogram the result is better but with joint histogram of
color and CCV outcome is best and robust which is portrayed through Fig. 1(b–d).
Second an experiment leading via dtneuWinter (Traffic) multiple object video has
been accomplished. Due to space limitation we are unable to include. Normally,
single component such as color histogram is unable to discriminate the object of its
same background color. As it can be observed in Fig. 1b, the bounding box is located
other than the ground truth of the object. In other words, it may lead to mistrack.
With CCV histogram the result (Fig. 1c) is better further with joint histogram the
tracking is efficient. The bounding box is located over the object itself and can be
seen in Fig. 1d.

Hence, it is quite possible through enhancement of traditional mean shift with
the effort of statistical characteristics as exhibited by CCV which has extensively
remarked through the experimental outcomes. In order to reveal the tracking perfor-
mance, the following empirical metrics are considered such as True Positives and
False Positives as shown in Tables 1, 2 and 3.



Enhancement of Mean Shift Tracking 553

(a)

 (b)

 (c)

 (d)

Frame-51Frame-34Frame-17Frame-1

Frame-1 Frame-51Frame-34Frame-17

Frame-17 Frame-34 Frame-51Frame-1

Fig. 1 a Correlation coefficient versus number of frames. b PETS2001(3) sequence with color
histogram. c PETS2001(3) sequence with CCV histogram. d PETS2001(3) sequence with joint
histogram of color and CCV
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Table 2 CCV histogram

SN Dataset TP FP FN DR FAR Remarks

1 PETS2001 46 1 3 94 2 50 frames
2 dtneuWinter 34 2 4 89 6 40 frames

Table 3 Joint histogram

SN Dataset TP FP FN DR FAR Remarks

1 PETS2001 48 1 1 98 2 50 frames
2 dtneuWinter 36 2 2 95 5 40 frames

Table 4 Detection rate (DR)

SN Dataset DR for color hist DR for CCV hist DR for joint hist

1 PETS2001 88 94 98
2 dtneuWinter 87 89 95

From the Table 4 results such as DR helping to remark and increased monoton-
ically through Color, CCV, and Joint histograms as an experimental evidences.The
plot for CCV versus number of frames for PETS2001(3) dataset is shown in Fig. 1a.
It witnessed the determination of correlation coefficient of template and candidate.
On the other hand template and candidate extracted from first and subsequent frames,
respectively. Further, color histogram, CCV histogram, and joint histogram of color
and CCV are considered as the remarkable parameters to unearth the tracking out-
come. In order to discriminate the correlation coefficient of three strategies through
the appropriate distinct legends are quite essential. Hence, the experimental results
of correlation coefficient represented through legends such as arrow, star, and circle
are the correspondingly denoted. The three criteria said in the previous Para.

The performance of tracking algorithm through correlation coefficient for joint
histogram of color and CCV has shown little supremacy over the color histogram
and CCV histogram, which is exhibiting the accuracy of object tracking outcome.
Furthermore, the same is demonstrated through the Fig. 1(b–d).

5 Conclusion

The proposed approach is simple symmetric similarity function between spatially
smoothed kernel density estimates of the model and target distributions for object
tracking. The resemblance measure is based on the expectation of the density esti-
mates over the model or target image. Experimental results prove that they are precise,
and reliable as compared to traditional methods.
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To track the objects, the similarity function is maximized using the mean shift
algorithm to iteratively find the local mode of the function. Since the similarity mea-
sure is an expectation taken over all pairs of the pixel between two distributions, the
computational complexity is quadratic. The proposed method leads to a very effi-
cient and robust nonparametric tracking algorithm has achieved better performance
especially through the correlation coefficient of Target model and candidate.
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Abstract Assessment of student performance is one of the important tasks in the
teaching and learning process. It has great impact on the student approach to learn-
ing and their outcomes. Evaluation of student learning in different activities is the
process of determining the level of performance of students in relation to individual
activities. A rubric is a systematic scoring guideline to evaluate student performance
(assignment, quiz, paper presentation, open and closed book test etc.) through the
application of detailed description of performance standards. After giving the specific
task the student should be explained about the criteria and evaluation points. This
allows the students to be aware of the performance and they will try to improve the per-
formance. In this paper the main focus is on student centered learning activities which
are mainly based on multiple intelligences. This paper presents an integrated fuzzy set
approach Lotfi et al. [2] to assess the outcomes of student-centered learning. It uses
fuzzy set principles to represent the imprecise concepts for subjective judgment and
applies a fuzzy set method to determine the assessment criteria and their correspond-
ing weights.
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READ 10%

HEAR 20%

VIEW IMAGES  30% 

WATCH VIDEOS -50%

ATTEND EXBITIS/SITES 50%

WATCH A DEMONSTRATION -50%

PARTICIPATE IN HANDS-ON-WORKSHOPS  50%

DESIGN COLLABORATIVE LESSONS-90%

SIMULATE,MODEL, OR EXPERIENCE A LESSON-90%

DESIGN/PERFORM A PRESENTATION - "do the real 
thing"     90%

Passive 
Learning

Active 
Learning

Fig. 1 The Cone of active and passive learning

1 Introduction

Currently the shortage of skilled people at work place is one of the major problems
faced by the Indian economy. It was found that there was a large gap between the
current education standards and employability skills. Several studies have shown that
students prefer strategies promoting active learning to traditional lectures [5].

This is a passive method of teaching which results in less retention of knowledge
by students as indicated in the cone of learning shown in the Fig. 1.

2 Proposed Methodology

Howard Gardner’s Multiple Intelligences (MI) theory has sparked a revolution in
the educational field. According to him each person is unique and a blend of intel-
ligences namely Linguistic, Logical -Mathematical, Spatial, Musical, Interpersonal,
Intrapersonal, Naturalistic. People differ in the intelligences. According to multiple
intelligence the course contents must be designed to meet the activity based activities
so that the students can actively participate in the classroom [4] (Fig. 2).
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Bodily/Kinesthetic 
capacity to use 
whole or part of 
your body to solve 
a problem

Linguistic
Reading, writing, 
telling stories, play-
ing word games

Spatial Designing, 
drawing, visualiz-
ing, doodling.

Musical Singing, 
whistling, humming 
,listening.

Naturalistic
Gardening, caring for 
earth, playing with 
pets investigating na-
ture, raising animals.

Interpersonal
Leading, organizing
relating, manipulat-
ing, meditating  
,partying

Intrapersonal
Setting goals, me-
diating, dreaming, 
planning, reflecting

Logical Mathematical
Experimenting  
,questioning, figuring out 
,logical puzzles, calcula-
tion. 

teaching material 
Should be a combina-
tion of all these inter-
ests

MULTIPLE 
INTELLIGENCES

Fig. 2 Multiple intelligences

2.1 Student Assessment Model

To improve and develop the student learning [3], staff are required to prepare a
list of tasks to be implemented are prepared, different tasks are assigned to faculty
members at the commencement of the year/semester the evaluation of the students
in that particular period is evaluated [1].

2.2 Evaluating Steps: The Following Steps are Followed
for Evaluating the Student Performance

Student assessment model can be implemented in academics also as shown in [6]
Fig. 3.

Step 1: Normalize the marks

The marks obtained by each of the student have to be converted to the normalized
values. Normalized value is referred to a value in a range of [0, 1]. It can be obtained
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Fig. 3 Student evaluation method

Table 1 Normalized value

Criteria Total marks Mark obtained Normalized value

Poster/chart presentation (C1) 100 70 0.70
Subject based quiz (C2) 100 80 0.80
Open book/closed book test (C3) 100 60 0.60
Power point presentation/seminars (C4) 100 80 0.80
Assignments (C5) 100 90 0.90

by dividing the mark for each criterion with the total mark. This will be the input
value of this evaluation. Table 1 tabulates the example marks and the normalized
values obtained by a student for all the criteria.

Step 2: Developed the graph of the Fuzzy Membership Function [2]

The graph of membership function is developed in order to execute the fuzzifica-
tion process. In this process, the input value is mapped into the graph of membership
function to obtain the fuzzy membership value of that particular input value. Each
membership value will represent the level of satisfaction.

Table 2 shows five satisfaction levels that have proposed in this study. It is based
on the linguistic term. The degree of satisfaction shows the range of marks for each
satisfaction level which are based on some grading system. The maximum degree
of satisfaction denoted by T(xi) describes the mapping function for corresponding
satisfaction level where T(xi) ->[0,1].

Step 3: calculate the degree of satisfaction

The degree of satisfaction of jth criteria which denoted by D(C j ) is evaluated
by x

D(C j ) = y1 ∗ T (x1) + y2 ∗ T (x2) + · · · + y5 ∗ T (X4)

y1 + y2 + · · · y5
(1)

where yi = degree of membership value for each satisfaction level, y1

Step 4: Compute the final rank

The final mark for kth student denoted by F(Sk) is calculated using the formula
below:

F(Sk) = w1 ∗ D (C1) + w2 ∗ D (C2) + · · · w5 ∗ D (C5)

w1 + w2 + · · · w5
(2)
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Table 2 Satisfaction levels

Satisfaction levels (Xi) Degrees of satisfaction Maximum degrees of satisfaction T(xj)

Exemplary 80–100 % (0.8–1.0) 1.0
Accomplished 70–79 % (0.70–0.79) 0.79
Delveloping 60–69 % (0.6–0.69) 0.69
Beginning 40–59 % (0.4–0.59) 0.59
Fail 0–39 % (0–0.39) 0.39

Fig. 4 Graph of membership function

where wi = the total marks of ith criteria for i = 1, 2, . . . 5.
The result obtained is put into the fuzzy grade sheet (Table 3) in the appropriate

columns.
NUMERICAL EXAMPLE: As an illustration, the example mark of a student is

taken (as in Table 1). The student is evaluated based on procedure mentioned earlier.
The graph of membership function is generated to execute the fuzzification process
in step 2 is shown in Fig. 4.

Based on the Fig. 1 we can see the satisfaction level of ACCOMPLISHED and
DEVELOPING that represent the degree of membership 0.4 and 0.6 respectively.
The degree of satisfaction regarding criterion 1 is calculated as follows:

D (Ci) = (0.4 ∗ 1.0 + 0.6 ∗ 0.79) / (0.4 + 0.6) = 0.874

The same procedure is applied for calculating the D(C1), D(C2), . . .D(C5)
Finally, the final mark earned by the student for all criteria is computed using (2).

F (S1) = 100 ∗ 0.874 + 100 ∗ 0.752 + 100 ∗ 0.960 + 100 ∗ 0.704

+ 100 ∗ 0.672/500

= 0.7924 = 0.79

Based on the final mark obtained, the student is awarded by the fuzzy linguistic
terms of Accomplished at 0.19 (UAc) Exemplary at 0.83 (Uex = 0.81). These values
are obtained from the graph of the membership function (as in Fig. 1). Besides that the
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Table 3 Final marks of a student

Student Criteria Fuzzy membership value Degree of satisfaction Final mark

1 E A D B F 0.801
C1 0.4 0.6 0 0 0 0.874
C2 0 0.62 0.38 0 0 0.752
C3 0.81 0.19 0 0 0 0.960
C4 0 0.57 0.43 0 0 0.747
C5 0.2 0 0 0.8 0 0.672

Table 4 Comparison of fuzzy and non fuzzy

Non-fuzzy method Fuzzy-evaluation method
Final mark Linguistic term Final mark Linguistic term

1 70 Accomplished 0.79 Exemplary at 0.4 Accomplished at 0.6
2 80 Exemplary 0.90 Accomplished at 0.62 Developing at 0.38
3 70 Accomplished 0.73 Exemplary at 0.17 and Accomplished at 0.83
4 40 Beginner 0.59 Developing at 0.43 and Accomplished at 0.57
5 60 Developing 0.71 Exemplary at 0.2 and Beginner at 0.8

final mark also can be valued as 78.69 (by multiplying with 100 %) which represent
the linguistic term of Exemplary. The details of the fuzzy marks obtained from this
evaluation procedure as shown in Table 3.

Since most of the computation used in fuzzy evaluation method is made as fuzzy
sets with the range of [0, 1], therefore the results obtained from this method as shown
in the Table 3 are in the range of [0, 1] only. The final mark earned by student 1 is
0.79, but after converted in terms of percentage, it will be 79 % Table 4.

3 Conclusion and Future Direction

Overdependence on lecturing and other instructor-centered learning strategies often
fosters a passive learning attitude and mental disengagement during class. Effective
instructors regularly utilize more student-centered strategies that are benefitial to
students.
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Representation and Classification of Medicinal
Plants: A Symbolic Approach Based
on Fuzzy Inference Technique

H. S. Nagendraswamy and Y. G. Naresh

Abstract In this paper, a method of representing shape of medicinal plant leaves
in terms of interval-valued type symbolic features is proposed. Axis of least inertia
of a shape and the fuzzy equilateral triangle membership function is exploited to
extract features for shape representation. Multiple class representatives are used to
handle intra class variations in each species and the concept of clustering is used
to choose multiple class representatives. A simple nearest neighbor classifier is
used to perform the task of classification. Experiments are conducted on the standard
flavia leaf dataset to demonstrate the efficacy of the proposed representation scheme
in classifying medicinal plant leaves. Results of the experiments have shown that
the method is effective and has achieved significant improvement in classification
accuracy when compared to the contemporary work related to leaf classification.

Keywords Axis of least inertia · Fuzzy equilateral triangle · Symbolic data · Shape
classification · Shape representation

1 Introduction

Medicinal plants play an important role in Ayurvedic system of medicine. This
system emphasizes not only on curing but also on the prevention of the recurrence of
diseases. Certain diseases can be treated effectively using Ayurvedic medicine and it
has been practiced since ancient years. Though several medicinal plants are available
in our surrounding environment, we are not able identify and make use of them for
preparation of simple house-hold medicines for common diseases in day-to-day life.
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Since the taxonomy of medicinal plants is very vast, even the experts may find it
difficult to identify and classify them effectively. Even though there are many bio-
logical methods to identify the plant species, it is worth exploring image processing
and pattern recognition techniques to create a knowledge base of medicinal plants
and to provide an automated support for identification and classification of medic-
inal plants by analyzing the visual properties such as shape, texture, internal vein
patterns, and color of the leaves.

2 Related Work

Shape of a plant leaf plays a major role in identifying and classifying the plant species.
In the literature, both contour-based and region-based methods have been proposed
to characterize the shape and experimented on leaf datasets.

In [1], the region-based morphological features of a leaf viz., aspect ratio, rectan-
gularity, area ratio of convex hull, perimeter ratio of convex hull, sphericity, circu-
larity, eccentricity, form factor, and invariant moments are used for its description.
The concept of physiological width and physiological length of a plant leaf along
with other geometric and region-based morphological features have been proposed
in [2] for characterizing shape of a plant leaf. In [3], landmark points are consid-
ered for polygon approximation. Given any two points in the set of landmark points,
Inner-distance between those two points as a replacement to Euclidean distance is
computed to build shape descriptors, for classification. In [4], a method of character-
izing a shape by modeling shape contour as a complex network through multiscale
fractal dimension is proposed. In [5], Fuzzy equilateral triangle membership values
have been proposed to describe a shape in terms of multiinterval-valued type fea-
tures. In [6], Contour-based symbolic representation method has been proposed to
describe the shape curve using string of symbols. In [7], symbolic representation in
terms of multiinterval-valued type features has been proposed to characterize two
dimensional shapes. In [9], Histogram of gradients is used as shape descriptors for
characterizing leaf shape.

From the literature survey, it has been observed that several methods have been
proposed to effectively represent shape of a plant leaf and to improve the accuracy of
classification results. Despite several methods available for the task of classification
of leaves, still there is a scope for exploring new methods to improve the accuracy
of classification results through realistic and effective representation techniques.
It has also been observed from the survey that the representation techniques based
on the concept of fuzzy symbolic data have shown good performance when compared
to the representation techniques based on conventional data. This is due to the fact
that the symbolic data are more unified in terms of relationship and can capture the
variations more effectively which is very much essential for most of the real-life
objects and the concept of fuzzy theory is a natural choice for handling vagueness
and uncertainty in representation. However, only few attempts [5, 7] have been
made in this direction which motivated us to think of exploring the unconventional
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representation technique for representing shape of medicinal plant leaves for their
classification. Thus, in this work, we made an attempt to propose a representation
technique based on the Fuzzy Inference Technique and the concept of symbolic data.
The experimental study has revealed that the proposed representation technique has
shown significant improvements in the accuracy of classification and is comparable
with the contemporary work in this direction.

3 Proposed Method

Extracting relevant and discriminative features for characterizing a leaf shape is an
important step in any recognition or classification task. In this section, a method of
extracting interval-valued features adopting axis of least inertia of a shape and the
concept of fuzzy equilateral triangle is explained.

3.1 Feature Extraction

The color images of plant leaves are first converted into binary images. Then the
contour of binary images is obtained by using a suitable contour extraction algorithm.
The extracted closed contour serves as a shape curve of a plant leaf image.

The proposed feature extraction technique adopts the axis of least inertia of a
shape to preserve the orientation of a shape curve which is very important to extract
features invariant to geometric transformations (Rotation, translation, and scaling).
The details regarding the computation of the axis of least inertia of a shape curve can
be found in [7].

Once the axis of least inertia of a shape is computed, all the points of shape
contour are projected onto the axis and the two farthest points are obtained.
Figure 1 shows a shape with axis of least inertia and two extreme points E1 and E2.
Let P E1 and P E2 be the two contour points on the shape curve obtained by project-
ing the two extreme points E1 and E2 of the axis of least inertia as shown in the Fig. 1.
The shape contour is traversed in clockwise direction keeping either P E1 or P E2
as the starting point. In order to identify this starting point, the Euclidean distance
between the P E1 and the shape centroid and the distance between P E2 and the
shape centroid are computed. The shortest distance among the two is considered as
a starting point. In some cases, there is a possibility that these two distances may be
same and leads to ambiguity in selecting the starting point. In such case, we resolve
the conflict by considering the horizontal width of the shape at subsequent points on
the axis starting from the two extreme points.

Keeping either P E1 or P E2 as a starting point and traversing in clockwise
direction, the contour is split into ‘k’ equal number of segments. The centroid
of each curve segment is obtained by taking the average of all the pixels of the
curve segment. The centroids so obtained serve as feature points on the shape curve.



568 H. S. Nagendraswamy and Y. G. Naresh

Fig. 1 Shape with axis of least inertia and two extreme points

The idea behind obtaining the local centroids of a shape curve is to take into consid-
eration all the pixels information to define a feature point rather than considering a
corner points or dominant points on the shape curve, which are not consistent and
robust due to noise and shape transformation. Figure 1b shows the feature points
obtained for a shape curve shown in Fig. 1a.

Once the feature points on the shape curve are obtained, we traverse the shape
curve in clockwise direction and at every feature point F Pi for i = {1, 2, 3, . . ., k},
we form a triangle considering the two extreme points P E1 or P E2. We use the
fuzzy inference technique [10] to approximate the triangle as equilateral and the
corresponding membership value is computed as follows.

Let θ1, θ2 and θ3 be the inner angles of the triangle in the order θ1 > θ2 > θ3. Let
U be the universe of the triangle.

U = {
(θ1, θ2, θ3) /θ1 ≥ θ2 ≥ θ3 ≥ 0; θ1 + θ2 + θ3 = 180◦⎧ (1)

Let d1, d2, d3 be the Euclidean distances between P E1 and F Pi , P E2 and F Pi

and P E1 and P E2, respectively as shown in the Fig. 1c. The inner angles of a triangle
are computed as follows:
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θ1 = cos−1
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1

2 ∗ d2 ∗ d3

⎩

(2)

θ2 = cos−1
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θ3 = cos−1
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⎩

(4)

The membership value of the triangle which approximates equilateral triangle
is computed as

μ (θ1, θ2, θ3) = 1 − 1

180
(θ1 − θ3) (5)

The membership values μi (for i = 1 to k) are computed and considered as feature
values to describe a shape.

3.2 Feature Representation

Since the shape of leaves in a class may vary due to size, maturity, and other biological
facts, there will be significant intraclass variations among the shapes. To handle this
case, we propose to have multiple representatives for a class by grouping similar
shapes into one group and choose a representative for that group within the class.
We have used hierarchical clustering technique to group similar shapes in a class by
utilizing inbuilt Matlab function. The natural groups in a class are identified using
the inconsistency coefficient for each link of the hierarchical cluster tree yielded by
the respective linkage. Once the natural groups are obtained for each plant species,
we consider 60 % of the samples from each group to form a class representative to
be stored in the knowledge base during training and remaining 40 % of the samples
for testing. A representative feature vector for a particular group within the class
is obtained by aggregating the corresponding features of the shapes in the group to
form an interval-valued type feature. Thus, the feature vector representing a group
within a class is of interval-valued type rather than crisp. Thus in the proposed
approach, the shape of plant leaves in the knowledge base are represented in the form
k-dimensional Interval-valued type feature vector.

Lower the intraclass variations in the class Ci , fewer the number of groups obtained
and higher the intraclass variations, more the number of groups. Hence the number
of groups in a class Ci is directly proportional to its intraclass variations.

Let [G1,G2,G3 . . . ,Gm] be the ‘m’ number of group formed in a class. Let
[S1, S2, S3 . . . , SP ] be the leaf shapes in the group. Each shape in Si for i =
{1, 2, 3, ..., P} in a group is represented by feature vector of dimension k i.e.,
Si = {Fi1, Fi2, Fi3 . . . , Fik}. To form a group representative vector, we aggregate the
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Table 1 An example of k-dimensional Interval-valued feature vector representing a group in the
knowledge base.

Shapes in a group 1 2 … … k

S1 0.2204 0.1793 … … 0.1542
S2 0.1216 0.1503 … … 0.1536
.. … … … … …
Sp 0.1246 0.1263 … … 0.0899
Interval type feature value [0.1216, 0.2204] [0.1263, 0.1793] … … [0.0899, 0.1542]

corresponding features of the shape Si to form an interval by choosing the minimum
and maximum of corresponding values feature values. Table 1 shows an example of
k-dimensional interval-valued feature vector representing a group in the knowledge
base as explained earlier.

3.3 Matching and Classification

Let TS = {F1, F2, F3, . . ., Fk} be the k-dimensional feature vector represent-
ing the shape of a plant species to be classified. Let MS = {[F−

si , F+
si ]} for

s = {1, 2, 3, . . ., N } where N is the number of model shapes and i = {1, 2, 3, . . ., k}
be the k-dimensional interval-valued feature vector representing jth model shape in
the knowledge base pertaining to a particular class of a plant species.

We use the similarity measure proposed in [7] to find the similarity score between
the test shape and the model shape as

Sim (TS, MS) = 1

K

K∑

i=1

SVi (6)

where

SVi =


⎛⎛⎝

⎛⎛

1 i f (F−
Si ≤ Fi ≤ F+

Si )

else

1
2

⎞
1

1 + abs(F−
Si −Fi )

+ 1
1 + abs(F+

Si −Fi )

⎠

⎭
⎛⎛

⎛⎛

The test leaf shape is compared with all the model (reference) shape of the plant
species in the knowledge base. The label of model (reference) shape which possesses
the highest similarity value is assigned to the test leaf shape.
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4 Experimental Results

We have implemented our method using Matlab R2011b. We have conducted
experiments on the dataset provided by [2]. All the plant species in the dataset
have medicinal values. Thus we have called them as medicinal plant species. We
considered 30 plant species for our experiments from the dataset [2]. In our experi-
ments, the ‘complete’ linkage is chosen empirically for finding the compact groups
in every class of leaf shape. The training and testing set of samples are considered as
explained in the Sect. 3.2. The performance of the proposed method is evaluated in
terms of accuracy, precision, recall, and F-measure for varying values of k and the
values are tabulated in Table 2. From Table 2, it is observed that the proposed method
has shown highest average Accuracy, Precision, Recall, and F-measure respectively
for k = 40. The following Table 2 gives Average Accuracy, Precision, Recall, and
F-measure, respectively, for various values of k.

Since we have used the same dataset used by [2], we are comparing the per-
formance of the proposed methodology with that of [2]. The authors in [2] have
obtained the overall classification accuracy of 90.13 % by observing the number of
leaves correctly classified over the total number of leaves considered for experiment.
Accordingly, the proposed method has shown the overall classification accuracy
of 92.29 %. This reveals that the proposed methodology shows better performance
compared to [2] Table 3.

Figure 2 shows example leaves belonging to different species but possess similar
shape structures. Thus it is very difficult to classify such leaves just by considering
only shape information.

Table 2 Performance measures of the proposed method

No. of features Average accuracy Average precision Average recall Average F-measure

30 0.9919 0.9062 0.8792 0.8853
40 0.9949 0.9315 0.9229 0.9246
50 0.9943 0.9242 0.9146 0.9157
60 0.9943 0.9275 0.9146 0.9172
70 0.9928 0.9413 0.8917 0.9047
80 0.9931 0.9386 0.8958 0.9082
90 0.9924 0.9307 0.8854 0.8985

Table 3 Comparison for the
method proposed in [2]

Scheme Classification accuracy %

Proposed scheme 92.29
Stephen et al. [2] 90.13
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Fig. 2 Leaves belonging to different species possessing similar shape structure

5 Conclusion

In this work, we proposed a novel method of representing medicinal plant leaves
for classification. The method exploits the concept of fuzzy inference technique and
symbolic data analysis for effective representation. Experiments are conducted on
the standard database of considerably large size and the performance of the pro-
posed method is evaluated in terms of standard performance evaluation measures.
The results are more encouraging and comparable with that of state of the art work.
However, the approach may fail to classify accurately the plant leaves belonging to
different species possessing similar shape structure as shown in Fig. 2. So, we shall
explore the texture-based representation techniques in such cases. Also, the multi-
stage classifier techniques incorporating shape and texture features will be explored
to further improve the classification accuracy.
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Fractal Image Compression Using Dynamically
Pipelined GPU Clusters

Munesh Singh Chauhan, Ashish Negi and Prashant Singh Rana

Abstract The main advantage of image compression is the rapid transmission of
data. The conventional compression techniques exploit redundancy in images that
can be encoded. The main idea is to remove redundancies when the image is to be
stored and replace it back when the image is reconstructed. But the compression
ratio of this technique is quite insignificant, and hence is not a suitable candidate
for an efficient encoding technique. Other methods involve removing high frequency
Fourier coefficients and retaining low frequency ones. This method uses discrete
cosine transforms(DCT) and is used extensively in different flavors pertaining to
the JPEG standards. Fractal compression provides resolution-independent encod-
ing based on the contractive function concept. This concept is implemented using
attractors (seed) that are encoded/copied using affine transformations of the plane.
This transformation allows operations such as, skew, rotate, scale, and translate an
input image which is in turn is extremely difficult or impossible to perform in JPEG
images without having the problem of pixelization. Further, while decoding the frac-
tal image, there exist no natural size, and thus the decoded image can be scaled to any
output size without losing on the detail. A few years back fractal image was a purely a
mathematical concept but with availability of cheap computing power like graphical
processor units (GPUs) from Nvidia Corporation its realization is now possible graph-
ically. The fractal compression is implemented using MatLab programming interface
that runs on GPU clusters. The GPUs consist of many cores that together give a very
high computing speed of over 24 GFLOPS.The advantage of fractal compression

M. S. Chauhan
Research Scholar, Pacific University, Udaipur, Rajasthan, India
e-mail: muneshchauhan@gmail.com

A. Negi
Department of CSE, G.B. Pant Engineering College, Uttarakhand, India
e-mail: ashish.ne@gmail.com

P. S. Rana (B)

Research Scholar, Department of ICT, IIITM, Gwalior, MP, India
e-mail: psrana@gmail.com

B. V. Babu et al. (eds.), Proceedings of the Second International Conference on Soft Computing 575
for Problem Solving (SocProS 2012), December 28–30, 2012, Advances in Intelligent Systems
and Computing 236, DOI: 10.1007/978-81-322-1602-5_61, © Springer India 2014



576 M. S. Chauhan et al.

can have varied usage in satellite surveillance and reconnaissance, medical imaging,
meteorology, oceanography, flight simulators, extra-terrestrial planets terrain map-
ping, aircraft body frame design and testing, film, gaming and animation media, and
besides many other allied areas.

Keywords GPU · Fractal · Attractor · Affine transformation · PIFS

1 Introduction

Image/video data constitute a major chunk that is transmitted over networks. Since
image and video data consume more memory as compared to text data, they are
generally transmitted in compressed form. The main aim for an efficient multimedia
data transfer is to retrieve almost the same quality of the data at the receiver-end that
was originally transmitted. Considering the availability of the present algorithms for
multimedia data compression, it still remains a challenge. Some of the standards that
are in vogue are JPEG [14] (still images), MPEG [20] (motion video images), H.261
[15] (Video telephony on ISDN lines), and H.263 [12, 18] (Video telephony on PSTN
lines). All these formats compress data signals using Discrete Cosine Transform
(DCT) [7]. Since all of these compressions standards are lossy, the image and video
data do not retain the original quality. This is acceptable to an extent as human eye
is not able to discern the pixels loss if it is limited to a certain threshold. The major
issue arises, if the compressed image is scaled up. This leads to pixelization. Fractal
images till recently have been researched in the domain of mathematics. Fractal
images are derived exploiting a common property of a real image, i.e., self-similarity
[8, 11]. Most partitions of a real image show extensive self-similarity. As a result, the
original image can be represented as a finite set of contractive affine transformations
using partitioned iterated function systems (PIFS).

2 Nature of Fractals

Fractal images are found in nature in great abundance [3]. Undulated coastlines,
mountains chains, ferns, and also galaxies too represent a striking amount of self-
similarity, which can be usually represented by fractals. Fractals have applications
in gaming, animation, and science-fiction films where the terrains/landscapes are
artificially created [16].

The major disadvantage of a fractal image is its encoding time. The time com-
plexity of encoding a fractal image is O(n4) [14, 19]. The decoding part is very
efficient and almost instantaneous [17]. Moreover, the fractal images are resolution-
independent and they do not show pixelization unlike JPEG images. The scaled up
image contains the same level of details as in the original image.
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3 Encoding Images Using Partitioned Iterated Function System
(PIFS)

The mathematical equivalent of partitioned copying machine is termed as PIFS.
The transformations in PIFS are affine transformations. These affine transformations
consist of two spatial dimensions and a third dimension that is the grey level. In sum,
the transformations wi may be defined as in Eq. 1 where si denotes contrast and oi

the brightness.

wi



⎧
x
y
z

⎨

⎩ =


⎧
ai bi 0
ci di 0
0 0 si

⎨

⎩



⎧
x
y
z

⎨

⎩+


⎧
ei

fi

oi

⎨

⎩ (1)

Thus the spatial part vi of the image may be defined as in Eq. 2.

vi (x, y) =
[

ai bi

ci di

] [
x
y

]
+
[

ei

fi

]
(2)

Different partitions of the image as shown in Fig. 1 are considered as Di and Ri lying
in the plane above the image. Each wi is restricted to Di × I (the vertical space above
Di ).

Hence vi(Di = Ri). Thus, we need W ( f ) as the image with the conditions as
given in Eq. 3.

⎛
Ri = I 2

Ri
⎝

R j = ≥ when i ≤= j
(3)

As shown in Eq. 3, we obtain single-valued function above each point of the square
I 2. In addition to it each copy is nonoverlapping in terms of the copying machine
metaphor.

According to Contractive Mapping Theorem [5], a fixed point (attractor) of a
given image f is described as W ( f ) = f . We must guarantee that W has a unique
fixed point in order for an image to be encoded. It has been found that for si < 1.2
(where si is defined as the contrast factor) can be considered as a safe limit for an

Fig. 1 The maps wi map the
graph above Di to a graph
above Ri
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image to be contractive. Though there exists no surety of the contractiveness of an
image for any given values of si .

Further, the copying machine metaphor, as defined for fractal image compression
reduces contrast (si ) of a given image during each iteration of the feedback loop.
This does not mean that the final image through successive iterations will be a
homogenous grey. On the flip side, this produces increased levels of details in each
of the successive iterations as found in fractals.

Though there are many views of fractal image compression as outlined below but
we shall delve on a special case of IFS, i.e., PIFS.

1. Partitioned iterated function system (PIFS)
2. Self-vector quantization: It is based on VQ codebook approach.
3. Self-quantized wavelet subtrees: It uses a type of wavelet transform coding

(Haar wavelet coefficient).
4. Convolution transform coding: Uses convolution operation while searching

a matching image.

4 Applying PIFS on a Sample Image (Lenna Image)

The Lenna image consists of large chunks of homogeneous regions [4]. As a result,
appropriate collage may be derived to encode large blocks. For regions of high
contrast smaller blocks are selected for high quality. We apply variable quadtree
partition approach to encode Lenna image. Variable partitioning provide users an
option to specify image size and quality parameters according to their needs. The
variable blocks in our experiment shall be of 4, 8, 16, and 32 pixels wide.

The image encoding is simulated on a GPU cluster simulated using 24 GPU
machines with the host machine having ATI Radeon graphics hardware [6, 10]. The
topology followed is Dynamic Allocation with Circulating Pipeline Processing as
outlined in [1, 9].

As depicted in Fig. 2 each range block is circulated through a pipeline that traverses
through nodes comprising of PEs (Processing Elements- GPUs [13]). Each PE is
represented by a domain and thus each range is matched with it. Once a match is
found the range exits the pipeline. If no match is obtained, the host PE0 subdivides
the range into four sub-blocks and the process of matching continues through the
pipeline till an appropriate match is found. The advantage of the pipeline approach
is that the work is spread evenly among slave processors. In addition to this, less
memory is used as each slave processor is required to save only part of the image
(domain) and not the entire image. The pipeline topology scale evenly (linearly) as
number of slave processors is increased. It is noted that the processor utilization
efficiency is 95 % for the sample Lenna image.

The experimental results for encoding the Lenna image over the pipelined topol-
ogy are outlined in Table 1.
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Fig. 2 Circulating pipeline configuration

Table 1 Encoding and compression time chart

Range PSNR (dB) Encoding time (s) Compression ratio
Collage Attractor

4 × 4 34.78 34.56 56.07 6.6
8 × 8 27.95 27.34 34.29 19.67
16 × 16 23.03 23.78 28.55 89.34
32 × 32 19.66 19.54 25.02 341.89

Fig. 3 Performance simulation for a GPU cluster

Fig. 4 Encoding results using PIFS partitioning scheme on GPU cluster (PSNR: 19.54,
Compression ratio: 341.89 %)
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The performance simulation graph [2] shown in Fig. 3 clearly shows performance
gain in terms of speedup factor against the number of GPU PEs. The circulating
pipeline approach is compared with the other conventional schemes like static load
allocation and dynamic load allocation.

The results of the encoding using the PIFS approach with PSNR value 19.54
shows an impressive compression ratio of 341.89 % (refer Fig. 4).

5 Conclusion

The results obtained using PIFS scheme on a set of GPU cluster are promising.
Though the computing time for this scheme still remains O(n4) but the pipelining
of slave GPU processing cores open new avenues of multithreading (inherent inside
GPU cores) the image compression algorithms which till now have been imple-
mented in uniprocessor architectures or selective simulations on SIMD machines.
The pipelining approach is scalable and considering the GPU availability in the
market on commodity rates it can be implemented using cheap processing power for
computer intensive fractal image processing logic. The quality of the image (fidelity)
still remains an open question as it has been observed that the PIFS approach creates
degradation in the image fidelity in case the image is heterogenous and thus the range
blocks need to be partitioned more frequently in each of the pipeline stage.
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Person Identification Using Components
of Average Silhouette Image

Rohit Katiyar, K. V. Arya and Vinay Kumar Pathak

Abstract Gait biometrics is one of the non-cooperative biometrics traits particularly
in the situation of video surveillance. In the proposed method human knowledge is
combined with gait information to get the better recognition performance. Here,
individual contributions of different human components, namely head, arm, trunk,
thigh, front-leg, back-leg and feet are numerically analyzed. The performance of
the proposed method is evaluated by experimentally with CASIA dataset B and C.
The effectiveness and impact of seven human gait components is analyzed by using
Average Silhouette Image (ASI) under wide range of circumstances.

Keywords Biometrics · Human gait recognition · Average silhouette image ·
Human gait modeling · Visual surveillance.

1 Introduction

In visual surveillance some kind of biometric information is required to be extracted
for human identification and verification. Majority of researchers focused on bio-
metrics traits such as face, fingerprints, iris, handwriting etc but some of the most
prominent are discussed below.
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(i) In visual surveillance, the distance between the cameras and the people under
surveillance are often large and hence, it is very difficult (almost impossible) to
get the detailed and accurate biometric information in above mention conven-
tional biometric systems.

(ii) The subject’s cooperation often required to capture conventional biometric
information. Therefore, the quality of input image is highly dependent on coop-
eration.

(iii) People’s attention in authentication and authorization: Human gait provides an
interesting alternative for visual surveillance applications. A gait describes by
the walking pattern of a person. It can be acquired at a distance and even without
the cooperation or knowledge of the person.

Human gait is affected by the person’s physical characteristics and some factors
related to ambient. Tao et al. [1] have presented that carrying status of walking person
and its clothes, shoes etc. affect the performance of human gait. In [2] Phillips
et al. demonstrated that the effect of camera view point and elapsed time on the
gait measurement and demonstrated that for visual surveillance the elapsed time
should be as small as possible. It has been shown by Tanawongsuwan and Bobick [4]
that walking speed, rhythm and surface bounciness are the inherent characteristics
associated with gait and do affect the performance of gait recognition system. As
identified by Liu et al. [5], the efforts are still required to resolve the issues like image
quality, lighting condition, subject’s familiarity of walking surface.

In this work, an effort is made to resolve some of the above mentioned issues.
Here, human gait is first decomposed into seven components, and then, the person
gait identification is carried out using average silhouette image of gait for each
component. During experiments we have observed that the component based gait
recognition system is capable of recognizing the people efficiently. Human gait shows
the distinctive moving silhouette of a human body which also indicates the physical
situation as well as psychological state of the walking person. Hence, the study of
various components of the human silhouette along with their effect on human gait
recognition process is studied in this work.

The rest of the paper is organized as follows. In Sect. 2 gait modeling scheme is
presented along with ways of human silhouette decomposition into seven components
also the process of Average Silhouette Image (ASI) generation is discussed. The
details of gait dataset used for the experiments are given in Sect. 3. The proposed
human gait recognition system is presented in Sects. 4 and 5 experimental results are
described. Finally the paper is concluded in Sect. 6.

2 Scheme to Model Human Gait

In the module the human gait the averaged silhouette image partitioned into the
seven components as described below using the partition shown in Fig. 1. These
components are: (i) head (ii) arm includes shoulder, (iii) the trunk without chest,
(iv) thigh including hip, (v) front leg (vi) back leg and (vii) the feet. The front-leg
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Fig. 1 Human gait image
partition model to get average
image

and back-leg are included as separate components because of the bipedal walking
style. During walking, the left-leg and the right-leg come to back and front one by
one.

The three steps for preparing the averaged silhouette image described in [6] and
reproduced below for sake of completing the study. A sample set of images for
average gait is shown in Fig. 2.

Step 1: For all the averaged silhouette images in a gallery set compute the average
image (as shown in Fig. 1).

Step 2: Mark all the six control points to locate head (2 points), the arm include
shoulder (1 points), trunk (1 point) and one point is used to find thigh and
feet location respectively reach.”

Step 3: Use lines to connect the relevant pairs of points to partition the mean image
into seven parts as shown in Fig. 1.

Fig. 2 Average Silhouette Images (ASIs) in the gallery set.
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3 The Proposed Human Gait Recognition Method

It is observed that different persons have different average silhouette images (ASIs),
hence they can be used for gait recognition. Some examples for a gallery set of ASIs
are shown in Fig. 2. The ASIs obtained by taking the average of silhouette images
over a gait cycle within a series of images Liu and Sarkar [7] demonstrated that
based on the gate period of length NGait sequence of images is partitioned into a
series of cycles (subsequence). The ASIs are achieved by averaging the silhouette
(binary images) over one subsequence and represented as follows [7].

ASIi |≥T/NGait≤
i=1 =



⎧
k=(i+1)NGait−1⎨

k=i NGait

S(k)/NGait

⎩

 (1)

where S(k) represents the k silhouette, as stated earlier, a binary image. ASI is very
robust against errors in individual frames; the ASI is used to represent a gait cycle.
Many ASIs are resulted from one sequence and their number depends the number
of cycles contained in a sequence. In the proposed work the ASI act as the input
data for gait recognition system. We have used the same definition as given in [7] for
computer the distance between training sequence and test sequence and represented
by (2).
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is the i th projected ASI in the probe data and
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j = 1
is the j th projected ASI in the gallery. Equation (2) uses the

median of the Euclidean distances between the averaged silhouettes from the probe
and the gallery sequences. The difference between (2) and the gait recognition mea-
sure developed in [7] is that here we select a template for recognition which is most
closely related. The algorithm is described below and demonstration with respect to
dataset images is shown in Fig. 3. First each sequence in the training set is segmented
into a few subsequences consisting of a complete gait cycle. Then the averaged sil-
houette image is calculated for each subsequence and a component or its negative (or
complement) is selected from each averaged silhouette image through a predefined
template and the similar procedure is adopted for test image dataset. Finally, the
acceptance or rejection decision is taken based on the similarity measure between
stored training information from gallery and test sample of average silhouette image
(ASI) from the probe set. We simply find the Euclidean distance between the test
data and training data set and arrange the distances in descending order to find out
the matching person.
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Fig. 3 Construction of the average silhouette image along with the similarity measure vis-a-vis the
steps of the proposed method

4 Brief Review of CASIA Dataset

The performance of the proposed method is evaluated using the CASIA dataset B
[8]. It is a large gait dataset that contains 124 subjects where 6 video sequences are
recorded for each subject. Thus, a total of 744 (124 × 6) gait sequences are used in
this experiment.

The dataset is partitioned into 2 groups. The first group contains 24 subjects and
is used to construct gallery set for training the system are remaining 100 subjects
behave as the probe set and used as training images in performance evaluation.
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5 Experimental Results

The effectiveness of the averaged silhouette image as well as the components of the
averaged silhouette image for gait recognition has been studied through experimental
results. Here the contribution of different component of human Average Silhouette
Image ASI in human gait recognition system is observed. The effect of individual
component on gait recognition is evaluated and results of the experiments are shown
in Table 1. The first column contains the identification of 12 subjects from training
dataset and the remaining columns contain the recognition rates for using the different
parts of the human body for gait recognition where M presents the averaged/mean
silhouette images and h, a, t, th, fl, bl, and f respectively indicates the recognition
of gait using head, arm, trunk, thigh, front-leg, back-leg and feet. Similarly the
human gait recognition employing the averaged silhouette image without head, arm,
trunk, thigh, front-leg, back-leg and feet is indicated by −h, −a, −t, −th, −fl, −bl,
and −f respectively. In this analysis effect of the individual component is considered
as positive if there is a significant reduction in the recognition rate after removing that
component from the averaged silhouette image and similarly the effect is considered
negative if the recognition rate increases after the component removal.

We presume that the component has little effect on the gait recognition in other
case. As an example we can observe from Table 1 that the head has a positive effect
for the training subject 1, as the recognition rate is reduced to 79 from 85 by removing
the head from the averaged silhouette and the front-leg has a negative effect for the
training subject 3, because the recognition rate is increasing to 70 from 67 without
considering the trunk in averaged silhouette image. However, the trunk has little effect
on the recognition rate for training subject 4 as the recognition rate is unchanged in
case of with or without trunk.

Table 1 Rank 1 experimental result for human gait recognition

IDs M h −h a −a t −t th −th fl −fl bl −bl f −f

1 85 33 79 29 80 45 82 33 79 33 84 35 78 27 82
2 86 55 84 53 84 73 84 73 81 48 86 37 85 36 86
3 67 25 66 16 65 28 70 29 62 12 68 21 68 20 68
4 23 7 22 8 23 11 23 5 33 10 23 5 22 7 13
5 22 4 19 5 24 15 20 6 28 6 29 9 26 4 19
6 10 5 11 4 9 5 13 6 10 6 13 8 10 3 13
7 15 7 18 6 11 11 17 4 17 8 17 4 13 6 11
8 53 54 47 37 44 62 42 3 80 32 49 14 51 44 38
9 49 44 43 23 48 58 40 4 67 16 51 11 45 32 39
10 41 30 34 10 37 36 38 4 48 12 46 14 38 13 31
11 2 6 3 9 3 16 3 11 2 2 5 3 5 3 13
12 7 3 4 11 5 8 3 4 7 2 7 3 7 4 14
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6 Conclusion

This paper presents a gait recognition method which uses the concept of average
silhouette image for efficient gait recognition. The method is developed keeping in
mind that the various parts of the human body play a significant role in the human
gait recognition. After analyzing the experimental results it can be concluded that
in human gait recognition system is not only affected by legs but also head, arm,
trunk and hands plays the vital role for person recognition and consequently may
contribute in improving the recognition accuracy. We find out the contribution of
each body part in recognition rate and observed that dynamic areas affect more than
the static parts of the human body. If we go through the Average Silhouette Image
(Figs. 2 and 3) then it is almost clear that body part containing gray region which
represents the dynamic information have the positive effect on recognition rate.

Our future work will focus on to derive such a image which only contains all the
dynamic areas of whole body in a complete gait cycle, so that space required need
to store it in gallery will be reduced and will find easy to extract the limited features
from it.
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Modified LSB Method Using New
Cryptographic Algorithm for Steganography

R. Boopathy, M. Ramakrishnan and S. P. Victor

Abstract Steganography is different from Cryptography, Steganography is the
process of hiding the information so that no one will try to decrypt the informa-
tion, where as in Cryptography it is obvious that the message is encrypted, so that
any one will try decrypting the message. In this paper, we are suggesting new meth-
ods to improve the security in data hiding, perhaps by combining steganography
and cryptography. In this work, we propose a new encryption method that provides
the cipher text as the same size of the plain text. We also presented an extensive
classification of various steganographic methods that have used in the field of Data
Security. We analyze both security and performance aspects of the proposed methods
by PSNR values and proved that in the cryptographic point of view. The proposed
method is feasible in such a way that it makes to intricate the steganalyst to retrieve
the original information from the Stego-image even if he detect the presence of digital
steganography. An embedded message in this method is perceptually indiscernible
under normal observation and thus our proposed method achieves the imperceptibil-
ity. The volume of data or message to be embedded in this method is comparatively
large and proved in Experimental Results hence the high capacity is also achieved.
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1 Introduction

Steganography and watermarking [6] are the cardinal components of the fast
escalating area of information security. Steganography and watermarking bring a
wide range of very important techniques as to how one can hide important informa-
tion in an imperceptible and/or irremovable way in an image and video data. Both
Steganography and watermarking work toward secret communication. In the other
hand, Cryptography hides the contents of the message from an attacker, but not the
existence of the message. Steganography/watermarking even hide from the view of
the message in communicating data. Cryptography is not concerned with hiding the
existence of a message, but rather its meaning by a process called encryption. Gen-
erally, AES algorithms are not suitable for many digital video applications [18, 20].
In order to avoid many paper have been proposed [19].

Recently, a research paper was published [1] on how to improve existing methods
of hiding secret messages, by combining Steganography and Cryptography in such
a way to make it harder for the Steganalyst [7] to retrieve the plain text of a secret
message from a Stego-object if cryptanalysis were not used. The prime intention of
this paper is the combined approach of Cryptography and Steganography. Very often,
a message is encrypted before being hidden in an image in order to achieve a better
level of secrecy (which provides a basic model on how to combine Cryptography and
Steganography). Steganography embeds the secret message in a harmless looking
cover, such as a digital image file [5].

In [21] Esra Satir and Hakan Isik proposed a compression-based text Steganog-
raphy method to improve the hiding capacity.

2 Related Works

Extensive Research has been carried out on Steganography and Steganalysis [8, 11].
Analysis of Least Significant Bit (LSB) and DCT methods were already proposed
[2]. Jessica Fridrichetal [9] has discussed a reliable and accurate method for detecting
LSB non-sequential embedding in digital images. The images can be hidden in DCT
domain [10] also. The length of the messages can be acquired by inspecting the
lossless capacity in the LSB and shifted LSB plane. The most accepted method for
Steganography is the LSB encoding [4]. Using any digital image, LSB replaces the
least significant bits of each byte by the hidden message bits. The message may also
be dispersed at random throughout the image. There are numerous means of hiding
information in digital media. Most common approaches are

• Least significant bit insertion
• Masking and filtering
• Redundant Pattern Encoding
• Encrypt and Scatter
• Algorithms and transformations
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Every one of these techniques can be applied by varying the degrees of success.

Least significant bit insertion
In this paper, we have used LSB insertion method with little modification. It is
a common and simple approach to embed information in an image file. In LSB
insertion, the LSB of a byte is altered with an M’s bit. This method is commonly
used for any image, audio as well as video Steganography. When viewed by an HVS
the resulting image resembles the cover object [16].

For example, in [4] an image Steganography, the letter A can be concealed in
three pixels, assuming no compression. The raster data for 3 pixels, i.e., 9 bytes may
be drawn as

00100111 11101001 11001000
00100111 11001000 11101001
11001000 00100111 11101001

The binary value for B is 01000011. Inserting the binary value for B in the three
pixels would result in

(00100110 11101001 11001000)
(00100110 11001000 11101000)
(11001001 00100111 11101001)

The underlined bits are the only three actually changed data of the 8 bytes used.
On an average, the LSB requires only half the bits in an image to be changed. We can
hide data in the least and second least significant bits and still the human eye would
not be able to discern it [15]. In [14] they have proposed method to verify whether
the secret message was deleted or changed by hackers.

Our first implication in this paper is to get better Steganographic techniques by
combining them to Cryptographic ones in a new way that is, as far as we know, not
available in the literature. Indeed, most of the techniques that combine Cryptography
and Steganography aid in encrypting the secret message before hiding its existence
in a cover object. Usually applying an entrenched, common-purpose symmetric-key
encryption algorithm to guarantee the privacy during video/image transmission [3] is
a high-quality idea from a security point of view. Although numerous classifications
of image encryption algorithms [17] have been formerly presented, we provide an
extended and more comprehensive such classification. Finally, we show that our
method allows for a new type of digital image Steganography where a given message
is camouflaged with jpeg/bitmap cover image. We evaluated in both security and
performance aspects of the proposed method and found that the method is efficient
and adequate from a Cryptographic point of view. Our proposed method satisfies the
following requirements.

Imperceptibility—The invisibility of a Steganographic algorithm is the most
important and basic need, since the strength of Steganography lies in its ability
to be unnoticed by the human eye. The moment one can see that an image has been
altered, the algorithm is compromised.

Payload capacity—Steganography requires enormous embedding capacity, unlike
watermarking which needs only a small capacity of copyright information.
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Robustness—Our method is Robust against statistical attacks—Statistical Ste-
ganalysis is the practice of detecting hidden information through applying statistical
tests on image data. Many Steganographic algorithms leave an impression when
embedding information that can be easily detected through statistical analysis.

3 Proposed Model

High-quality encryption is a process that produces randomized information by the
way compression efficiency [12] and is directly reliant on the presence of source data
redundancy. The more the data is correlated, better the compression and vice versa
[13]. This paper introduces a method of encrypting the text and image files in an image
in order to test the accuracy and efficiency of encryption. This process enhances the
transfer of information to the intended receiver without any potential risk. In this
paper, the proposed method will help to secure the text content within the image
and encryption of image file within the image will help to make the document much
securer because, though the unauthorized person succeeds in hacking the image, the
person will not able to read the message as well as acquire the information in the
image file. The proposed approach find the suitable algorithm for embedding the
data in an image using Steganography which provides a better security pattern for
sending messages through a network. This paper deals with digital images acting as
a cover medium to store secret data in such a manner that it becomes invisible. The
Java software is used to extensively analyze the functions of the LSB algorithm in
Steganography. Mat lab software is used to evaluate the PSNR values and to evaluate
the performance of the proposed method.

3.1 Overall View

The data hiding patterns using the Steganography technique in this paper can be
explained using this simple block diagram. The block diagram for Steganography
technique is as follows (Fig. 1).

3.2 Implementation

Implementation section discusses about the different modules of this work and shows
the methods of implementation. This work is implemented by using the following
step by step procedure.

The Steganography process is implemented in different stages like:

• Encryption section
• Data transmission section
• Decryption section
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Fig. 1 Overall architecture diagram for proposed model

3.3 The Encryption Section

The encryption section of Steganography is the primary stage. In this stage, the sender
sends the data as well as the image file which acts as a carrier image to transfer the
data to the destination. In this paper, different images are used as carriers because
all images are highly resistant for Steganalysis. In the encryption section, the text
message (secret message) is encrypted by using a proposed new algorithm and then
it will be embedded into the image file. The data is embedded into the image and the
encryption is implemented using Java.

Proposed New Encryption Algorithm
This algorithm was written and coded by us specifically for this paper. The main

advantage of this algorithm is that it provides the encrypted text, the same size as the
original text.

Encryption Algorithm

Step 1: Generate the ASCII value for every letter.
Step 2: Generate the equivalent binary value of it.

[Binary value should be 8 digits, e.g., for decimal 14 binary number should be 1110]
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Step 3: The resultant binary number should be reversed.
Step 4: Take a divisor having 4 digits length (> = 1,000) as the Key.
Step 5: Divide the resultant number already reversed with the divisor.
Step 6: Store the remainder in first 3 digits and quotient in next 5 digits (remainder

and quotient wouldn’t be more than 3 digits and 5 digits long respectively.
If we find any of these digits are less than 3 and 5 respectively then we need
to add required number of 0s (zeros) in the left-hand side. So, this would
be the preprocessed text to be embedded. Now store the remnants in first 3
digits and quotient in next 5 digits.

Steps to embed a message into a Master file:

• Convert a Secret message into a character array.
• Create a byte array. The length of the binary array is equal to size of input file.
• Open input file and read all bytes into byte Array.
• Skip past OFFSET_JPG bytes.
• Skip past OFFSET_PNG bytes.
• Skip past OFFSET_GIF_BMP_TIF bytes.
• The 32 bit input file size should be converted into byte array.
• 4 byte input File size array should be embedded into the master file.
• Write the remaining bytes.
• 3 byte version information should be embedded into the file.
• Write 1 byte for features.
• Compress the message from level 0 to 9.
• Get the result of compressed message byte array.
• Embed the 1 byte compression ratio into the output file.
• Encrypt the message based on proposed new Encryption algorithm.
• Convert the 32 bit message size into byte array.
• Embed 4 byte message size array into the master file.
• Embed the message.

3.4 Data Embedding Section

The embedding is done based on the well-known Least Significant Bit (LSB)
algorithm with little modification. We used the last two significant bits of each pixel
and replaced with the significant bits of the text document. The encrypted data is
embedded into the cover image. Now the compression is done. The level of compres-
sion can be from 0 to 9. Using the modified approach the message bits are embedded
properly in the place of Least Significant Bits of cover image, such that the image
doesn’t lose its resolution and hence the security will be robust. The encrypted image
is protected with a secured symmetric key such that is used to avoid the damages
caused due to hackers or unauthorized persons.
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3.5 Decryption Section

In the decryption phase, the intended receiver receives the carrier image from sender
through the transference medium. The intended receiver then sends the carrier image
to the decryption phase. In the decryption phase, the same ‘Least Significant Algo-
rithm’ is implemented for decrypting the LSB from the image and merge in an order
to frame the original message bits. After successful completion of the process, the
file is decrypted from the carrier file and accessed as an original text document.

3.6 Proposed Decryption Algorithm

Step 1: Multiply last 5 digits of the encrypted text by Key value.
Step 2: Add first 3 digits of the encrypted text with the result produced in the pre-

vious step.
Step 3: If the result produced in the step 2 is not an 8-bit number then we need to

make it as 8-bit number
Step 4: Reverse the number to get the encrypted text.

4 Results and Discussion

We have chosen image Steganography because it is a simple and user friendly appli-
cation. Though there are various applications for image hiding but the proposed
approach is created using Java which is efficient for coding and the performance is
better compared to other languages.

Comparing with paper [1] we have used two-bit stego instead of conventional one-
bit stego, and even though the various encryption algorithms have been proposed
already we have used our own encryption algorithm as proposed in Sect. 3. The
advantage of algorithm is it will produce the cipher text with the same size of that
plain text. The algorithm used in this paper falls under the classification of spatial
domain.

This paper gave us good experience in dealing with the data security issues in
theoretical as well as in technical domain and in Java programming. I performed the
paper in a satisfactory level with the help and good guidance from my supervisor
(Table 1).

PSNR results
PSNR—phrase peak signal-to-noise ratio, is defined as the ratio between the max-
imum possible power of a signal and the power of corrupting noise that affects the
fidelity of its representation. As most signals have a wide and dynamic range, PSNR
is usually denoted in terms of the logarithmic decibel scale. Imperceptibility has been
calculated using PSNR between Original cover image (I) and Stego-Image (Js).
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Table 1 Comparison of different Steganography algorithms

Steganography algorithm Speed Quality of hiding Security

LSB High Good Strong
F5 Low High up to 13.4 % Strong
JSteg Moderate Embedding capacity up to 12 % Less

Table 2 Comparison of different sizes in jpeg images

Cover image name Cover image size Text file Compressed Stego-image
(KB) (KB) file (KB) size (KB)

Cameraman.jpg 7.17 10.4 7.96 7.97
Cutepuppy.jpg 28.8 65.6 56.6 52.1
Flag.jpg 26.5 60.6 49.2 47.1
Windows.jpg 51.3 120 101.2 99.4
Barsilona.jpg 63.6 57.9 55.9 111
Cell.jpg 6.13 104 96.1 46.5

PSNR = 10 ∗ log (255 ∗ 255/MSE) /log (10) ;

In the equation, MSE is the mean square error between the original and the
denoised image. The higher the PSNR in the restored image, the better is its quality.
In testing, few images were experimented. The quantitative results have been given
in the table for the six images (Table 2).

5 Conclusion

In this world, data transfers using Internet is rapidly growing because it is so easier as
well as faster to transfer the data to the destination. Security is an important issue and
transferring the data using Internet because any unauthorized individual can hack the
data and make it useless or obtain information unintended to him.

The proposed approach in this paper uses a new combined approach of Encryption
and Steganography. This creates a Stego-image in which the personal data is embed-
ded and is secured with a symmetric key which is highly protective. The main con-
tribution in this paper is the introduction of new encryption algorithm/approach for
Steganography application that provides commendable security. The main advantage
of this algorithm is that it provides the encrypted text in the same size as the plain text.

The proposed approach provides higher PSNR Value of 41db as an average. It has
three levels of security. In the first level, the text file is compressed and zipped. In the
second level, it is encrypted using proposed algorithm. In the final level a secret key
is used to protect the message from Stego-attacks. The change in image resolution is
negligible when we embed the message into the image and the image is concealed or
secured with the personal password. And hence the data is protected from damage
by any unintended user.
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As future work, we plan to use the same concept in Frequency domain to increase
the hiding capacity. We are aiming to use the different combination of frequency
domain.

SAMPLE SCREEN SHOTS
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TDAC: Co-Expressed Gene Pattern Finding
Using Attribute Clustering

Tahleen A Rahman and Dhruba K Bhattacharyya

Abstract An effective unsupervised method (TDAC) is proposed for identification
of biologically relevant co-expressed patterns. Effectiveness of TDAC is estab-
lished in comparison to its other competing algorithms over four publicly available
benchmark gene expression datasets in terms of both internal and external validity
measures.

Keywords Cluster · Outlier · Core · Neighbour · Co-expressed

1 Introduction

Many clustering algorithms have been evolved and applied on gene expression data.
The existing approaches for gene data clustering are categorised into three types:
(a) Gene-based, where genes are treated as the objects, while the samples are as
features; (b) Sample-based, where samples are generally related to various diseases
or drug effects within a gene expression matrix; and, finally (c) Subspace clustering,
which attempts to find subset of objects such that the objects emerge as a cluster
in a subspace created by a subset of the features. Subspace clustering techniques
are further classified into two subcategories, i.e. biclustering and triclustering. In
biclustering, it attempts to cluster the gene expression data both row-wise as well
as column-wise simultaneously [1]. Whereas, triclustering [2] aims to mine biologi-
cally relevant coherent clusters over a gene sample time (GST) domain for any gene
expression datasets. In this paper, we propose a cost-effective attribute clustering
method for finding co-expressed gene patterns that does not require discretisation.
To avoid the restrictions caused due to the use of any proximity measure while
expanding the cluster, it exploits the regulation information computed over the
expression values.
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2 TDAC: The Proposed Attribute Clustering Method

TDAC is basically a three step method. In step 1, the gene expression data matrix,
i.e. Gm×n of order m × n, is normalised to have a mean 0, and standard deviation
1. In step 2, we find condition-wise neighbourhood for each expression value based
on regulation information and proximity measure with the neighbouring expression
values. To find neighbourhood based on expression value proximity, we use a linear
density-based clustering that works based on L1 norm with reference to β, a user
defined threshold. Similarly, to find similarity between a pair of genes based on regu-
lation information, we use the angular deviation (i.e +ve, −ve or neutral ) computed
based on the arccos formula given in [3]. It identifies the core gene groups for each
condition based on the regulation information and proximity-based neighbourhood
information with reference to β. Step 3 performs two major tasks, i.e. identification
of (i) outlier genes and (ii) co-expressed gene groups. The co-expressed gene group
is a subset of genes having common neighbours ≥ 2, over at least k conditions. Here,
we assume that to form a co-expressed gene group or cluster, there must be at least
‘two’ neighbour genes over at least k conditions. An outlier gene is defined as a gene
having neighbourhood <2 over ≥k conditions.

3 Algorithm

TDAC operates on a preprocessed gene expression dataset for simultaneous identifi-
cation of both outlier as well as co-expressed genes based on regulation information
and attribute/condition level proximity. The proposed TDAC is free from the restric-
tions of using (i) discretisation and (ii) specific proximity measure. Based on the
regulation information and the expression-level proximity for each condition com-
puted over the pre-processed gene matrix, a faster attribute clustering technique, i.e.
attrib_clus identifies the core genes. Here, attrib_clus finds core genes based on the
regulation information using the arccos expression given in [3] and finds expression-
level dissimilarity using L1 norm. However, it is free from the restriction of using
any proximity measure. Based on regulation, core genes and their connectivity infor-
mation and by using the concepts given in the Definitions k-neighbour and Cluster,
TDAC can identify the co-expressed gene groups as well as the outlier genes, with
reference to a given user defined threshold. The basic steps of TDAC for finding
co-expressed gene groups are stated next.

1. Preprocess Gm×n with z-score normalization to obtain G
≤
m×n .

2. Apply attrib_clus() on G
≤
m×n to obtain core_gene groups for each condition;

a. Find neighbour gene (s) for a given gene gi at condition, say Ca based on
regulation information (with reference to its previous condition, i.e. Ca-1)
and L1 proximity with reference to β.

b. Identify gi as core at Ca if satisfies the core gene conditions.
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3. Identify the co-expressed gene groups across n conditions;

a. Find genes which are core over atleast k conditions.
b. From the subset of neighbour genes obtained, find genes which have the

same nearest neighbours across atleast k conditions.
c. Find the set of k—neighbors for each gene based on the subsets obtained

above.
d. Each gene in the list of genes obtained along with its respective nearest

k—neighbours is assigned cluster ids and form clusters.
e. If there are common nearest neighbours between two such genes, i.e. some

gene is assigned to more than one cluster, then the respective clusters are
merged.

4 Performance Evaluation

Our technique was implemented in MATLAB running on a 1.73 GHz(2CPUs) Intel
Pentium processor with 16 GB RAM. We have compared the results of our work in
terms of several internal and external validity measures with several other competing
techniques Table 1.

Homogeneity and Separation We have used CVAP [4] to test the performance
of TDAC in terms of homogeneity and separation measures. The clusters detected
by our technique in Datasets 1, 2 and 3 are shown in Figs. 1 and 2 respectively.
Average homogeneity [5] reflects the compactness of a cluster given by a clustering
algorithm. It can be seen from the Table 2 that the proposed TDAC shows a better
homogeneity than its other competing algorithms. Average separation [5] reflects
the overall distance among the clusters given by a clustering algorithm. As it can
be seen from the Table 2 that the proposed TDAC shows superior performance in
terms of separation than its other competing algorithms. Silhoutte Index [6] reflects
the compactness and separation of clusters. As can be seen from the Table 3 that
our work shows significant improvement in performance in comparison to its other
competing algorithms [7] like MOGA-SVM, MOGA (without SVM), FCM, SOM,
Average-linkage, k-means and DGC for most of the datasets.

Table 1 List of datasets used and their sources

Dataset Genes Samples Source

1. Yeast sporulation [9] 474 7 http://cmgm.stanford.edu/pbrown/sporulation/index.html
2. Human fibroblasts [10] 517 19 http://genomewww.stanford.edu/serum/data/
3. Arabidopsis thaliana 138 8 http://homes.esat.kuleuven.be/thijs/Work/Clustering.html
4. Subset of yeast cell

cycle [11]
384 17 http://yscdp.stanford.edu/yeast-cellcycle/fulldata.html

http://cmgm.stanford.edu/pbrown/sporulation/index.html
http://genomewww.stanford.edu/serum/data/
http://homes.esat.kuleuven.be/thijs/Work/Clustering.html
http://yscdp.stanford.edu/yeast-cellcycle/fulldata.html
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Fig. 1 An outlier gene with a cluster obtained from Dataset 3

Fig. 2 Some of the clusters obtained from Dataset 1 and 2

External Quality p-value: We have obtained p-value [8] using the software
FuncAssociate [8], which is a web-based tool that accepts as input a list of genes, and
returns a list of GO attributes that are over-(or under-) represented among the genes
in the input list. A low p-value indicates that the genes belonging to the enriched
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Table 2 Performance comparison in terms of Homogeneity and Separation

Dataset used Method applied Number of clusters Homogeneity Separation

Dataset 1 k-means 9 0.11047 0.40366
TDAC 9 0.96915 0.12266
SOM 9 0.11804 0.40898

Dataset 2 k-means 3 0.29568 0.46473
TDAC 3 0.77574 0.18869
SOM 3 0.29973 0.47346
CLICK 3 0.750 0.107
CAST 3 0.831 0.0166

Dataset 3 k-means 5 0.24113 0.39542
TDAC 5 0.2243 0.20996
SOM 5 0.24425 0.38723

Dataset 4 k-means 3 0.302 0.490
TDAC 3 0.482 0.171
SOM 3 0.300 0.512
CLICK 3 0.349 0.212
CAST 3 0.360 0.164

Table 3 Performance comparison in terms of Silhoutte Index

Dataset used Method applied Number of clusters Silhoutte index

Dataset 1 k-means 9 0.24752
SOM 9 0.27703
TDAC 4 0.29877

Dataset 2 SOM 6 0.3235
MOGA-SVM (RBF) 6 0.4154
MOGA (without SVM) 6 0.3947
FCM 8 0.2995
Average Linkage 4 0.3562
DGC 16 0.6880
TDAC 6 0.6909

Dataset 4 DGC 17 0.7307
SOM 6 0.3682
MOGA-SVM (RBF) 5 0.4426
MOGA (without SVM) 5 0.4392
FCM 6 0.3872
Average Linkage 4 0.4388
TDAC 6 0.7248

functional categories are biologically significant in the corresponding clusters. The
enriched functional categories for Dataset 1 and Dataset 3 are listed in Tables 4
and 5 respectively. The cluster C1 in Dataset 1 contains several enriched GO cate-
gories. Two examples of highly enriched categories in C1 are ‘anatomical structure
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Table 4 p-values of dataset 1

Cluster p value GO number GO category

C1 1.187e-22 GO:0048646 Anatomical structure formation involved
in morphogenesis

1.395e-21 GO:0010927 Cellular component assembly involved in
mor phogenesis

6.871e-19 GO:0030476 Developmental process
2.295e-18 GO:0032502 Ascospore wall assembly
2.295e-18 GO:0042244 Spore wall assembly
2.295e-18 GO:0071940 Fungal-type cell
3.373e-18 GO:0070726 Cell wall assembly
2.039e-17 GO:0048869 Cellular developmental process
2.464e-16 GO:0030435 Sporulation resulting in formation of a

cellular spore
2.464e-16 GO:0030154 Cell differentiation
2.464e-16 GO:0043934 Sporulation
1.338e-15 GO:0003006 Developmental process involved in

reproduction
1.534e-14 GO:0048610 Cellular process involved in reproduction
6.201e-13 GO:0022414 Reproductive process

C2 1.298e-21 GO:0002181 Cytoplasmic translation
9.073e-20 GO:0003735 Structural constituent of ribosome
5.303e-17 GO:0022625 Cytosolic large ribosomal subunit
7.408e-19 GO:0005840 Ribosome
1.641e-16 GO:0005198 Structural molecule activity
1.856e-16 GO:0006412 Translation
5.072e-13 GO:0030529 Ribonucleoprotein complex
6.726e-11 GO:0044267 Cellular protein metabolic process
1.321e-10 GO:0043228 Nonmembrane-bounded organelle
1.321e-10 GO:0043232 Intracellular nonmembrane-bounded

organelle
7.389e-10 GO:0005622 Intracellular

C3 4.230e-06 GO:0031145 Anaphase-promoting complex-dependent
proteasomal ubiquitin-dependent
protein catabolic process

formation involved in morphogenesis’ and ‘cellular component assembly involved in
morphogenesis’ with p-values 1.187e-22 and 1.395e-21, respectively. Similarly, for
Dataset 3, TDAC identifies several clusters with highly enriched GO categories of
very low p-values. Cluster C1 in this dataset includes GO categories like ‘response to
stimulus’ and ‘response to chemical stimulus’ with p-values 6.12e-08 and 1.19e-07,
respectively.
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Table 5 p-values of dataset 3

Cluster p value GO number GO category

C1 6.12e-08 GO:0050896 Response to stimulus
1.19e-07 GO:0042221 Response to chemical stimulus
2.04e-04 GO:0070887 Cellular response to chemical stimulus
2.37e-04 GO:0010033 Response to organic substance

C2 1.68e-05 GO:0003857 05 3-hydroxyacyl-CoA dehydrogenase activity
3.35e-05 GO:0004300 Enoyl-CoA hydratase activity
2.09e-04 GO:0006629 Lipid metabolic process
6.50e-04 GO:0006631 Fatty acid metabolic process

5 Conclusion and Future Work

A method for identification of biologically relevant co-expressed patterns based on
regulation information and attribute clustering is reported. The proposed TDAC is
established over four publicly available gene datasets in terms of both internal and
external validity measures. Work is going on to extend the present TDAC toward
handling of large number of gene expression datasets +ve, −ve and mixed-correlated
gene patterns.
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An Introduction to Back Propagation
Learning and its Application in Classification
of Genome Data Sequence

Medha J. Patel, Devarshi Mehta, Patrick Paterson
and Rakesh Rawal

Abstract The gene classification problem is still active area of research because
of the attributes of the genome data, high dimensionality and small sample size.
Furthermore, the underlying data distribution is also unknown, so nonparametric
methods must be used to solve such problems. Learning techniques are efficient
in solving complex biological problems due to characteristics such as robustness,
fault tolerances, adaptive learning and massively parallel analysis capabilities, and
for a biological system it may be employed as tool for data-driven discovery. In this
paper, some concepts related to cognition by examples are discussed. A classification
technique is proposed in which DNA sequence is analyzed on the basis of sequence
characteristics near breakpoint that occur in leukemia. The training dataset is built
for supervised classifier and on the basis of that back propagation learning classifier
is employed on hypothetical data. Our intension is to employ such techniques for
further analysis and research in this domain. The future scope and investigation is
also suggested.
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1 Introduction

To solve a problem on a computer, we need algorithm, but for some applications,
we do not have algorithms. We know the inputs, sometimes we know what the
output should be, but do not know how to transform input to the output. Human
brain is adaptable to get some insight, i.e., cognition by examples for this kind of
applications. But in modern scenario, the pressing need of rapid transformation from
data to information and from information to knowledge and above all repeating this
task a large number of times are ideally suited for machine—not humans. And so
we want some combination of machine and learning. Learning is somewhat very
subjective—can we make our machine to learn? The easier approach is to mechanize
the process of learning. We can develop some learning algorithm which can make
computers (machine) to extract automatically the hypothesis/rules from examples,
than it is called machine learning [1]. Machine learning is programming computers
to optimize performance criterion using example data or past experience. Machine
learning uses the theory of statistics in building mathematical models, because the
core task is making inference from samples. Artificial neural network (ANN) mimics
the learning or adaptability of the biological system and thus provides a kind of
machinery of learning.

2 Artificial Neural Network

ANN is an information processing system that has been developed as a generaliza-
tion of the mathematical model of human cognition (ability to know). It consists of
simple computational units called neurons that are highly interconnected and each
connection has a strength that is expressed by a positive or negative number called
weight. The connection of neurons are normally arranged in layers and executed
in parallel. The connections are categorized as network topology. The size of the
weight controls the influence that one neuron has on other, with a positive weight
excite an element and negative weight inhibit. Overall the activation of an element
is determined by a combination (summation) of excitatory and inhibitory influence
it receives from its neighbors. The weights of the net are adaptable which store the
experimental knowledge from task example through a process of learning. The infor-
mation is stored in the connections and distributed throughout, so the network can
function as a memory of brain. The memory is content addressable, in the sense that
the information may be recalled by providing partial or even erroneous input pattern.
The information is stored in association of other stored data, hence it is adaptable.

The network architecture determines how and which type of neurons can be con-
nected and in which topology. The way nodes are connected determines how compu-
tations proceed. On the basis of the connection patterns (architecture) the ANNs can
be grouped as (i) feed forward, in which there are no loops. Examples single layer
perceptron, multi-layer perceptron (MLP), radial basis function (RBF) (ii) recurrent
(feedback) in which loop occurs because of feedback connections. Examples are
Hopfield network and adaptive resonance theory (ART) models [1].



An Introduction to Back Propagation Learning and its Application 611

Learning Process The issue of learning is central to the study and design of
artificial neural network. Learning encodes pattern information into interneuronal
connection strengths, i.e., free parameters or weights of network. The algorithms
are developed according to well-defined learning rules which simulate the learning
methodology of brain’s mathematical models. The basic learning rules can be broadly
categorized as error correction learning, memory based learning, Hebb postulate
learning, competitive learning, and Boltzmann machine learning [2]. The learning
paradigm can be supervised, unsupervised, and reinforcement according to the way
by which the network is trained. If desired output is already available with sample
data than the main work is to find the patterns in that data.

Error correcting rules The error correcting rules are fundamental building blocks
of supervised learning. The general philosophy underlying most supervised learn-
ing is based on principle of minimal disturbance. ‘Adapt to reduce the output error
for the current training pattern, with minimum disturbances to the patterns already
learnt.’ The weights of the network can be altered by either presenting the linear error
to reduce the error or gradient information to reduce the mean square error (MSE),
usually averaged over all training patterns. Let us consider a single neuron (k) of
output layer which produce the output yk for a particular sample n (or discrete time
step for real time system). Now this output is compared with desired output dk and
consequently an error signal ek is produced. Thus ek = dk − yk error actuate a control
mechanism, the purpose of which is to apply a sequence of corrective adjustment to
the synaptic weights of neuron k. The corrective adjustments are designed to make
the output signal yk come closer to the desired response in a step by step manner.
The objective here is to minimize the cost function defined in terms of error signal.
This kind of learning process is used in delta rule, generalized delta rule (π-LMS or
widrow-hoff rule). According to delta rule the adjustment λwk j applied to weight
wk j is defined as

λwk j (n) = τ · ek (n) x j (n) (1)

Here τ is a positive constant that determines rate of learning. The rule can be
stated as:

The adjustment made to a synaptic weight of a neuron is proportional to the
product of the error signal and the input signal [2].

Back propagation is similar to LMS algorithm and is based on gradient descent:
weights are modified in the direction that corresponds to the negative gradient of
error measure. For successful application of this method differentiable node acti-
vation function is required. The major advance of back propagation over LMS and
perceptron learning is in expressing how an error at a higher (outer) layer of a mul-
tilayer network can be propagated backwards to node at lower (inner) layers of the
network. Back propagation learning has emerged as standard algorithm for the train-
ing of multi layer perceptron against which other networks are benchmarked. This
algorithm has had a major impact on field of neural network and has been applied to
a large number of problems in many disciplines. These ANNs have been applied to
virtually all pattern recognition problems and are typically the first network tried on
a new problem. The reason for this is the simplicity of the algorithm, and vast body
of research that has studied these networks.
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2.1 Why Machine Learning for Genome Data

Biological data is high dimensional, complex, not fully annotated, noisy, and volu-
minous. There are number of reasons why machine learning approaches are widely
used in practice, especially in bioinformatics.

1. Systems often produce results different from desired ones, due to unknown prop-
erties of the inputs during designing the computational system. However, with
the capacity to improve/learn dynamically, the machine learning can cope with
such types of problems, often occurs in biological world.

2. Missing and noisy data is one of the characteristics of biological data. Though
conventional techniques is unable to handle this, machine learning can do well.

3. In molecular biology research, new data and concepts are generated very often
and replaces old one. Machine learning can easily adapt this change.

4. For biological data it is possible that some hidden relationship or correlation exist
in the data. Machine learning techniques are able to extract such relationship
voluminous data and supports for data driven knowledge discovery.

5. There are some biological problems in which experts can specify input/output
pairs, but not the relationships between inputs and outputs. This can be addressed
by machine learning to predict outputs for new inputs introduced to program, by
generalization capabilities.

There are many practical issues to deal with when performing machine learning.
This is especially true when it is applied to computational biology because the data
sets are complex, high dimensional and not annotated, so inferring meaningful results
require high accuracy and deep insight. Some points are narrated here. (1) Using
more parameters may lead to more over fitting. For biological purpose we have high
dimensional input data with comparatively less samples. So it is very difficult to learn
all the parameters by given training sets. If features are more in data than it may be
more likely that the classifier finds something that separates data just by chance. It
also make difficult to draw conclusions from the parameters of a learned model. (2) If
we have not enough input samples we cannot separate training sets and test sets, so
cross validation technique is used.

3 A Classification Problem

Philadelphia chromosome or Philadelphia translocation is a specific chromoso-
mal abnormality that is associated with chronic myelogenous leukemia (CML). It
is the result of a reciprocal translocation between chromosome 9 and 22, and is
specifically designated t (9; 22) (q34; q11) [3]. Chromosome translocations are very
important in the initiation and/or progression of cancer; and consequently high num-
bers of translocation events have been reported in human genome. If high throughput
data available than analyzing sequence features in the vicinity of translocation break-



An Introduction to Back Propagation Learning and its Application 613

points, may have major clinical role as: (1) Diagnostic markers (2) Response markers
(3) Therapeutic markers.

Reasons for selecting this problem are (i) In 2007, cancers caused about 13 %
of all human death worldwide (7.9 million) rates are rising as more people live to
an old age. And (ii) In 2000 approximately 256,000 children and adults around
world developed some form of leukemia and 209,000 died from it. About 90 % of
all leukemia is diagnosed in adults [3].

3.1 Materials and Methods

To address this issue the DNA sequence of BCR and ABL chromosomes with precise
location of the break point which is involved in reciprocal translocation of leukemia
were taken from various databases and further analysis were done. Data retrieval is
done from publicly available database. Following databases:

1. Mitelman Database of chromosome aberration and gene fusion in cancer-
(http://cgap.nci.nih.gov/chromosomes/Mitelman)

2. NCBI

The bioinformatics analyses are done by following method.

1. The 50 nucleotide base pair upstream and 50 downstream from breakpoint loca-
tion of BCR and ABL is taken.

http://cgap.nci.nih.gov/chromosomes/Mitelman
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2. The occurrence of base pair in a sliding window of window size 3 is calculated
and the factor of occurrence to window size is taken as frequency of the position.
The graph of it with respect to position is as shown in figure.

3. The mean of frequency is taken as characteristics data for further analysis [4].
The above exercise is done for four nucleotide base pairs “A”, “C”, “G”, and “T”
for 10 positive data samples and 5 negative data sample of housekeeping genes.
The 15×4 data matrix with 15 sample and four attributes are prepared.

4. For positive data the desired output is ranked as 0.95 instead of 1 and for negative
data 0.05 instead of 0, because the activation functions is sigmoid. For sigmoid
node function the output value will be 0 only if net input is −∞ and 1 only if net
input is +∞ [5]. Since input signal is finite, we need weights of infinitely large
magnitude. To avoid this desired out [2] put is taken as 0.95 and 0.05.

5. Data is introduced to the network for several epochs until the error is within
desired tolerance.

6. The back propagation algorithm is implemented in MATLAB. A 4–3–1 network
with hidden layer of three nodes is designed. Only three layers with one hidden
layer are considered as per universal approximation theorem. Input layer neurons
are linear while hidden and output layer neuron is sigmoid [6]. The weights are
initialized randomly and values between −1 to 1. The frequency of the weight
update is either “per pattern”. The value of “learning rate τ” is primarily taken
as 1. The performance index used is MSE and the goal is to minimize it. The fast
convergence of BP algorithm can be obtained by introducing momentum.

7. For testing purpose the weight matrix generated by training program for input
to hidden nodes and hidden to output nodes are used to check the validity of the
program. A new input vector is introduced in the output is checked.

8. The outputs of the data taken from training set give the correct answer. The output
of unseen data not given in training set gives 95 % correct results.
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3.2 Future Scope and Conclusion

With more sample data available, the result efficiency can be improved. Training
model with cross validation technique for both positive and negative examples can
be used for better efficiency. The design of architecture is optimized by network
pruning. Optimizing the number of hidden nodes is still under process. The genome
sequence can be characterized in two ways, mathematically and with biological
perception. The sequence can be rich in content of its nucleotides A, C, T or G,
it may have more GC content, fractal dimension of ACTG can be calculated. All
this characteristics if related with biological characteristics like DNA bend ability,
torsion of sequence and other parameters which can cause fragility is analyzed than
gene annotation and classification or prognosis phase diagnosis of cancer can also be
obtained. The learning rate can also be made adaptive by comparing the errors in two
consecutive presentations of input samples. The motivation behind this work is to
develop some supervised learners–artificial neural network, support vector machine,
and thereby build an ensemble classifier. The gene annotation and diagnosis of cancer
at prognosis phase is really a helpful outcome for medical field.
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Sobel-Fuzzy Technique to Enhance the Detection
of Edges in Grayscale Images Using
Auto-Thresholding

Jesal Vasavada and Shamik Tiwari

Abstract Images have always been very important in human life because humans
are very much adapted in understanding images. Feature points or pixels play very
important role in image analysis. These feature points include edge pixels. Edges
on the image are strong intensity variations which show the difference between an
object and the background. Edge detection is one of the most important operations
in image analysis as it helps to reduce the amount of data by filtering out the less
relevant information and if edge can be identified, basic properties of object such as
area, perimeter, shape, etc can be measured. In this paper, a Sobel-Fuzzy technique
using auto-thresholding is proposed by fuzzifying the results of first derivatives of
Sobel in x, y and xy directions. The technique automatically finds the six threshold
values using local thresholding. Comparative study has been done on the basis of
visual perception and edgel counts. The experimental results show the proposed
Sobel-Fuzzy approach is more efficient in comparison to Roberts, Prewitt, Sobel,
and LoG and produces better results.

Keywords Edge detection · Sobel edge detection · Image processing · Fuzzy logic

1 Introduction

Edge is defined by discontinuity in the gray levels of pixels. Edge detection is one of
the most frequently used techniques in digital image processing [1]. Edge detection is

J. Vasavada (B) · S. Tiwari
Department of Computer Science and Engineering, Faculty of Engineering and Technology,
Mody Institute of Technology and Science (Deemed University), Lakshmangarh,
Sikar, Rajasthan 332311, India
e-mail: jesal.vasavada@gmail.com

S. Tiwari
e-mail: tiwari@rediffmail.com

B. V. Babu et al. (eds.), Proceedings of the Second International Conference on Soft Computing 617
for Problem Solving (SocProS 2012), December 28–30, 2012, Advances in Intelligent Systems
and Computing 236, DOI: 10.1007/978-81-322-1602-5_66, © Springer India 2014



618 J. Vasavada and S. Tiwari

a preprocessing step to extract some low-level boundary features of an image, which
are then used for higher level processing such as object finding and recognition. The
Edge detection contains three steps namely Filtering, Enhancement, and Detection.
The objective of Filtering is to remove noise from an image so that noise free image
is obtained. Edge detection becomes difficult task in noisy images because both
edges and noise contain high frequency content. Edge detection in noisy images
sometimes give rise to the problems like missing true edges, false edge detection,
false edge localization, etc. To filter the noise from an image, the nature and type of
noise must be known in prior that helps to choose the correct filtering method [2].
Quality of digital image can be improved by Enhancement techniques. Edge detection
identifies the edges by using thresholding. Thresholding can be categorized into
global thresholding and local thresholding. Global thresholding is more appropriate
in images with uniform contrast distribution of background and foreground like
document images. Local thresholding is used when the background illumination is
highly nonuniform. The main idea behind edge detection in an image is to find the
places where the intensity of pixel changes rapidly, using one of the two general
criterias. One of which is finding the places where the first derivative of the intensity
is greater in magnitude than a specified threshold. Second is finding the places where
the second derivative of the intensity has a zero crossing [3]. Edge detection using
fuzzy logic has the advantage that fuzzy set theory and Fuzzy logic offer powerful
tools to represent and process human knowledge in the form of fuzzy-if-then rules

Section 2 explains in brief fuzzy image processing. Section 3 explains fuzzy logic-
based proposed method. Section 4 gives comparison between Roberts, Prewitt, Sobel,
LoG, and proposed method. Finally the Sect. 5 is concluding the paper.

2 Fuzzy Image Processing

Fuzzy logic, one of the decision-making techniques of AI has many application areas.
Fuzzy means “unclear”. Image data contains a lot of vagueness. Fuzzy logic helps
to represent the uncertainties that exist in the image data. Fuzzy image processing is
a collection of all approaches that understand, represent, and process images, their
segments and features as fuzzy sets. Fuzzy image processing has three main steps:

• Image fuzzification
• Modification of membership values
• Image defuzzification as shown in Fig. 1

Fuzzy image processing is important to represent uncertainty in data. Fuzzy set
theory and Fuzzy logic offer powerful tools to represent and process human knowl-
edge in the form of fuzzy-if-then rules. Fuzzy logic is tolerant of imprecise data and
can deal with uncertain data which helps to create a model for edge detection in
image as presented in [4]. Several approaches on fuzzy logic-based edge detection
have been proposed on fuzzy-if-then rules [5–8].
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Fig. 1 General structure of fuzzy image processing

Fig. 2 Block diagram of fuzzy inference system

A fuzzy inference system (FIS) is a system that uses fuzzy set theory to map inputs
(features in the case of fuzzy classification) to outputs (classes in the case of fuzzy
classification). The block diagram is shown in Fig. 2.

The function of Fuzzifier is to convert the crisp input to a linguistic variable
using the membership functions stored in the fuzzy knowledge base. The function
of Inference Engine using If-Then type fuzzy rules is to convert the fuzzy input to
the fuzzy output. Functioning of Inference Engine is shown in Fig. 3.

Defuzzifier converts the fuzzy output of the inference engine to crisp using mem-
bership functions analogous to the ones used by the fuzzifier. In an FIS, defuzzifi-
cation is applied after aggregation. Five commonly used defuzzifying methods are
Centroid of Area (COA), Bisector of Area (BOA), Mean of Maxima (MOM), Small-
est of Maximum (SOM), and Largest of Maximum (LOM). Popular defuzzification
methods include the Centroid of Area defuzzifier [9], and the Mean-of-Maxima
defuzzifier [9]. The Centroid of Area defuzzifier is the best-known method, which
is used to find the centroid of the area surrounded by the MF and the horizontal
axis. There are three Fuzzy Models namely Mamdani Fuzzy models, Sugeno Fuzzy
Models, and Tsukamoto Fuzzy models. All the models have same style for antecedents
but different style for consequence. In the paper, Mamdani Fuzzy Model and COA
defuzzifying method are used.
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Fig. 3 Functioning of fuzzy inference engine

3 The Proposed Methodology

The block diagram of the algorithm to identify edges in image is given in
Fig. 13. In the existing world, almost all the researchers use combined magnitude
of Sobel gradients in x and y directions as one input along with one or more inputs
like standard deviation, high pass filters, etc. These inputs are then fuzzified. In the
paper, first derivatives of Sobel i.e., Gx, Gy, and Gxy are calculated in three different
directions i.e., in x, y and xy directions. The three inputs are then fuzzified. The
proposed method contains four steps as follows:

3.1 Noise Identification and Filtering

The paper performs noise identification in the image under process and after knowing
what type of noise is present, filters the noise and then detects edges using proposed
method. At first the image to be processed goes through noise identification as given in
[2]. If the image contains no noise then the proposed fuzzy method for edge detection
is directly applied to image and if image contains it is filtered after knowing what
type of noise it is [2].

3.2 Fuzzification

Derivatives of Sobel Gx, Gy, and Gxy are calculated in three different directions
i.e., in x, y and xy directions respectively. The first and the second inputs are cal-
culated using the Sobel masks given in Fig. 4. The third input that is Gxy in 45
degree direction is calculated by the following equation given below where Y and
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Fig. 4 Sobel convolution masks

X are derivatives in the y and x direction. The equation allows the calculation of the
derivative in any direction given by alpha.

Gxy =
√
(Ysin (alpha))2 + (X cos (alpha))2

Three computed values are used as fuzzy system inputs. Appropriate membership
functions are defined for fuzzy system inputs. To apply these functions, first of all
the three inputs are mapped to the range of [0–100]. The classification of mapped
values is done into one of the following classes that is low, medium, or high. The
Gx classes are shown by GXL, GXM , and GXH symbols, Gy classes are shown by
GYL , GYM and GYH and The Gxy classes are shown by GXYL , GXYM , and GXYH

symbols. To separate different Gx, Gy and Gxy classes four different thresholds a1,
c1, a2, and c2 are used are used. Such that if values of GX, GY, or GXY lies in the
range of [0– c1], then, the corresponding pixel is classified to GXL or GYL or GXYL

for the range of [a1–c2], the pixel is classified to GXM or GYM or GXYM , and finally
for the range of [a2–100], pixel is classified to GXH or GYH or GXYH . The defined
classes and membership functions are shown in Fig. 5.

If GX value of a pixel is equal to P, GY is equal to Q and GXY value of the pixel
is R the fuzzy rules are defined as given in Table 1.

Fig. 5 The defined classes and membership functions
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Table 1 Defined Fuzzy Rules

P Q R Pedge

GXL GYL GXYL EL

GXL GYL GXYM EL

GXL GYL GXYH EL

GXL GYL GXYL EL

GXL GYL GXYM EM

GXL GYM GXYH EH

GXL GDH GXYL EL

GXL GYH GXYM EH

GXL GYH GXYH EH

SXL GYL GXYL EL

SXL GYL GXYM EM

SXL GYL GXYH EH

SXM GYM GXYL EM

SXM GYM GXYM EH

SXM GYM GXYH EH

SXM GDH GXYL EH

SXM GYH GXYM EH

SXM GYH GXYH EH

GXH GYL GXYL EL

GXH GYL GXYM EH

GXH GYL GXYH EH

GXH GYM GXYL EH

GXH GYM GXYM EH

GXH GYM GXYH EH

GXH GDH GXYL EH

GXH GYH GXYM EH

GXH GYH GXYH EH

On the basis of fuzzy rules described in Table 1, the output of this fuzzy system is
classified to one of the three classes EL , EM and EH . The classes EL , EM , and EH

corresponds to pixels with low, medium, and high probability value, respectively, to
belong to edge pixels set. Output membership functions are shown in Fig.6.

3.3 Defuzzification

Defuzzification is done by Centroid of Area method. This method was developed by
Sugeno in 1985. This is the most common and accurate technique. This technique
can be expressed as:

x∗ = ∫ µi (x) x dx

∫ µi (x) dx

where x* is defuzzified output, µi (x) is aggregated membership function and x is the
output variable.
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Fig. 6 Output membership functions

Fig. 7 Image divided into six parts

3.4 Auto-Thresholding

The concept of local thresholding is applied in the paper. The problem with global
thresholding is that changes in illumination across the scene may cause some parts to
be brighter (in the light) and some parts darker (in shadow) in ways that have nothing
to do with the objects in the image. We can deal, at least in part, with such uneven
illumination by determining thresholds locally. That is, instead of having a single
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Fig. 8 Edgel counts of the image without noise using different operators

Fig. 9 Edgel counts after filtering speckle noise for different operators

global threshold, we allow the threshold itself to smoothly vary across the image. In
the paper, image is divided into six parts as shown in Fig. 7 and then thresholding is
applied to each part by taking mean of each part. In the first part if the pixel value
is greater than T1 (threshold of 1st part) then it is considered as edge pixel else not.
Similarly for the other parts T2, T3, T4, T5, T6 are calculated and edge pixels are
found for each part, in the end all the parts are merged to form one complete image.

4 Performance Evaluation

This section compares the proposed method discussed above with the Roberts,
Prewitt, Sobel, and LoG on the basis of their edge pixel count. The Fig. 8 com-
pares the edgel count of Roberts, Prewitt, Sobel and LoG with proposed Sobel-fuzzy
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Fig. 10 Edgel counts after filtering Gaussian noise for different operators

Fig. 11 Edgel counts after filtering salt and pepper for different operators

method for the image without noise. To know how the proposed method performs at
different levels of noise, experiments are done with three types of noise, Gaussian
noise, Speckle noise, and Salt and Pepper noise at noise levels from 30 to 60 db.
Noise identification and filtering are done using the method given in [2]. For Salt and
Pepper noise median filter is used, for Gaussian noise weiner filter is used, and for
Speckle noise lee filter is used. Then all the techniques considered for comparison
are applied to filtered image and edge pixels are counted. The results are shown in
Figs. 9, 10 and 11. The evidence for the best detector type is judged by studying the
edge maps relative to each other through statistical evaluation. For each edge map
the number of edge pixels is count and compared. The proposed Sobel-fuzzy based
method reports the higher detected edge pixels as shown in Figs. 8, 9, 10, and 11.
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Fig. 12 a Main image, b Roberts results, c Prewitt results, d Sobel results, e LoG results, and
f Sobel-Fuzzy results

Fig. 13 Block diagram of proposed method

Figure 12 shows the visual comparison of edge detection techniques. Although
Sobel provides both differencing and smoothing but it detects only some part of edges.
The Roberts operator fails to detect thin/fine edges. LoG is better than gradient-based
operators because smoothing is performed before the application of the Laplacian
in order to remove sensitivity to noise but still it is sensitive to noise and sometimes
produces double edges. We find that Sobel and Prewitt give almost the same results.
These operators are highly sensitive to noise. Sobel-Fuzzy based method produces
best edge map which is proved in pixel count analysis of all operators with each other
in Figs. 8, 9, 10, and 11.
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5 Conclusion

In this paper, first different edge detection operators to the Lena image with
different levels of noise and without noise are applied, afterward results are compared
quantitatively and qualitatively. Performance is measured in presence of three types
of noise, Salt and Pepper noise, Gaussian noise, and Speckle noise from 30 to 60
database are introduced and then image is filtered using appropriate filters namely
median, weiner, and lee filters after noise classification. The classical edge detec-
tors chosen for the comparison are Roberts, Sobel, and Prewitt and LoG. Analysis
is done by comparing the edgel count of all the edge detectors with the proposed
Sobel-Fuzzy based method. So the paper concludes that given Sobel-Fuzzy based
method performs well in detecting the edges, when compared to other edge detectors.
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Hesitant k-Nearest Neighbor (HK-nn) Classifier
for Document Classification and Numerical
Result Analysis

Neeraj Sahu, R. S. Thakur and G. S. Thakur

Abstract This paper presents new approach Hesitant k-nearest neighbor
(HK-nn)-based document classification and numerical results analysis. The proposed
classification HK-nn approach is based on hesitant distance. In this paper, we have
used hesitant distance calculations for document classification results. The following
steps are used for classification: data collection, data pre-processing, data selection,
presentation, analysis, classification process and results. The experimental results are
evaluated using MATLAB 7.14. The Experimental results show proposed approach
that is efficient and accurate compared to other classification approach.

Keywords Hesitant k-nearest neighbor · Hesitant distance · Classification · Data
mining

1 Introduction

Document classification is the recent issue in text mining. Document classification ar-
eas are science, technology, social science, biology, economics, medicine, and stock
market, etc. In past recent years, lot of research work has been done decodes some best
contributions on Document classification are as follows: An Algorithm for a Selec-
tive Nearest Neighbor Decision Rule [1], Gradient-Based Learning Applied to Docu-
ment Recognition [2], Condensed Nearest Neighbor Rule [3], Fast Nearest-Neighbor
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Search in Dissimilarity Spaces [4], Branch and Bound Algorithm for Computing
k-Nearest Neighbors [5], Finding Prototypes for Nearest Neighbor Decision Rule
[6], An Algorithm for Finding Nearest Neighbors in Constant Average Time [7],
Strategies for Efficient Incremental Nearest Neighbor Search [8], Accelerated Tem-
plate Matching Using Template Trees Grown by Condensation [9], An Algorithm for
Finding Nearest Neighbors [10], A Simple Algorithm for Nearest-Neighbor Search
in High Dimension [11], A Fast k Nearest Neighbor Finding Algorithm Based on the
Ordered Partition [12], Multidimensional Binary Search Trees Used for Associative
Searching [13], Discriminant Adaptive Nearest-Neighbor Classification [14], Com-
paring Images Using Hausdorff Distance [15], Empirical Evaluation of Dissimilar-
ity Measures for Color and Textures [16], A Multiple Feature/Resolution Approach
to Hand printed Character/Digit Recognition [17], Representation and Reconstruc-
tion of Handwritten Digits Using Deformable Templates [18], Sparse Representa-
tions for Image Decompositions with Occlusions [19], A Note on Binary Template
Matching [20], Classification with Non-metric Distances: Image Retrieval and Class
Representation [21], Properties of Binary Vector Dissimilarity Measures [22], Near-
est Neighbor Pattern Classification [23], Hesitant Distance Similarity Measures for
Document Clustering [24], Classification of Document Clustering Approaches [25],
Architecture-Based Users and Administrator Login Data Processing [26]. The above
mentioned work suffers from lack of efficiency and accuracy. The low accuracy is
still issue and challenge in the Classification. This motivates us to construct the new
method for Classification. New Document Classification method we called Hesi-
tant k-nearest neighbor (HK-nn). Hence we proposed new document classification
approach HK-nn. The remaining paper is organized as follows: Sect. 1 describes in-
troduction and review of literatures. Section 2 describes HK-nn and k-nn. In Sect. 3,
methodology of document classification steps are described. In Sect. 4, experimental
results are described. In Sect. 5, results Evaluation and measurement are described.
Finally, we concluded and proposed some future directions in Conclusion Section
(Fig. 1).

2 Calculations for Hesitant k-nn and General k-nn Classifier

In this calculation, we find k-nearest neighbor based on Hesitant distance (Hd) and
General distance (Gd). Hesitant distance and General distance of each Pi to Pj

(Tables 1, 2). Represent all distance calculated by Hd, Gd. Hesitant distance and Gen-
eral distance Cluster Point shown in Tables 3 and 4 with ascending order. This calcula-
tion shows hesitant distance-based accuracy percentages and General distance-based
accuracy percentages Cluster Point show in Tables 5 and 6 (Fig. 2).

For computational model, we give tabulation form from Tables 1, 2, 3, 4, 5,
and 6.
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3 Methodology

In the classification of different document the steps are used. The steps are as follows:

(A) Data collection. In this phase, collect relevant documents like e-mail, news,
web pages, etc., from various heterogeneous sources. These text documents are
stored in a variety of formats depending on the nature of the data. The datasets
are downloaded from UCI KDD Archive. This is an online repository of large
datasets and has wide variety of data types.

(B) Classification method. Initial step is to complete review of literature in the
field of data mining. Next step is a detailed survey of data mining and exist-
ing Algorithms for Classification. In this area some works are done by various
researchers. After studying their work, it would be attempted to find the Clas-
sification algorithm.

(C) Classification process. Algorithms develop for Classification Process. Classifi-
cation Process means transform documents into a suitable determined in classes
for the Classification task. In Classification Process, we performed Different
tasks. Optimized classification will also be studied. The real data may be great
source for the Classification.

(D) Classification results. In this Experiment we calculate k-nearest neighbor
based on Hesitant distance and General distance. Hesitant distance and Gen-
eral distance from Cluster Points Pi to Pj calculated and gives ascending order
of the hesitant distance and General distance for tabulation. Hesitant Distance

Table 1 Hesitant distance
from cluster point

Clusters points Hesitant distance from cluster point P1(7, 4)

P1(7, 4) 0.00
P2(9, 6) 0.16
P3(11, 4) 0.31
P4(2, 3) 0.21
P5(4, 5) 0.14
P6(5, 6) 0.07
P7(7, 9) 0.11
P8(9, 8) 0.05

Table 2 General distance
from cluster point

Clusters points General distance from cluster point P1(7, 4)

P1(7, 4) 0.00
P2(9, 6) 2.82
P3(11, 4) 4.00
P4(2, 3) 5.09
P5(4, 5) 3.16
P6(5, 6) 2.82
P7(7, 9) 5.00
P8(9, 8) 4.47
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Fig. 1 Hesitant distance from
cluster point
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accuracy percentages and General distance accuracy percentages from Cluster
Point show in tabulation. This Experiment show hesitant distance-based accu-
racy percentages is efficient and accurate compared with General distance-based
accuracy percentages (Fig. 3).

Algorithm 1: This Algorithm obtains Hesitant distance of a cluster from each cluster.

Step 1: Input eight clusters points.
Step 2: Initialize x1, y1 for cluster point and x2, y2 for each clusters points.
Step 3: Produce and compare hesitant distance one by one.
Step 4: Find minimum Hesitant distance Hd from clusters points say first.
Step 5: Arrange all hesitant distance in ascending order.

Algorithm 2: This Algorithm obtains General distance of a cluster from each cluster.

Step 1: Input eight clusters points.
Step 2: Initialize x1, y1 for cluster point and x2, y2 for each clusters points.
Step 3: Produce and compare General distance one by one.
Step 4: Find minimum General distance Gd from clusters points say first.
Step 5: Arrange all General distance in ascending order.

4 Experimental Results

In this Experiment we calculate k-nearest neighbor based on Hesitant distance and
General distance. Hesitant distance and General distance from Cluster Points P1 to
P8 calculated and gives ascending order of the hesitant distance and General distance
for tabulation describe in Tables 3 and 4. Hesitant Distance accuracy percentages and
General distance accuracy percentages from Cluster Point are shown in Tables 5 and
6. This Experiment which shows hesitant distance-based accuracy percentages is
efficient and accurate compared with General distance-based accuracy percentages
(Fig. 4).

Figures 5 and 6 describe document classification results and accuracy % of clas-
sification process.
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Fig. 2 General distance from
cluster point
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Fig. 3 Hesitant distance from
cluster point in ascending
order
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Fig. 4 General distance from
cluster point in ascending
order
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Table 3 Hesitant distance
from Cluster Point in
ascending order

Clusters points Hesitant distance from cluster point P1(7, 4)

P1(7, 4) 0.00
P8(9, 8) 0.05
P6(5, 6) 0.07
P7(7, 9) 0.11
P5(4, 5) 0.14
P2(9, 6) 0.16
P4(2, 3) 0.21
P3(11, 4) 0.31

Table 4 General distance
from cluster point in
ascending order

Clusters points General distance from cluster point P1(7, 4)

P1(7, 4) 0.00
P2(9, 6) 2.82
P6(5, 6) 2.82
P5(4, 5) 3.16
P3(11, 4) 4.00
P8(9, 8) 4.47
P7(7, 9) 5.00
P4(2, 3) 5.09
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Table 5 Hesitant distance
accuracy percentages from
cluster point

Clusters points Accuracy percentages from cluster point %

P1(7, 4) 12.48
P2(9, 6) 25.63
P3(11, 4) 37.59
P4(2, 3) 50.37
P5(4, 5) 62.22
P6(5, 6) 75.29
P7(7, 9) 87.67
P8(9, 8) 97.99

Table 6 General distance
accuracy percentages from
cluster point

Clusters points Accuracy percentages from cluster point %

P1(7, 4) 10.34
P2(9, 6) 22.34
P3(11, 4) 32.45
P4(2, 3) 47.45
P5(4, 5) 55.45
P6(5, 6) 64.34
P7(7, 9) 79.45
P8(9, 8) 86.45

Fig. 5 Accuracy % from
cluster point for Hesitant
distance
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Fig. 6 Accuracy % from
cluster point for general
distance
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Lower Bound on Naïve Bayes Classifier
Accuracy in Case of Noisy Data

Karan Rawat, Abhishek Kumar and Anshuman Kumar Gautam

Abstract Classification is usually the final and one of the most important steps in
most of the tasks involving machine learning, computer vision, etc., for e.g., face
detection, optical character recognition, etc. This paper gives a novel technique for
estimating the performance of Naïve Bayes Classifier in noisy data. It also talks about
removing those attributes that cause the classifier to be biased toward a particular
class.

Keywords Optimal statistical classification · Confusion matrix · ROC ·
Discrminant functions · Bayes theorem

1 Introduction

Naïve Bayes [1] classification is a generative machine learning algorithm that
exploits the possible independence between attributes of data points. It is a special
case of more general “Optimal Statistical Classifier” [2]. Although other techniques
such as Logistic Regression, Neural Networks, Gaussian Discriminant Analysis,
its special case, Linear Discrminant Analysis [3] are available, but the simplicity
in design and implementation makes NB classification a popular choice for classifi-
cation, provided its underlying assumption holds true to some extent. It has proved
to be useful in large number of classification problems involving multivariate feature
vectors.
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2 Related Work

Accuracy of statistical classifiers can be measured using Confusion Matrix [4], ROC
[5] curve, etc. However, these measures (a) estimate how well the assumed model fits
the underlying data and (b) this too requires testing the classifier on another data set
called “Test Data”. But, this paper does something different. It assumes that the data
model chosen is correct. It checks the accuracy of the classifier against noisy inputs,
i.e., to what extent noise in the input data vector is tolerable. The above-mentioned
measures, however, test the accuracy of the data against a given test data and does
not give any information about the noise handling capacity of the classifier.

3 Bayes Theorem

The concept of Inverse probability was first given by Thomas Bayes but published
by Laplace who reached the same result independently and published it in a paper
titled “Théorie analytique des probabilities” in 1812. It calculates the probability
of the event that occurred on performing an experiment given the result (outcome)
of the experiment. This is mathematically given as:

P(A|B) = P(B|A)P(A)/P(B).

In case the experiment is composed of n events, P(B) is given as:

P(B) =
∑

i

(P(B|Ai )P(Ai )).

4 Discriminant Functions

These are the functions used that that determine the class of a data point using one
discriminant function [4] corresponding to each class.

The predicted class of a data vector x is i if

di (x) > d j (x) for all j ≥= i.

Decision Boundary between classes i and j is given by

di j (x) = di (x) − d j (x) = 0.
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5 Optimal Statistical Classification

If a data vector x is predicted to belong to class j when it actually belongs to class I,
the loss incurred is, say, Li j . Now, i could have been any possible class, therefore,
the prediction that x belongs to j incurs an expected loss:

r j (x) =
∑

i

P(i |x)Li j .

This is known as Conditional Average Risk.
Using Bayes Theorem, we have

r j (x) = (1/P(x))
∑

i

Li j P(x|i)P(i).

Since, P(x) is same for all i , we can define a new conditional average risk variable,

si (x) =
∑

i

P(x|i)Li j P(i).

Optimal Statistical Classification calculates s1(x), s2(x), . . . , sw(x) and predicts the
class with minimum CAR. Bayes Classifier minimizes the total CAR over all pre-
dictions by assigning a data vector x to class i if

si (x) < s j (x)
∑

p

P(x|p)L pi P(q) <
∑

q

P(x|q)Lq j P(q) for all j ≥= i.

Now, for a correct prediction, loss incurred should be 0 and a loss of unity is incurred
in case of incorrect prediction.

Li j = 1 − δ(i, j)

where δ is the Kronecker delta function.

∑

p

P(x|p)P(q)(1 − δ(p, i)) <
∑

q

P(x|q)P(q)(1 − δ(q, j)).

P(x) − P(x|i)P(i) < P(x) − P(x| j)P(x)

P(x| j)P( j) < P(x|i)P(i) for all j ≥= i.

Hence, for Bayesian classification,

di (x) = P(x|i)P(i)



642 K. Rawat et al.

6 Naïve Bayes Assumption

The classifier assumes that the attributes of data are independent of each other, and
hence, contribution of an attribute to the probability that a given data point belongs to
a given class does not depend on the values assumed by other attributes. Formulating
this mathematically:

P(x1, x2 . . . , xn|C) = P(x1|C)P(x2|C) . . . P(xn|C)

where C is a class label and xi is the random variable corresponding to i th attribute.

7 Algorithm

1. After the calculation of means and variances for all the classes and for each
attribute (to be used in NB classification), for each pair of classes, i , j and for
each attribute, k, x≤

i j,k is calculated using the following equation :

(ϕi )
1/n fi,k(x≤

i j,k) = (ϕ j )
1/n f j,k(x≤

i j,k)

where ϕp is the prior probability of occurrence of class p and f p,q(z) is the
probability density function for class p and attribute q with random variable Z .
Often, when f is not known, Z is assumed to follow Gaussian distribution and
hence,

f p,q(z) = (1/σp,q
↓

2π) exp(−(z − μp,q)2/2σ 2
p,q)

where μp,q and σp,q are mean and variance for class p and attribute q, respec-
tively.

2. Using x≤
i j,k , find the intervals for which fi,k(z) > f j,k(z). Find the c.d.f of fi,k(z)

over these intervals and obtain a value Di,k .
3. Calculate Di,k for all k.
4. The probability that a data vector belonging to class i comes from the intervals

determined in step 2 is ∏

k

Di,k .

8 Working

By determining the value of t for classifier boundary between each pair of classes,
we can calculate the confusion matrix and hence, find the accuracy. The principle
behind the correctness of this method is that for any two classes, i, j a data vector is
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Fig. 1

assigned to class i if
di (x) > d j (x).

And, this will happen for sure if

(ϕi )
1/n fi,k(xi j,k) > (ϕ j )

1/n f j,k(xi j,k), for all k.

By determining the set of values for which these will hold and estimate of the relative
frequency of data vectors that will fall within this set using c.d.f. of standard normal
distribution.

9 Graphical Approach

Taking a two-class problem in which data vectors are two- dimensional, two graphs
are shown corresponding to each attribute.

Prior probability of each class is taken to be 0.5. So, in Fig. 1 the red line shown is
the dividing line x = x≤. There exists one more point because of the quadratic nature
of Gaussian decision boundaries, however, Gaussian value at that point is quite low,
therefore, it is not of concern.

Figure 2 tells us that Gaussian for class 1 has higher value than that for class 2
and that too also includes large amount of neighborhood of mean of class 2. This
tells that using second attribute for classification will not be a good idea as classifier
would be biased toward class 1. Hence, we should reduce the dimensionality to 1
taking only first attribute.



644 K. Rawat et al.

Fig. 2

10 Conclusion

The accuracy of NB classifier can be estimated only from the parameters of discrimi-
nant functions, determined using training data. Hence, no further test data is required
and thus, prior to training, data set does not need to be cross-validated and a larger
data set can be used, resulting in higher accuracy. This method, however, assumes
that NB assumption holds true and determines how the accuracy of prediction is af-
fected when data points that are less likely to belong to a given class actually belong
to that class.
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A Neuro-Fuzzy Approach to Diagnose
and Classify Learning Disability

Kavita Jain, Pooja Manghirmalani Mishra and Sushil Kulkarni

Abstract The aim of this study is to compare two supervised artificial neural
network models for diagnosing a child with learning disability. Once diagnosed,
then a fuzzy expert system is applied to correctly classify the type of learning dis-
ability in a child. The endeavor is to support the special education community in their
quest to be with the mainstream. The initial part of the paper gives a comprehen-
sive study of the different mechanisms of diagnosing learning disability. Models are
designed by implementing two soft computing techniques called Single-Layer Per-
ceptron and Learning Vector Quantization. These models classify a child as learning
disabled or nonlearning disabled. Once diagnosed with learning disability, fuzzy-
based approach is used further to classify them into types of learning disability that
is Dyslexia, Dysgraphia, and Dyscalculia. The models are trained using the para-
meters of curriculum-based test. The paper proposes a methodology of not only
detecting learning disability but also the type of learning disability.

Keywords Learning disability · Single-layer perceptron · Learning vector
quantization · Fuzzy expert system
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1 Introduction

Learning disability [LD] denotes to a neurological condition which disturbs an indi-
vidual’s ability to think and remember. It is established in disorders of listening, think-
ing, reading, writing, spelling, or arithmetic [1]. These individuals are not attributed
to medical, emotional, or environmental causes despite having normal intellectual
abilities [2].

LD can be broadly classified into three types. They are difficulties in learning
with respect to read (Dyslexia), to write (Dysgraphia) or to do simple mathematical
calculations (Dyscalculia) [4] which are often termed as special learning disabilities.
Kirk [3] stated that, children with special learning disabilities exhibit a disorder in
one or more of the basic psychological processes involved in understanding or in
using spoken or written language. These may be manifested in disorders of listening,
thinking, talking, reading, writing, spelling, or arithmetic. They include conditions
which have been referred to as perceptual handicaps, brain injury, minimal brain
dysfunction, dyslexia, developmental aphasia, etc., and they do not include learning
problems which are due primarily to visual, hearing, or motor handicaps, to mental
retardation, emotional disturbance or to environmental deprivation.

For diagnosing LD, there does not exist a global method. Mostly detection is
done using Wechsler Intelligence Scale for Children (WISC) test [5], conducted in
the supervision of special educators and with the observation of parent and teachers.
In this context, computational approach to detect LD is quite significant. Once LD
is successfully diagnosed, there is no substantial work done to classify LD into its
three types.

This paper proposes a model for diagnosis and classification of LD. Section 2 of
this paper explores in detail different computational methods and models applied
in or diagnosing LD. Having elaborately explored different approaches, we have
found that there are still possible ways to improvise the entire diagnosing process.
Section 3 describes the system parameters and Sect. 4 introduces the proposed models
and compares their diagnosis results. Section 5 gives the system results based on
accuracy, sensitivity, specificity for the diagnosing phase. Section 6 discusses the
classification of LD which is done by applying a fuzzy-based approach and Sect. 7
gives the result for classification phase of the experiment. Finally Sect. 8 discusses
the conclusion and future works by the authors.

2 Taxonomy of Computational Diagnosis of Learning Disability

The different computational methods and models used in detecting learning disabil-
ity can be classified into four groups. The grouping is done based on the broader
theoretical foundation and computational characteristics of the models and methods
applied. The following subsections deal with such models and methods.
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2.1 Digital Signal Processing Methodologies

Reitano [6] analyses and compares spoken words with prerecorded and properly
pronounced phonemes. The mispronounced phonemes are indicated which led to the
diagnosis of LD. Fonseca et al. [7] conducted electroencephalograms (EEG) to detect
abnormalities related to electrical activity of the brain by studying different brain-
waves. He concluded that there is a significant difference in brainwaves of normal
and learning disabled children. Assecondi et al. [8] carried out Electroencephalo-
grams while awake and resting and the values for absolute and relative powers were
calculated. Children with severe reading/ writing disabilities had more delta activity
in frontal-temporal regions and those with less intense disabilities had more theta
activity and less relative alpha activity. A study of the relationship between quantita-
tive EEG variables and IQ provided greater knowledge about the biological aspects
related to LDs. Bonte et al. [9] compared the values of amplitude and latency of some
peaks in Reading Related Potential (RRP) of the dyslexia children with the refer-
ence template of normal children. The amplitude and latencies in RRPs are based on
Dynamic Time Warping Technique and this technique is used in the speech process-
ing to match 1-Dimentional signals [10]. This comparison indicated a valuable tool
in understanding of dyslexia [11].

2.2 Digital Image Processing (DIP) Methodologies

Mico-Tormos et al. [12] inferred that eye movements of even an infant could indicate
LD by analyzing the responses of the movement of eye through oculographic signals.
From computer analysis of records, high correlation between the neural activity and
eye response, as well as linear dependency of eye movement on stimulus velocity has
been documented by numerous studies [13, 14]. Pavlidis [15] observed that erratic
and strikingly large number of regressive eye movements pointed to dyslexia.

2.3 Soft Computing Methodologies

The various components of soft computing used to diagnose LD can be viewed as
follows:

2.3.1 Artificial Neural Network (ANN)

Jain et al. [16] proposed a simple perceptron based ANN model and it comprised
of a single input layer with eleven units which correspond to different sections of
a curriculum-based test and one output unit for diagnosing LD. Bullinaria [17] on
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the other hand applied a multilayer feed forward perceptron to diagnose dyslexia
where letter strings were mapped to phoneme strings in multisyllabic words. Wu
et al. [18] proved that a multilayer perceptron with back propagation gave better
results in diagnosing LD. He later attempted to diagnose LD using support vector
machines [19]. Manghirmalani et al. [20] proposed a soft computing technique called
Learning Vector Quantization. The model classifies a child as learning disabled or
nonlearning disabled. Once diagnosed with learning disability, rule-based approach
is used further to classify them into types of learning disability that is dyslexia,
dysgraphia, and dyscalculia.

2.3.2 Fuzzy Systems (FS)

Sanchez et al. [21] proposed a technique to deal with the vagueness of the data by
analyzing the set of different granularities based on more flexible representation of
polygons. Manghirmalani et al. [39] used fuzzy expert systems to classify the type of
LD out of the correctly identified LD cases. Fuzzy expert system uses rules which are
the most fundamental part for classification purpose and thus successfully classifying
the LD cases into one of the seven types of LD.

2.3.3 Genetic Algorithms with Fuzzy Systems

Georgopoulos et al. [22] put forth a strong mechanism to deal with the inputs whose
information is not adequate by combining Fuzzy Cognitive Maps (FCM) and genetic
algorithm (GA). This combination of FCM and GA led to better accuracy of diag-
nosing LD.

2.4 Hybridized Computational Techniques

Hybridized approaches in LD include attempts to apply video and signal processing
techniques along with soft computing techniques. Salhi et al. [23] used both wavelet
transforms and neural networks to diagnose LD from Pathological Voices. The results
using the multilayer neural network (MNN) classifier gives the best correct classi-
fication. A feature vector based on wavelet coefficients was used for classification
of normal and pathological speech data. The MNN with BP used as a classifier has
been proved to be more efficient and more precise than the time-frequency analysis
method. The MNN classifier represents a low cost, accurate, and automatic tool for
pathological voice classification using wavelet coefficients. Using the MNN with BP
the system gave the classification rate between 70–100 %. learner is as close as possi-
ble to learner is as close as possible toNovak et al. [24] have calculated a set of features
from signals of horizontal and vertical eye movement using self-organizing map and
genetic algorithm (GA). They concluded that the reading speed increased with the
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probability of the patient being healthy. Wu et al. [25] combined different feature
selection algorithms like brute-force, greedy, and GA along with ANN to improve
the identification rate of LD. Macaš et al. [26] developed a system for extracting the
features of eye movements from time and frequency domain. They concluded that
back propagation-based classification gave better results than that offered by Bayes’
and Kohonnen network.

3 Collection of Parameters

A curriculum-based test was designed with respect to the syllabus of primary-level
school going children. This test was conducted in schools for collecting non-LD and
testing datasets. Historic data for LD cases were collected from LD Clinics of Gov-
ernment hospitals where the tests were conducted in real-time medical environments.
The system was fed with 11 input units which correspond to 11 different sections of
the curriculum-based test [16]. Dataset consists of 240 cases, out of which 160 are
of normal children and 80 of LD children. The system was trained using 120 data
items and the remaining was used to test the network.

4 Diagnosis Model

Single layer Perceptron and LVQ are supervised neural network algorithms. Both
the soft computing models have been tested and trained using the same dataset and
hence their comparison is of relevance with respect to the problem of diagnosing LD
using artificial neural networks.

4.1 Single Layer Perceptron

The proposed system is called Perceptron based Learning Disability Detector
(PLEDDOR). PLEDDOR consists of one input layer and one output layer. The goal
of the Perceptron algorithm is to find a combination of expert predictions such that the
performance of the learner is as close as possible to the best combination of experts.
The Perceptron maps an input vector x = [x1, x2, x3, . . . , xn]T to a binary output
y. The value of x and y is taken to be 0 and 1. Thus, the model could be looked as a
simple two-class classifier [27]. In this manuscript, it is classifying the data set into
‘Normal’ and ‘Learning Disabled,’ that is, for taking the value 1 for Normal children
and 0 for Learning Disabled children. A weight vector w = [w1,w2,w3, . . . ,wn]T ,
is used to train the network [28]. The model consists of one input layer and one output
layer. In the input layer, the proposed model is fed in with 11 inputs corresponding
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Fig. 1 Perceptron model with system parameters

to the 11 sections of the curriculum-based test as shown in Fig. 1. On these 11 inputs,
11 weight vectors (w1 − w11) are applied.

Algorithm

1. Create a Perceptron with n inputs and n weights.
2. Initialize the weights to random real values.
3. Iterate through the training set, collecting all data misclassified by the current set of weights.
4. If all the data is classified correctly, output the weights and quit.
5. If output is low, increment weights for all inputs which are 1.
6. If output is high, decrement weights for all the inputs which are 1.

1. Applying Activation function

The activation function used in the system is given by: f (z) = 1 if z − θ ≥ 0;
f (z) = 0 if z − θ < 0 where z = wT x and θ is a threshold, which is called as
‘LD threshold’. After experimental results, the value of LD threshold is fixed as 30.
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2. Training of the network

The PLEDDOR is trained using the training pair
{

x1, d1
}
,

{
x2, d2

}
, . . .

{xm, dm}; where xk is the kth input vector and dk = {1, 0} where 1 ≤ Normal;
0 ≤ Learning Disabled The system is trained by adjusting the weight vector to
make the output yk corresponding to the input xk match with the desired output dk.

4.2 Learning Vector Quantization (LVQ)

The second proposed system is called Diagnosis & Classification using Learning
Vector Quantization for Learning Disability (DICQOLD) applying the scheme pro-
posed by Kohonen [29]. LVQ is a special case of artificial neural network (ANN)
which applies a winner-take all Hebbian Learning-based approach [30]. Here one
regulates the pattern for each data which is closest to the input vector agreeing to a
Eucledian distance. The location of the winner prototype is thus computed.

This learning technique uses the class information to reposition the weight vec-
tors (wj) slightly, so as to increase the quality of the classifier. The basic LVQ
approach is quite intuitive. This allows us to use the known classification labels
of the inputs to find the best classification label for each (w j ). The objective of LVQ
is the representation of a set of feature vectors x ↓ χ ∈ I Rn by a set of prototypes
ν = {v1, v2 . . . vc} ∈ I Rn . Thus, vector quantization can also be seen as a mapping
from a dimensional Euclidean space into the finite set ν ↓ I Rn , also referred to as
the codebook [31].The network consists of an input layer and an output layer. Each
node in the input layer is connected directly to the cells, or nodes, in the output layer.
A prototype vector is associated with each cell in the output layer [32].

Algorithm:

1. Initialize weights vectors (for the system it is w1 – w11).
2. Initialize learning rate (α), (for the system it is 0.8).
3. For each training input vector x (for the system it is x1 to x11), do steps 4 to 5.
4. Compute J using squared Euclidean distance: D ( j) = ∑ (

wi j − x j
) → D ( j) =∑ (

wi j − x j
)

Find j when D( j) is minimum. This leads to the classification of the entire
dataset into two classes, one pertaining to LD and the other pertaining to the normal class. Cj
indicates the class of LD; C j = 0 indicates that the child is suffering from LD and C j = 1
indicates the child is normal.

5. Update W j as follows: If t = C j , then W j (new) = W j (old) + α
[
x − W j (old)

]
If t ∗= C j ,

thenW j (new) = W j (old) − α
[
x − W j (old)

]

6. Reduce α by a small amount 0.01.
7. System is tested for every new value of α till the result shows redundancy. This is the stopping

condition.
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5 Results and Discussions–Diagnosing Phase

5.1 Detection Measures

The paper uses the following conventional detection measures as benchmarks to
compare the performance of the proposed model with that of similar models.

• Accuracy: ratio of the number of correct classification of input-output data to the
total number of training data.

• Sensitivity: ratio of the correctly classified LD cases to the total number of LD
cases.

• Specificity: ratio of the correctly classified non-LD cases to the total number of
non-LD cases.

a. System performance measures for PLEDDOR: Accuracy = 84 %, Sensitivity =
80 %, Specificity = 80 %.

b. System performance measures for DICQOLD: Accuracy = 91.8 %, Sensitivity
= 84.5 %, Specificity = 84.5 %.

5.2 Comparison

It is observed that as the number of samples increases, the accuracy of the system
also increases and then it tends to stabilize from the training dataset size 90 onwards.
Testing is done using 100 samples. For PLEDDOR the accuracy of 84 % is achieved
whereas for DICQOLD an accuracy of almost 92 % is achieved.

6 Classification Model

Once LD has been detected, the system further classifies the case into the type/s of
LD. Classification is done using the fuzzy logic [33]. It consists of crisp input stage,
fuzzy inference system, and a crisp output stage. The input stage maps inputs to apt
membership functions and truth values. The processing stage invokes each suitable
rule and generates a result for each, then combines the results of the rules. Finally, the
output stage converts the combined result back into a specific control output value
[34, 35]. This is done using ‘IF variable IS property THEN action’ rule [36].
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Fig. 2 Fuzzy inference system

6.1 Fuzzy Logic System

A fuzzy logic system (FLS) can be defined as the nonlinear mapping of an input
data set to a scalar output data. A FLS consists of four main parts: fuzzifier, rules,
inference engine, and defuzzifier. FLS is one of the most famous applications of
fuzzy logic and fuzzy sets theory. They can be helpful to achieve classification tasks,
offline process simulation, and diagnosis, online decision support tools and process
control [37]. As shown in Fig. 2, a crisp set of input data are gathered and converted to
a fuzzy set using fuzzy linguistic variables, fuzzy linguistic terms, and membership
functions. This step is known as fuzzification. Afterward, an inference is made based
on a set of rules. And lastly, the resulting fuzzy output is mapped to a crisp output
using the membership functions, in the defuzzification step.

6.2 Fuzzy Modeling

As show in the Fig. 3, given below are the seven steps of fuzzy model applied to the
data [38].

1. Define the linguistic variables and terms.
2. Construct the membership functions.
3. Construct the rule base.
4. Convert crisp input data to fuzzy values using membership functions.
5. Applying implication method.
6. Aggregating all output.
7. Convert the output data to nonfuzzy values.
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Fig. 3 Fuzzy expert system steps

6.3 Rules for Diagnosis

Case-1: IF score low in essay, reading, comprehension, spelling, perception, solve,
word problems, mental sums, time, money; THEN Dyslexia, Dysgraphia
and Dyscalculia

Case-2: IF low in of reading, comprehension, perception, word problem; THEN
Dyslexia

Case-3: IF low in of spelling, comprehension, essay; THEN Dysgraphia
Case-4: IF low in of solve, mental sums, word problems, sums related to time,

calendar, money; THEN Dyscalculia
Case-5: IF low in of reading, comprehension, perception, word problem, spelling,

essay; THEN Dyslexia and Dysgraphia

Fig. 4 Classification for correct type of LD showing the accuracy and the nonaccuracy during the
training phase. accuracy and the nonaccuracy during the training phase
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Fig. 5 Classification for specific LD showing the accuracy and the nonaccuracy during the training
phase. accuracy and the nonaccuracy during the training phase

Case-6: IF low in of reading, comprehension, perception, solve, mental sums, word
problems, sums related to time, calendar and money; THEN Dyslexia and
Dyscalculia

Case-7: IF low in of spelling, comprehension essay, solve, mental sums, word
problems, sums related to time, calendar, money; THEN Dysgraphia and
Dyscalculia.

7 Results and Discussions—Classification Phase

The classification system gives an accuracy of 90 % Figs. 4 and 5.

8 Conclusion

We have presented a comparison between two supervised artificial neural network
algorithms names Single-Layer Perceptron and Learning Vector Quantization. We
have observe, when trained and tested with the same dataset, the accuracy measure
between both these approaches is competitive. However, the model of LVQ has
proved to be slightly more accurate with respect to the Single-Layer Perceptron.
However, there is scope for further enhancement of system by finding a combination
of algorithms so as to build up a model that is satisfactorily accurate. It is also seen
that on increasing the number of data in the training set of the system, the overall
accuracy in both the models shows a promising growth.
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In future we intend to explore the possibility of parameter classification in order
to distinguish irrelevant and superfluous variables which might lead to decrease
in diagnosis and classification process time and increase in accuracy. This can be
beneficial for the special educators, doctors, and teachers by providing suggestions
that lead to the exclusion of redundant tests and saving of time needed for diagnosing
LD. On the whole, the focus of our research is to identify early diagnosis of LD and
to support special education community in their quest to be with mainstream.
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A Review of Hybrid Machine Learning
Approaches in Cognitive Classification

Shantipriya Parida and Satchidananda Dehuri

Abstract The classification of functional magnetic imaging resonance (fMRI) data
involves many challenges due to the problem of high dimensionality, noise, and
limited training samples. In particular, mental states classification, decoding brain
activation, and finding the variable of interest by using fMRI data was one of the
focused research topics among machine learning researchers during past few decades.
In the context of classification, algorithms have biases, i.e., an algorithm perform bet-
ter in one dataset may become worse in other dataset. To overcome the limitations
of individual techniques, hybridization or fusion of these machine learning tech-
niques proposed in recent years which have shown promising result and open up new
direction of research. This paper reviews the hybrid machine learning techniques used
in cognitive classification by giving proper attention to their performance and limi-
tations. As a result, various domain specific techniques are identified in addition to
many open research challenges.

Keywords Functional magnetic resonance imaging · Machine learning · General
linear model · Genetic algorithm · Particle swarm optimization

1 Introduction

Since decade after decade, the complexity of brain has been the primary research of
many studies and experiment. Although the advancement of technologies
improve our understanding about brain, still far from being completely understood.
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The cognitive neuroscience is evolving with the latest neuroimaging techniques com-
bined with experimental methodologies which provide us images of the structure or
function of the brain. The magnetic resonance imaging (MRI) uses a powerful mag-
netic field and radio waves to produce highly transparent images of the human body
which shows injury, diseases process, or abnormal condition [1]. The fMRI is a tech-
nology to detect the localized changes in blood flow and blood oxygenation which
occur in the brain in response to neural activity [2]. The classification techniques can
identify many types of activation patterns within or shared across subjects [3].

As a part of this review, this study focus on the challenges involved in the classifi-
cation task and different machine learning approaches performing the classification
activities and the requirement of hybrid classification. The various classification
approaches for cognitive states discrimination developed under the umbrella of hy-
brid machine learning techniques have been reviewed.

The rest of the paper is set out as follows. In Sect. 2, the challenges in cognitive
classification have been studied. Some of the popular machine learning approaches
used for cognitive classification is discussed in Sect. 3. Hybrid techniques and their
applications are reviewed in Sect. 4. Future perspectives and conclusions are derived
in Sects. 5 and 6 respectively.

2 Challenges in Cognitive Classification

The fMRI involves many challenges starting from image acquisition to final data
analysis, which the neuroscientists trying to make best use of the technique [4]. In
cognitive neuroscience the key challenge is to identify the mapping between neural
activity and mental representations [5]. The challenge in fMRI data analysis is due
to the noisy and weakly activated voxel in the acquired images and may therefore
go undetected [6]. The data obtained from fMRI neuroimaging are especially rich
and complex [7] and fMRI generates vast amount of data which are handled using
computer-based methods [8]. The main factors cause the fMRI data analysis so
complex is as follows [9]: (i) extremely large feature to instance ratio; (ii) spatial
relationship between features; (iii) low contrast to noise ratio; and (iv) redundancy
in the feature set.

One of the major challenges is using multivariate classification techniques to
decode cognitive states from fMRI images. The problem involved in this scenario is
high intersubject variability in the spatial locations and functional activation degrees
[10]. The multivariate pattern recognition (MPR) methods are becoming popular
rapidly for fMRI data analysis as these methods detect activity patterns in brain
regions which can collectively discriminate one cognitive or participant group from
another. The performance of these methods often limited due to the challenge that
the number of regions considered in the fMRI data (“features”) analysis is larger
compared to the number of observations (“trials or participants”) [11]. The evolved
of real-time fMRI classification opens new direction for interactive self-regulation,
as in this technique, the brain response can be modeled better. The major challenges
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Fig. 1 An example where voxels are features as a row vector (left) and a dataset as matrix of such
vectors (right) (extracted from [14])

in case of real-time fMRI is that the number of training instances comparative less
and the classifier must be capable of perform within the time constraint [12].

3 Machine Learning Approaches in Cognitive Classification

One of the popular techniques used in recent development is machine learning classi-
fiers for classifying cognitive states by analyzing the fMRI data. The trained classifier
represents a function of the form [13]:

π : fMRI (t, t + n) → Y, (1)

where fMRI (t, t + n) is the observed fMRI data during the interval from time t to
t + n, and Y is a finite set of cognitive states to be discriminated.

π(fMRI (t, t + n)) the classifier prediction regarding which cognitive state gave
rise to the observed fMRI data fMRI (t, t + n).

In case of neuroimaging [14], the voxel represent features and activation of subject
denoted as class is shown in Fig. 1.

4 Hybrid Techniques and Application

The hybrid classifier tries to use the desirable properties of each individual classifier
and emphasizes to improve the overall accuracy in the combined approach.

Anderson et al. [15], have proposed a hybrid SVM-Markov model to predict accu-
rately the real-time cognitive states such as the subject is viewing a video while either
resting or nicotine craving. The markov transition matrix contributed in improving
the classification accuracy by effectively removing unlikely state transition and the
transition matrix acts as high pass filter for SVM probability prediction.

Wang [16] has combined the advantages of both general linear model (GLM) and
SVM to develop a hybrid technique for fMRI data analysis. The proposed technique
used the power of SVM for data derive reference function and GLM for statistical
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inference. His experimental study confirms that the combined approach shown better
sensitive than the regular GLM for detecting the sensorimotor task.

Yang et al. [17], have proposed hybrid machine learning approach for classifying
the schizophrenia and healthy control subjects. Their experimental result shows that
the hybrid approach classification accuracy is promising and able to extract the
discriminating information to classify schizophrenia efficiently.

Kharrat et al. [18] have proposed a hybrid machine learning approach based on
genetic algorithm (GA) and SVM for fMRI brain tissues classification. The feature
extraction is performed using spatial gray-level dependence method (SGLDM) and
feature selection by GA-based global search method. The selected feature subset is
given as input to the SVM for classification. The proposed method has shown very
promising result for classifying the healthy and pathological brain.

Dahshan et al. [19], have proposed a hybrid method for classifying subjects as
normal or abnormal using MRI images. The proposed technique consists of discrete
wavelet transforms (DWT), the principal component analysis (PCA), feed forward
artificial neural network (FP-ANN), and k-nearest neighbor (k-NN). The experimen-
tal result confirms that it is efficient in classifying the normal and abnormal brain.

Similarly, Zhang et al. [20], have developed a hybrid classifier to distinguish
between the normal and abnormal of the brain using the MR images. In this approach
the feature extraction performed using the wavelet transform and subsequently it
applied the PCA to reduce the dimensions of the features. The reduced features
input to the neural network (NN) and the parameters optimized by the chaotic par-
ticle swarm optimization (ACPSO). The k-fold cross validation has been used for
enhancing the generalization.

Roussos et al. [21], have extended the ICA and propose a hybrid wavelet-ICA
(W-ICA) model for transforming the signals into domain and apply the Bayesian
inference. The directed acyclic graph (DAG) which is also known as Bayesian net-
work structure represents the probabilistic dependence relationships. They applied
this WICA model to fMRI data. This new approach showing great interest but further
analysis required to find the comparative study with other hybrid techniques and its
usefulness applying on neuroscientific data.

Kim et al. [22], have proposed a hybrid ICA-Bayesian approach for identifying
the differences between the brain regions of normal and abnormal subject. The cor-
relation between brain regions in one group versus another measured by the approx-
imate conditional score (ACL) and its observed that ICA-filtered data significantly
improved the magnitude of the ACL score. The ICA for filtering noise components
from fMRI datasets is recommended as it plays more significant in determining
higher level correlations which are more sensitive to noisy datasets.

Li et al. [23] have presented a hybrid approach for brain state classification based
on both statistical data analysis and graphical information modeling (model-based).
The proposed framework consists of three components. The first component includes
image enhancement, event prediction and detection where the event prediction is per-
formed using the temporal cluster analysis (TCA). The second component includes
feature extractions and modeling where the linear predictive coding (LPC) used for
feature extraction and variational bayesian gaussian mixture model (VBGMM) used
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for event classification. The third component includes graphical model based infer-
ence using the probabilistic graphical model. The experimental result has shown that
the neural activities can be detected and classified using this hybrid approach. As
part of further study, other complex neural activities need to test with this hybrid
approach.

Tohka et al. [24], have proposed a hybrid-GA algorithm for solving the challenging
finite mixture model (FMM) optimization which arises in the neuroimaging classi-
fication. The hybrid algorithm tested with T1-weighted MR brain scans of healthy
and mental disorder (Alzheimer’s diseases (AD), schizophrenia) subject. The hybrid-
GA algorithm compared with the other FMM optimization algorithm and found most
consistent and accurate although in some case other algorithms recommended for
computational reasons. It is recommended to use this hybrid algorithm in many FMM
optimization task and automatic image analysis procedure for brain imaging.

Abraham et al. [25], have proposed hybrid schemes which involves particle swarm
optimization (PSO) algorithm-based rough set reduction for SVM applied to cog-
nitive state classification. The PSO algorithm can find optimal regions of complex
search spaces through interaction of particle in a population of studies and it is con-
verging fast. Based on fMRI experiment they shown that the proposed scheme is
feasible for classification for single or multiple subjects.

Brodersen et al. [26] have proposed a hybrid generative-embedding approach
to address the two major challenges with fMRI classification, i.e., first challenge
due to high dimensionality and low sample size and second challenge is that popular
discriminative method like SVM rarely affords mechanistic interpretability. The pro-
posed approach combined the dynamic causal models (DCMs) and SVMs. It shows
that the generative-embedding approach achieves 98 % accurate classification and
performs better compared with conventional activation-based and correlation-based
methods.

Cheng et al. [27], have proposed a hybrid generative/discriminative framework for
brain region classification. The hybrid framework consists of two major parts such as
“generative part” and “discriminative part”. The idea of generative part is to choose
a generative model capable of considering all ROI at the same time along with the
relations between them. The discriminative part contains the “fisher kernels” which
allows an effective general way of mixing generative and discriminative models for
classification. In this approach, the data is represented using Fisher Score Space and
classification using SVM. The experimental result shows that the hybrid approaches
successfully discriminating between the healthy and schizophrenic patients based on
analysis of brain MRI scan.

Zhang et al. [28] (after inspired from their earlier model [20], have proposed a
hybrid model based on forward neural network (FNN) for classifying the normal
and abnormal states based on MR brain image. The proposed approach consists
of five stages: (1) in the first stage, it use DWT to extract feature; (2) then in the
second stage, use PCA to reduce feature size; (3) third stage contain k-fold stratified
cross validation to prevent over-fitting; (4) in the fourth stage, it contain the FNN to
construct the classifier; (5) in the final stage, it uses scaled chaotic artificial bee colony
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(SCABC) to train the FNN. The SCABC-FNN classifier obtains 100 % classification
accuracy to distinguish between normal and abnormal MRIs of the brain.

Jafarpour et al. [29], have proposed a robust classification technique for classify-
ing normal and abnormal brain MRI. The proposed approach consists of the follow-
ing techniques: gray level co-occurrence matrix (GLCM), PCA, linear discriminant
analysis (LDA), ANN, and K-NN. The three stages of their work includes: feature
extraction, feature reduction, and classification. The methodology effectively used
the image features and employed hybrid feature reduction technique to distinguish
the normal, multiple sclerosis (MS), and tumorial brain MRIs. The experimental
study shows 100 % accuracy for normal, 100 % accuracy for tumoral, and 92.86 %
for MS images with both ANN and KNN classifiers.

5 Future Perspectives

The hybrid feature reduction [29] applied on T2-weighted images and future research
can extend to other type of MRI and more kind of brain disease. The SCABC-FNN
classifier [28] which successfully distinguishes normal and abnormal MRIs of the
brain can further explore for multi class and specific MRIs disorder and advanced
wavelet transforms can be applied for improved features. One of the future direc-
tions for hybrid generative/discriminative method [27] is to explore more complex
probabilistic model and introducing clinical data with more variability. The proposed
hybrid GA algorithm [24] for solving FMM optimization problem arise in neuroimag-
ing can be further use to study how to fully automate many FMM optimization task
to develop automatic brain image analysis procedure. The hybrid framework which
is based on statistical data analysis and graphical information modeling [23] can
be further extending to dealing with complex neural activities. The hybrid wavelet-
ICA [21] model can be further extended to consider the residual dependencies in
the wavelet coefficient to enhance separation and to better match the structure of
signals it can explore to adapt the dictionary itself. The hybrid classification method
based on ACPSO [20] can be further extended to apply on other type of MR images,
reducing computation time, focusing specific brain MRI disorder. The hybrid tech-
nique classifying the normal and abnormal classes [19] can be further extended to
processing pathological brain tissues (e.g., lesion, tumors).

6 Conclusion

In this paper, we have walked through the recent developments of the hybrid
techniques for brain state classification and discussed their efficiency and limita-
tions. It has been observed that the hybrid techniques outperform the non-hybrid
one. Hence, this paper prescribes to use hybrid machine learning techniques for
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fMRI classification. Alongside it recommends toward fine tuning of parameters for
enhancing user understandability, and interestingness.
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“A Safer Cloud”, Data Isolation and Security
by Tus-Man Protocol

Tushar Bhardwaj, Manu Ram Pandit and Tarun Kumar Sharma

Abstract Today cloud computing is well-known for touching all periphery of
technology with its on-demand and elastic capability. Ever since it has come into
picture, security has remained a major concern. VM model is already known to be
vulnerable to various issues. We introduce Tus-Man protocol which will act in addi-
tion to existing system to make computing secure enough for both service provider
as well as service consumers. In this protocol, we suggest a tunnel-based protocol to
make data transfer not only secure but also safe enough against any malicious attack.

Keywords Cloud computing · Security in cloud computing · Tus-Man algorithm
(Cloud computing security protocol)

1 Introduction

Today cloud computing is well-known for touching all periphery of technology with
its on-demand and elastic capability. Ever since it has come into picture, security
has remained a major concern. VM model is already known to be vulnerable to
various issues. We introduce Tus-Man protocol which will act in addition to existing
system to make computing secure enough for both service provider as well as service
consumers. In this protocol, we suggest a tunnel-based protocol to make data transfer
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not only secure but also safe enough against any malicious attack. This paper is
divided into two main sections viz. Top threats to cloud computing followed by
description of Tus-Man protocol.

2 Top Threats to Cloud Computing

Before getting into the business to secure the public cloud let us look into the security
threats to the world of cloud computing. We have enlisted the threats which we have
been undertaken before writing this paper [1].

1. Insecure interfaces and APIs: The interfaces and the different APIs are open to
the users for the communication among the different services. The security and
the availability of the services highly depend on these interfaces and APIs. There
are many activities like encryption, authentication, and access control mechanism
that are monitored by these APIs.

2. Malicious Insiders: This is a very common attack for any organization. The main
cause is the lack of transparency among the customers and the system. The intro-
duction of IT and the management tool under the same roof leads to this problem.

3. Shared Technology Issues: Several vendors deliver their services in a highly scal-
able way by sharing the infrastructure. It is quite obvious that the elements that
incorporate this so-called infrastructure (e.g., CPU and GPUs) are not kept iso-
lated to match with the multitenancy architecture.

4. Data Loss or Leakage: The data is open for all in the cloud. As this is the main
advantage of cloud computing, it leads to the data compromise. It can be done
due to several reasons like lack of authentication, authorization, and audit (AAA)
control. It also amplifies due to the increase in the number of users day-to-day.

5. Account or Server Hijacking: There are many methods like phishing, fraud, and
exploitation that still prevail to hijack any server and hence its services. Passwords
and credentials are mostly repeated which supports this kind of attack.

3 Tus-Man Protocol

Earlier we have studied that are many threats to the world of cloud computing like
malicious insiders, data loss or leakage, account or server hijacking, and insecure
interfaces and APIs. All the above- mentioned loopholes of the existing system
lead us to focus on this highly increasing demanding field of security. So, we have
proposed a protocol for the same. This protocol is assumed to be in injected to the
transport layer of the cloud provider communication system. Our aim is to secure
the access mechanism and authentication system.

So, this protocol has two distinct but important features:

1. A secure access mechanism.
2. Authentication system (Fig. 1).
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Fig. 1 Cloud communication channel injected with Tus-Man protocol

3.1 Introduction

When we talk about the access mechanism it is the user interaction with the system.
It tells that how the user is able to access the data from the cloud. If the access
mechanism is weak then any unauthorized user may enter the system and compromise
the data. On the other authentication system means that only the authorized user
should be allowed to enter the cloud and have access to it.

3.2 Basics

Before entering into the detail of the protocol let us brush up the basics of cloud
computing. Whenever a user logs on with his/her user name and password, then
he/she is able to access both the public and private data of his own cloud. In addition
to that he/she can visualize the shared data (read only mode) of other users in that
particular cloud. Consider the case of an organization where many employees are
working and having their own private clouds. So, the main aim is to secure the access
mechanism and authentication system as to prevent the malicious insiders and data
loss attack of cloud computing [2, 3].
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Fig. 2 Tus-Man protocol design

3.3 Design

Consider a tunnel with several layers. Each layer has a specific purpose attached
with it. The tunnel has two ends one for input and other for output. There is a flow
of data that have to pass from each subsequent layer to the destination, i.e., cloud.
The system design is such that if at any layer the data halts or failed to fulfill the
given criteria then the data flow will not be done. In other words the message that is
traversing in the tunnel has to pass and qualify the necessary condition of each layer.

3.4 Working

In this section we will look into the structure of the protocol in detail (Fig. 2):
Layer 1 (public key Encryption): This is the first layer which contains the public

information of the user. This layer authenticates the public credentials of the user
and opens the gateway to the public data.

Layer 2 (private key Encryption): This is the second layer that deals with the
private data. When the message gets traversed and passes the Layer 1, it means that
an authentic user has entered the cloud. Next is the authentication for the private data.
For this layer the password is required. Layer 2 has the collection of all the passwords
for matching with the incoming request (message + credentials). This authentication
is being done with a highly secure passion. This method of authentication will be
discussed later (Fig. 3) [4].

Layer 3 ( Stack: requested service numbers): All the services present in a particular
cloud are given a random number. When a user passes the two layer of authentication,
then he/she have to demand for that particular service. The user is unaware (as in
most of cases today) of this random number methodology; he/she have performed the
required operations. The main function of this layer is that whenever a user requests
a service, the corresponding service number is passed to the layer 4 (Fig. 4).
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Fig. 3 Requested service mapping with random numbers

Fig. 4 Operation of layer 4

Layer 4 (empty stack): Next the message having the service number is passed to
the layer 4. Here, we are having an empty stack on which the random number is
updated. These stacks have all the services that have been requested by the user with
a time stamp. This information is updated to the private area of that particular cloud.
This feature helps for monitoring the activities done by the user.

Monitoring: The basic benefit of layer 3 and 4 is that the user can keep an eye on
the service being used and accessed. In the private area of user’s cloud the stack is
shown in the form of a database where instead of random numbers the corresponding
service name is given [5].
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3.5 Authentication and Key Exchange

The basic aim of Tus-Man protocol is to provide:

1. A secure access mechanism.
2. Authentication system.

In this section, we deal with the authentication and the key exchange mechanism
used in the Tus-Man protocol.

3.5.1 Security Model

The main aspects we have to guarantee are: (Authentication and confidentiality).
Here we have third party token provider (TPTP). It generates a TOKEN on demand
of the client. The TOKEN is useful in making the transaction more secure and reliable
between the client and the service provider.

1. Theme

This algorithm has been designed on the basis of locking system used in the luxury
cars now-a-days. In which there is a microchip built in the car’s lock and the key used
to unlock that key. Whenever the key is being put into the lock the data in the two
chips are matched and car will be opened. On the other hand, when the car is being
turned off, the data will be changed and stored both in the car’s and key’s microchip.

2. Salient features

• The value of the token will be changed every time the user requests for the token
from the service provider.

• It provides an extraordinary level of security to the data stored on the cloud.
• The regular change of the TOKEN value makes all attacks on the data just next to

impossible.
• Encryption and decryption depends on the key’s present values, which makes it

very secure.
• The current value of TOKEN is not known to the user himself.

3. Working

Step 1: The User’s ID [IDUSER] and TUS-MAN CODE is send to the third party
token provider.

Step 2: The third party token provider generates a Token [T] and delivers it to both
the client and the service provider.

Step 3: Client generates a three way hand shake protocol with the service provider
to check that the data is being available and accessible to communicate.

Step 4: After confirmation, user sends the TOKEN and its TUS-MAN CODE to the
service provider.
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Step 5: The service provider than matches the two TOKEN values and maps it with
the particular TUS-MAN CODE.

Step 6: When the two values of TOKEN are matched, the service provider fetches
the data from the particular cloud and returns to the client.

Step 7: When the data is being fetched than the user synchronizes with the third
party token provider to inform that he/she has to sign out.

Step 8: Than the values of the token will be changed and kept secret with the service
provider.

Step 9: Next time the same user logins with the same credentials the stored token
value is now active and the same procedure is repeated.

4 Conclusion

Tus-Man protocol will provide capability to service providers and consumers to act
seamlessly keeping security context in mind. This will act as a protocol which is to
be used for providing secure services (viz. confidentiality, Access control) to both
the service provider and service consumer. Salient feature that can be summarized
are:

1. Tunnel-based security to hide network traffic.
2. Data Isolation from intercloud and intracloud communication.
3. A highly sensitive monitoring system for keeping track of requested services.

All the above-mentioned features help the secure transmission of data among the
clouds as well as cloud-consumer network. The Tus-Man algorithm provides certain
protocol that isolates and secure the personal data in the clouds. We are looking
forward in making the cloud computing a better place to bank upon.
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Poem Classification Using Machine
Learning Approach

Vipin Kumar and Sonajharia Minz

Abstract The collection of poems is ever increasing on the Internet. Therefore,
classification of poems is an important task along with their labels. The work in
this paper is aimed to find the best classification algorithms among the K-nearest
neighbor (KNN), Naïve Bayesian (NB) and Support Vector Machine (SVM) with
reduced features. Information Gain Ratio is used for feature selection. The results
show that SVM has maximum accuracy (93.25 %) using 20 % top ranked features.

Keywords Poem · Classification · Ranked feature

1 Introduction

A poem is a piece of writing in which the expression of feelings and ideas is given
intensity by particular attention to diction (sometimes involving rhyme), rhythm,
and imagery [5]. It is generally meant to deliver expressions such as love, happi-
ness, success, etc. Thus, poems of many category are available. However, an effort in
automatic poem classification is rare. Usually, poems are as short textual paragraphs
with little discriminative value of word features for automatic classification. There-
fore, poem classification is a challenging task. Some text classification algorithms
have been developed to categorize news [6], patent [7], etc. Many machine learning
algorithms have been attempted for automatic text classification.

A poet may use any word for the poem. In fact, poems are often structured dif-
ferently from normal text documents. Therefore, there is a necessity to identify an
effective machine learning algorithm for poem classification. Three machine learning
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algorithms Naïve Bayesian (NB), k-Nearest Neighbor (KNN), and Support Vector
Machine (SVM) are considered. For feature selection, Gain Ratio is used. The com-
parison of three machine learning algorithms with respect to poem classification is
considered to identify the best suited one. The paper is structured as follows: Sect. 2
is on related work. Section 3 introduces poem data set. Implementation is described
in Sect. 4. Section 5 contains experiment results and analysis. Finally, we present the
conclusions and future work.

2 Related Work

Many types of statistical and machine learning algorithms are available to classify
text documents such as k-Nearest Neighbor, Naïve Bayesian [8], and Support Vector
Machine [9]. The effort in automatic classification of literary texts such as poetry is
less. Malay poetry is classified using support vector machine. In this, Radial Basic
Function (RBF) and linear kernel function are implemented to classify pantun by
theme, as well as poetry and none poetry [10]. Logan and Kositsky [11] have done
a comparison with the acoustic similarity technique and semantic text analysis tech-
nique for collecting lyrics from the Web to analyze artistic similarity.

3 Data Set

A collection of 400 text documents from popular sites such as http:// www.poetseer.
org, http:// www.poetry.org, and http:// www.poemhunter.com has been considered
for experiment. More than 225 numbers of labels of poem are available on the Internet.
It is difficult to consider all labels for this research. Therefore, the data set includes
only 8 labels as alone, childhood, god, hope, love, success, valentine, and world. Each
label has 50 text documents and each text document has nearly the same length.

4 Implementation

Poem classification framework is presented in Fig. 1. RapidMiner5 [2], an open
source data mining package has been used to model the NB, k-KNN, and SVM
[4]-based classifiers. The preprocessing steps include two main components such as
text preprocessing and feature selection. In the text preprocessing task, all poems
are input and processed by transformation of upper case to lower case, tokenization,
stop word removal, and stemming using WordNet [1]. The text preprocessing task
transforms poems into term-document vector, where the vector represents the weight
of terms in the documents. Therefore, in feature selection the weight of each term is
based on the tf-idf weighting scheme as shown below:

http://www.poetseer.org
http://www.poetseer.org
http://www.poetry.org 
http://www.poemhunter.com
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Fig. 1 Poem classification
frameworks
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where wi j is the weight of term j , N is the total number of poems, and n j is the
number of poems.

The feature selection scheme Gain Ratio (GR) is applied to the feature vector
of the document to rank the features for feature reduction. It applies a kind of nor-
malization to information gain using splitting information value defined analogously
with Info(D) as

SplitInfoA(D) = −
v∑

j=i

∣
∣D j

∣
∣

|D| × log2

(∣
∣D j

∣
∣

|D|

)

where D is data set into v partitions on attribute A. The Gain ratio is defined as

Gain Ratio(A) = Gain(A)

SplitInfo(A)

The attribute with the higher gain ratio is considered to have more relevance for
classification.

After the preprocessing task, baseline classifiers KNN, NB, and SVM are applied
for respective percentage of ranked features, where accuracy is a key measure to
evaluate the performance of the classifiers. It can be calculated from Table 1 using
the formula:

Accuracy = (T P + T N )

(T O + T N + F P + F N )

The true positive, true negative, false positive, and false negative are also useful in
assessing the costs benefits (or risk ad gain) associated with the classification model.
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Table 1 Confusion matrix
for 2-class classification

Actual class Predicted class
Positive Negative

Positive True positive (TP) False positive (FP)
Negative False negative (FN) True negative (TN)

Fig. 2 Top 15 Ranked features of documents

5 Results and Analysis

The objective of the research is to find out suitable machine learning classification
algorithms. NB, KNN, and SVM, three classifiers are chosen for the desired objective.
Evaluation of classifiers is based on the classification accuracy. The poem data set
was partitioned into training and test data. Gain Ratio was used to rank the features
of the documents. Classifiers were developed using the 10, 20, 30...90 % and all
features using the NB, KNN, and SVM. Ten-fold cross validation method was used
to estimate the performances of all the classifiers.

5.1 Results

Gain Ratio was used to rank the document features in the experiment. To form the
3707 features, 15 top ranked features are shown in Fig. 2. It shows that childhood
and Valentine features have 1 gain ratio. Hope, Success, World, Love, and Failure
features are between 1.0 to 0.25 gain ratio.

Table 2 shows average accuracy of the classifiers using 10-fold cross validation
with top ranked features. NB classier has maximum accuracy using 10 % top ranked
features. Using 40 % top ranked features, KNN yields maximum accuracy of 87.50 %.
SVM -based classifier has maximum 93.50 % accuracy by using 20 % top ranked
features.
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Table 2 Accuracy of NB,
KNN, and SVM classifiers

% of top ranked attribute Classification accuracy (%)
NB KNN SVM

10 80.00 85.50 93.00
20 79.75 86.00 93.25
30 76.50 84.00 93.25
40 71.25 87.50 92.75
50 71.25 87.00 93.25
60 68.50 83.25 92.75
70 66.25 80.00 93.00
80 66.25 76.25 92.75
90 65.75 75.50 93.00
100 79.50 85.50 92.25

Table 3 Accuracy of NB,
KNN, and SVM classifiers
using less than 10 % ranked
features

% of top ranked attribute Classifiers accuracy (%)
NB KNN SVM

1 82.00 86.00 90.00
2 81.00 85.75 90.00
3 80.00 84.00 89.75
4 80.50 86.00 91.25
5 79.50 86.26 91.50
6 79.50 85.25 92.00
7 78.50 86.50 91.00
8 78.00 86.00 92.50
9 78.75 85.25 92.75
10 80.00 85.50 93.00

From Table 2, it can be observed that SVM does not have significant difference
in accuracy using 10 and 20 % top ranked features. The accuracy of KNN classifier
does not have significant difference, with using 10 and 40 % top ranked features.
Therefore, 10 % top ranked features are considered for the further reduced set of
features.

Table 3 shows average accuracy of classifiers using 1, 2, 3... 10 % top ranked
selected features. NB, KNN, and SVM have maximum accuracy of 82.00, 86.50,
and 93.00 % using 1, 7 and 10 % selected features respectively.

5.2 Analysis

The objective of this research is to identify an efficient machine learning algorithm
(NB, KNN, and SVM) for poem classification with reduced features. From Fig. 2,
it is observed that only 6 features have Gain Ratio more than 0.6 and others have
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Fig. 3 NB, KNN, and SVM classification accuracy using top ranked document features

Gain Ratio less than 0.34. The top 6 features (childhood, valentine, hope, success,
world, and love) are the same as labels mentioned in the data set. It means that these
features (words) directly play a role in the poem classification task.

From Fig. 3 it can be easily analyzed that SVM classifier has the best performance
for all percentage of ranked features and KNN has the second best performance. The
performance of the classifiers displays decrease in accuracy as size of feature set
increases except when 100 % features are used to model the classifiers. NB, KNN,
and SVM achieved best accuracies of 80.00, 87.50, and 93.25 %, using 10, 40, and
20 % of selected features. The best performances of KNN and SVM classifiers do not
indicate a significant difference using 10 % ranked features. Therefore, performance
of the classifiers using 10 % ranked features has been considered for comparison of
the three machine learning algorithms.

Fig. 4 NB, KNN, and SVM classification accuracy using less than 10 % top ranked document
features
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Figure 4 exhibits that the performance of NB-based classifiers decreases whereas
the size of feature set increases. It achieves best performance 82.00 %, using 1 % of
top ranked features. SVM performance is decreasing with 10 to 1 % of top ranked;
therefore SVM has best performance using 10 % top ranked features. KNN has best
performance 86.50 %, using 7 % of ranked features.

6 Conclusion and Future Work

A large number of poem data sets are available on Internet. Therefore, labeling
poems is an important task. This study has attempted to identify an effective machine
learning algorithms (NB, KNN, and SVM). The experiment results show that SVM
have best performance compared to the NB and KNN. It has 93.5 % using 20 %
ranked features. The top 6 features (childhood, valentine, hope, success, world, and
love) have played an important role in classifying the respective poem labels.

Gain Ratio has been used for features selection of the documents. Therefore,
other feature selection techniques (Information gain, Gini Index…etc) can be used
in the future for features ranking. SentiWordNet [3] is a lexical resource, which
gives three sentiment scores of positivity, negativity, and objectivity at each synset.
Extracted document features, using SentiWordNet can play the important role for
poem classification task.

References

1. Andrea, E., Sebastiani F.: SentiwordNet: a publicly available lexical resource for opinion min-
ing. In: Proceedings of the 5th Conference on Language Resources and Evaluation (LREC
2006), Genova, IT, 2006, pp. 417–422 (2006).

2. http://www.rapidminer.com
3. Esuli., Sebastiani, F.: Sentiwordnet: a publicly available lexical resource for opinion mining. In:

Proceedings from International Conference on Language Resources and Evaluation (LREC),
Genoa (2006).

4. Chih-Chung, C., Chih-Jen, L.: LIBSVM: a library for support vector machines. In: ACM
Transactions on Intelligent Systems and Technology, 2:27:127:27, (2011).

5. http://oxforddictionaries.com/definition/english/poem
6. Shih, L.K., Karger, D.R.: Learning classifiers: using URLs and table layout for web classifi-

cation tasks. In: Proceedings of the 13th International Conference on World Wide Web, New
York, NY, pp. 193–202 (2004).

7. Richter, G., MacFarlane, A.: The impact of metadata on the accuracy of automated patent
classification. World Patent Inf. 37(3), 13–26 (March 2005)

8. Wang, B., Zhou, S., Hu, Y.: Naive bayes-based garual Chinese documents categorization. In:
Proceedings of World Multi conference on Systems, Cybernetics and Informatics, 2, July,
Orlando, pp. 516–521 (2001).

http://www.rapidminer.com
http://oxforddictionaries.com/definition/english/poem


682 V. Kumar and S. Minz

9. Noraini, J., Masnizah, M.: Shahrul Azman, N.: Poetry classification using support vector
machines. J. Comput. sci. 8(9), 1441–1446 (2012)

10. Logan, B., Kositsky, A., Moreno, P.: Semantic analysis of song lyrics. In: the Proceeding of
IEEE Int. Conf. on Multimedia and Expo, 2, pp. 827–830 (2004).

11. Tizhoosh, H.R., Dara, R.: On poem recognition. Pattern Anal. Appl. 9(4), 325–338 (2006)



Novel Class Detection in Data Streams

Vahida Attar and Gargi Pingale

Abstract Data stream classification is challenging process as it involves consider-
ation of many practical aspects associated with efficient processing and temporal
behavior of the stream. Two such aspects which are well studied and addressed
by many present data stream classification techniques are infinite length and con-
cept drift. Another very important characteristic of data streams, namely, concept-
evolution is rarely being addressed in literature. Concept-evolution occurs as a result
of new classes evolving in the stream. Handling concept evolution involves detecting
novel classes and training the model with the same. It is a significant technique to mine
the data where an important class is under-represented in the training set. This paper
is an attempt to study and discuss the technique to handle this issue. We implement
one of such state-of-art techniques and also modify for better performance.

Keywords Novel class detection · Data stream classification · Concept evolution

1 Introduction

Advances in electronics and hardware technology have highly increased the capa-
bility to generate as well as to store enormous data in various forms. Mobile phones,
laptops, easily available camera, the Internet are few among the various devices which
generate huge amount of digital data. Though data mining provides with many good
applications to mine this huge data, data stream classification is a major challenge
for data mining community. With increasing volume of data it is no longer possible
to process the data in multiple passes. Also the data stream may evolve over the time
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period. Concept-evolution occurs when new classes evolve in the stream. Handling
concept evolution involves detecting novel classes and training model with the same.
When we are using continuous data stream for classification it is not possible to pre-
dict the class or type of data in advance that system is going to encounter. System
should be able to detect an emergence of new class of data in stream.

Novel class detection is concerned with recognizing inputs that differ in some
way from those that are usually seen or which already exist in the trained model.
It is a significant technique to mine the data where an important class is under-
represented in the training set. Traditional classifiers cannot detect presence of novel
class. All the instances which belong to such class are misclassified by the algorithm
unless there is some kind of manual intervention and model is trained with such a
novel class. Novel class detection technique is immensely useful in medical sciences,
intrusion detection, fraud detection, signal processing, and image analysis. Novel
class detection refers to learning algorithms being able to identify and learn new
concepts. In this case, the concepts to be detected and those to be learned correspond
to an emerging pattern that is different from noise, or drift in previously known
concepts. In simple words, systems detecting novel class must be able to identify
new concept emerging in the stream and train the existing models with it so that in
future instances belonging to that novel class can be correctly classified. Novelty class
detection is now being under constant attention from researchers and academicians.
Various approaches to detect the new concept as well as to learn the new concept
have been devised.

In rest of the paper Sect. 2 describes about Novel class Detection. In Sect. 3, we
explore different technique to handle this issue, Sect. 4 is about the implemented
techniques and improvements over the same. Results of both the techniques are
presented and compared in Sect. 5 and conclusion in Sect. 6.

2 Overview of Concept Evolution and Novel Class Detection

There are many algorithms in literature that address novelty detection. These algo-
rithms can be divided into one-class approach and multi-class approach. In one class
method [6, 7, 9], one class is able to detect a single class of data instances that is
different from classes with which system is trained, however, multi-class method can
detect more than one new class in training data set. These algorithms show different
results for different data sets because their efficiency and accuracy depends on under-
lying method used and properties of data taken into consideration. Major challenge is
to detect novel classes in presence of concept drift in data stream. There are broadly
two approaches for novelty detection in data stream, Statistical and Neural Network
approach.

Neural networks [6] are immensely used in Novelty Detection. In comparison
to statistical methods some critical issues in neural networks are generalization of
computational expense during training and expense involved in retraining. Some
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of these methods are multi-layer perceptions, support vector machines, radial basis
function networks, self-organizing maps, oscillatory networks, etc.

Statistical Approach uses the statistical properties of data for creating models.
It further uses these models to estimate whether the given instance belongs to the
existing class or not. There exist various techniques for novelty detection using this
approach. To mention a few, building a density function for data of known class and
then calculate the probability of the coming test instance belonging to existing class.
Another technique can be finding mean distance of test instance under consideration
from the center of nearest cluster of existing class first to detect it as outlier and if
there are several such outliers close to each other considering some threshold value
for closeness as a novel class. The distance measure can be a Euclidian distance
or some other probabilistic distance. Further down there are two types of statistical
approach, Parametric and Non-parametric approaches.

In parametric approach data distributions are assumed to be known and then the
parameters such as mean, variance of model are estimated, the test data falling outside
the estimated parameters of distribution are declared as novel. But the parametric
approach does not have much practical implications as the distribution of real data
is already not known. Some of the parametric methods for novelty detection are
Hypothesis testing, Probabilistic/Gaussian mixture modeling.

Non-parametric approach involves estimation of density of data for training
for example, Parzen window and K-Nearest Neighbor. The instances which fall
out of certain threshold density are regarded as novel. These methods do not make
any assumption regarding data distribution functions. Thus in a way they are more
flexible. But they do have shortcomings in handling of noise in data. In KNN method,
the normal data distribution is defined by a few numbers of spherical clusters formed
by k-nearest neighbor technique. Novel class is identified by calculating distance
of data point from the center of the clusters which fall beyond its radius. Parzen
windows method is used for estimation of data density. It uses Gaussian function.
In this method a threshold for detecting novelty is set which is being applied on the
probability of test pattern.

3 Techniques for Novel Class Detection

Various papers to deal with the novel class detection are noted in the literature. Smola
[5], proposes approach to this problem by trying to estimate a function f which is
positive on S and negative on the complement. The functional form of f is given by
a kernel expansion in terms of a potentially small subset of the training data; it is
regularized by controlling the length of the weight vector in an associated feature
space. It provides a theoretical analysis of the statistical performance of algorithm.
The algorithm is a natural extension of the support vector algorithm to the case of
unlabeled data. Given a small class of sets, the simplest estimator accomplishing this
task is the empirical measure, which simply looks at how many training points fall
into the region of interest. This algorithm does the opposite. It proposes an algorithm
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which computes a binary function which is supposed to capture regions in input
space where the probability density lives (its support), i.e., a function such that most
of the data will live in the region where the function is nonzero. In doing so, it is
in line with Vapnik’s principle never to solve a problem which is more general than
the one we actually need to solve. Moreover, it is applicable also in cases where the
density of the data’s distribution is not even well-defined, e.g., if there are singular
components. It starts with the number of training points that are supposed to fall into
the region, and then estimates a region with the desired property.

In [6], a new single class classification technique has been proposed that can
detect novelty and handle concept drift. The proposed method uses clustering algo-
rithm to produce the normal model. It relies on Discrete Cosine Transform (DCT) to
build compact and effective generative models such that the closest model to a new
instance will be an approximation of its K nearest neighbors. Also using the DCT co-
efficients it presents an effective method for discriminating normal concepts as well
as detecting novelty and concept drift. The proposed method referred to as Discrete
Cosine Transform Based Novelty and Drift Detection (DETECTNOD), consists of
two phases. In the first phase, based on the normal data, it tries to generate an initial
model with an effective and compact knowledge about the clusters. At the second
phase, the testing data is divided into equal sized blocks whose size is limited only
by the storage space. In this phase, using the previously obtained generative models,
normal data is discriminated from novel classes and concept drift.

D. Martinez [8] introduced a neural competitive learning tree as a computation-
ally attractive scheme for adaptive density estimation and novelty detection. This
approach combines the unsupervised learning property of competitive neural net-
works with a binary tree-type structure. The initialization process can be performed
with input data sampled either randomly from the training set (random initializa-
tion) or sequentially as data become available (sequential initialization) in case of
an Independently Identically Distributed (IID) sequence and then nodes are splitting
each at one time. To avoid this dependency of initialization process on particular
data tree is built by taking into account entire dataset and splitting all nodes once.
Thus, the learning rule provides an adaptive focusing mechanism capable of tracking
time-varying distributions. The constructed tree from the training data serves as a
reference tree. Another tree is built for the testing data and a novelty is detected when
it differs too much from the reference tree.

Markos Markou [9] proposes a new model of “novelty detection” for image
sequence analysis using neural networks. This model uses the concept of artifi-
cially generated negative data to form closed decision boundaries using a multi-
layer perceptron. It uses novelty filter to classify data as known and unknown. One
neural network is trained per class where samples are labeled as belonging (positive)
or not belonging (negative) to class. Negative data is used for novelty detection.
Neural Network with Random Rejects (NN-RR) novelty filter works on threshold-
ing the neural network output activation in response to an input test pattern. Re-
jected samples are then collected in data storage called bin. Clustering is done using
k-means clustering method. This helps in deciding which clusters should be used for
retraining.
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4 Implemented Technique and Proposed Up-Gradation

In real streaming environment where new classes evolve it is not the case that
total number of classes is fixed for classification purpose. Masud et al. [4] pro-
pose an algorithm to detect emergence of novel class in the presence of concept drift
by quantifying cohesion among unlabeled instances and separation of them from
training instances. Traditional novelty detection schemes assume or build a model of
normal data and identify outliers that deviate from normal points. This scheme not
only detects single point which deviates from normal data but also to find if there is
any strong bond among the points. This technique uses ensemble approach to handle
concept drift. Data stream is divided into equal sized chunks. Each chunk is accom-
modated in memory and processed online and classification model is trained from
each chunk. Newly trained model replaces original model. And the ensemble evolves
representing most up-to-date concepts in the stream. This paper forms the platform
of our work. We implement this technique and also propose some improvements in
the algorithm.

Input data stream is divided into equal sized chunks. Each unlabeled chunk is given
as input to the algorithm. It first detects presence of novel class. Instances belonging to
the novel class are separated from the chunk and the remaining instances are classified
normally. A new model is trained using the instances of the latest chunk. Finally
the ensemble is updated by choosing the best M classifiers from M+1 classifiers.
The base learners used are K Nearest Neighbors and Decision tree. Clusters of the
training instances are built and hence store only cluster summaries. These clusters
are called as Pseudo points. Any strong cohesion among the instances falling in
the unused space indicates presence of a novel class. Novel class detection is a two
step process. Initially the training data is clustered and stored as cluster summaries
called Pseudopoints which are used to keep the track of used spaces. Later these
Pseudopoints are used to detect outliers and if a strong cohesion exists among the
outliers a novel class is declared. Every time the data chunk is clustered and the cluster
centroid and relevant information is stored as Pseudopoints. Clustering is specific to
each base learner. In case of decision tree at its each leaf node where as for KNN
classifier the already existing Pseudopoints are used. K Means clustering approach
is adapted for the same. The desired value of K parameter in K Means algorithm
should be determined experimentally. We build Ki = (ti /S)*K clusters in li , where ti
denoted number of training instances in the leaf node li , S is the chunk size.

Cluster summary is stored in Pseudopoints which consist of Weight (W)—total
number of instances in the cluster. Centroid (C). Radius(R)—maximum distance
between the centroid and the data instances belonging to the cluster. Mean distance—
it is the mean distance from each data instance to the cluster centroid. Once the
Pseudopoints are formed the raw data is discarded. The union of regions covered
by all Pseudopoints represents union of all the used spaces which forms a decision
boundary.

R-Outlier is a data instance such that the distance between the centroid of the
nearest Pseudopoint and the instance is greater than the radius of this Pseudopoint.
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For KNN approach R-Outliers are determined by testing each data instance against
all the Pseudopoints. For decision tree each data point is tested against only the
Pseudopoints stored at the leaf node where the instance belongs. So any data instance
outside the decision boundary is an R-Outlier for that classifier.

Up-Gradations: Early Novel Class Detection (ENCD)
Sometimes test data instance may be considered as an R-outlier because of one or

more reasons like: The test instance belongs to an existing class but it is a noise, shift
in the decision boundary, Insufficient training data. To avoid an ordinary instance
being declared as a novel class instance filtering is done. If a test instance is an
R-Outlier to all the classifiers in the ensemble only then it is considered as filtered
outlier that is F-Outlier. Rest all are filtered out. Hence being an F-Outlier is a
necessary condition for being in a new class. Detection of novel class basically
means to verify whether F-Outliers satisfy the two properties of a novel class that
is separation and cohesion. λC neighborhood is the set of η nearest neighbours of
x belonging to class C where η is user defined parameter. In the existing algorithm
a new classifier is built only when the test chunk is completed. As soon as a new
class is found a new classifier must be built, instead of waiting for the test chunk to
finish, and then to train a classifier. Now we don’t need to wait for the test chunk to
complete, instead we train the new classifier with whatever part of test chunk at hand
and this puts us in a position to detect and identify the forthcoming novel instances in
that present chunk itself. To achieve this, we put an additional condition for building
a classifier. During testing, whenever a new class is detected, a flag is set. Building
or training of new classifier is done when this flag is set or when the test chunk is
completed. We call this as Early Novel Class Detection (ENCD).

5 Experiments and Results

5.1 Datasets

10 % of KDDCup 99 network intrusion detection [5] contains around 4,90,000
instances. Here different classes appear and disappear frequently, making the new
class detection very challenging. There are 22 types of attacks, each record consists
of 42 attributes. We have also used synthetically generated dataset from [4] which
simulates both concept-drift and novel-class. The data size varies from 100 to 1000 k
instances, class label varies from 5 to 40 and data attributes from 20 to 80 (Fig. 1).

5.2 Implementation Environment

The proposed algorithm is implemented in Java programming language on Linux
platform. We have used MOA-Massive Online Analysis tool for all the experimen-
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Fig. 1 Error rate versus Chunk No. for Datasets: KDD (KNN, DT), SyncCN ()

tation of the proposed approach. Performance existing algorithm is compared with
ETNCD proposed by us. For plotting the graphs of chunk no. and error rate of the
two algorithms, we used GNU plot version 4.2.

Parameters-Error: Whenever predicted class value of the instance under con-
sideration is different from its actual class value error is noted. If an existing class
instance is misclassified as a novel class instance error is incremented.

Global Error = (100 * Err) / total no. of instances in dataset.

Chunk Size: We have experimented with chunk size from 500 to 5,000 and selected
4,000 for real and 1,000 for synthetic dataset.

Ensemble Size: 10 for KNN and 6 for Decision tree classifier.
Minimum Number of Points required to declare a novel class: 50.
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5.3 Results Based on Up-Gradations

Initially models are built with the first N chunks. From the N+1 chunk performance
of each method is evaluated for that chunk and then the same chunk is used to update
the existing models. We compared the proposed approach that is ENCD and the
existing algorithm in [4]. We perform comparisons for all the mentioned datasets.

6 Conclusion and Future Work

Various techniques in novel class detection have been studied and analyzed. We
propose early detection and identification of every new class. This improvement
gives us an edge to classify the novel instances correctly. Experimental results show
that the proposed up gradations improve the existing algorithm. The current technique
does not take into consideration multiple-label instances. So we would also like to
apply our technique to multiple-label instances.
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Analyzing Random Forest Classifier
with Different Split Measures

Vrushali Y. Kulkarni, Manisha Petare and P. K. Sinha

Abstract Random forest is an ensemble supervised machine learning technique.
The principle of ensemble suggests that to yield better accuracy, the base classifiers
in the ensemble should be diverse and accurate. Random forest uses decision tree as
base classifier. In this paper, we have done theoretical and empirical comparison of
different split measures for induction of decision tree in Random forest and tested if
there is any effect on the accuracy of Random forest.

Keywords Classification · Split measures · Random forest · Decision tree

1 Introduction

Random forest is an ensemble supervised machine learning technique. Ensembles use
multiple classifiers and are always more accurate than individual classifiers. Random
forest uses decision tree as base classifier. It is based on principle of bagging [1] and
uses randomization in two ways: one in the selection of training data samples to train
each base tree and another in the selection of attributes for induction of tree. The
principle of ensemble suggests that to yield better accuracy, the base classifiers in
the ensemble should be diverse and accurate [2].
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In the original Random forest algorithm, Brieman has used Gini index as split
measure to induce decision trees. Gini index particularly is not able to detect strong
conditional dependencies among attributes [4]. There are various top-down decision
tree inducers like ID3, C4.5 which work with split measures other than Gini index [5].
Robnik and Sikonja experimented with Random forest using five different attribute
measures; each fifth of the trees in the forest is generated using different split measure
(Gini index, Gain ratio, MDL, Myopic ReliefF, or ReliefF). This helped in decreasing
correlation between the trees while retaining their strengths. In the literature survey
related to Random forest [12], we found that there is very less work done related to
attribute split measures in Random forest.

There are 29 different attribute split measures [6], we have selected the commonly
used split measures for our work. In this paper we tested use of different split mea-
sures (Information gain, Gain ratio, Gini index, Chi square, and ReliefF) to induce
decision trees for Random forest, how it is affecting the accuracy, is the strength of
individual tree is increased by a specific split measure. For this, we have first done
theoretical study of different measures and generated a comparison matrix. In [13] the
authors have mentioned that for research related to decision tree induction, empirical
comparisons are to be preferred. Hence these results are verified by empirical study
and conclusions are derived.

This paper is organized in following way: Sect. 2 introduces in brief the Theo-
retical Foundations for this research work. They include Random forest and split
measures used for experimentation. Section 3 explains methods and results. Section
4 gives concluding remarks.

2 Theoretical Foundations

2.1 Random Forest

Definition: A Random forest is a classifier consisting of a collection of tree-structured
classifiers {h(x, θk) k = 1, 2, . . . .} where the {θk} are independent identically dis-
tributed random vectors and each tree casts a unit vote for the most popular class
at input x [3]. Random forest generates an ensemble of decision trees. To classify a
new object from an input vector, the input vector is run down each of the trees in the
forest. Each tree gives a classification and each tree votes for the class. The forest
chooses the classification having maximum votes. Each tree is grown in the following
way: If the number of records in the training set is N, then N records are sampled at
random but with replacement, from the original data, this is bootstrap sample. This
sample will be the training set for growing the tree. If there are M input variables,
a number m << M is selected such that at each node, m variables are selected at
random out of M and the best split on these m is used to split the node. The value
of m is held constant during forest growing. Each tree is grown to the largest extent
possible. There is no pruning. The generalization error of Random forest is given as,
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PE≥ = Px,y (mg(X, Y )) < 0

The margin function is given as,

mg(X, Y ) = avk I (hk(X) = Y ) − max j ≤=Y avk I (hk(X) = j)

The margin function measures the extent to which the average number of votes at
(X, Y ) for the right class exceeds the average vote for any other class. Strength of
Random forest is given in terms of the expected value of margin function as,

S = EX, Y (mg(X, Y ))

If ρ is mean value of correlation between base trees, an upper bound for generalization
error is given by,

PE≥ ↓ ρ
(

1 − s2
)

s2

Hence, to yield better accuracy in Random forest, the base decision trees are to be
diverse and accurate.

2.2 Split Measures for Decision Tree

In decision tree induction, split measures are used to generate splitting rules. A
splitting rule is a one-ply look ahead heuristic used to guess the best test to make at
the current node in the tree [11].

2.2.1 Information Gain

This attribute selection measure is based on Shannon’s information theory, which
finds the value or information content of message. Hence for each splitting attribute,
Information gain is calculated and the attribute with highest gain is chosen as splitting
attribute. This attribute is such that it creates minimum impurity or randomness in
the generated splits and hence it minimizes the information needed to classify the
tuples. If D is the entire dataset, then information content of D or entropy of D is
given as

Info (D) = −
m∑

i=1

(pi logpi )

Here i = 1, 2, ...., m are classes in dataset D. Pi is probability that an arbitrary tuple
in D belongs to class Ci . Let A be an attribute in D and {a1, a2, ..., av} are different
values of attribute A in D such that {D1, D2, ..., Dv} are partitions generated based on
these values. These partitions are likely to be impure. How much more information
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is still needed to arrive at an exact classification or pure partition is given as [10]:

InfoA(D)=
v∑

j=1

(|D j |/|D|) ≥ Info(D j )

The smaller this additional information, the greater the purity of the partition.

Gain (A) = Info (D) − InfoA (D)

The attribute with highest Information gain is selected for splitting. Information
gain is biased toward choosing attributes with a large number of values.

2.2.2 Gain Ratio

The Gain ratio attempts to overcome the bias toward multi-valued attributes. The
less evenly spread its value, the less information in the attribute [7].

SplitInfoA(D) = −
v∑

j=1

(|D j | / |D|) ≥ log
|D j |
|D|

Gain Ratio(A) = Gain (A) /SplitInfoA (A)

The attribute with maximum Gain ratio is selected for splitting.

2.2.3 Gini Index

It is known as generalized inequality index. If a dataset D contains examples from n
classes, Gini Index, Gini(D) is defined as [10]:

Gini(D) = 1 −
n∑

j=1

p2
j

p j is the relative frequency of class j in D. Gini index considers binary split for each
attribute. For attributes having more than two distinct values, subsets of attributes
are considered. For binary split on partitions D into D1 and D2, the Gini index of G
is;

GiniA(D) = |D1|
|D| Gini (D1) + |D2|

|D| Gini (D2)

The attribute with minimum Gini index is selected for splitting. The best split is the
one with the largest decrease in diversity. Gini prefers split that put the largest class
into one pure node, and all remaining classes into the other [9].
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Table 1 Comparison of different split measures

Measures
issues

Information
gain

Information gain
ratio

Gini index Chi square Relief

Split type Multiway Multiway Binary Multiway Binary
Splitting

func-
tion

Entropy Entropy Gini coefficient X2 statistics Diff (A, I1, I2)

Target Continuous,
discrete

Continuous,
discrete

Continuous,
discrete

Discrete Continuous,
discrete

Predictors Continuous,
discrete

Continuous,
discrete

Continuous,
discrete

Discrete Continuous,
discrete

Algorithm ID3 C4.5 CART CHAID RELIEFF
family

Biasing Biased
toward
multi-
valued
attributes

Helps to reduce
biasing

Biased toward
multi-valued
attributes

Adjustment is
possible to
reduce
biasing

Relief
exhibits
an
implicit
normal-
ization
effect to
reduce
biasing
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Fig. 1 Graph showing comparative OOB error for ecoli dataset

2.2.4 Chi Square

Chi square test uses contingency matrix to test distribution of available data tuples
into different classes. If (Ai, Bi ) denote the events that attribute A takes on value ai

and attribute B takes on value b j then Chi square value is computed as [10]:
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Table 2 Datasets used for analysis

Dataset Instances Attributes Classes Imbalanced ? Attribute type

Hypothyroid 3772 30 4 yes Numeric/nominal
Ionosphere 351 35 24 no Numeric
kr-vs-kp 3196 37 2 no Nomial
Sick 3772 37 2 yes Numeric/nominal
Sonar 208 61 2 no Numeric
Soybean 683 36 19 no Nomial
Vehicle 846 19 4 no Numeric
Anneal 898 39 5 yes Numeric/nominal
Vote 435 17 2 no Nomial
Audiology 226 70 24 no Nomial
Vowel 990 14 11 no Numeric/nominal
Waveform 5000 41 3 no Numeric
Diebetes 768 9 2 no Numeric
Breast cancer 286 10 2 no Nomial
credit-g 1000 21 2 no Numeric/nominal
segment 2310 20 7 no Numeric/nominal
Splice 3190 62 3 no Nomial
Car 1728 7 4 no Nomial
Ecoli 336 8 8 no Numeric
Glass 214 10 7 no Numeric
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Fig. 2 Graph showing comparative % accuracy for ecoli dataset

X2 =
c∑

i=1

r∑

j=1

(oi j − ei j )
2/ei j

where oi j is observed frequency and ei j is expected frequency, N is number of data
tuples. The attribute that gives highest Chi square value is used as the best split.
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Table 3 Percentage accuracy values for different split measures

Trees Measure Sonar Soybean Vote Vowel BC Diabetis Ecoli

50 Info gain 87.50 94.00 96.09 98.18 69.23 75.26 84.82
Gain ratio 85.10 93.70 96.09 97.98 70.63 75.00 84.82
Chi square 85.10 91.51 96.32 97.78 67.83 74.61 67.26
ReliefF 86.06 93.70 96.32 98.38 68.53 74.48 84.52
Gini index 84.62 92.39 96.32 98.59 65.38 75.78 84.52

100 Info gain 85.58 93.41 96.32 98.48 69.58 75.91 85.12
Gain ratio 86.54 93.85 96.32 98.38 70.98 75.65 85.12
Chi square 86.54 91.65 96.78 98.59 66.78 74.87 66.07
ReliefF 83.65 94.00 96.09 98.38 67.48 75.26 85.12
Gini index 84.62 92.83 96.32 98.69 66.43 75.52 86.31

150 Info gain 85.58 93.41 96.55 98.48 70.63 75.91 85.12
Gain ratio 87.02 93.27 96.55 98.48 70.28 75.78 84.52
Chi square 86.06 91.36 96.32 98.59 66.70 74.87 68.15
ReliefF 86.54 94.00 96.32 98.48 67.48 74.87 84.82
Gini index 83.17 92.53 96.32 98.89 66.43 76.04 85.71

200 Info gain 87.98 93.56 96.55 98.48 70.98 75.26 85.12
Gain ratio 87.02 93.12 96.55 98.59 70.63 75.26 84.23
Chi square 87.02 91.51 96.55 98.89 66.43 75.13 70.54
ReliefF 87.02 93.56 96.55 98.38 67.13 75.00 84.82
Gini index 84.62 92.53 96.32 98.79 65.04 75.39 86.01

250 Info gain 86.06 93.70 96.55 98.59 69.23 75.00 85.12
Gain ratio 87.98 93.12 96.55 98.59 70.63 75.13 84.23
Chi square 88.46 91.22 96.55 98.69 65.38 75.13 70.83
ReliefF 87.02 94.00 96.55 98.48 67.13 74.61 84.82
Gini index 86.54 92.53 96.32 98.69 65.38 74.87 86.31

300 Info gain 84.62 93.70 96.55 98.59 69.23 75.30 85.42
Gain ratio 87.02 93.12 96.55 98.59 70.98 75.00 84.82
Chi square 88.46 91.36 96.55 98.38 65.38 75.13 70.83
ReliefF 86.54 94.00 96.55 98.48 67.83 74.74 85.42
Gini index 86.54 92.68 96.32 98.69 65.38 75.13 86.01

2.2.5 ReliefF

ReliefF is an attribute selection method that is based on attribute estimation. ReliefF
is useful when there are strong inter dependencies among the attributes [8]. It assigns
a relevance weight to each attribute. The attributes are estimated based on how well
their values distinguish between the instances that are near to each other.

Given a randomly selected instance R, ReliefF searches for its two nearest neigh-
bors: One from the same class called nearest hit H , and the other from a different class
called nearest miss M . Then a quality estimation W [A] is updated for all attributes
depending on their values for R, M , and H . If the values of attribute A at instances
R and H are different then attribute A separates two instances of the same class
which is not desirable, and hence negative updation is added to quality estimation
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W [A]. If the values of attribute A at instances R and M are different then attribute
A separates two instances with different class values which is desirable, and hence
a positive update is done to quality estimate W [A].

The process is repeated for m times where m is user-defined parameter.
Diff (A, I1, I2) is a function which calculates difference between the values of
attribute A for instances I1 and I2.
For discrete attribute:
If Diff (A, I1, I2) = 0 : value(A, I1) = value(A, I2), 1 : Otherwise
For continuous attribute:
Diff (A, I1, I2) = [value(A, I1)−value(A, I2)] / (max(A)−min(A)).

3 Methods and Results

The aim behind performing this experiment was to observe the effect of variation in
attribute split measure on the accuracy of Random forest classifier. For this, we have
generated five different Random forest classifiers each using different split measures
(Info gain, Gain ratio, Chi square, Gini index, and ReliefF). For each of this measure,
Random forest is generated with varying size, i.e., from 10 to 300 trees with a step
of 10. The datasets used are all selected from UCI machine learning repository, and
the selection is such that they are already used in different experiments related to
Random forest classifier. The details of datasets used for analysis are given in Table 2.
The accuracy values and OOB error [3] values are noted down. The accuracy reflects
overall performance of Random forest classifier and the OOB error estimation is a
measure of strength of individual tree in the forest. The OOB readings recorded here
are average of OOB error values over all trees in the forest. The experimentation is
done using 10-fold cross validation. The experiments were conducted on 20 datasets
with variation in their size, but due to space limit we are presenting here the readings
for 7 datasets (given in Table 3) and graphs for one of them. For all the graphs,
values on X-axis show number of trees and values on Y axis show either OOB error
or percentage accuracy.

4 Conclusion

The empirical results show that there is not much / significant variation in accuracy
obtained except Chi square. Information gain and Gain ratio give comparable results
for almost all datasets. Chi square is not suitable for Random forest classifier. ReliefF
gives slightly better results as compared to Information gain or Gain ratio, but the
time taken by Random forest with ReliefF is more. We are at present working on
the time aspect of all the split measures where we will exclude Chi square from the
experimentation. With most of the datasets, Gini index slightly lags in the results.
Taking into consideration both theoretical and empirical comparisons, we conclude
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that Gain ratio and ReliefF are better options, and considering the time aspect, Gain
ratio is the best option.

As a future scope, we are working on generating Hybrid Decision Tree where
individual decision tree of Random forest will be generated using different split
measures and the effect on accuracy of Random forest will be observed.
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Text Classification Using Machine Learning
Methods-A Survey

Basant Agarwal and Namita Mittal

Abstract Text classification is used to organize documents in a predefined set of
classes. It is very useful in Web content management, search engines; email filtering,
etc. Text classification is a difficult task due to high- dimensional feature vector com-
prising noisy and irrelevant features. Various feature reduction methods have been
proposed for eliminating irrelevant features as well as for reducing the dimension
of feature vector. Relevant and reduced feature vector is used by machine learning
model for better classification results. This paper presents various text classification
approaches using machine learning techniques, and feature selection techniques for
reducing the high-dimensional feature vector.

Keywords Text classification · Feature selection · Machine learning Algorithms

1 Introduction

Text mining means to extract relevant information from text and to search for inter-
esting relationships between extracted entities. Text classification is one of the basic
and important tasks of text mining. Text classification means automatically assign a
document in some predefined categories of documents based on their contents. Text
classification is a supervised learning model that can classify text documents accord-
ing to their predefined categories. Web content for a search engine can be organized
properly using text classification for efficient retrieval of Web documents. Text clas-
sification techniques are be used for automatically email filtering, medical diagnosis,
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news group filtering, documents organization, indexing for document retrieval, word
sense disambiguation by detecting the topics a document covers.

Main challenges for text classification are following:

1. High dimensionality, due to which it is difficult to create a classifier model
because performance of the classifier degrades as feature vector increases for a
classifier [1].

2. Not all features are important for classification, some features may be redundant
or irrelevant and some may even misguide the classification result [1].

3. To remove redundancy and noisy features from the data.

In text classification, feature vector generally consist of thousands of
attributes/features, that is why feature reduction methods has to be used for removing
irrelevant features, in such a way that classifier accuracy does not affected. Efficiency
and success of any machine learning algorithm depends on the quality of data. Auto-
matic feature reduction methods are used for reducing the size of feature vector
and removing irrelevant features. There are two methods for this purpose, (i) fea-
ture selection and (ii) feature transformation. In feature selection important features
are identified and used for classification. In feature transformation feature vector is
transformed into a new feature vector with selected lower dimensions.

The objective of this paper is to discuss, (i) filter-based feature selection methods,
(ii) feature transformation techniques, and (iii) machine learning techniques used for
text classification.

The remainder of the paper is organized as follows. Section 2 describes the text
classification process, Sect. 2.4 discusses the evaluation methods used for text clas-
sification, and Sect. 3 concludes the paper.

2 Text Classification Process

In text classification process, initially documents are read from the collection, then
preprocessing like stemming, removal of stop words takes place. After that, important
features are selected from the feature vector. Lower dimensional feature vector is fed
to the classifier. Common text classification methods include both supervised and
unsupervised machine learning methods like Support Vector Machine (SVM) [9],
K-Nearest Neighbour (KNN), Neural Network (NN), Naive Bayes [19] etc.

2.1 Preprocessing

The most common preprocessing task for text classification is that of stop-word
removal and stemming. In stop-word removal, the common words in the documents
which are not discriminatory to the different classes are removed from feature vector.
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For example “a”, “the”, “that”, etc., are frequent words that do not help in classifi-
cation, which occurs almost equally in all the documents.

In stemming, different forms of the same word are converted into a single word.
For example, singular, plural, and different tenses are converted into a single word.
Port stemmer algorithm is well-known algorithm for stemming [7].

2.2 Text Representation

For text classification using machine learning methods, each document should be
represented in the form so that learning algorithm can be applied. So each document
is represented as a vector of words/terms/feature. The values in the feature vectors
are weighted to reflect the frequency of words in the documents and the distribution
of words across the collection. The more times a word/term occurs in a document,
the more it is relevant to the document. The more times the word occurs throughout
all documents in the collection, the more poorly it discriminates between documents
[15]. A popular weighting scheme is Term Frequency–Inverse Document Frequency
(TF-IDF): wij = tf(ij)*idf(i), where tf(ij) is the frequency of term i in document j,
and idfi is the inverse document frequency, it measures if a term is common or rare
across documents. IDF can be calculated by log(N /F), where N is total number of
documents in the corpus, F is number of documents where term I appears.

The tf *idf weighting scheme does not consider the length of document, tfc
weighting is similar to tf *idf weighting except, length normalization is used in
tfc weighting. In addition, a logarithm-based weighting scheme is log-weighted term
frequency that uses a logarithm of word frequency, reducing the effect of large num-
ber of term frequency in a document with big document length [19]. One method
is word frequency weighting, i.e., to use the frequency of the term in the document
[19]. Another method for text representation is to simply calculate binary feature
values, i.e., a term either present or not in the document [14].

2.3 Feature Reduction

Feature reductions methods are used to remove the irrelevant features and reduce
the dimensionality of feature space. Basically, there are two methods for feature
reductions (1) Feature selection, and (2) Feature extraction/Feature transformation.
Feature extraction means reduce the dimensionality by transformation/projection
of all the features in subset features. It maps the high-dimensional data on lower
dimensional space. New attributes are obtained by the combination of all the features,
for e.g., Principal Component Analysis (PCA) [22], Singular Value Decomposition
(SVD) [12]. Feature selection technique selects the important features/attributes from
the high-dimensional feature vector using certain criteria for e.g. Information Gain
(IG). Its main purpose is to reduce the dimensionality of the feature space, remove
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the irrelevant features so that performance and accuracy of the machine leaning
algorithm can be improved and also algorithm can run faster.

Feature selection methods are basically of three types depending on how they
selects feature from the feature vector, i.e., filter approach, wrapper approach, and
embedded approach [14, 22].

In filter approach [14, 22], all the features are treated independent to each other.
Features are ranked according to their importance score of each feature, which is
calculated by using some function. Filter approach-based methods does not depend
on the classifier. Advantages of this approach are that they are computationally sim-
ple, fast, and independent to the classifier. Feature selection step is performed once
and then reduced feature vector is used with any classifier can be used. Disadvan-
tage of this approach is that it does not interact with the classifier. It assumes fea-
tures are independent; it is possible that a feature performs well but performs worse
with the combination of other feature, and similarly a lower scoring attribute can
show good performance with the combination to other features [22]. However fil-
ter approach with some modification, included features dependency in multivariate
filtering approach.

In wrapper approach [14, 22], a search procedure is defined to search the feature
subset, and various subsets of features are generated and evaluated for a specific
classifier. In wrapper approach features are treated dependant to each other, and model
interacts with the classifier. As the number of features subset grows exponentially
with increase in the number of features, hence heuristic search methods can be used
for selecting feature subsets. Advantages of this approach are that it interacts with
the classifier, and features dependencies are considered. Disadvantages are that there
is a risk of over fitting, slow and classifier-dependant.

Filter approach is very fast compared to wrapper approach, wrapper approach is
very efficient but specific for a classifier algorithm. It is time consuming. If size of
dataset is high than it is very difficult to create wrapper.

2.3.1 Filter-based Feature Selection Methods

Document Frequency
Document Frequency (DF) is the number of documents in which a term appears.
In document frequency thresholding, those terms are removed whose document fre-
quency is less than a predefined value. This is an unsupervised feature selection
method; it can be computed without class labels. Assumption is that rare terms are
less informative for learning algorithms [3, 4], and frequent words have more chances
that they will be present in future test cases.

Information Gain
Information gain measures decrease in entropy when the feature value is given, means
number of bits of information obtained due to knowing the presence or absence of a
term for prediction [4].
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First, Information gain for each term is computed. Further, terms are removed
from the feature vector whose value is below predefined threshold value [4].

Mutual Information
Mutual information of a term and class attribute is used for feature selection methods.
Mutual information is used to quantitatively analyze the relationship between any
two features or between a feature and a class variable. Mutual information compares
the probability of occurring term t and class c together and probability of term and
class individually [6, 22]. The mutual information of between term t and class c is
defined as

I (t, c) = log
P(t, c)

P(t)*P(c)
= log

P(t ∧ c)

P(t)*P(c)
(1)

If there is a relationship between term and class then joint probability P(t,c) will
be greater than the P(t)*P(c), and I(t,c) >> 0. High value of mutual information
of a feature with the class indicates higher importance of feature for classification.
Threshold value can be set for selecting the features.

Chi Square
The chi squared measures the lack of independence between term t and class c. it can
be used for testing independence or association between two variables. Chi squared
statistic test tries to identify the best terms for the class c and are the ones which
are distributed most differently in the sets of positive and negative examples of class
c [1, 2].

Odds Ratio
Odds Ratio is a fraction of the word occurring in the positive class normalized by that
of the negative class. It has been used for relevance ranking in information retrieval. It
is based on the assumption that the distribution of features on the relevant documents
is different from the distribution of features on the nonrelevant documents [17].

2.3.2 Feature Transformation

Feature transformation techniques are used to reduce the feature vector size, it does
not rank the features according to their importance but it transforms higher dimen-
sional feature space on the lower dimensional feature space.

Singular value decomposition can be used for feature reduction for text classifica-
tion. Latent Semantic Analysis (LSA) uses singular value decomposition method for
mapping high-dimensional features to lower dimensional space that is latent semantic
space [12].

Principal Component Analysis (PCA) is a common method for feature transfor-
mation. PCA seeks a linear projection of high-dimensional data into lower dimen-
sional space in such way that maximum variance is extracted from the variables.
These extracted variables are called principal components those are orthogonal to
each other and uncorrelated. Principal Component Analysis rejects data with small
variance [11].
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Linear Discriminant Analysis (LDA) is one of the popular dimension reduction
methods. It finds out the feature that has high-class discriminant capability. Dis-
criminant features are identified by maximizing the ratio of the between-class to
the within-class variance of a given data set. So a feature scattered more among
different classes and less scattered within class is important for the classification. A
novel text classification method is proposed which is based on LDA and SVM. High-
dimensional feature vector is transformed into lower dimensional feature vector by
LDA feature reduction technique. Then SVM classifier is used for text classifica-
tion [15].

Independent Component Analysis (ICA) [16], on the other hand, is to identify
independent components. ICA transforms the original high dimensional data into
lower dimensional components that are maximally independent from each other.
These independent components are not necessarily orthogonal to each other like PCA.
For dimension reduction ICA finds k components that effectively contain maximum
variability of the original data.

2.4 Classifier Models

There has been active research in text classification over the past few years. Most
of the research work in text classification has focused on applying machine-learning
methods to classify text based on words from a training set [1, 18, 19]. These
approaches include Naïve Bayes (NB) classifiers, SVM, K-Nearest Neighbor (KNN),
Decision Tree, Rocchio algorithm, etc., and also by combining approaches.

Naïve Bayes classifier assumes independence among attributes. NB approach’s
implementation is simple and learning time is less, however, its performance is not
good for categories defined with very few features [21, 25]. It gives a good classi-
fication result of a text document provided there are a sufficient number of training
instances of each category. Gini index-based weighted features is combined with
NB classifier, this approach improved the performance for text classification [10].
Bayesian classifier is modified to handle one hundred thousand of variables. Exper-
iment result shows that modified tree-like Bayesian classifier works with sufficient
speed and accuracy [2]. Maximum entropy is used for a new text classifier proposed
in [8], resulting in better performance in contrast to bayes classifier.

SVM produces good results for two class classification problems like text docu-
ment belongs to a particular category or not, but it is difficult to extend to multiclass
classification. To solve multiclass problems of SVM more efficiently, class incremen-
tal approach is proposed in [23]. SVM outperforms with KNN and naïve Bayesian
classifier for text classification as proposed in [28]. Naïve Bayesian method was used
as a preprocessor for dimensionality reduction followed by the SVM method for text
classification [5].

A modified k-NN-based text classification is proposed, in which variants of the
k-NN method with different decision functions, k values, and feature sets were evalu-
ated to increase the performance of the algorithm [9]. An improved k-NN algorithm
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is proposed in which unimportant documents are not considered, to increase the
performance of the classification [13].

Decision Tree-based text classification does not assume independence among its
features as in Naïve Baysian. Decision tree performs well as a text classifier when
there are very less number of features; however it becomes difficult to create a
classifier for large number of feature [19].

In Rocchio Algorithm, text is indicated as an N-dimensional vector. N is the total
number of features, and each feature item is weighted by TF-IDF algorithm. Training
text dataset is expressed as a feature vector, and then generated the prototype vector
for each class. At the time of classification, similarity between different class features
vectors and feature vector of unknown text document is calculated, and the text is
assigned to the class which has highest similarity [19].

Boosting and Bagging are two voting-based classifiers. In voting classifier, train-
ing samples are taken randomly from the collection multiple times, and different
classifiers are learned. To classify a new sample, each classifier gives a different
class label; the result of voting classifier is decided by the maximum votes earned for
a particular class [29]. Main difference between bagging and boosting is in the way,
they take the samples for training a classifier. In bagging, training samples are taken
with equal weights randomly, and in boosting, more weightage are given to those
samples which have been misclassified by previous classifiers. AdaBoost which is
a boosting classifier outperforms rocchio when the training dataset contains a very
large number of relevant documents [20].

Feature vector is fed to the inputs of the neural network and classification results
come from the output of the network. Problem with the neural network is its slow
learning. Performance of neural network-based text classification was improved by
assigning the probabilities derived from Naïve Bayesian method as initial weights
[24]. In [27], three neural networks, i.e. (i) the Competitive, (ii) the Back Propagation
(BP), and (iii) the Radial Basis Function (RBF), in text classification are compared.
The competitive network is an unsupervised and BP and RBF are supervised methods
for learning. Experimental results show that BP works effectively for text classifica-
tion, RBF network learns faster compare to others. BP and RBF perform better than
competitive network. A modified back propagation neural network is proposed to
improve the performance of traditional algorithm. SVD technique is used for reduc-
ing the dimension of the feature vector. Experimental results show that the modified
neural network outperforms traditional back propagation NN [26].

There is a need to experiment with more such hybrid techniques in order to
derive the maximum benefits from machine learning algorithms and to achieve better
classification results. Different feature selection and reduction techniques are used in
combination with different machine learning algorithm to increase the performance
and accuracy of the classifier.
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3 Conclusion

The commercial importance of automatic text classification applications has increased
due to the number of blogs, Web contents, growth rate of Internet access. Therefore,
much research is currently focused in this area. Performance of text classification
can be increased using machine learning techniques. However preprocessing plays
important role due to high- dimensional data, and feature selection and reduction tech-
niques enhances the quality of training data for the classifier, resulting into improved
classifier accuracy.

Text classification for regional language documents can be useful for several gov-
ernmental and commercial projects. Multitopic text classification, identify contextual
use of terms on blogs and use of semantics for better classifiers are some of the areas,
where future research can be done.
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Abstract In this paper, we deal with weka-based classification methods for offline
handwritten Gurmukhi character recognition. This paper presents an experimental
assessment of the effectiveness of various weka-based classifiers. Here, we have
used two efficient feature extraction techniques, namely, parabola curve fitting based
features, and power curve fitting based features. For recognition, we have used 18
different classifiers for our experiment. In this work, we have collected 3,500 samples
of isolated offline handwritten Gurmukhi characters from 100 different writers. We
have taken 60 % data as training data and 40 % data as testing data. This paper
presents a novel framework for offline handwritten Gurmukhi character recognition
using weka classification methods and provides innovative benchmark for future
research. We have achieved a maximum recognition accuracy of about 82.92 % with
parabola curve fitting based features and the multilayer perceptron model classifier. In
this work, we have used C programming language and weka classification software
tool. At this point, we have also reported comparative study weka classification
methods for offline handwritten Gurmukhi character recognition.
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1 Introduction

Offline Handwritten Character Recognition usually abbreviated as Offline HCR.
Offline HCR is one of the oldest ideas in the history of pattern recognition by using the
computer. In character recognition, the process commences by reading of a scanned
image of character, determining its meaning, and finally, translates the image into
a computer written text document. In recent times, Gurmukhi character recognition
has become one of the fields of practical usage. OHCR involves activities like digiti-
zation, preprocessing, feature extraction, classification, and recognition. Recognition
rate depends on the quality of features extracted from characters and effectiveness of
the classifiers. For the past several years, many academic laboratories and companies
are occupied with research on handwriting recognition. In the character recognition
system, we need three things, i.e., preprocessing on digitized data, feature extrac-
tion, and decision-making algorithms. Preprocessing is the initial stage of character
recognition. In this phase, the character image is normalized into a window of size
100 × 100. After normalization, we produce bitmap image of the normalized image.
Afterwards, the bitmap image is transformed into a skeletonized image. In this work,
we have used two efficient feature extraction techniques, namely, parabola curve fit-
ting based features and power curve fitting based features for character recognition.
Aradhya et al. [1] have presented a multilingual OCR system for South Indian scripts
based on PCA. Bansal and Sinha [2, 3] have presented a technique for complete
Devanagari script recognition. In this technique, they have recognized the character
in two steps. In first step, that recognize the unknown characters and in the second
step they recognize the character based on the strokes. Chaudhary et al. [4] have rep-
resented a technique for recognition of connected handwritten numerals. Gader et
al. [6] have presented a handwritten word recognition system using neural network.
Hanmandlu et al. [8] have presented a handwritten Hindi numeral recognition system
using Fuzzy logic. Kumar [11] has proposed a AI based approach for handwritten
Devanagari script recognition. Kumar et al. [12] have presented a review on OCR
for handwritten Indian scripts. They have also proposed two efficient feature extrac-
tion techniques for offline handwritten Gurmukhi character recognition [13]. Lehal
and Singh [14] have presented a printed Gurmukhi script recognition system, where
connected components are initially segmented using thinning based approach. Pal et
al. [18] have assimilated a comparative study of handwritten Devanagari character
recognition using twelve different classifiers and four sets of features. Rajashekarad-
hya and Ranjan [20] have proposed zoning based feature extraction technique for
Kannada script recognition. Roy et al. [21] have presented a script identification
system for Persion and Roman script. Sharma et al. [22] have proposed a offline
handwritten character recognition system using quadratic classifier. Pal et al. [16,
17] have come up with a technique for offline Bangla handwritten compound char-
acters recognition. They have used modified quadratic discriminant function for
feature extraction. They have also presented a technique for feature computation of
numeral images. Classification is the most significant activity for character recog-
nition. In the classification process, we required decision making algorithms. There
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The Consonants

The Vowel Bearers

The Additional Consonants (Multi Component Characters)

The Vowel Modifiers

Auxiliary Signs

The Half Characters

Fig. 1 Gurmukhi script character set

have presented various kinds of decision making algorithms as: Baye’s Net, DMNB
Text, Naïve Baye’s, multilayer perceptron model, etc [5, 7, 9, 10, 15, 19]. We have
applied 18 different weka classification methods for offline handwritten Gurmukhi
character recognition.

2 Gurmukhi Script and Data Collection

Gurmukhi script is the script used for writing in the Punjabi language and is
derived from the old Punjabi term Guramukhi, which means “from the mouth of
the Guru”. Gurmukhi script has three vowel bearers, thirty two consonants, six
additional consonants, nine vowel modifiers, three auxiliary signs, and three half
characters. The Gurmukhi script is the 12th most widely used script in the world.
Writing style of Gurmukhi script is from top to bottom and left to right. In the
Gurmukhi script, there is no case sensitivity. The character set of Gurmukhi script is
given in Fig. 1. In the Gurmukhi script, most of the characters have a horizontal line
at the upper part called, headline and the characters are connected with one another
through this line.

For the present work, we have collected the data from 100 different writers. These
writers were requested to writer each Gurmukhi character. A sample of handwritten
Gurmukhi characters by five different writers (W 1, W 2,…,W 5) is given in Fig. 2.
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Script 
Character

W1 W2 W3 W4 W5

Fig. 2 Samples of handwritten Gurmukhi characters

3 Feature Extraction

In this phase, the features of input character are extracted. The performance of Offline
HCR system depends on features, which are being extracted. The extracted features
should be able to uniquely classify a character. In this work, we have used two
efficient feature extraction techniques, namely, parabola curve fitting based features
and power curve fitting based features.

3.1 Parabola Curve Fitting Based Features

In this technique, initially, we have divided the thinned image of a character into n
(=100) zones. A parabola is fitted to the series of ON pixels in every zone by using
the least square method. A parabola y = a + bx + c is uniquely defined by three
parameters: a, b, and c. This will give 3n features for a given bitmap.

The steps that have been used to extract these features are given below.

Step I: Divide the thinned image into n (=100) number of equal sized zones.
Step II: For each zone, fit a parabola using the least square method and calculate

the values of a, b and c.
Step III: Corresponding to the zones that do not have a foreground pixel, the values

of a, b, and c are taken as zero.
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3.2 Power Curve Fitting Based Features

In this technique also, we have divided the thinned image of a character into n (=100)
zones. A power curve is fitted to the series of ON pixels in every zone, using the
least square method. A power curve of the form y = a is uniquely defined by two
parameters: a and b. This will give 2n features for a given bitmap.

The steps that have been used to extract these features are given below.

Step I: Divide the thinned image into n (=100) number of equal sized zones.
Step II: In each zone, fit a power curve using least square method and calculate the

values of a and b.
Step III: Corresponding to the zones that do not have a foreground pixel, the value

of a and b is taken as zero.

Table 1 Experimental results of parabola curve fitting based features

Classifier Accuracy Root mean Weighted False Rejection Weighted
( %) squared average rate ( %) rate ( %) F-measure

error ( %) precision ( %) average ( %)

Baye’s Net 72.78 11.18 74 0.80 26.20 73
Complement naïve

bays
57.35 15.61 65.80 1.20 41.40 55.50

DMNB text 72.86 11.58 73.80 0.80 26.25 73
Naïve bays 71.29 12.41 74.30 0.80 27.90 71.70
Multi-layer

perceptronl
82.92 8.88 83.40 0.50 16.60 82.90

Multi class classifier 60.86 16.64 65.70 1.10 38 61.80
Classification Via

regression
65.57 12.03 66.70 1 33.40 65.60

J48 (decision tree) 55.64 15.11 56.7 1.30 43.10 55.60
IBI 77.85 11.25 79 0.60 20.40 78
IBK 77.86 11.16 80.00 0.60 21.40 78
K-Star 72.07 12.32 74.70 0.80 27.10 72.40
Attribute selected 57.07 14.81 58.80 1.20 41.70 57.30
Ensemble selection 58.07 13.03 59.40 1.20 40.70 57.60
LWL 66.07 12.53 68.70 1 32.90 66.60
PART 53.36 15.66 54.60 1.40 45.20 53.40
Bagging 63.42 12.50 64.60 1.10 35.50 63.30
LogitBoost 62.14 12.11 63.30 1.10 36.80 62.30
Voting feature

interval
67.85 12.03 68.10 0.40 31.70 67



716 M. Kumar et al.

Table 2 Experimental results of power curve fitting based features

Classifier Accuracy Root mean Weighted False Rejection Weighted
( %) squared average rate ( %) rate ( %) F-measure

error ( %) precision ( %) average ( %)

Baye’s Net 72.07 11.50 72.90 0.80 27.10 72.20
Complement naïve

bays
61.28 14.87 66.80 1.10 37.60 60.40

DMNB text 72.86 11.58 73.80 0.80 26.30 72.80
Naïve bays 72.86 12.07 75.30 0.80 26.30 73.30
Multi-layer

perceptron
82.86 8.80 83.50 0.50 16.60 82.60

Multi class classifier 65.78 16.64 69.30 1.00 33.20 66.60
Classification Via

regression
67.85 11.68 68.10 1.00 31.10 67.70

J48 (decision tree) 55.50 15.04 57.10 1.30 43.20 55.60
IBI 77.57 11.32 79.40 0.60 21.80 77.60
IBK 77.57 11.23 79.40 0.60 21.85 77.60
K-Star 69.42 12.74 72.20 0.90 29.70 69.60
Attribute selected 53.14 15.32 54.60 1.40 45.50 53
Ensemble selection 59.42 13.04 60.60 1.20 39.40 59
LWL 64.50 13.05 66.90 1.00 34.50 64.60
PART 55.64 15.18 57.30 1.30 43.10 55.70
Bagging 64.07 12.47 65.10 1.00 34.90 63.80
LogitBoost 64.50 13.05 66.90 1.00 34.50 64.60
Voting feature

interval
60.78 16.71 62.60 1.20 38.00 60.00

Fig. 3 Recognition accuracy of diverse classification techniques
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Fig. 4 Comparison of RMSE in various classification techniques

4 Classification

Classification phase is the decision-making phase of an OHCR engine. This phase
uses the features extracted in the previous stage for deciding class membership. In this
work, we have used 18 different classifiers based on weka namely, Baye’s Net, Com-
plement Naïve Baye’s, Discriminative Multinominal Naïve Baye’s Text (DMNB

Fig. 5 Weighted average precision of divergent classification techniques
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Fig. 6 Comparison of FPRate of different classifiers

Fig. 7 F-Measure of diverse classification methods

Text), Naïve Baye’s, Multi-Layer Perceptron, Multi Class Classifier, Classifica-
tion via Regression, Decision Tree, IBI, IBK, K-Star, Attribute Selected Classifier,
Ensemble Selection, Locality Weighted Learning (LWL), PART, Bagging, Logit-
Boost, and Voting Feature Interval classifier for offline handwritten Gurmukhi char-
acter recognition. Experimental results of these classifiers are presented in the next
section.
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5 Experimental Results

In this section, we have presented results of various weka-based classification
methods. Table 1, depicts the results based on parabola curve fitting based feature
extraction technique and Table 2 shows the power curve fitting based feature extraction
results. In Fig. 3, we have presented recognition accuracy of various classification
techniques for offline handwritten Gurmukhi character recognition. As such, we
have seen that the multilayer perceptron model is the preeminent classifier for offline
handwritten character recognition. We have achieved a maximum accuracy of about
82.92 % with parabola curve fitting based features and the multilayer perceptron
model classifier.

In Fig. 4, we have presented the root mean squared error (RMSE) of various
classification techniques, based on parabola curve fitting features and power curve
fitting features. Figure 5, signifies the precision of different classification techniques.
In Fig. 6, false rate (FP) of different classification techniques is depicted, graphically.
Figure 7, describes the F-measure of various classifiers, considered in this work.

6 Conclusion

In present work, we have illustrated the effectiveness of various weka-based clas-
sification techniques for offline handwritten Gurmukhi character recognition. We
have experimented on our own data set. We have collected 3,500 samples of isolated
handwritten Gurmukhi characters from 100 different writers. After making a com-
parison of various classifiers for the recognition of character, we drew conclusion
that the most appropriate classification technique is multilayer perceptron model. We
obtained a maximum accuracy of about 82.92 % with parabola curve fitting based
features and multilayer perceptron model classifier. The results of power curve fit-
ting are also promising. A further study of the benefits of this technique can also be
extended to offline handwritten character recognition of other Indian scripts.
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An Efficient Fingerprint Indexing Scheme

Arjun Reddy, Umarani Jayaraman, Vandana Dixit Kaushik
and P. Gupta

Abstract This paper proposes an efficient geometric-based indexing scheme for
fingerprints. Unlike other geometric-based indexing schemes, the proposed indexing
scheme reduces both memory and computational costs. It has been tested on IITK
database containing 2,120 fingerprints of 530 subjects. Correct Recognition Rate is
found to be 86.79 % at top 10 best matches. Experiments prove its superiority against
well-known geometric-based indexing schemes.

Keywords Biometrics · Fingerprint indexing · Core point · Minutiae

1 Introduction

Fingerprint recognition system is used to recognize the identity of a subject. Identi-
fication can be done by searching all images in the database (henceforth termed as
models) against a image (henceforth termed as query). To make an efficient process,
there is a need of an efficient indexing technique. A fingerprint has the following
characteristics:
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• Number of minutiae extracted from a fingerprint of a subject at any two time
instants may not be same.

• There are too many minutiae in a fingerprint; some may be false.
• Number of minutiae of any two fingerprints may not be same.
• There may be partial occlusion in a fingerprint of a subject and it may overlap with

some other subjects that are not present in the database.
• A query fingerprint may be rotated and translated with respect to the corresponding

model fingerprints in the database.

Most of the available fingerprint indexing schemes can be classified on the basis of
the features such as singular points [1], directional field [2], local ridge-line orienta-
tions [3], orientation image [4], minutiae [5], minutiae descriptor, multiple features,
and SIFT features. Since most matching algorithms use minutiae, the use of minutiae
is especially beneficial. These schemes derive robust geometric features from triplets
of minutiae and use hashing techniques to perform the search.

A prominent geometric-based indexing technique for fingerprints is proposed by
Germain et al. [6] in which geometric features from triplets are used with the help
of Fast Look up Algorithm for String Homology (FLASH) hashing technique. It
does clustering using transformation parameter where all the fingerprints in that bin
represent a hypothesis match between the three points in the query fingerprint and
those in the fingerprints of database. The best coordinate transformation that matches
query triplet and model triplet is calculated with the information. The transformation
should be such that squared distance between the points of query triplet and model
triplet is minimum. This transformation parameter reduces false matches.

The scheme in [7] uses geometric features from minutiae triplets where the triplet
features are maximum length of three sides, median and minimum angles, triangle
handedness, type, direction and ridge count minutiae density. Since triangles are
formed using all possible minutiae, this increases both memory and computational
cost. A fast and robust projective matching for fingerprints has been proposed in
[8]. It performs a fast match using a Geometric Hashing [9] which needs large
computational time and memory.

Bebis et al. [10] have used the geometric features from Delaunay triangles formed
on the minutiae for indexing the fingerprints, instead of all possible combination of
triangles. It can be shown that for a given set of minutiae, the Delaunay triangula-
tion produces linear number of triangles. This compares favorably to the number of
all possible combinations of triangles/ bases pairs considered in approaches [6–8].
However, the major issue with Delaunay triangulation is that it is more sensitive to
noise and distortion. For example, if some minutiae are missed or added (spurious
minutiae), the structure of Delaunay triangulation gets affected.

This paper presents an efficient indexing scheme which uses geometric informa-
tion from triangles formed on minutiae to index model fingerprints. It assumes that
the uncertainty of feature locations associated with minutiae feature and shear does
not affect the angles of a triangle arbitrarily. Triangles are invariant to translation
and rotation. It reduces the number of possible triangles by taking minutiae to form
triangles within the specified region R from its core point C and is inserted exactly
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once into a hash table. So it effectively removes the use of all triangles/bases pairs
used in [6–8] reducing memory and computational complexity.

The paper is organized as follows. Next section discusses feature extraction tech-
nique from a fingerprint image. Section 3 discusses the proposed indexing scheme.
Experimental results are analyzed in the next section. Conclusions are given in the
last section.

2 Feature Extraction

Feature extraction is a series of steps such as minutiae detection and core point
detection [11]. Let M = {m1, m2, . . . , mo} be the detected minutiae from each
model fingerprint image. Each minutia mi is a 4-tuple (xmi , ymi , αmi , Tmi ) which
denotes their coordinates, direction, and type. Let C = (xc, yc, αc) be the core point,
detected through [11] where (xc, yc) denote the coordinates and αc is the direction
of the core point. The proposed indexing scheme overcomes some of the issues and
constraints in [6, 7] by considering small number of possible triangles instead of all
possible triangles. In a model fingerprint, it considers the minutiae to form triangles
within the specific range R from its core point C reducing computational and memory
cost. Further, it introduces some additional features to reduce false correspondences.
The triplet features used in the proposed indexing scheme are:

1. Sides of the triangles s1, s2, s3: Sides of the triangle is considered in certain order
as the longest side, the medium side and the smaller side. If any two or three
sides are similar, this system does not consider them because this type of triplets
is negligible in number and their exclusion does not affect the results.

2. Regions of vertices r1, r2, r3: Considering core point C as the center, concentric
circles are drawn with radius r , 2r , 3r , 4r ... till the circle’s outer line is completely
outside fingerprint boundary. The optimal value of r is found out with the help
of experiments. Let p1, p2, p3 be three vertices of triplet and r1, r2, r3 be their
respective regions of vertices and d1, d2, d3 be their respective distances from
core point C . Then the value of ri is given by ri = di

r + 1, i = 1, 2, 3.
3. Triangle type λ: Each minutia is either termination or bifurcation. If λ1, λ2, λ3 are

three vertices to indicate whether they are termination or bifurcation point, then
λ for the triplet can be used as one more attribute for indexing component. Since
λ1, λ2 and λ3 can have values either 0 or 1, based on termination or bifurcation,
λ can be any value between 0 and 7 and is calculated by λ = 4λ1 + 2λ2 + λ3.

4. Orientation ϕ : Sometime all the above features may be same for triplets of two
triangles. They can be differentiated by their orientation which can be calculated
using cross-product between the longest side and the medium side. Orientation
has two values, +1 or −1.
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3 Proposed Indexing Scheme

The proposed indexing technique consists of two stages known as indexing and
searching. During indexing, the model fingerprints in the database are indexed into a
hash table. For any new fingerprint image, it can be added into a hash table without
affecting the performance of the searching algorithm and without modifying the
existing hash table. During searching, it recognizes the query fingerprint by searching
only indexed hash bins.

3.1 Indexing

For each model fingerprint consisting of core point C and minutiae, concentric circles
are drawn with radius r , 2r , 3r , 4r ... till the circle’s outer line is completely outside
fingerprint boundary. The value of r is found experimentally. All possible triangles
within various circles are determined. The index I = (s1, s2, s3, r1, r2, r3λ, ϕ) is
generated from each triangle to select an appropriate bin in hash table. At this bin,
model fingerprint ID is added. At the time of indexing, it keeps track of number
of triangles generated from each model fingerprint. Let Ti be the total number of
triangles generated from a model Mi used for indexing. Steps for indexing are given
in Algorithm 1.

Algorithm 1: Indexing

For each model fingerprint Mi do the following
1. Generate all possible triangles for minutiae of fingerprint.
2. Consider only those triangles whose all sides are in the specifies range R.
3. Store numbers of triangles considered in indexing and store it in Ti where Ti indicates total
number of triangles of fingerprint Mi considered for indexing.
4. For each triplet do the following

a) Generate index I = (s1, s2, s3, r1, r2, r3, λ, ϕ).
b) Access appropriate bin of the hash table.
c) Add model fingerprint ID of the image to this bin.

Algorithm 2: Searching

For the given query Q do the following
1. Generate all possible triangles from the minutiae of the query image.
2. Consider only those triangles whose all sides are in the specified range R. Let there be T such
triangles.
3. For each triangle, do the following

a) Generate index I = (s1, s2, s3, r1, r2, r3, λ, ϕ).
b) Access appropriate bin of the hash table.
c) Increment count Ci for all model fingerprints whose ID is in that bin.
d) Calculate Si , score of image Mi , by formula Si = Ci

T i .
e) Obtain largest t Si ’s that are to be considered for critical search.
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Fig. 1 Performance graph: effect of core point generated features

3.2 Searching

For a given query fingerprint, all possible triangles are generated using minutiae
similar to indexing stage. Then only those triangles are considered whose all sides of
triangle fall within the range R. Let there be T such triangles. From these triangles,
an index I = (s1, s2, s3, r1, r2, r3, λ, ϕ) is generated to find an appropriate bin of
hash table and to count each model fingerprint ID in that bin Ci . Same process is
repeated for remaining query’s triangles. Finally, score Si is calculated by Si =
Ci
Ti

, i = 1, 2, ..., Nwhere N denotes the number of fingerprints in the database.
Largest t Si ’s which are considered for top t best matches are used for critical
search to find out the exact match. Steps for searching are given in Algorithm 2.

4 Experimental Results

The proposed indexing scheme has been tested on IITK fingerprint database of 2,120
images acquired from 530 subjects. Every person has given four fingerprints of the
same finger, at different instant of times. Four datasets have been created to carry
out various experiments. DB1 contains 2120 fingerprints, DB2 has 1,336 fingerprints
while DB3 and DB4 contains 668 fingerprints and 200 fingerprints respectively. In all
these datasets, three impressions of each finger are used for indexing and remaining
one impression is used for searching.

Figure 1 shows the performance of the proposed indexing scheme with respect
to core point and database sizes. DB4 dataset is used for performing this exper-
iment. The CRR is very high when core point is considered to obtain additional
features from triangles. This CRR, when core point is used, is close to the CRR of the
existing schemes like [6] and [7] . But the proposed scheme has achieved this perfor-
mance without using transformation parameter cluster and imposing any geometrical
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constraints. Experiments have also been conducted on all datasets DB1, DB2, DB3,
DB4. It is found that there is no drastic difference in CRR for different datasets and
as database size is increasing, CRR is coming down for a given Penetration Rate,
slightly.

5 Conclusion

This paper has proposed a fingerprint-based indexing scheme which uses core point.
This has helped to overcome various issues and constraints of well-known schemes.
It has been tested on IITK database containing 2,120 fingerprints of 530 subjects.
Accuracy is found to be 86.79 % at top 10 best matches. This accuracy has been
achieved without using clustering based on transformation parameter and without
imposing geometrical constraints as in existing schemes. However, it may not per-
form well when a fingerprint does not contain any core point.
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Gait Biometrics: An Approach to Speed
Invariant Human Gait Analysis for Person
Identification

Anup Nandy, Soumabha Bhowmick, Pavan Chakraborty
and G. C. Nandi

Abstract A simple and a common human gait can provide an interesting behav-
ioral biometric feature for robust human identification. The human gait data can be
obtained without the subject’s knowledge through remote video imaging of people
walking. In this paper we apply a computer vision-based technique to identify a
person at various walking speeds, varying from 2 km/hr to 10 km/hr. We attempt to
construct a speed invariance human gait classifier. Gait signatures are derived from
the sequence of silhouette frames at different gait speeds. The OU-ISIR Treadmill
Gait Databases has been used. We apply a dynamic edge orientation histogram on
silhouette images at different speeds, as feature vector for classification. This ori-
entation histogram offers the advantage of accumulating translation and orientation
invariant gait signatures. This leads to a choice of the best features for gait classifi-
cation. A statistical technique based on Naïve Bayesian approach has been applied
to classify the same person at different gait speeds. The classifier performance has
been evaluated by estimating the maximum likelihood of occurrences of the subject.

Keywords Human gait ·Orientation histogram ·Naïve Bayesian ·Speed invariance
gait · OU-ISIR gait database
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1 Introduction

Bi-pedal locomotion is a complex task for a human. It requires a strong coordina-
tion of different joints of the human body which generates the rhythmic motion. A
normal walking is involved with balancing ability and proper stability through the
synchronous oscillations of different body joints of a person. The rhythmic motion
[1] is called as gait which holds biometric signatures of the human behavioral walk-
ing pattern. Gait biometric has brought an enormous attention in security-related
issues for detecting threats in controlled environments like Airports, Banks, Big
Malls, and military installations. Johansson [2] has extracted the biological pattern
of human gait by mounting Moving Lights Display (MLD) markers onto differ-
ent major body parts of human subjects. Gait recognition from a video sequence
signifies the gait as a potential biometric. It extends its advantages over the other bio-
metrics traits like face, iris-scans, fingerprints, and hand scans for its unobtrusiveness
properties, distance identification, and dealing with low resolution videos. Several
gait review articles [3, 4] offer a general outline of the gait identification process.
Morris [5] first started the wearable sensor-based gait recognition technique where
motion recording sensors [6, 7] were attached on different locations of human body
to record the acceleration of the gait which is utilized for identification purposes. The
disadvantage of this system is that the full cooperation of the person is extremely
required. Orr and Abowd [8] have shown the floor sensor-based gait recognition
approach. It deals with force plates and an array of sensors deployed on the floor
[8, 9] which enable to extract gait features from a person’s walking on the floor. The
Motion Vision-based gait recognition applies image and video processing techniques
to extract gait features for identification from the video camera at a far distance.
BenAbdelkader et al. [10] investigates individual identification and verification by
calculating stride and cadence. Johnson and Bobick [11] applied a technique to mea-
sure static body parameters pertaining to distances among head and pelvis, height of
the subject, maximum distance obtained between pelvis and feet, and distance among
both the feet. These parameters are used for person recognition. It has been observed
that maximum MV-based gait recognition works are based on the human silhouette
[12, 13]. Liu and Sarkar [12] applied a technique to estimate the average silhou-
ettes of a gait cycle and adopted a classification method called Euclidean distance
to compare two averaged silhouettes for similarity measurements. A model-based
approach is applied to determine gait features by evaluating the static and dynamic
body parameters [14–16]. It is generally view and scale invariant which provides the
advantage over the holistic approaches. The main disadvantage of this approach is
low robustness and needs very high quality gait images and difficult capturing which
requires proper camera calibration. Holistic approaches directly concentrate on gait
sequences rather than any specific model for human body or parts of the human body.
They are robust to the quality of human silhouettes and have low computational com-
plexity [17, 18] which offers great advantages comparing to model-based approaches
and are easy to implement with acceptable recognition rate. The major disadvantage
of this model free approach is changing the shape of the silhouette with the effect
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of occlusions, wearing different clothes and carrying of objects. Sarkar et al. [19]
proposed the baseline algorithm which is directly used on gait silhouette images
to extract features which are scaled and aligned before applying on classification
techniques. A Radon Transform was applied by Boulgouris and Chi [20] on binary
silhouette gait images to construct a template from binary gait sequences. The feature
vector was constituted by Radon coefficients derived by applying subspace projec-
tions and linear discriminate analysis (LDA). Dimensionality reduction method was
used in the context of gait analysis to capture most discriminative features.

The advantage of vision-based technique exposes that no person’s physical coop-
eration is required. It also attracts the person’s identification from a large distance
with low resolution image where other biometrics modality perhaps fails to obtain
good classification result. The overview of this paper is stated as follows:

In Sect. 2, the process of deriving gait signatures as a feature has been explained.
Section 3 investigates the classification technique using Naïve Bayesian rule for speed
invariant human identification. In Sect. 4, gait identification results together with the
distribution of gait features using histogram bins have been addressed accordingly.
The conclusion and the future work for enhancement of this research work have been
added at the end of this paper.

2 Method for Feature Extraction

As the human gait is purely a nonlinear time varying signal, hence selecting the
best feature for speed invariant person identification is indeed a challenging job. The
dynamic edge orientation histogram is chosen as a feature vector which appeals its
robustness in orientation and translation invariant gait speeds. The orientation his-
togram computes the gradient by applying three tap derivative filter and subsequently
produces the histogram in the desired orientations [21]. It has been investigated that
the same person with different gait speeds will generate the similar feature vector. The
algorithm for finding out the dynamic edge orientation histogram has been described
in [22]. We have used OU-ISIR Gait Databases [23] for analyzing the human gait
of 10 people at different gait speeds. The process of obtaining gait signatures at
10 km/hr gait speed has been depicted in Fig. 1.

3 Method for Gait Classification

In gait classification process, a Naïve Bayesian-based technique has been applied to
identify a person walking at different speeds. Since the gait signal carries nonlin-
ear characteristics, uncertainties are involved in classifying persons at various gait
speeds. The statistical-based approach will allow us to differentiate different gaits
at various speeds in order to achieve more accurate results for person identification.
The Naïve Bayesian technique has been explained in the following section.
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Fig. 1 a Silhouette sequences at 10 km/hr. b Edge derivative along X direction. c Edge derivative
along Y direction, d Gradient of silhouette frames

3.1 Naïve Bayseian Technique

Theory: In naïve Bayesian classification technique, the probability density function
at the feature point

x = [x(1) . . . . . . . . . . . . x(m)]T ∈ Rm is required to be estimated by the given
rule:

p(x) =
m∏

i=1

p(x(i))

It has been assumed that the features (attributes) of the constructed feature
vector are statistically independent. This assumption has been made for the high-
dimensional feature space to deal with the curse of dimensionality problem. It pro-
duces a great impact on a large number of training data points to compute a good
estimation of multidimensional probability density function. Although the feature’s
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independence assumption is not true indeed, the performance of the naïve Bayesian
classifier will still be satisfactory with fewer number sample points to obtain a reliable
approximation of one-dimensional probability density function.

Naïve Bayesian classification technique based on the Bayes’ conditional prob-
ability theorem gives the probability of a hypothesis being true supported by the
set of evidences. In the working formula of the Bayes’ theorem given underneath
p(H yi |Ev) signifies the probability of the i th hypothesis being true supported by
the evidences. Here each hypothesis is defined as the subject under test belongs to
the i th class. In our analysis we have a set of nine evidences each corresponding to
nine distinct speeds with which the subjects were walking. p(Evk|H j) symbolizes
that the evidence k supports i th hypothesis, whereas p(H yj) is the prior probability
of j th hypothesis.

P (H yi |Ev ) =
(∏No of Evidence

k=1 P(Evk |H yi) ∗ P(H yi)
)

∑No of Subjects
j=1

(∏No of evidence
k=1 P(Evk |H j)

)
∗ P(H yj)

MaxLikelihood = Max (P (H yi |Ev)) ∀ i = 1 to No of subjects

We have taken the number of subjects to be ten where each of them was walking
at a speed range of 2 km/hr to 10 km/hr with an interval of 1 km/hr. The hypothesis
having the maximum likelihood is concluded as true.

4 Result Analysis and Discussion

We have applied Naïve Bayesian technique on ten subjects each walking on nine
distinct and constant speeds. Separate datasets were used for training and testing
purposes. The system was trained with features extracted from the silhouette images
for each distinct speed. Once trained the classifier was tested for ten subjects each
walking at nine different speeds. The classifier being a probabilistic one gave the
maximum chance of resemblance of the pattern of the individual under test with
each of the individuals present in the training database. The subject under test is
classified to the corresponding subject in the training with which the likelihood of
matching is maximum. In Fig. 2 is shown the graph for ten persons walking at nine
different speeds and the percentage of maximum likelihood values in three different
axes where one axis denotes the number of subjects, the second axis designates
the speeds of walking, and the third axis symbolizes the percentage of maximum
likelihood. For instance, the greater likelihood values, in case of person 2 or person 3
suggests the classifier classifying the test data set with a high confidence rate. It
implies better probability of resemblance with the corresponding data in the training
set. Figure 3 shows the polar plot of dynamic edge.
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Fig. 2 3-D surface plot of Naïve Bayseian classification result

Orientation histogram at gait speed 10 and 2 km/hr. This plot implies the distribu-
tion of edge direction values clubbed together with respect to their magnitude range.
Each group is collectively known as one histogram bin.

5 Conclusion and Future Work

It has been investigated and can also be concluded that data procuration is the most
simple, as well as flawless, as the subject is freely walking on a treadmill at a constant
speed. Moreover, as vision based has been taken as the subjects’ Gait signature,
it was free from any abnormalities that could have crept in if sensor-based data
acquisition methods were applied. However the feature extraction process which
needed to be applied for discriminating the individual subjects was quite a challenging
job. The feature which was taken for the purpose of recognition should not only
reduce the dimension of the dataset but also suffered from the risks of losing valuable
information. Hence the performance of the classifiers can be significantly affected.
We have after applying the analysis on a population of ten individuals come to the
conclusion that the system could identify a person irrespective of its walking speed.
We have used Naïve Bayesian technique for recognition purpose which provided the
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Fig. 3 Polar plot of orientation histogram for a 10 km/hr and b 2 km/hr gait speed

maximum likelihood for the resemblance of a person with the ones present in the
training database.

Population size is a matter of concern as with the increase in the population size
drastic change in the performance has been noted. The classifier starts misclassifying
and a substantial drop of the likelihood has been observed. It would have been nice if
rather selecting all the features the most significant ones could be identified which in
course result in significant amendment of the classifier’s performance. Apart from it in
lieu of incorporating one feature extraction technique ensemble of feature extraction
techniques could be taken which may possibly embellish the classifier performance
and better likelihood results could have been accomplished. Finally as the human gait
is a purely nonlinear oscillatory pattern, Central Pattern Generator-based approach
could be taken where from a mathematical model of the biped locomotion could be
achieved which would subsequently ease the person identification process.
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Abstract Structured Query Language (SQL) injection is one of the most devastating
vulnerabilities to impact a business, as it can lead to the exposure of sensitive informa-
tion stored in an application’s database. SQL injection can compromise usernames,
passwords, addresses, phone numbers, and credit card details. It is the vulnerability
that results when an attacker achieves the ability to influence SQL queries that an
application passes to a back-end database. The attacker can often leverage the syntax
and capabilities of SQL, as well as the power and flexibility of supporting database
functionality and operating system functionality available to the database to com-
promise the web application. In this article we demonstrate two non-web-based SQL
injection attacks one of which can be carried out by executing a stored procedure
with escalating privileges. We present XML-based authentication approach which
can handle this problem in some way.
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1 Introduction

SQL Injection Attack (SQLIA) is considered one of the top five web application
vulnerabilities by the Open Web Application Security Project (OWASP) in the year
2010. A database is an essential component that is necessary in modern web applica-
tions. Every web-based application that is developed and deployed over the Internet,
requires the interaction of a database, thereby the application becomes fully database
driven. It has been noted that, at an average, applications experience, 71 attempts an
hour. Some applications experience aggressive attacks and at a peak, were attacked
800–1,300 times per hour.

An SQLIA involves the insertion or “injection” of a SQL query by an attacker
via the input data from the client to the application. This injection in the SQL query
involves inserting malicious input statements by an attacker. The execution of these
malicious input statements by the web server at the database end results in unexpected
behavior thus compromising the security of the database. The database just executes
the input data provided by a client/attacker as it is. It does not have the ability to
differentiate between a valid input string and/or a malicious/injected input string.

A successful SQL injection exploit can

• read sensitive data from the database
• alter database data (Insert/Update/Delete).

1.1 Modern Web Architecture

The diagram above shows the general web architecture. Any web-based architecture
typically follows the Client-Server architecture.The client sends a HTTP request to
the Web Server. This request will have the user input data. This input data will be
sent to the database layer for processing the web server. At the database end, the
SQL queries will be processed and the results will be sent to the web server. Hence,
the entire web application is database-driven. The database server usually contains
many databases, and in turn, each database contains many tables. The database is
under huge threat to the attackers Fig. 1.

1.2 Intent

The attacker wants to access the resources of the system so he uses SQL injection
for the same. When he gets access to the information of other authentic users of
the system he can use the information as he likes. This also fails confidentiality and
integrity of the system.

There are lot of users who use the web-based application and store lot of their
personal data on it. Facebook is the very common example of web-based application



XML-Based Authentication to Handle SQL Injection 741

Fig. 1 Web architecture

which has large numbers of users. Most of the web-based applications, social web-
sites, banking websites, and online shopping websites require a user to sign up for
the system. Users fill their information and get username and password. A user is
identified by the system based on his identity. This process of validating an indi-
vidual based on a username and password is referred as authentication. The system
identifies the user, and provides individual access to the system objects based on
his/her identity. This process is referred as authorization. This user credential and
other information is stored in the database, and accessing this database is the main
goal of the attacker.

Attacker uses SQL injection with following aim in his mind

• Bypass authentication procedure (authentication is lost)
• Extract the existing data from the system (Confidentiality lost)
• Alter the existing data (Integrity lost).

Bypassing an authentication is a serious threat, as it allows an attacker to forge
another authorized user identity, perform certain actions on behalf of the other user,
and importantly access/modify confidential information that belongs to the user.
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Our paper mainly focuses on how the attacker uses various injection techniques to
bypass the authentication procedure in a system and presents method for prevention
of such attacks.

2 Recent Similar Works

Below I am mentioning some of the recent works which focus on SQLIA. A lot
of research has been done in detecting and preventing injection attacks and few
approaches are discussed below.

The system proposed by Kiani, Clark, and Mohay [1] uses an anomaly based
approach which utilizes the character distribution of certain sections of HTTP
requests to detect previously unseen SQLIA. The advantage of the system pro-
posed by Mehdi Kiani et al. is that it does not require any user interaction, or no
modification of, or access to the backend database or the source code of the web
application. The problem faced is the high rate of false alerts which had to be taken
care while implementing the system in real-time environment. This is because of
less information available on attacks to the administrator, thus making it difficult
to differentiate between false alerts and the real attacks. Shanmughaneethi, Emilin
Shyni, and Swamynathan [2] uses a methodology which make use of an independent
web service which is intended to generalize the syntactic structure of the SQL query
and validate user inputs. The SQL query inputs submitted by the user are parsed
through an independent service and the correctness of the syntactic structure of the
query is checked. The main advantage of this paper is that the error message gen-
erated doesn’t contain any Metadata information about the database which could
help the attacker. Since the web service is not integrated with the web application,
any modification that should be done to the system should be done in such a way
that it should be supported by the web service. Ezumalai, Aghila [3], proposed a
combinatorial approach for shielding web applications against SQLIA. This com-
binatorial approach incorporates signature-based method, used to address security
problems related to input validation and auditing based method which analyze the
transactions to find out the malicious access. This approach requires no modification
of the runtime system, and imposes a low execution overhead. It can be inferred
from this approach that the public interface exposed by an application becomes the
only source of attack. Kosuga, Kono, Hanaoka et al. [4] proposed a technique called
Sania for detecting SQL injection vulnerabilities during the development and debug-
ging phases of a web application. It identifies the vulnerable spots by analyzing the
SQL queries issued in response to the HTTP requests in which an attacker can insert
arbitrary strings. The main feature of Sania is the generation of attacks using the
knowledge by this model, thus checking if the SQL injection vulnerabilities lie in
the web application. Wei, Muthuprasanna, Kothari [5] proposed a technique to defend
attacks against the stored procedures. This technique combines a static application
code analysis with a runtime validation to eliminate injection attacks. In the static
part, a stored procedure parser is designed, and for any SQL statement that depends
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on user inputs, and use this parser to instrument the necessary statements in order
to compare the original SQL statement structure to that including user inputs. The
underlying idea of this technique is that any SQLIA will alter the structure of the
original SQL statement and by detecting the difference in the structures, a SQLIA
can be identified. Kai-Xiang Zhang, Chia-Jun Lin et al. [6] proposed a translation
and validation (TransSQL)-based approach for detecting and preventing SQLIA. The
basic idea of this approach relies on how different databases interpret SQL queries
and those SQL queries with injection. After detailed analysis on how different data-
bases interpret SQL queries, Kai-Xiang Zhang, et al. proposed an effective solution
TransSQL, using which the SQL requests are executed in two different databases to
evaluate the responses generated.

3 Overview of the System

SQL injection is a technique that exploits a security vulnerability occurring in the
database layer of an application. The key behind this attack is that it alters the structure
of the original SQL statement when malicious input statements are added along with
the original query.

In this scenario, on bypassing authentication, the injection technique is carried
out on login forms where a user has to provide a username and a password, and
any other places that has to be provided with a user input. In this paper, we focus
the attacker’s concentration on a user login form in any web page. A typical login
form will contain a username and a password field, and this is where the attacker
keeps trying different injection techniques until he compromises the security of the
database.

3.1 Consequences of SQLIA

With SQL injections, attackers can take complete remote control of the database,
and some of the impacts are:

• Insert a command to obtain access to all account details in the system, including
usernames and passwords.

• With the username and password in attacker’s hand, he can alter the password;
change the privilege of the account.

• Forge an user identity.
• Shutdown a database.
• Upload files.
• Delete a database and its entire contents.
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Fig. 2 Tautology
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4 Types of SQLIA Techniques

4.1 Tautology

The general goal of a tautology based attack is to inject code in one or more condi-
tional statements so that they always evaluate to true. The most common usages are
to bypass the authentication pages and to extract the data. In this type of injection,
an attacker exploits an injectable field that is used in query’s ‘where’ conditional.
Typically, the attack is successful when the code either displays all of the returned
records or performs some action if at least one record is returned.

A typical user authentication SQL statement at the database end will take the
following form.

Example. Select name from users where name=‘$name’ and pass=‘$pass’;
In the case of a legitimate user, with username as ‘user1’ and password as ‘pass1’,

the query will take the form,
Select name from users where name=‘user1’ and pass=‘pass1’; [ No Injection ]
And when these user credentials are validated by the database, the user is authen-

ticated Fig. 2.
Now as an example of a tautology attack, the attacker submits the malicious code

[‘ OR ‘1’=‘1] as input for the username and password field, and the query takes the
form,

select name from user where name= ‘ ‘OR ‘1’=’1’ and pass= ‘ ‘OR ‘1’=‘1 ’;
select name from users where
name= ‘ ‘OR ‘1’= ‘1’ and pass=‘ ‘OR ‘1’=‘1’;
The code injected in the condition [‘ OR ‘1’=’1] transforms the entire ‘where’

clause into a tautology. Since the conditional is a tautology, the query evaluates to
a true for each row in the table and returns all of them, and finally the attacker will
be authenticated into the system with the identity of the first record returned by the
SQL query.
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4.2 Logically Incorrect Query

This attack lets an attacker gather important information about the type and structure
of the back-end database of a web application. The attack is considered to be an infor-
mation gathering step for other types of attacks. The vulnerability leveraged by this
attack is that the default error page returned by the application servers is often overly
descriptive. Such error messages generated can often reveal vulnerable/injectable
parameters to an attacker. When performing this attack, an attacker tries to inject
statements that cause a syntax, or logical error into the database.

4.3 Piggy Backed Query

This kind of attack appends additional queries to the original query string. If the
attack becomes successful, the database receives and executes a query string that
contains multiple distinct queries. The first query is usually the original legitimate
query, whereas the subsequent queries are the injected/malicious queries. This type
of attack can be harmful because attackers can use it to inject virtually any type of
SQL command.

Example. By using the other injection techniques discussed above, the attacker
will have the name(s) of authorized user(s). For subsequent trials and in the case of
Piggy Backed queries, he uses the authorized username as input for the user field,
and uses the following malicious code for the password field,

pass = ’OR (SELECT COUNT(*) FROM user)=10 AND ”=’
The entire SQL statement will take the form,
Select name from users where name=‘user1’ and pass= ‘=’ OR (SELECT

COUNT(*) FROM user)=10 AND ’ ’=’ ‘ ;
If this query evaluates to true, then the attacker gains an insight that, there are

exactly 15 users in the system. If it is evaluated to be false, then the condition is
found to be incorrect and tries different possible techniques. Here, if the ‘INSERT
into’ clause is used, and if the condition evaluates to be true, then the attacker can
successfully insert data into the database.

5 Our Method

5.1 Existing Technique

In the existing web applications, authentication process takes place as follows. The
user enters his assigned user name and password. The database checks if the particular
user name, password combination exists in the database, and if it exists, authenticates
the user. If we look at the tautology based attack, an attacker might be able to
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break into the system even without entering a valid user name in the user field. This
is the main issue in few of the existing web applications, that there is no proper
authentication procedure. This necessitates the need for a strong user authentication
procedure.

This algorithm presents an efficient user authentication procedure, in a way that,
an input SQL statement will be processed by the database only if the user is found to
be a valid user of the system. This totally isolates the database from such injection
attacks. A user is validated against two different databases of the same system.

5.2 Proposed Method

The proposed methodology here is to provide two levels of User authentication at
the database level.

1. SQL Authentication
2. XML Authentication

The HTTP request sent by the Client is passed to the Web server. The input user
credentials entered in the form are passed to the web server for processing at the
database end. Now, the Web server has to pass it to the database. In any form of a
SQL-based database, Relational Database management system is used.

The problem faced here is that, the same SQL query no matter in which relational
database it is executed, it does not have the ability to differentiate the response or
result obtained from the query processed by the database. That is, if a particular SQL
request is evaluated to be true in a database, then the same request would evaluate
to true on all the other SQL-based databases, which happens because all of these
databases work based on the relational database management systems Fig. 3.

Therefore, if the same malicious/injected SQL request is run on hierarchal based
database management system, then the response would be different. In a relational
database management system like Microsoft Access, SQL Server, MySQL, data is
stored in the form of rows and columns in tables, whereas in a hierarchical database,
data is stored in the hierarchical tree structures, with the bottom most nodes that
store the value. Hence the way of data processing among relational and hierarchical
database management will differ, and this is the core concept of this work.

5.2.1 Using XML

Though XML is a widely used language for transportation of data in the web, there
have many instances of using the XML language as a means of just storing the
data, thus acting as a database. Also XML, stores data in hierarchical structures
of trees, that stores data in terminal nodes, with each of the node constituting a
root node. The major advantage of using XML is that, it is widely portable, platform
independent, and can be integrated very easily into different web technologies. Other
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existing hierarchical database management systems like Microsoft Active Directory,
Apache Directory Studio, Open LDAP for Windows are not as flexible as XML, and
require a lot of overhead in initial configuration and, not totally reliable in terms of
compatibility.

We can convert the database in XML format and then both SQL and XML can
be used for authentication. Nowadays databases comes with tools that can convert
database table into XML equivalent. XML also has a disadvantage that retrieval time
in a hierarchical database is slow as compared to relational databases if the number
of users of the system is high. This is because when data is searched in a XML or
hierarchical database, all the nodes in present in the database from the beginning are
searched and this consumes a lot of time. So we propose, instead of storing the entire
user database in a single database file, a single XML file is created for every user of
the system, and the corresponding password alone is stored in the XML file. This
reduces the search complexity and search time to a large extent and also the size of
individual file is of small size.
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5.3 How Our System Works?

So, when a user tries to gain access to a system, initially, SQL authentication is done,
which might evaluate to true, even in the case of an input by an attacker. But during
the XML authentication, initially the corresponding XML database file is searched in
the system, and if present the password is checked and only then is the user validated.
So, the attacker can hack into a system only in the case of a authorized username. So
in the case of an attacker input/injection, even if the SQL authentication evaluates to
true, the XML authentication will fail and hence the request will not be processed
by the database, thus preventing the direct access to the database. This is the method
implemented in this work.

6 Conclusion and Future works

SQL injection is a common technique hackers used to attack these web based appli-
cations. SQLIA has also been specified under the top five web security threats by the
OWASP in the year 2010. These attacks change the SQL queries, thereby altering
the behavior of the program for the benefit of the hacker. In the work carried out, a
method is put forward to detect and prevent SQL injection. The technique is based
on the intuition that injection codes implicitly perform a different meaning from gen-
eral queries. An elaborate environment based on XML for distinguishing between
legitimate and malicious users has been presented. Here, the main idea is to secure
the database from external users/attackers. Also this method helps us to achieve the
same by allowing the web server to access the database only if both the levels of
authentication have been satisfied. This is the unique functionality of this proposed
method. And also there is no necessity to modify/update the legacy application code,
as XML can be easily integrated into other languages. There are other various ways
of detecting injection attacks and this is just one of them [7–9].

Further, our method can be extended by adding different levels of authentication
within the same application.
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Observation Probability in Hidden Markov
Model for Credit Card Fraudulent Detection
System

Ashphak Khan, Tejpal Singh and Amit Sinhal

Abstract The internet has taken its place beside the telephone and the television as
on important part of people’s lives. Consumers rely on the internet to shop, bank and
invest online shoppers use credit card to their purchases. In electronic commerce,
credit card has become the most important means of payment due to fast development
in information technology around the world. Credit card will be most consentient way
to do online shopping, paying bills, online movie ticket booking, fees pay etc., In case
of fraud associated with it is also increasing. Credit card fraud come in several ways,
Many techniques use for find out the credit card fraud detection. Hidden markov
model (HMM) is the statistical tools for Engineering and scientists to solve various
problems. In this project, we model the sequence of operations in credit card transac-
tion processing using a HMM and show how it can be used for the detection of frauds.

Keywords Credit card ·Hidden markov model ·Online transaction ·E-commerce ·
Clustering · Credit card fraud detecting system

1 Introduction

Credit cards are the most popular payment instrument on the internet. The first credit
card was introduced decades ago. (Diner’s club in 1949, American Express in 1958).
These cards have been produced with the magnetic stripes with unencrypted and
read-only information. But today many cards are smart cards with the hardware
devices offering encryption and far greater storage capacity. The most interesting
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event in the whole of this area has been the off again on-again liaison between Master
card and Visa to produce what is becoming the de facto Internet standard for secure
bankcard payments. Credit cards are by far the most common method of payment for
online purchases—60 % of global online consumers used their credit card for a recent
online purchase, while one in four online consumers chose PayPal. Of those paying
with a credit card, more than half (53 %) used Visa. “Shopping on the Internet with the
ease of a credit card is especially appealing to consumers in emerging markets who
simply cannot find or buy items they want in their retail trade. Occurrence of credit
card fraud is increasing dramatically due to the security weaknesses in contemporary
credit card processing systems resulting in loss of billions of dollars every year credit
cards can be used for doing shopping either offline or online. In offline transaction,
the card must be physically present and is inserted in the payment machine in the
merchant’s place for making the payment. However, in online transaction, only some
of the card details like secure code, expiration date and card number etc., is needed
to do the transaction as it is mostly done via phone or internet [1].

Credit card fraudsters employ a large number of techniques to commit fraud. To
combat the credit card fraud effectively, it is important to first understand the mech-
anisms of identifying a credit card fraud. Over the years credit card fraud has stabi-
lized much due to various credit card fraud detection and prevention mechanisms.
Those have been suggestion by Benson Edwin Raj, Annie Portia [2]. In day-to-day
life, online transactions have increased to purchase goods and services. According to
Nielsen study conducted in 2007–2008, 28 % of the world’s total population has been
using internet [1]. 85 % of total population today have used internet to make online
shopping and the rate of making online purchasing has increased by 40 % from 2005
to 2008. In developed countries and in developing countries to some extent, credit
card is most acceptable payment mode for online and offline transaction. As usage
of credit card increases worldwide, chances of attacker to steal credit card details
and then, make fraud transaction are also increasing. There are several ways to steal
credit card details such as phishing websites, steal/lost credit cards, counterfeit cards,
theft of card details, intercepted cards etc [3]. The total amount of credit card online
fraud transaction made in the United States itself was reported to be $1.6 billion in
2005 and estimated to be $1.7 billion in 2006 [4].

In this paper, we show the credit card fraud detection at using statically model
for this techniques show hidden markov model (HMM). Show the spending profile
of each to be made by the credit card to show each transaction. Hidden markov
model, in which the transition probability between hidden state and depend on the
observations state.

2 Literature Survey

Credit card fraud detection has received an important attention from researchers in
the world. Several techniques have been developed to detect fraud transaction using
credit card which are based on neural network, genetic algorithms, data mining,
clustering techniques, decision tree, Bayesian networks etc.
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Ghosh and Reilly [6] have proposed a neural network method to detect credit card
fraud transaction. They have built a detection system, which is trained on a large
sample of labeled credit card account transactions. These sample contain example
fraud cases due to lost cards, stealing cards, application fraud, stolen card details,
counterfeit fraud etc. They tested on a data set of all transactions of credit card account
over a subsequent period. Kokkinaki and other have proposed the technics of decision
tree. This technics of decision tree are simple and easy to the implementation, decision
trees is reduces misclassification of incoming transaction of data, but this is not for use
dynamically adaptive of online transaction. A decision tree is defined recursively;
it contains nodes and edges that are labeled with attribute names and with values
of attributes, respectively [7]. Meas, Suggest of fraud detection technics using the
bayesian network, in this technics, improving the fraud detecting by removing highly
correlated attribute, ANN was found the credit card fraud predication faster of the
testing phase, at using transaction profile. Bayesian algorithm is performed better
result of fraud detection only on neural network [8].

Chan and Stalfo, have proposed the a technics of multi-classifier Meta learning
issues of credit card transaction, it detecting the fraud detection 46 % improving of
overall fraud, to use for each tanning experiment are required to the best distribution
determine [9]. Kim, method improving number fraud detection classifier and com-
pare only on the neural network by using the unsupervised algorithm of data mining,
this method is only able to find local minima in the error function [10]. Centralize
fraudulent transaction from fraud investigation of increasing, accuracy of model a
distributed dataset for higher fraud are show chiu and tsai, a web based knowledge
sharing scheme using for rule-based algorithms. Since there are millions of trans-
actions processed, every day and their data are highly skewed. The transactions are
more legitimate than fraudulent. It requires highly efficient technique to scale down
all data and try to identify fraud transaction not legitimate transactions [11]. Syeda
has proposed improving the speed of data mining, discovery of knowledge in credit
card fraud detection system (FDS) of transaction process using granular neural net-
work. Credit card fraud detecting purpose this system has been implemented [12].
Establish logic rules capable of classifying transactions of credit card into suspicious
and non-suspicious classes using Genetic algorithm. This algorithm based on genetic
programming this concept suggest by Bentley [13].

Bolton and Hand et al. [14] it has proposed credit card detection using unsu-
pervised method by frequency of transactions and observing abnormal spending
behavior. Break point analysis and Group analysis techniques as unsupervised tools,
Successful in detection local anomalies and can FDS of behavior in a continuous
manner. Those accounts are treating as suspicious ones and fraud analysis is to be
done only on these accounts. If break point analysis can identify suspicious behavior
such as sudden transaction of high amount and high frequency, then card will be
identified as fraudulent. Algorithms do not show differentiate between accounts it
show the treats of all accounts equally. We propose in this system of credit card
fraud detection using observation probability in HMM. HMM is statically model for
best engineering practice. Hidden markov Model is best for using the FDS. Hidden
markov process is double embedded random process means it performs transaction
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of probability if state is “hidden” or state of transaction is “open” of two different
levels. In this data mining technics we have divide the three sub categories method.
We suggestion of present FDS to alternative sequence to spending profile show online
transaction data generate of credit card system Credit card data set is not available
to easily its most important part of banking system. Bank should not provide be
provide, it is security part of any banking system. We use a dummy data set to credit
card FDS; improve fraud-detecting accuracy of system. We propose the observation
probabilistic in HMM to detecting “observation” state of cardholder they use the
online transaction.

3 Use Hidden Markov Model

We are use application of HMM in credit card fraud detection. Hidden Markov Model
is probably the simplest and easiest models, which can be used to model sequential
data, i.e. data samples that are dependent from each other. Hidden Markov Model
is probably the simplest and easiest models, which can be used to model sequential
data, i.e. data samples that are dependent from each other. An HMM is a double
embedded random process with two different levels, one is hidden and other is open
to all. Hidden Markov Model does not directly use the states, which provide the
external observation and gate use external observer find the visible state. Hidden
Markov Model technics successfully apply for data mining, speech recognition, bio-
information, robotics, artificial intelligence, voice recognition etc.

Hidden Markov Model’s characterizes by the following five traits:-

1. The number of N hidden states within the model. Each state corresponds to a
unique state provide by the model. In the model, the states are defines by data set.

2. The amount of M unique observation per state. These symbols are denoted, as
this can be trough of as the number of observation that fall in each data set.

3. State transition probability Matrix

A = {ai j },

where
ai j = P(qt+1 = Si |qt = Si ), i ≤ i, j ≤ N

and
M∑

k=1

b j (k) = 1, i ≤ i ≤ N (1)

4. The emission probability Matrix in state j,

B = {b j (k)},
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where
b j = P(Vk, at = 1|qt = S j ), 1 ≤ i ≤ N , 1 ≤ j ≤ M

and
M∑

k=1

b j (k) = 1, 1 ≤ j ≤ N (2)

5. The initial provability π = {πi } of system being in state the observation
where

πi = P(q1 = Si ); 1 ≤ i ≤ N

Such that
N∑

i=1

πi = 1

Then we need the HMM in sequence of observation symbols:

λ = (A, B,π)

To denote an HMM with discrete probability distribution, while

λ = (A, C jm, μ jm,
∑

jm, π)

where C jm = Weighting Coefficients, μ jm = Mean Vector,

∑
jm = Covariance matrices

4 Propose Fraud Detection System and Discussion

In this section, we present credit card FDS based on HMM, which does not require
fraud signatures and still is able to detect frauds just by bearing in mind a cardholder’s
spending habit. The important benefit of the HMM-based approach is an extreme
decrease in the number of False Positives transactions recognized as malicious by a
FDS even though they are genuine (Fig. 1).

Interstate transition in section. In this FDS, we consider four different spending
profiles of the cardholder, which is depending upon range, named Card-I, Card-II,
Card-III, Card-IV. In this set of symbols, we define V = {C1, C2, C3, C4} and M =
4. The price range of proposed symbols has taken as C1 (0, $100], C2 (e101, e500],
C2(e501, e1000], and C2 (e1001, Limit of Credit Card], and after finalizing the
state and symbol representations, the next step is to determine different components
of the HMM, i.e. the probability matrices A, B, and I so that all parameters required
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Fig. 1 Different transaction state

for the HMM is known. We show Fig. 2. That every states reach and show each
other state, different states denoted and show online purchase, banking, e-cash, pay
thought internet. it has been shown that probability of transition from one state to
another (for example from C1 to C2 and vice versa, show as aC1−C2 and aC2−C1,
respectively) and also probabilities of transition from a particular state (1, 2, 3 and 4 )
to different spending C1, C2, C3 or C4 (for example, aC1−C2, bC1−C2, etc.,). After
deciding HMM parameters, we will consider to form an initial sequence of the
existing spending behavior of the cardholder. Let O1, O2, OR be consisting of R
symbols to form a sequence. This sequence is recorded from cardholder’s transaction
till time t . We put this sequence in HMM model to compute the probability of
acceptance. Let us assume be this probability is α1, which can be calculated as

δ1 = P(o1, o2, o3, . . . oR |λ),

Let OR+1 be new generated sequence at time t + 1, when a transaction is going
to process. The total number of sequences is R + 1. To consider R sequences only,
we will drop O1 sequence and we will have R sequences from O2 to OR+1.

δ2 = P(o2, o3, o4, . . . oR+1|λ),

Let the probability of new R sequences be α2 hence, we will find

πδ = δ1 − δ2,

If πα > 0, it means that HMM consider new sequence i.e. OR+1 with low
probability and therefore, this transaction will be considered as fraud transaction if
and only if percentage change in probability is greater than a predefined threshold
value.
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Fig. 2 Propose fraud detection system

πδ/δ1 ≥ Threshold value, (3)

The threshold value can be calculated empirically. This FDS if finds that the
present transaction is a malicious, then credit card issuing bank will regret the trans-
action and FDS discard to add OR+1 symbol to available sequence. If it will be a
genuine transaction, FDS will add this symbol in the sequence and will consider in
future for fraud detection.

5 Experimental Result and Discussion

It is very difficult to do simulation on real time data set that is not providing from
any credit card bank on security reasons. We calculate probability of each spending
C1, C2, C3 and C4 of every category. Fraud detection of incoming transaction will
be checked on last 20 transactions (Fig. 3).
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Table 1 All transactions happened until date

Transaction no Category Amount in e Transaction no Category Amount in e

1st C1 20 11th C4 450
2nd C3 10 12th C3 680
3rd C2 40 13th C1 560
4th C1 75 14th C2 1420
5th C4 28 15th C4 930
6th C2 115 16th C3 1250
7th C4 54 17th C1 1080
8th C3 110 18th C4 1360
9th C2 180 19th C2 1730
10th C1 119 20th C3 1580

We have simulated several large data sets; one is shown in Table 1, in our proposed
FDS and found out probability mean distribution of false and genuine transactions.
When probability of genuine transaction is going down, correspondingly probability
of false transaction going up and vice versa. If the percentage change in probability of
false transaction will be more than threshold value, then alarm will be generated for
fraudulent transaction and credit card bank will decline the same transaction (Fig. 4).
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6 Conclusion

Credit card FDS is an utmost required for and card issuing bank or all type of online
transaction that through using credit card. In this paper, we have implemented of
HMM in credit card fraud detection. The very easily detect and remove the complexity
for using in this HMM. It has also explained the HMM how can detect whether
an incoming transaction is fraudulent or not comparative studies reveal that the
accuracy to the system is also 90 % over a wide variation in the input data. We are
dividing the transaction amount in three categories that is grouping high, medium and
low used on different ranges of transaction amount each group show the aberration
symbols. In HMM methods is very low compare techniques using fraud detection
rate. It also have been explained low the HMM can detecting whether an incoming
transaction is fraudulent or not. The system is also scalable for handling large volumes
of transaction.
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Comparative Study of Feature Reduction
and Machine Learning Methods
for Spam Detection

Basant Agarwal and Namita Mittal

Abstract Nowadays, e-mail is widely used for communication over Internet. A large
amount of Internet traffic is of e-mail data. A lot of companies and organizations use
e-mail services to promote their products and services. It is very important to filter out
spam messages to save users’ precious time. Machine learning methods plays vital
role in spam detection, but it faces the problem of high dimensionality of feature vec-
tor. So feature reduction methods are very important for better results from machine
learning approaches. In this paper, Principal Component Analysis (PCA), Singular
Value Decomposition (SVD), and Information Gain (IG) methods are used for fea-
ture reduction. Further, e-mail messages are classified as spam or ham message using
seven different classifiers namely Naïve Baysian, AdaBoost, Random Forest, Sup-
port Vector Machine, J48, Bagging, and JRip. Comparative study of these techniques
is done on TREC 2007 Spam e-mail Corpus with different feature size.

Keywords Spam classification · E-mail classification · Machine learning
algorithms · Feature selection

1 Introduction

With the growth of Internet, e-mail is widely being used for communication over
Internet due to fast, efficient, and economical way to communicate. That’s why, large
number of companies use e-mail facility to promote and advertise their products and
services. These unwanted and unsolicited e-mails are known as spam e-mails [1].
Large part of the Internet traffic comprises of these spams. Users have to waste
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a lot of time to read spam messages. These spam mail can cause damage to users’
system and annoying individual user. That’s why it is very important to automatically
classify/filter the spam messages from legitimate messages.

Spam filtering is a text classification task. Text classification for spam is challeng-
ing due to huge features size and large number of texts [2]. High dimensionality data
is a problem for classification algorithm because of the high computational cost and
memory usage. So feature reduction methods are essential for better performance of
the classification model [3].

Objective of this paper is to do comparative study of machine learning algorithm
for building an efficient classifier that can determine if an e-mail message is spam or
not. In addition, to analyze the effect of feature reduction methods and feature size
on the performance of classifier.

The remainder of the paper is as follows: Sect. 2 discusses related work, Sect. 3
explains spam classification method process, Sect. 4 describes the results and discus-
sions, and Sect. 5 concludes the paper with possible directions for future work.

2 Related Work

It has become necessary to have a filtering system that will classify the e-mails either
as spam or ham/legitimate. Spam mails are the unwanted messages which are sent
without the consent of the user. Researchers have applied different machine learning
methods like Naïve Bayes (NB), Support Vector Machine (SVM), Neural Network
(NN), etc., in automatically classifying spam messages from legitimate messages
[4, 5]. Principal Component Analysis (PCA) is used for reducing the dimensionality
of feature size and then NN is used for spam classification [6]. Latent Semantic
Analysis (LSA) is used for anti-spam filtering system, results obtained from LSA is
compared with naïve baysian classifier [7].

Several variants of boosting algorithms are performed for e-mail classification and
compared the results with naïve baysian and decision tree [8]. Effect of PCA on three
different classifier, i.e., C5.0, instance-based learner and naive Bayes are analyzed [9].
Effect of PCA as pre-processing is analyzed on machine learning accuracy with high
dimensional dataset [10]. Benefits of dimensionality reduction are explored with the
context of latent semantic indexing for e-mail detection [11].

SVM is used for online spam filtering system on large dataset, a Relaxed Online
SVM (ROSVM) System is proposed that gives performance comparable to traditional
filtering system at reduced computation cost [12]. Performance of the Naïve Bayesian
classifier is compared to an alternative memory based learning approach on spam
filtering [13]. An anti-spam filtering system is proposed in which a NB classifier is
used to detect spam messages considering the effect of attribute size, training dataset
size [14].
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3 Spam Classification Process

Spam classification is categorized as a problem of text classification. For this, incom-
ing messages will be classified as spam or legitimate message. First, all the documents
are pre-processed, after that feature vector will be constructed, then feature reduction
techniques can be applied to reduce the feature size. This reduced feature vector is
used for spam classification model.

3.1 Pre-processing

Pre-processing tasks are in order to extract unique words which occur in spam
e-mails. All the words are lower cased, and symbols like %, $, @ etc. are removed.
Further, stop words are removed and stemming is performed.

3.2 Feature Vector Construction

Term Frequency-Inverse Document Frequency (TF-IDF) weighting scheme is used
for creating feature vector; the dimensionality of this feature vector is in order of
thousands of features [2]. TF-IDF can be calculated by TF-IDF: wi j = tfi j ∗ idfi ,
where tfi j is the frequency of term i in e-mail j , and idfi is the inverse document
frequency, it measures if a term is common or rare across e-mails.

3.3 Feature Reduction

Feature vector generated using words as a feature is huge in dimension. Therefore,
it is required to reduce this feature vector size using dimension reduction techniques
like IG, PVA, SVD, etc. Computation complexity of the classifier increases with the
size of feature vector. So feature reduction methods are used for removing irrelevant
and not important features from the feature vector [15].

IG is one of the important feature selection techniques. It measures the importance
of feature globally and top ranked features can be selected based on reduction in the
uncertainty after knowing the value of the feature for reducing the feature vector.
This reduced feature set is used for better classification results [3]. PCA is a fea-
ture reduction technique that transforms high dimensional feature vector into lower
dimensional such that maximum variance is extracted from the data. For reducing
the size of the feature vector top k principal components are selected. SVD also
transforms the high dimensional feature vector into lower dimensional space that is
latent semantic space. For reducing the size of feature vector top k singular values
are selected [16].
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3.4 Classification Methods

Different machine learning algorithms are used for classification of spam messages.
Naïve baysian is based on probability and bayes theorem. This classifier assumes
independence of feature vectors and tries to predict the probability of new instance.

Boosting and Bagging are two voting based classifiers. In voting classifier, training
samples are taken randomly from the dataset multiple times, and different classifiers
are learned. To classify a new sample, each classifier gives a different class label; the
result of voting classifier is decided by the maximum votes earned for a particular
class. Main difference between bagging and boosting is the way; they take the samples
for training a classifier. In bagging, training samples are taken with equal weights
randomly, and in boosting, more weightage are given to those samples which have
been misclassified by previous classifiers.

A single J48 is a classifier based on C4.5 decision tree algorithm [17] and JRip is
a java implementation of a propositional rule learner, called Repeated Incremental
Pruning to Produce Error Reduction (RIPPER) [18]. Random forest (RF) [19] is an
ensemble classifier that comprises of many decision trees and outputs the class that is
the mode of the class’s output by individual trees. Random forests are generally used
when training datasets is huge and input is of the order of thousands of variables.
A random forest model is normally composed of tens or hundreds of decision trees.
SVM is a supervised learning method that represents input instances as points in
space, mapped so that the instances of the separate categories are divided by a gap
that is as wide as possible.

4 Results and Discussions

The 2007 TREC Spam e-mail Corpus [20] contains 75,419 e-mail messages at the
University of Waterloo. For the experiments, 2,500 sample messages are used for
building the classifier out of which 25 % messages are spam messages and others
are ham (not spam) messages. After processing of these messages (i.e., stop word
removal, stemming,) size of feature vector is 1,400. The classification accuracy is
determined using a 5-fold cross-validation.

4.1 Effect of Feature Size and Feature Reduction Methods

IG, PCA, and SVD methods are used for reducing the feature size. It is observed
that as features size is reduced, accuracy of the classifier slightly decreases or it
remains unchanged. There is not much variation in the performance of all the classifier
with reduction of feature size as shown in Tables 1, 2, and 3. For example, using
Bagging Technique with all features (without using any feature reduction technique),
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Table 1 Accuracy (%) of different classifiers with different feature size when SVD is used for
feature reduction

Feature size NB Adaboost Random forest SVM J48 Bagging JRip

400 63 79 80.5 77.3 77.1 83.8 80.5
800 62.2 79.4 80.6 77.7 77.5 83.6 79.7
1100 63.4 79.7 80.4 78.6 76.6 83.2 78.3
1400 63.5 83.6 81.6 79.6 80 86.8 84

Table 2 Accuracy (%) of different classifiers with different feature size when PCA is used for
feature reduction

Feature size Naïve Baysian Adaboost Random forest SVM J48 Bagging JRip

400 56.4 80.1 79 77.1 72.8 83.7 77.8
800 58.2 80.2 79.8 77.9 70.2 84.3 80
1100 60.1 80.4 79.3 76.3 74 85.5 81
1400 63.5 83.6 81.6 79.6 80 86.8 84

Table 3 Accuracy (%) of different classifiers with different feature size when IG is used for feature
reduction

Feature size Naïve Baysian Adaboost Random forest SVM J48 Bagging JRip

400 56.6 83.7 83.9 82.9 83.3 85.7 80.5
800 57.8 83.7 82.3 81.2 84.5 85.1 79.7
1100 58.8 83.8 82.2 80.1 84.8 86.6 78.3
1400 63.5 83.6 81.6 79.6 80 86.8 84

i.e., 1,400 got accuracy is 86.8 % while with feature size 400 (as shown in Table 3)
we got the accuracy 85.7 % (−1.26 %). Similarly accuracy of Adaboost without
any feature reduction technique gives the accuracy of 83.6 % and with 400 features
it gives accuracy of 83.7 % as shown in Table 3. Therefore without compromising
much with accuracy of the classifier, complexity of the model can be decreased and
time required for building the model is also decreased.

Accuracies of seven different classifiers are given in Tables 1, 2, and 3 with dif-
ferent feature size when different feature reduction techniques are used, i.e., SVD,
PCA, and IG. Experimental results show that information gain gives better results
for spam classification when used for feature reduction than PCA and SVD methods
as observed from Tables 1, 2, and 3. For example, performance of J48 and random
forest slightly increases after reduction of features using information gain (Table 3).
Also for all the classifiers information gain gives better accuracy than SVD and PCA
as shown in Tables 1, 2, and 3. It is also observed from Tables 2 and 3 that SVD
performs better as compared to PCA.
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In term of time required for applying the feature reduction technique PCA takes
maximum time to reduce the features. And information gain technique take minimum
time to create the ranking of important features for reducing the feature size.

4.2 Effect of Machine Learning Algorithm

Different classification methods like Support Vector Machine classifier, Naïve
Bayesian classifier, J48, Bagging, Random Forest, JRip are evaluated on TREC
2007 dataset to analyze the efficiency of different machine learning algorithm for
spam detection.

Experimental results show that Naïve baysian classifier performs worst among
these seven classifiers and Bagging technique outperform all other 6 machine learning
methods as shown in Figs. 1, 2, and 3 for all the feature size and feature reduction
technique. For example, Bagging gives 86.8 % accuracy when no feature reduction
technique is used and after reducing feature size even then it gives good results as
compare to others, i.e., 83.8 % as shown in Table 1. It is observed from Figs. 1, 2,
and 3 that except naïve baysian classifier all other classifiers perform well. It is also
observed that JRip, Adaboost, SVM, J48, and Random forest gives almost equal
accuracy for all the feature size as shown in Figs. 1, 2, and 3.

4.3 Time Taken by the Machine Learning Algorithm

As features of spam data are reduced, time taken by each machine learning algorithm
is also deceased as shown in Fig. 4. Naïve baysian classifier takes minimum time
among all the algorithms, whereas support vector machine and bagging takes
maximum time for building the model. Time required for building the model
increases very fast for support vector machine and bagging classifiers. Performance
(in term of accuracy) and time taken to build the model are minimum for NB classi-
fier. Bagging takes maximum time to build the model also gives maximum accuracy.
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If time is a constraint then random forest should be considered, it takes less time to
build the model and performance of spam detection is also comparable with bagging
technique, i.e., 81.6 and time taken is 4.4 s for building the model.
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5 Conclusions

There are various anti-spam filtering systems which uses different kind of techniques.
Therefore, comparative study of these techniques is performed in order to evaluate
the performance of classification algorithms. Different algorithms are evaluated with
different dataset size and varying feature size. Information gain, PCA, SVD are used
for feature reduction methods and seven different machine learning algorithms are
used for evaluating the performance for e-mail classification on 2,500 instances using
TREC 2007 dataset. It is observed that reducing the feature size does not reduce the
performance of classification, whereas information gain technique gives better results
for feature reduction in terms of accuracy and time taken for building the model. It
is also observed that bagging gives better classification accuracy compare to other
machine learning algorithms.
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Generation of Key Bit-Streams Using Sparse
Matrix-Vector Multiplication for Video
Encryption

M. Sivasankar

Abstract The contribution of stream ciphers to cryptography is immense. For fast
encryption, stream ciphers are preferred to block ciphers due to their XORing opera-
tion, which is easier and faster to implement. In this paper we present a matrix-based
stream cipher, in which a m ×n binary matrix single handedly performs the work of m
parallel LFSRs. This can be treated as an equivalent way of generating LFSR-based
stream ciphers through sparse matrix-vector multiplication (SpMV). Interestingly
the output of the matrix multiplication can otherwise be used as a parallel bit/byte
generator, useful for encrypting video streams.

Keywords Linear feedback shift registers · Permutations · Primitive polynomials ·
Sparse matrix-vector multiplication

1 Introduction and Background Study

1.1 Stream Ciphers

Cryptography is basically all about secure communication and broadly revolves
around symmetric techniques (communicating parties possess the same key) and
asymmetric techniques (communicating parties possess different keys). A key is a
data used for encrypting/decrypting purpose. Further symmetric key cryptography is
classified into stream ciphers and block ciphers. While block ciphers encrypt data in
blocks of fixed size (64, 128 bits, etc.), stream ciphers do encryption in a bit-by-bit
manner [1]. Elaborating further, in stream ciphers the data (plain text) is converted
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Fig. 1 An LFSR with L stages

into a stream of 0s and 1s and is XORed bit-by-bit with the bits of a bit stream
generator. The result is the encrypted plain text called the cipher text.

The bit generator is initialized with a seed and it starts generating bits. The seed
bits (called the key) and how the generator is using the present state to generate
the next bit are kept secret with the encrypting/decrypting ends. Upon receiving the
cipher text, the receiver generates the same bit stream and XORs it with the received
cipher text; as XORing a bit with itself nullifies the effect, the plain text is retrieved.
Also, as XORing requires less CPU and memory, stream ciphers are preferred when
computational and storage overheads are to be minimized.

1.2 Linear Feedback Shift Registers

An LFSR of length L consists of L stages numbered 0, 1, … , L− 1, each capable of
storing one bit and having one input and one output; and a clock which controls the
movement of data. During each unit of time the following operations are performed:
(i) the content of stage 0 is output and forms part of the output sequence; (ii) the
content of stage i is moved to stage i − 1 for each 1 ≤ i ≤ L− 1 and (iii) the new
content of stage L − 1 is the feedback bit s which is calculated by adding together
mod 2 the previous contents of a fixed subset of stages [1].

The LFSR < L, C(D)>, in Fig. 1 has the connection polynomial C(D) = 1+ c1D
+ c2D2 + .... + CLDL ∈ Z2(D). If the initial content is [sL−1, .., s1, s0] ∈ {0,1}L

then the feed back to this LFSR is sj = (c1sj−1⊕c2sj−2⊕…⊕cLsj−L) for j ≥L. The
period of a generated sequence s0,s1,s2,…… is p if si = si+p for all i ≥ 0.

1.3 Irreducible and Primitive Polynomials

Consider the collection Z2[X] of all polynomials in variable x of any degree, with
coefficients from {0,1} = Z2. A polynomial p(x) ∈ Z2[X] is said to be irreducible
if it cannot be factored into lower degree polynomials of Z2[X]. A primitive poly-
nomial is an irreducible polynomial that generates all elements of an extension field
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from a base field. For a detailed introduction to primitive polynomials and extension
fields the reader can refer [1, 9]. It is interesting to note that if C(D) is a primitive
polynomial, then any of the 2L − 1 nonzero initial state of the LFSR, produces an
output sequence with maximum possible period 2L − 1, which is a requirement for
secure communications [1].

1.4 Combination Generators and Attacks on Stream Ciphers

Due to the inherent linearity nature of an LFSR, the output of an LFSR is easily
predictable. Berlekamp-Massey Algorithm [1, 9], can construct an LFSR for a given
sequence. So it is advisable to combine the outputs of many LFSRs to introduce
some sort of nonlinearity through a filter generator or through a clock controlled
generator [3]. Another way of achieving nonlinearity is by using Boolean functions.
A Multi-output Boolean function on n variables is a mapping from {0,1}n into {0,1}m

and is denoted by f (x1, x2, …, xn) [4].
Obviously the Boolean function used for inducing nonlinearity should be resistant

to various possible attacks mounted on stream ciphers. In fact the Boolean function
used should be capable of generating a secure stream cipher possessing the necessary
properties of (i) Long period (ii) Large linear complexity (iii) Randomness [10]. A
lot of valuable research contributions are available in designing immune Boolean
functions [2–4]. These results stress that, Boolean functions should be balanced and
possess immunity against fast algebraic attacks and correlation attacks. The linear
complexity of the resulting key stream depends on the linear complexity of the
constituent streams and it will be maximum if the lengths of individual LFSRs are
relatively prime [1].

1.5 Sparse Matrix-Vector Multiplication

In general, matrices used in cryptogrpahy are bigger than available memory. Luckily,
many of these matrices are sparse with a special case, binary sparse (entries being
0 or 1). Large binary matrices play an important role in computer science and in
information theory. Efficient methods of handling sparse matrices, multiplying them
with vectors are in need since their introduction. Due to the crucial requirements
of SpMV in (i) Iterative methods for solving large linear systems Ax = b and
(ii) Eigenvalue problems Ax = λx it attracted many researchers and more efficient
methods are being introduced [8, 13, 15].
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2 Proposed Key Bit-Stream Generator

2.1 Binary Matrix Representation of Parallel LFSRs

We observe that the coefficients of a polynomial of degree n, belonging to Z2[X ]
can be denoted by a 0 − 1 vector of length n. For example, the connection trinomial
C(D) = 1 + D3 + D5 can be represented as (0, 0, 1, 0, 1) ∈ {0,1}5; note that, the
feedback coefficient 1 (which is always present in connection polynomials) of C(D),
is not used in the vector representation of C(D). Evaluating this polynomial for a
state vector (b5, b4, b3, b2, b1) is simply the product (0, 0, 1, 0,1) (b5, b4, b3, b2,
b1)

T = b3 +b1. This vector–vector multiplication (mod 2) is in fact the output bit of
the LFSR for that state (b5, b4, b3, b2, b1). Hence shifting the present state vector by
one bit and loading the output bit of the just previous vector–vector multiplication
as the new entry, we get the next state vector of the LFSR. Continuing this we get
the output bit stream of the LFSR. This idea can be extended to represent a set of
m parallel LFSRs (i.e., connection polynomials), each having n states, in a binary
matrix. The m parallel connection polynomials, Ci (D) = 1+ ci1D + ci2D2 +…+
cinDn, 1 ≤ i ≤ m can be represented by the binary matrix C = (cij), i = 1 to m,
j = 1 to n.

2.2 Getting the Bit Stream

Using the matrix representation discussed in Sect. 2.1, the ith row of

⎛

⎜
⎜
⎝

c11 c12 . . . c1n

c21 c22 . . . c2n

. . . ..

cm1 cm2 . . . . cmn

⎞

⎟
⎟
⎠

⎛

⎜
⎜
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⎝
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b1

⎞

⎟
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⎠
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⎛

⎜
⎜
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c11bn + c12bn−1 + . . . . + c1nb1
c21bn + c22bn−1 + . . . . + c2nb1

. . . ..

cm1bn + cm2bn−1 + . . . . + cmnb1

⎞

⎟
⎟
⎠

is the output bit of the ith LFSR, 1 ≤ i ≤ m, for the state (bn , bn−1, …. , b2, b1).
Let us denote this output vector by Ok = (ok1, ok2, …. , okm)T , k being the iteration
number. Now combining the bits of Ok using a Boolean function f , we get the key
bit, bitk = f(ok1, ok2, …. , okm). The generation process is continued as described
below:

• The input vector (bn , bn−1, …. , b2, b1) is shifted by one bit and the feedback of
the first LFSR (i.e., ok1) is loaded as the new entry.

• The Matrix-Vector multiplication is performed.
• The resulting vector Ok+1 is fed into the Boolean function f to get bitk .

This way of generation differs from existing schemes, in the randomness happen-
ing in loading of the next state of the LFSRs. At any iteration k, the output bit of the
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Fig. 2 Video encryption

first LFSR (ok1 of Ok) only is used to load the next state. Hence, the first LFSR con-
tinues to get its states, according to its connection C1(D), whereas the other LFSRs
are loaded with this state vector, leading to randomness in their states. Since C1(D)
is a primitive connection polynomial, the first LFSR goes through all the possible
2L − 1 states and consequently all the other LFSRs also get these different possible
states, the main difference (with the existing schemes) being in the order they get
the states if they were standing alone (independent). The randomness in the order
of acquiring the states has an effect similar to irregular clocking/random deletion
and the periodicity of the sequence generated is not affected. Basically one more
randomness to the input bits of Boolean function is introduced and it provides more
security to the bit-stream generated.

2.3 Using the Stream for Video Stream Encryption

The security requirement in digital video streaming while maintaining efficiency and
format compliance [14] can also be achieved by eliminating the nonlinear combinator
Boolean function f , and instead using the output bits of the parallel LFSRs as such
(Fig. 2). If byte encryption is required m can be set to 8 and for more security m can
be set to 9 and the 8 bits excluding the first LFSR’s output bit can be used.

3 Experimental Works on the Key Stream

Meier and Staffelbach proposed the idea of fast correlation attacks on nonlinear
combination generators. In such attacks (i) few bits of the key bit-stream (ii) con-
nection Polynomial of the individual LFSRs (iii) The mth order Boolean function f
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Table 1 Partial edit distance matrix for the target LFSR

LFSR2↓ and LFSR3→ 10101 11101 10111 11111 10001

10101 2 2 1 1 1
11101 2 1 1 1 2
10111 2 1 2 1 1
11111 2 1 2 1 1
10001 3 2 1 2 1

(iv) The correlation probability of the key stream with the output of the target LFSR
are known to the attacker. A detailed study of this type of attack can be found in [7].
In our experimental work we perform another type of attack, the edit distance attack
[5], (which is a known plain text attack), on the proposed stream cipher. Basically,
stream ciphers generate the key bit-stream from a short key. For a secure stream
cipher, it should not be possible to reconstruct the short key from the key stream
sequence.The core idea behind edit distance attacks lies in guessing the initial state
of the generator and then trying to determine whether the initial guess is consistent.

We proceed with three (m = 3) 5 bit LFSRs with connection polynomials C1(D)
= 1+ D2+ D5, C2(D) = 1+ D + D2+ D3 + D5 , C3(D) = 1+ D3+ D5, with an
initial state (10101) and the Boolean function f = x1x2 + x3. The time taken for
calculating the edit distance matrix is a crucial step in the attack time. Table 1 shows
partial edit distance matrix obtained for various combinations of initial states of
LFSR 2 and LFSR 3 with a fixed initial state of (10100) of LFSR 1. From the table it
is observed that an increase in the number of known bits leads to a significant increase
in the computation time; and comparing with the conventional way of generating the
stream, we observe that required properties of the sequence are not compromised.

4 Implementation Issues

Usually, as the number of LFSRs increases the memory/hardware requirement also
increases. Boolean function calculation also plays a role in implementation. But here
since all the LFSRs are controlled by a Boolean matrix, sparse matrix multiplication
implementation is crucial [16]. The number of variables involved in the genera-
tion decides the order of the matrix. The space required for LFSR implementation
increases linearly with the number of variables and the space required for the Boolean
function increases exponentially with the number of variables [11, 12]. Either we
can directly implement the Boolean function or we can simplify to some extent so
that the hardware requirement is optimized. The possible implementation of the case
m = n (number of LFSRs and their number of stages are equal), leading to a square
sparse matrix can be analyzed in future.
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5 A Variant of SpMV Stream Cipher

5.1 Permutation Matrices

We observe that given a nonzero initial state, an irreducible polynomial makes the
LFSR to visit all the possible 2L − 1 nonzero states, and hence the LFSR gives out
a binary sequence of maximum period possible. The order in which the states are
visited is nothing but a permutation of the list of 2L − 1 L-bit strings. The possible
number of permutations is, as we know (2L − 1)!; and an L-stage LFSR with an
irreducible connection polynomial goes through the states in order, which is one
order among the (2L − 1)! ordered lists. This is in fact a combinatorial problem of
listing down all the possible permutations of the 2L − 1 L-bit strings. It is interesting
to note that a permutation of n elements has a matrix representation, the permutation
matrix, which is a sparse matrix. A permutation π of n elements is a rearrangement
of the n elements. The permutation matrix P, of a permutation is the square matrix
of order n whose entries are 0 everywhere except in row i, where the entry π (i) is 1.

5.2 Generating Permutations

We can slightly vary the process discussed in Sect. 2.2, by permuting the output bits of
the m LFSRs (that is the vector Ok), before feeding it into f . While trying to list down
all the possible permutations of a set of elements, we may be interested in whether
they have to be listed systematically (with some specific ordering) or randomly. One
way to generate all the permutations is using factorial number system and Lehmer
codes. It suffers from a drawback of converting back and forth from the permutations
to such a number system. Ways of systematically generating all the permutations may
become infeasible for large n. An exhaustive list of such algorithms are discussed in
[6].

5.3 Including Permutations in Generation

After having access to all possible permutations, we can select one of these permuta-
tions and can apply it to the output vector Ok of the SpVM unit. The permutation used
is kept secret, adding one more level of diffusion to the key stream generated. Instead
of one permutation, two or more permutations can also be applied. As permutation
matrices are sparse in nature, we can use the same SpVM unit for performing the
permutation. We observed more randomness after applying a permutation over the
input before fed to f . This is supported by the partial edit distance matrix (Table 2)
for the target LFSR under the same conditions of Sect. 3 except that a permutation
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Table 2 Partial edit distance matrix in the SpMV variant case

LFSR2↓ and LFSR3→ 10101 11101 10111 11111 10001

10101 3 4 2 3 3
11101 4 2 2 3 4
10111 4 2 3 3 3
11111 3 2 3 3 3
10001 3 4 3 4 3

C =
⎛

⎝
1 0 0
0 0 1
0 1 0

⎞

⎠ is introduced. This is so, as the edit distance attack has no information

about the permutation introduced in between.

6 Concluding Remarks

In this paper we have proposed a sparse matrix-vector multiplication-based bit/
parallel stream cipher. A variant of the proposed scheme is also discussed in connec-
tion with the permutation of the output bits. As in binary matrix multiplication, the
possibility of compatibility mismatch with devices never arises, this generator can
be implemented in almost all devices. Since research on Boolean functions, Sparse
matrix representation, and hardware architecture of multipliers is proceeding at a
high pace, we can expect improved , more efficient type of stream cipher generators
in the near future. SpMV implementation of the new class of FCSR (feedback carry
shift register) can also be explored. The usage of polynomial/multivariate polyno-
mial matrices can also be analyzed in stream cipher generation that will lead to a
new class of stream ciphers for video encryption.
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Steganography-Based Secure Communication

Manjot Bhatia, Sunil Kumar Muttoo and M. P. S. Bhatia

Abstract Security and scalability are important issues for secure group
communication in a grid environment. Secure communication involves confidential-
ity and authenticity of the user and the message between group members. To trans-
mit data in a secure way, a secure and authenticated key transfer protocol should be
applied. Key transfer protocol needs an entity responsible for user authentication and
secures session keys. Recently, many researchers have proposed secure group com-
munication methods based upon various cryptographic techniques. In this paper, we
propose a secure key transfer protocol that uses the concepts of soft dipole represen-
tation of the image and steganography to establish secure communication between
group of authenticated users. Steganography hides the existence of group keys in
images. This protocol is more secure as compare to previously proposed encryption
based group communication protocols. This protocol uses a centralized entity key
management center (KMC). KMC generates the group key using soft dipoles of the
images of the group members and broadcast it securely to all the communicating
group members.
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1 Introduction

One of the most important issues in grid environment is security. Since grid envi-
ronment is based on Internet, various active attackers repeatedly explore security
holes existing in hardware, software, processes, or systems to steal information or
to distribute the network services [2]. Grid environment is a form of distributed
environment in which resources are geographically distributed and owned by dif-
ferent individuals with different technologies. For secure grid environment, grid
systems and applications require security functions to (i) provide stronger authen-
tication solutions to user and resources (ii) protect grid applications and data from
local applications (iii) protect local policies of different administrative domains (iv)
provide secure group communication to users to coordinate and secure their group
activities [2]. From these security requirements we focused on secure authenticated
group communication environment for authorized users in a secure manner. As we
know, secure authenticated group communication is an environment in which mem-
bers of a group interested in sharing some information in a secure way so that no
other person outside the group should be able to perform an attack. The communi-
cation among users forming a group must be confidential; this brings the need of
protocol for secure group communication [2]. The various applications where secure
group communication plays an important role are cyber forensics, multiparty mili-
tary actions, doctors discussions on serious medical issues, law enforcement practice,
and government decisions on critical issues. Apart from these, secure group commu-
nications can be used in distributed interactive simulations, interactive games, and
real-time information services [2]. Group key management is an important issue for
secure group communication. The secure group communication needs to consider
the following security functions [2]:

• Group key generation: The group key is generated for carrying out confidential
communication among the group members of that specified group.

• Group Key confidentiality: Broadcasting group key to the group members securely,
so that it could be recovered by the authorized group members only.

• Message confidentiality: To ensure that the message should be read only by the
specified receiver.

• Message verification: Each user verifies the authenticity of the message to ensure
that the message was sent by the authorized group member of its group.

Most of the secure group communication protocols presented by the various
researchers are either implementing key generation and key confidentiality functions
or message confidentiality and message authentication functions. Since group com-
munication involves communication and information sharing among several mem-
bers, so above listed security functions can be provided only by establishing a secure
group key or secure session key among the group members for confidential com-
munication [2]. The group key should be generated by the trusted Key management
center and distributed to all the members of the communicating group. To send the
group key securely to the group members, it can be encrypted using another secret
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key. Once the group Key received, members of the group can communicate securely
with each other. Several group key management protocols have been proposed by
various researchers [2].

(1) Centralized Group Key Management Protocol: A centralized single entity as key
management center is responsible for generating group key for the entire group,
reducing storage requirements and computational effort of the clients. The threat
lies in the failure of the single entity.

(2) Distributed Key Management Protocol: ln distributed key management protocol
there is no explicit KMC, the members of the group communicate with each
other and can generate the group key themselves. They do not need to depend
on the third party. Each member can contribute some information to generate
the group key. So the security level has been raised but this method is suitable
for a small group only. For large groups it is very time consuming to collect
information from every user due to the scalability factor of the group users.

(3) Decentralized Key Management Protocol: In a decentralized architecture the
management of a large group is divided among subgroup managers, trying to
minimize the problem of concentrating the work in a single place [7, 26].

This paper is an implementation of our previous work in [2] that explains the proposed
protocol for user authentication and secure group communication.

2 Related Work

Many researchers have proposed various protocols for secure group communication
between grid entities. Grid security infrastructure (GSI) above all provides confiden-
tiality and security for transferring sensitive information on the Internet [10]. Most
of the researchers have used centralized group key management protocols for secure
group communication. Sudha et al. [21] have proposed secret keys multiplication
protocol based on modular polynomial arithmetic (SKMP), which eliminates the
need for the encryption/decryption during the group re-keying. Valli et al. [22] have
proposed a new technique (SGKP-l), using hybrid key trees, has certain advantages
like secure channel establishment for the distribution of the key material, reducing
the storage requirements and burden at each member, minimization of time require-
ment to become a new member of a group. The computational complexity further
reduced using both the combination of public and private key cryptosystems. The
dual level key management protocol proposed by Zoua et al. (DLKM) [26] uses
access control polynomial (ACP) and one-way functions that provides flexibility,
security, and hierarchical access control. Researchers used encryptions to update the
group key for forward and backward secrecy, Harney [11] group key management
protocol based on encryptions is of O(n), where n is the size of group. Zhenga
et al. [25] used identity-based signature (IBS) scheme for grid authentication. Park
et al. [18] have proposed an ID-based key distribution scheme which is secure against
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session state reveal attacks and long-term key reveal attacks, this scheme offers the
scalability, non-usage of additional cryptographic algorithms, and efficiency similar
to those of the existing schemes. The distributed group key management protocol
proposed by Steiner et al. [20], Burmester and Desmedt [3] are based on DH key
agreement protocol. Li et al. [15] proposed a scalable service scheme using digital
signatures and used Huffman binary tree to distribute and manage keys. Li et al. [16]
have proposed an authenticated encryption mechanism for group communication in
terms of the basic theory of threshold signature and the basic characteristics of group
communication in grid. In this approach, each group member in the grid can verify the
identity of the signer and hold the private key. Li et al. [17] have proposed the service
infrastructure of middleware for pervasive grid. Ingle and Sivakumar [12] presented
an extended grid security infrastructure (EGSI) that includes an authentication and
access control scheme at virtual organization (VO) level for group communication
in grid environment. EGSI introduced the concept of application class awareness
in grid. This paper is organized as follows. We discuss introduction in Sect. 1 and
related work in Sect. 2. In Sect. 3, we discuss model of our proposed protocol for
secure group communication. Section 4 discusses security analysis of the proposed
protocol.

3 Proposed Protocol: Secure Communication

The proposed architecture of secure protocol tries to fulfill the security constraints
of the grid environment: single sign-on, secure group communication (Fig. 1).

3.1 Model of the Proposed Protocol

We proposed a secure group communication protocol which consists of total of m
users usri (i = 1, 2, . . . , m). Our proposed protocol consists of the following phases
(Table 1):

(i) Registration Process

Each user needs to register with one centralized authority, key management center.
During registration, users need to submit their images Ii (i = 1, 2, . . . , m) to the
KMC as the part of the registration process through the secured channel. KMC
stores the images I1, I2 . . . In of users. KMC assigns a unique identification number
(uid) and unique password (pw) to every user. Each user’s password generated by
the KMC is a soft dipole representation (SI ) of user’ image, i.e., pwi = SI (i), soft
dipole representation of an image is a triple SI (d, α, β) that uniquely represents the
image [27]. Password (pw) of each user is embedded into its corresponding image I
using any embedding algorithm given by Neil and Stefan [14] and stego image (sp)
is transferred to its corresponding user.
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Fig. 1 Architecture of proposed model [2]

Table 1 Notations usri User
Ii User’s image
uidi Every registered user is assigned a

unique identification number
pwi Every registered user is assigned a

password
Ausri Authorized user
SI (i) Soft dipole representation for

image of i th user
spi Stego-image transferred to each

user with embedded password
sgi Stego-image transferred to each

group member with embedded
group key

apid Unique application ID of
applications required by users
in groups

m Total number of registered users
t Total number of group members
n nonce (number used only once)
GRK Group key
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Process: registration
KMC_Registration(int i)
{
Get Ii
uidi=generate_uid(int i)//using dicomuid function of matlab
pw(i)=compute_ SI (image Ii)

spi=embed(SI(i), Ii) // using any steganography technique
store uidi, Ii into KMC DB
return uidi,spi
}

Process: password computation
compute_ SI (image Ii)

{
N= total no. of pixels in an image
Pi= 3.14159, sigma=1, pw=0
A=sum of color values of 1st pixel at (0,0) position of the image
B=sum of color values of dth pixel
For d=0 to m // where m can be any value ranging 0 to N-1
{

For r=0 to N-1-d
{

C=(sum of color values of rth pixel-A)
E=(sum of color values of (r+d)th pixel - B)
Gc=probability density function based on value of C
Ge= probability density function based on value of E
pw=

∑
(Gc*Ge)

}
}

Return pw
}

(ii) Authentication Process

For authentication process, KMC stores the uid and its corresponding image (I ) for
every user. When user enters the uid and pw, KMC computes the SI values of the
user from the already stored I. As SI value of user’s image is used as password, KMC
compares the computed SI with pw entered by the user for authentication.

Process: user login
for all users (i=1..m)
{
receive uidi, spi
pwi=extract(spi) // using any extraction technique
}
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Process: user authentication
user_authentication(int i)
{
Get uidi
Verify uidi from the KMC DB
if exists(uidi)

{
get "password" , pwi
retrieve Ii for uidi from KMC DB
SI(i)= compute_ SI (image Ii)

If pwi= SI(i)
result="authorized"
else
result="unauthorized"
}
else
result="uidi unauthorized"
return result for uid
}

(iii) Group Key Generation

After the authentication process is over KMC computes the group key for group
communication of the users with common application ID (apid). Groups are identified
by the unique application ID (apid). The registered users have to go through the
authentication process for secure group communication. At the initial set up, when
all the registered users of any particular group authenticates with KMC, group key
for that group is computed and distributed to all the members of that group.

GRK j =
∑

(SI (i)) + n, k = (1, 2, . . . , t j ), i ∈ k

where k denotes the number of group members of the group [2] under consideration
and n represents nonce.

(iv) Group Key Confidentiality

The group key is transferred securely and confidentially to the group members by
hiding it in such a way that does not allow any message trapper to even detect the
presence of GRK. To conceal the existence of GRK while transferring it to group
members we use steganography. The security of group key in our protocol is kept by
hiding the GRK into user’s image (I) and transferring image I as GRK.

(v) Password/Group Key Extraction

Each group member usri knows the extraction method and can extract the password
and group key from the received stego-image file using the extraction algorithm [14].
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Process P3: Group Key generation
Group Key generation
{
select unique apid from KMC DB
for all apids
GRK(apid)=0;
for all user usri (i=1..m)
{
user_authentication (int i)
if result="authorized"
{
Select apid for uidi from KMC DB
GRK(apid)=GRK(apid)+SI(i)
}
unauthorized
}
}

Process P3: Group Key generation
for all apids from KMC DB
{
sg(apid)=embed (GRK(app_id), I(uid) ) //using any steganography technique
return sg(uid)
}

4 Security Analysis

Proposed protocol can handle following security attacks from two enemies: internal
and external.

4.1 Insider Attack

Internal attack that a group member can extract the information from sg files of other
group members. The sg files transferred to the t group members are protected with
user’s login password. Any jth user inside the group trying to gain access to the image
file sgi of the ith user would not be able to do as sgl , sg2, . . . , sgm files for all the
group users are locked with the unique password, i.e., pw.

4.2 Outsider Attack

KMC keeps the record of unique apid of every group ids of its corresponding group
members in KMC database. Any other registered user sending the request for the
group key needs to send the uid and apid of the application for which it is sending



Steganography-Based Secure Communication 789

Table 2 User’s image, password computed and embedded, stego image, PSNR of IM and stego
image, and password extracted

User’s image Password computed Stego image (stmp) PSNR Password extracted

4911739 88.6851 4911739

49695168 87.9885 49695168

29602972 Infinity 29602972

48341515 91.1411 48341515

10548923 Infinity 10548923

7280785 95.4008 7280785

3635416 Infinity 3635416

14759021 88.3967 14759021

46550076 79.3712 46550076

11089453 79.1484 11089453

the request. KMC checks the database for uids of the users for the received app_id.
If that uid is not in the list, KMC will not respond for that request.
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5 Simulation Result

The above-proposed protocol is divided into three phases: (i) user registration, (ii)
user authentication, (iii) generating group key.

To simulate the first two phases of our protocol, we took the example of ten users:
The simulation is done using java programming and Matlab. We used java for creating
client and KMC server environment, submitting images to the KMC by the clients
and computing passwords from the submitted images. Matlab programming is used
for embedding and extracting password in user’s image. After embedding password
in original image, stego image is passed to the user as password. To compare the
original images and the stego images, peak signal to noise ratio (PSNR) is calculated
through Matlab code. The PSNR values in Table 2 shows that there is not any visible
difference between the original and the stego images of the users.

6 Conclusion

We have proposed a secure group key generation protocol for secure group com-
munication where every user needs to register with an image with centralized entity
KMC. KMC is responsible for generating passwords and group keys for the users.
The security of the password and group key is achieved with steganography based
embedding algorithm. Only group users can extract the group key. In future we will
work on completing its implementation part and try to enhance security features of
secure group communication.

Appendix 1

Screen shots of simulation [28].
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Client side screen

Login Screen Client table in KMC database

Server generating password ID assigned to client side
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Heirarchy of Communities in Dynamic Social
Network

S. Mishra and G. C. Nandi

Abstract Discovering the hierarchy of organizational structure can unveil signifi-
cant patterns that can help in network analysis. In this paper, we used Enron email
data which is well-known benchmarked data set for this sort of research domain. We
derive a hierarchical structure of organization by calculating the individual score of
each person based on their frequency of communication via email using page rank
algorithm. After that, a communication graph is plotted that shows power of each
individual among themselves. Experimental results showed that this approach was
very helpful in identifying primal persons and their persistent links with others over
the period of months.

Keywords Dynamic social network analysis · Social network analysis · Hierarchal
structure.

1 Introduction

A network structure is the perfect epitome that provides a formal way of represent-
ing data that emphasizes the association between entities. This representation has a
substantial importance that gives the insight of knowledge into the data. Since for the
work to be done many entities these days are interconnected and behaviors of indi-
vidual entity reflect the function of whole system to a large extent. The entity could
be people, organization [1], computer nodes [2]. Networks are primarily studied in
mathematical framework, i.e., graph [3].
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In modern era, social network analysis is proliferated area of research, has been in
existence for quite some time and experiencing a surge in popularity to understand
the behavior of the users at individual and group level [1, 2]. Understanding the
behavior of individual social networking methods assuage the analysts to revealing
hidden patterns from social communication. In order to model the social network
mathematically, most popular data structure typically known as graphs are used where
the nodes depict the individual or group of person, or event or organization, etc, and
each link/edge represents connection/relationship between two individual. Social
network analysis attempts to understand the network and its components like nodes
(social entities commonly known as actor or event) and connections (interconnection,
ties, and links). It has main focus of analyzing individuals and their interdependent
relationships among them rather than individuals and their attributes as we deal in
conventional data structure.

2 Dynamic Network Analysis

Versatile power of social network is being applied to mining pattern of social interac-
tion in wide ranging applications including: disease modeling [4] information trans-
mission, behavior analysis [5, 6], and business management and behavior analysis.
Network analysis also came in to picture as its practical applications in intelligence
and surveillance [7] and has become popularized paradigm to uncover antisocial
network such like criminal, terrorist, and fraud network majorly after the tragically
event of September 11, 2001 which has shattered the whole world.

Social interaction could be in any form that depends on the type of data available
[8]. It might be verbal or written communication (cell phones, emails, and blogs
chatting), scientific collaboration (co-authorship network, citation network), browsed
websites, and group of animals.

This mathematical network model is very successful in analysis of social network
but major drawback is that it may miss the temporal aspect of interaction because
social interaction is inherently dynamic in nature. The static model of interaction
can give the information that could be inaccurate and decision made based merely
on this contributed information might lead analyst to false position of analysis.

Several shortcomings can be highlighted when dealing with static model of social
network that could forbid acknowledging the casual relationship of pattern of social
interaction [8]:

• What is the rate of spreading diseases while modeling diseases and who is the
central person whom should be vaccinated to control spread of it among group of
person.

• What are the causes and consequences of social structure evolution?

Dynamic social network analysis is emerging research area that play a crucial role
to fill gap between traditional social network analysis and time domain. Dynamic
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study of network includes classical network analysis, link analysis, and multiagent
systems.

Dynamic network analysis facilitates the analysis of multiple types of nodes
(multinode) and multiple types of links (multiplex) simultaneously. On the con-
trary, static network analysis can only focus at most two mode data and analyze one
type of link at a time. There are several characteristics of dynamic network:

• Nature of nodes are dynamic, there properties changes with respect to time.
• Deals with meta-network.
• Network evolution is consequent of agent-based modeling.

2.1 Community Detection

A community is subpart of whole network between which intercommunity interaction
is relatively frequent and strong than intracommunity interaction. It can be in any
form for example group, subgroup, and cluster. It may; (a) citation network represents
related papers on single topics, (b) Web pages on related topics.

Community detection is a classical problem in social network analysis. Com-
monly, it can be the problem of identifying subgraphs of original graph and called
vertex sparsifier [9]. These small networks uphold the relevant information of origi-
nal group. Four levels of analyses are being conducted in community identification
as shown in Fig. 1:

2.2 Analysis of Previous Work

Hierarchical methods for community detection falls into two categories: agglom-
erative and divisive. In former case each node is assumed to be a community and
repetitively group together. Similarly, in later case initially whole network is con-
sidered as a community and divided subsequently into smaller one. Most methods

Fig. 1 Level of analysis of
community detection
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are graph clustering and partition. Distance-based structural equivalence [10] uses
distance metrics to identify similar entities. In graph partition methods several algo-
rithms has been proposed [11, 12]. Newman-Girvan method and spectral clustering
methods [13, 14] uses a notion of modularity and utilizes edge betweenness metric
to divide into groups.

In analyzing dynamic pattern, many methods use the temporal snapshots of inter-
action over the times [15, 16].

2.3 Discovering Hierarchy of Group

Before analyzing community hierarchy we define several basic terminologies. Hier-
archy of community provides the power of each individual in a group. If somehow we
know this chain we can find the leader of group. Regarding this we used well-known
algorithm Page Rank which calculate the individual score I_score of each person to
represent importance of person. Higher the score of person more powerful the person
is.

Definition 1 If P = {p1, p2, . . . , pk} be the collection of person involved in a
commuinication. For any member pi and p j , if I_score(pi ) ≥ I_score(p j ) then pi

is more powerful than p j

A. Data Set

We performed the experiments on Enron data set. Since email communication data
has become a practical source for research in network analysis like social network.
Mostly the experiments are carried out on the artificial data due to the non-availability
of real life communication data. The Enron email data set [17] has become a bench-
mark for this sort of research domain in network analysis. This data set was made
public and posted on Web by the Federal Energy Regulatory Commission during its
investigation for fraud happened in company, in order to make it test bed for validat-
ing and testing the efficacy of methodologies developed for counter-terrorism, fraud
detection, and link analysis.

Data is about 150 users communication mostly senior managers organized into
folder where nodes are people and edges are email communication between them. But
this data set has still lots of issues regarding integrity issue and duplicate messages
issue. We preprocessed the data sets in to socio matrix of 12 months from January
to December and finally draw a graph of interaction over the months.

B. Experiments and Analysis

In this section, we evaluate the capability of the proposed approach on discovering
organizational structure and to exploring evolution of organizational structure in a
dynamic social network. The implementation was done in DEV C++. The exper-
iments were conducted on a 2.1GHz PC with Core(TM)2 Dual-Core Pentium 4
processor with 2 GB RAM.
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Fig. 2 Number of communities over months

Fig. 3 Evolution of community from months Jan to Dec

On examining the results in Fig. 2, we analyzed the number of grouping in the
month of May was maximum. Figure 3 shows that Jim was the person who headed
the group from Jan to Feb. Monique was leader throughout the months form Jan to
April.
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3 Conclusion and Future Work

In this paper we introduced a concept of hierarchy of positions in group by taking
temporal interaction data of 12 months in organization that shows how the position
of group members changes when people joining and leaving the group. In future, we
can also model the changes over time and detect event occurrences as consequence
of this change. We also will improve the integrity issues of preprocessed Enron data
results of experiments.
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SLAOCMS: A Layered Architecture of SLA
Oriented Cloud Management System
for Achieving Agreement During
Resource Failure

Rajkumar Rajavel and Mala T

Abstract One major issue of cloud computing is developing Service Level Agree-
ment (SLA)-oriented cloud management system, because situations like resource
failures may lead to the violation of SLA by the provider. Several research works has
been carried out regarding cloud management system were the impact of SLA is not
properly addressed in the perspective of resource failure. In order to achieve SLA in
such circumstance, a novel-layered architecture of SLA-oriented Cloud Management
System (SLAOCMS) is proposed for service provisioning and management which
highlight the importance of various components and its impacts on the performance
of SLA- based jobs. There are two components such as Task Scheduler and Load
Balancer which are introduced in SLA Management Framework to achieve SLA dur-
ing resource failure. So, an SLA Aware Task Scheduling Algorithm (SATSA) and
SLA Aware Task Load Balancing Algorithm (SATLB) are proposed in the above
components to improve the performance of SLAOCMS by successfully achieving
the SLA’s of all the user jobs. The results of traditional and proposed algorithms are
compared in the scenario of resource failure with respect to violations of SLA-based
jobs. Moreover, SLA negotiation framework is introduced in application layer for
supporting personalized service access through the negotiation between the service
consumer and service provider.

Keywords Cloud management · SLA management · Task scheduling · Task load
balancing · Achieving SLA
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1 Introduction

Cloud Computing provides differentiated services to the users on demand with re-
spect to the expectation of service quality on a pay for usage basis. One major issue
in this area is cloud management which requires the management of services such as
Infrastructure as a Service (IaaS), Platform as a Service (PaaS), Software as a Service
(SaaS), and Storage as a Service in the specified layers. In cloud management several
challenges such as scalability, multiple levels of abstraction, federation, sustainabil-
ity, and dynamism are addressed to adapt in future [6]. A taxonomical spectrum
of cloud computing framework describes the various components of cloud where
SLA Management is addressed as one of the major component in the management
service [11].

Existing cloud management systems does not support the SLA-based service
provisioning with respect to all the available parameters of service. Because any
malfunction such as resource failure and VM failure may lead to serious trouble
for the providers to meet the SLAs of all the user jobs. The major challenges of
SLA-oriented resource management such as architecture framework, SLA-based
scheduling policies, and SLA resource allocators were addressed [3]. In the future
perspective, cloud management seems to have most daunting and challenging issues,
because improper management without any precautions will swipe out the customer
data and leads to the provider’s SLA violation. Supporting of SLAs with multiple
objectives is addressed as one of the important requirement of future cloud manage-
ment [4]. Above challenges, issues and requirements motivates our research work
to develop a novel SLAOCMS for supporting SLA-based service provisioning and
management in future trends of cloud.

Objective of this SLAOCMS is to provide SLA-based cloud service provisioning
and management during the resource failure by using an efficient Task Scheduler
and Task Load Balancer components. In order to test the efficiency of the proposed
SLAOCMS, SLA-based jobs are submitted to unified resource layer by insisting
resource failure (limited resource availability). As an impact of introducing the SATS
and SATLB algorithms in the proposed system, the SLA is achieved for all jobs by
rearranging its sequence within the resource in case of compatible deadline and
migrating to other resources in case of incompatible deadline. In case of limited
resource availability, only SATS algorithm can be effectively used to achieve the
SLA of user jobs. This situation may impact the SATLB algorithm, to migrate only
the moderate amount of workload to the free resource available in the environment.
Hence, the achievement of jobs SLA during resource failure is probably in the hands
of resource availability present at that moment. Moreover, the proposed research
work of SLAOCMS system addresses various open research issues and challenges
in specific to SLA Management activity.
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2 Related Work

In this section, traditional model of cloud management systems, and its drawbacks
are addressed such as Iaas, PaaS, SaaS, and Storage as a Service management. The
SLA-based service virtualization architecture is proposed to avoid SLA violation
under changing workload, system malfunction, hardware and software failure [8].
A service-oriented policy-driven IaaS Management system is proposed to improve
the performance of services running on IaaS [14]. A market-oriented hierarchical
scheduling strategy is proposed for SwinDeW-C cloud workflow system using the
service-level scheduling algorithm and meta-heuristic-based scheduling algorithm
[13]. One phase and two phase algorithms are proposed to overcome the problems
of workflow scheduling in IaaS cloud [1].

An Analysis is made regarding the security mechanism and SLA for the de-
velopment of geoprocessing services in cloud PaaS which helps to manipulate the
geographic information [9]. A problem of limited resource capacity is considered to
serve the SLA-based SaaS request for the cloud resource management. The knapsack
problem model employs the virtual infrastructure to obtain the heuristic solution [2].
In order to effectively use the cloud resource an SLA-based admission control and
scheduling algorithm is proposed for the benefit of SaaS provider [12]. Paper [4],
discuss the importance of managing SLA activity in cloud were SLA Management is
noted as one of the research challenge in future cloud management. In order to reduce
the quality of service violation, an energy efficient resource management framework
is proposed for cloud service provisioning [7]. In the previous research work hi-
erarchical scheduling is used for prioritizing the deadline-based job in both cloud
and cluster controller level [10]. Hence SLA management framework is included
in application, platform and unified resource layers of proposed SLAOCMS where
SLA aware scheduler and load balancer are highlighted as important component to
manage the SLA of all the user jobs.

3 SLA-Oriented Cloud Management System

In this section, an SLAOCMS is introduced as shown in Fig. 1 to support the per-
sonalized service provisioning and achieving SLA in the future cloud. This cloud
management system consists of four layers such as fabric, unified resource, platform,
and application. A service layer is introduced as a sub layer of application layer which
supports the consumer and provider to negotiate with respect to SLA parameters for
providing personalized cloud service access. The service layer contains the compo-
nents like SLA template, SLA negotiation framework, negotiation protocol, request
handler, service classifier, and information manager. An SLA template is a pattern
for creating agreement which contains the information like name of the service and
parties, context, terms and negotiation constraints. A negotiation strategy is followed
by the SLA negotiation framework for making communication with the consumer



804 R. Rajavel and Mala T

Fig. 1 Architecture of SLAOCMS

or broker by exploiting the negotiation protocol and SLA template. Moreover, the
information manager is invoked during the negotiation process for collecting the ser-
vice availability and its reservation information. The request handler will obtains the
negotiated request and placed in the request handler queue for further processing.
Then the request is periodically pulled by the service classifier, to identifying its
service type and forwards the request to SLA management framework of concern
layer. The structure of SLA management framework is shown in Fig. 2 which in-
cludes the components such as service integrator and manager, task scheduler, task
load balancer, SLA manager, agreement generator, service provisioner, dispatcher,
SLA monitor, notification generator, SLA terminator, and utility manager.

This management framework contains the SLA Manager who is responsible for
managing all the SLA-related activities of cloud services by using the above compo-
nents in the lifecycle. The reservation queue is maintained in the reservation manager
which contains all the committed jobs to execute in the reserved time. In the existing
system, this reservation queue follows the FCFS scheduling by executing the task one
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Fig. 2 Structure of SLA management framework in unified resource layer

by one in the same sequence as present in the queue. This type of system may leads
to SLA violation of tasks during the VM failure in the Data Center (DC). Because
of this failure, the scheduled task may be delayed due to shortage of VM available
in the DC. In this scenario proposed SLAOCMS invokes the task scheduler and
load balancer component to avoid the SLA violations of the submitted job which is
present in the reservation queue. These two components exploit the SLA Aware Task
Scheduling Algorithm (SATSA) and SLA Aware Task Load Balancing Algorithm
(SATLBA) as shown in Algorithm 1 and 2. Here, the Estimated Completion Time
(ECT) of any deadline-based jobs present in the Deadline Job List (DJL) size ‘n’
can be computed using the Eq. (1). This equation will compute the ECT of Deadline
Job (DJ) at the position ‘i’ DJi by summing of all the jobs Completion Time (CT)
present in the DJL1toi .

ECT(DJLi ) =
∑

CT(DJ1)+ CT(DJ2)+ · · ·CT(DJi ) (1)
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Algorithm 1 SLA Aware Task Scheduling Algorithm

Begin  
Get the set of Virtual Machine (VM) L from the Data Center DC

i

Assign the reserved deadline RD to each job 
Get the set of Jobs J from the Reservation Queue (RQ) 
for all VM l

i
 L do

Ping the VM  
Add to Active Virtual Machine (AVM) set AL

end for
for all AVM al

i
 AL do

if AL.length() == L.length() then
Submit the job in FCFS fashion

else if AL.length() < L.length() 
Get the set of Deadline based Job List (DJL) 
Compute the Estimated Completion Time (ECT) of DJL
Align the DJL in the order in which the ECT is less as first
for all djl

i
DJL do

if ECT(djl
i
) > RD(djl

i
) then

Increment the position of djl
i
from the RQ 

Compute the Estimated Completion Time (ECT) of DJL
i

if ECT(DJL
i
) > RD(DJL

i
) then

Invoke Algorithm 2
else

Refresh the RQ position 
end if

else if ECT(djl
i
) <= RD(djl

i
) 

Keep the job in same position
end if

end for
end if

end for 
end

•

•

•

Algorithm 2 SLA Aware Task Load Balancing Algorithm

Begin  
Get the set of Available Data Center (ADC) in service provider side
Get the DJL

i
from the Reservation Queue (RQ)

for all adc
j 

ADC do
Compute the ECT(DJL

i
) in the ADC

if ECT(djl
i
)<RD(djl

i
) then

Migrate to RQ of ADC
end if

end for 
end

•

The main objective of the SATSA is to prioritizing the task present in the reserva-
tion queue based on the deadline specified in the agreement. At the maximum level,
this algorithm will avoid the violation of task by prioritization. In case of more VM
failure in the DC may be difficult to avoid the violation of the entire task. Because of
the availability of VM in the DC, it is possible to prioritize only limited number of
task. So to over such situation, SATLBA is invoked by this algorithm to migrate the
extra task (which is not able to prioritize) to other DC which is capable of completing
the task within the stipulated time.
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4 Performance Evaluation

The simulation of cloud environment with the resource provisioning and manage-
ment is implementation using the cloudsim toolkit [5]. For the sake of simplicity,
experimental setup is simulated with 3 DC with 5 VM. Assume the tasks present in
the DC1 with Reserved Deadline (RD) and Execution Time (ET) of each task is in
the sequence as shown in Table 1.

The performance evaluation of proposed SATSA and SATLBA is evaluated in
this experimental setup. Assume there is no task executed in the reservation queue
of DC1 at the initial stage (all the VM are free). First the experiment is simulated for
traditional FCFS scheduling algorithm, SATSA without SATLBA and SATSA with
SATLBA in the unified resource layer without any resource failure. Similarly, the
experiment is simulated with 1, 2, and 3 VM failures. The number of task violation
is marked for all the simulated cases in the graph as shown in Fig. 3.

Table 1 Task Information
present in DC1 reservation
queue

Task ID ET (min) RD (min)

1 – 5 30 30
6 – 10 30 60
11 – 15 30 NIL
16 – 20 30 NIL
21 – 25 30 150
26 – 30 30 180
31 – 35 30 NIL
36 – 40 30 NIL
41 – 45 30 270
46 – 50 30 300
51 – 55 30 NIL
56 – 60 30 NIL

Fig. 3 Performance evalu-
ation of FCFS, SATSA and
SATSA



808 R. Rajavel and Mala T

5 Conclusion and Future Work

Thus from the performance graph, it is clear that the proposed SATSA with SATLBS
gives no SLA violation of task with respect to number of VM failures. The task
violation gradually increases with respect to number of VM failures for the case of
SATSA without SATLBA. But in the case of FCFS scheduling algorithm, number
of task violation drastically increases with respect to number of VM failures. Hence
the proposed SATSA with SATLBA in the SLAOCMS helps to achieve SLA during
resource failure by migrating task from one DC to another.

In future, Automated Dynamic SLA Negotiation Framework will be proposed to
support the personalized service access in the cloud environment. This framework
constitutes the negotiation strategy of service provider, trusted third party broker
and service consumer for describing the communication process involved between
the negotiating parties. In addition, the framework derives the mathematical model
using the game theory approach to providing optimal solution for bargaining between
negotiation parties.
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Semantic Search in E-Tourism Services:
Making Data Compilation Easier

Juhi Agarwal, Nishkarsh Sharma, Pratik Kumar, Vishesh Parshav,
Anubhav Srivastava, Rohit Rathore and R. H. Goudar

Abstract After the advancement of the internet technology, user can get any
information on tourism. Tourism is the world’s largest and fastest growing industry.
It contains so many things like accommodation, food, events, transportation package,
etc. So information must be reliable because tourism product is intangible in nature.
Customer cannot physically evaluate the service until he/she physically experienced
but there are some areas where a greater measure of intelligence is required. The
Semantic Web did a lot of work to enhance the Web by enriching its content with
semantic data. E-Tourism is a good candidate for such enrichment, since it is an
information-based business. In this paper, we are constructing E-Tourism ontology
to provide intelligent tourism service. The algorithm is designed to integrate data
from different reliable sources and structure properly in tourism knowledge base for
efficiently searching the data.

Keywords Semantic web · Ontology · SPARQL

J. Agarwal (B) · N. Sharma · P. Kumar · V. Parshav · A. Srivastava · R. Rathore · R. H. Goudar
Graphic Era University, Dehradun, India
e-mail: juhiiagrawal@gmail.com

N. Sharma
e-mail: nishkarsh4@gmail.com

P. Kumar
e-mail: pratikkumar938@gmail.com

V. Parshav
e-mail: vishparshav1@gmail.com

A. Srivastava
e-mail: anubhav.v.sri@gmail.com

R. H. Goudar
e-mail: rhgoudar@gmail.com

B. V. Babu et al. (eds.), Proceedings of the Second International Conference on Soft Computing 811
for Problem Solving (SocProS 2012), December 28–30, 2012, Advances in Intelligent Systems
and Computing 236, DOI: 10.1007/978-81-322-1602-5_86, © Springer India 2014



812 J. Agarwal et al.

1 Introduction

After the advancement of the internet technology, user can get any information on
tourism very easily. Tourism is a global information-intensive industry that has a
long chain of stakeholders including service providers, marketers, managers, and
consumers. So E-Tourism sites are making our journey comfortable but the tourism
product is intangible in nature. Customer cannot physically evaluate the service until
he/she physically experienced. So the information should be accurate and believable.
The Semantic Web did a lot of work to enhance the Web by enriching its content
with semantic data. E-Tourism is a good candidate for such enrichment, since it is
an information-based business [1]. Semantic search uses ontology [2]. Ontology is a
good approach. It is a formal conceptualization of a particular domain that is shared
by a group of people [3]. Ontology is used in knowledge-based systems as conceptual
frameworks for providing, accessing, and structuring information in a comprehensive
manner [4]. Retrieval of keyword and text matching in the retrieval engine can be
successful only through Semantic Web. In this paper, we are constructing E-Tourism
ontology for intelligent tour service where we can search the data semantically using
Semantic Search Engine. It can improve the process of searching for the perfect
tourism package by analyzing the user interest with the help of ontology.

2 Ontology Creation for E-Tourism Service

2.1 Domain Ontology for Tourist Information

It could be observed that the tourism sector is an area in which ontology is playing very
important role. Ontology essentially consists of a vocabulary of terms in a domain of
interest and their meanings. This includes definition of concepts, the properties of the
concepts, and the interrelationship between concepts [5, 6]. Ontology creation for
E-Tourism service is given in Fig. 1. Figure 3 is an ER-diagram showing relationship
and properties of the classes. The class hierarchy is as follows:

Thing: All the other classes are the sub class of this class. In other words, this is the
Super Class containing all the other classes.

Club: The tourists may be interested in places like Clubs and Disco, etc., for night
life, leisure activities. This class includes sub classes Casino, PubBar, and Disco.

Shopping Place: This class includes information about the shopping places available
at a destination. It is further sub classed into Mall, Market, and Shop.

Object properties are used to link objects of different classes and tell about their
relation. The object properties are as follows:

Belongs to State: This property links the objects of City class with the objects of
State class to tell a particular city belongs to which State.



Semantic Search in E-Tourism Services: Making Data Compilation Easier 813

Fig. 1 E-tourism ontology

Has Climate: This property links the objects of Destination class with the Climate
class. It tells about the climate that a particular place has Fig. 2.

2.2 Creation of Intelligent Tourist Information Service Using
Semantic Search Engine

There are four phases for development and implementation of Intelligent Tourist
Information Service using Semantic Search Engine, which are explained below:
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Fig. 2 Object properties

2.2.1 Prepare Backbone Structure for Capturing and Representing
Knowledge in Tourism Domain. India Tourism Ontology Creation

• Identifying the concepts of the domain.
• Identify the attributes or properties of these concepts.
• Identify the relationship between these concepts and defining the properties for

these relationships.
• Defining the rules or axioms for the domain on the basis of which inferences could

be drawn.

2.2.2 Create the India Tourism Knowledge Base Using Ontology

This crucial phase will follow the given sequence of steps:

• Identify all the authentic sources of information available on the Web about the
India Tourism.
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Fig. 3 ER-diagram for E-tourism. The destination is connecting different classes means it is show-
ing relationship and properties from destination to different classes

• Identify additional sources of information to make the tourism information as rich
as possible by the tourism department in various forms.

• Validating and integrating the information to populate the knowledge base Fig. 4.

2.2.3 Create the Semantic Search Mechanism

• User enters the search query in the normal English language, i.e., similar to the
search query of keyword based search engines like Google.

• This keyword query needs to be expanded on the basis of the created Tourism
ontology to add a number of semantically related terms to it.

• The expanded query will be converted to a semantic query.
• Semantic query will be fired and necessary information will return to user Fig. 5.

2.2.4 Creating the User-Interface and the E-Tourism Portal

• Out of the huge information possible for the tourism domain, the most important
information should be presented to the user directly i.e., through the use of menus
and tabs the broad classes of information will be available.
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Fig. 4 Indian tourism knowledge base creation

Fig. 5 Various semantic search steps to return the result to the user

• A semantic search interface will be presented to the user which will act as the
gateway to the comprehensive India Tourism related information. The various
links containing the information within the portal or referring to the other sites
will be returned through this search.

• The facilities of booking will be provided through the web portal.
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• The system will keep track of the type of users so that the information specific to
the user interest could be provided. There will be a separate login for the tourism
and the other players in the tourism domain like tour-guide.

3 Searching Algorithm

Example of searching:

• User enters the keyword “ Dehradoon ”.
• After parsing (removing spaces from the search query), the keyword becomes

“Dehradoon”. The keyword is converted to lowercase.
• The keyword is then matched to the data element that is linked to the objects using

has Name property in the ontology base.
• If the match is found (which is not true in this case), the SPARQL query is built

upon the selection of the user using the keyword.
• If the match is not found (which is true in this case), the keyword is matched with

the synonyms of all the objects. If again, the match is not found, user is displayed
a message “No Records Found”.

• If the synonym match is found, then the SPARQL query is built upon the selection
of the user using the keyword.

• The query is then executed and the result is displayed to the user (Figs. 6, 7, 8, 9).

4 Semantic Matching Algorithm Based on Mathematical Model

Question: Semantic Search
Answer: Let query=q
Parsed query=p
Let S be the set of Synonyms stored in O such that S = {s1, s2, s3 . . . . . . sn}
Let the ontology dataset be O,
Let the result set be R.
R ≥= φ, If p ≤ O, result found.
R = φ, if p /≤ O
If R = φ, then
R = φ, if p /≤ S
R ≥= φ, If p ≤ S, result found.

It searches data according to the keyword. If keyword matches with the ontology
then it returns the result, but if the result set is null, then the search is performed
according to the synonyms of the keyword, i.e., the keyword p is searched in the
synonym set S. If p matches any keyword in S, it means keyword exists in the
ontology base and the result is returned according to that matched synonym.
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Fig. 6 Workflow of searching the data semantically
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1. search() 
2. {   q   read query; 
3.   q   parse(q); 
4.   q   tolower(q); 
5.    match  keyword_match_name(q); 
6.    if(match==true) 
7.    then 
8.        build SPARQL query 
9.        result     execute_SPARQL_query(s); 
10.        display result; 
11.    else 
12.    then 
13.       match     keyword_match_synonyms(q); 
14.       if(match==true) 
15.       then 
16.         build SPARQL query 
17.         result     execute_SPARQL_query(s); 
18.         display result; 
19.     else  
20.     then 
21. display  “No records found” }

Fig. 7 Algorithm for searching data

1. boolean keyword_match_for_name(query q) 
2. {    triple      ”select ?subject  
3.   where  
4.   ?subject  hasName  q”; 
5.   res    execute_SPARQL_query(triple); 
6.   if(result_num_rows(res)>0) 
7.      return true; 
8.   else  
9.      return  false;       } 

Fig. 8 Algorithm for searching data according to keyword

1. boolean keyword_match_for_synonyms(query q) 
2. {    triple    ”select ?subject  
3.  where  
4.  ?subject  AKA   q”; 
5.  res    execute_SPARQL_query(triple); 
6.  if(result_num_rows(res)>0) 
7.   return true; 
8.   else  
9.  return false;       } 

Fig. 9 Algorithm for searching data according to synonyms (semantically)

5 Conclusion

It could be observed that the tourism sector is an area in which ontology can be
applied anywhere [7]. The tourism domain is a decent area for new information and
communication technologies by assisting users and agencies with quick information
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searching, integrating, recommending, and various intelligent E-Tourism services
[8]. We introduced a creation of intelligent tourism information service using seman-
tic search engine based on E-Tourism and Domain Ontology for Tourist Information
for intelligent tourist information services. In addition, the ontology will play an
important role as they promise a shared and common understanding of tourism and
travel concepts that reaches across people and application systems. So semantic
search is making searching very easier than keyword search [9]. Ontology based
search can be made on tourism sites by constructing tourism ontology and informa-
tion can be generated accurately according to the tourist interest using ontology.
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Deep Questions in the “Deep or Hidden” Web

Sonali Gupta and Komal Kumar Bhatia

Abstract The Hidden Web is a part of the Web that consists mainly of the infor-
mation inside databases, i.e., anything behind an interactive electronic form (search
interfaces), which cannot be accessed by the conventional Web crawlers [1, 2, 8].
However, there have been well-defined, effective, and efficient methods for accessing
Deep Web contents. One of these methods for accessing the Hidden Web employs
an approach similar to ‘traditional’ crawling but aims at extracting the data behind
the search interfaces or forms residing in databases. The paper brings insight into
the various steps, a crawler must perform to access the contents in the Hidden Web.
We structure the problem area and analyze what aspects have already been covered
by previous research and what needs to be done.

Keywords WWW · Hidden web · Surface web · Hidden web crawler

1 Introduction

The growth of the World Wide Web (WWW) has been phenomenal over the years
[8, 10, 11]. Surface Web refers to the abundant web pages that are static, typically
having, outgoing links to other web pages, and incoming links which allow them to
be reached from other pages, creating a spider-web like system of interconnected
data; whereas the Hidden Web (HW) consists of unlinked data and refers to the
Web pages created dynamically as the result of a specific search. The Hidden or
Deep Web consists mainly of information inside databases, i.e., anything behind an
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interactive electronic search form interface with most of it elicited by the HTTP form
submission. Examples of Hidden web content include directories and collection of
patents, scientific and research articles, holiday booking interfaces, etc. Estimates of
the size of the Hidden Web differ, but some place it at up to 500 times the size of the
traditional surface Web [1, 3, 5, 7].

The Hidden Web though hidden and not accessible through traditional document-
based search engines, is a huge and distributed repository of data lying in databases
which has to be accessed by some means. Methods must exist to prove the expediency
of the source [8]. There are two basic approaches to access the contents in the HW:

1. Crawling/Trawling or Surfacing: It refers to the crawler’s activity of collecting
in the background as much relevant, interesting fraction of the data as possible
and updating the search engine’s index. This approach has the main advantage
of best fit with the conventional search engine technology.

2. Virtual Data Integration: It refers to the creation of vertical search engines for
specific domains where APIs will be used to access Hidden Web sources at time
and construct the result pages based on their responses. Since external API calls
need to be made by the search engine, this approach is traditionally slower than
crawling.

The major goal of the paper is to describe the research problems associated with
Hidden Web crawlers and analyze the existing research in the context of the research
problems so as to identify and bring outstanding issues to the forefront.

2 Background (Search Engines/Crawlers)

Finding or Searching information on the Web has become an important part of our
daily lives and about 550 million Web searches are performed every day [10, 11]. The
tools that have been used to find information on the Web are typically known as Web
Search Engines [2, 10, 11]. Figure 1 illustrates the activities and the corresponding
components or elements of a basic search engine.

The various activities performed by a search engine can be divided into: Crawling
by which a search engine gathers pages from the WWW; Indexing which is building
a data structure that will allow quick searching of the text [11]; or “the act of assign-
ing index terms to documents” where an index term is a (document) word whose
semantics helps in remembering the document’s main themes [11]; Query Processing
which includes receiving a query from the user, searching the index or database for
relevant entries, and presenting the results to the user. The component responsible
for the process of crawling is known as a Crawl Engine or more typically a Web
crawler [2, 11], whereas the element responsible for building the search engine’s
index is termed as the Index Engine or typically as an Indexer.

The increasing prevalence of online databases has influenced the structure of
the web crawlers and their capabilities for information access through search form
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Fig. 1 Elements of a basic search engine

interfaces [2]. So, the paper discusses crawling, distinguishing on the basis of Surface
and Hidden web crawl. The common belief is that over 1 million search engines
currently operate on the WWW [7, 11] most of which cover only a small portion of
the Web in their indices or databases. This coverage can be increased by either of
the following means:

1. Employing multiple search engines: A search system that uses other search
engines to perform the search and combines their search results is generally
called a meta-search engine.

2. Enhancing the crawler’s Capability: Since the HW comprises a major part of the
Web (almost ≈ 80 %) developing hidden Web crawlers has clearly become the
next frontier for information access on the Web.

3 Hidden Web Crawler

Figure 2 illustrates the sequence of steps that take place when a user wants to access
the contents in any Hidden Web resource. The user has to fill out a query form
for retrieving documents that have been dynamically generated from the underlying
database [3, 4].

Figure 3 illustrates the difference in the sequence of steps undertaken by any
crawler to access the Hidden Web’s informational content.

A Hidden Web crawler starts the same as the Surface web crawler by downloading
the required web page, but then later it requires a lot of analysis and intelligence to
extract information from the hidden web. The Surface Web Crawlers can record the
address of a search front page but can tell nothing about the contents of the database
[1, 5, 8].
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4 Research Problems

Making a comprehensive crawl of the HW does not seem practical due to the two fun-
damental reasons [1, 3, 4, 8]: Scale The Hidden Web is unprecedented in many ways;
unprecedented in size and content quality; unprecedented in the lack of coordination
in its creation (distributed nature), and unprecedented in the diversity of backgrounds
and motives of its participants. Restricted Search form interfaces: Access to the
Hidden Web databases is provided only through restricted search interfaces, per-
ceived to be used by humans [3, 4]. This raises the non-trivial problem of “training”
the crawler for an appropriate use of the restricted interface to extract relevant con-
tent. Below are presented the two sub-problems or steps in the present scenario that
suggest likely directions:
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1. Resource discovery: In order to overcome the problem of Scale, the crawler must
be trained to carry a crawl of only the relevant sources (effective crawling) rather
than carrying a comprehensive crawl of the Hidden Web (exhaustive crawling)
[3, 4, 8, 16, 17]. This requires the crawler to first locate the sites containing
search form interfaces and then select the relevant subset from it. And as the
Hidden Web data sources are growing continuously at a high rate, selecting the
subset of relevant sources will prove not only cost-effective but also effective in
time and make the crawler less prone to errors.

2. Content extraction: The task of harvesting information lying behind the form
interfaces of the selected Hidden Web sources depends largely on the way, the
crawler is able to understand and model the search form interface so as to come
up with meaningful queries to issue to the search interface for probing the data-
base behind it. The crawler must then be able to extract the data instances from
the retrieved result pages. This problem of Content Extraction poses significant
challenges and the solution lies in the three steps process comprising: Under-
standing the Search Form interfaces, automatically filling them and Information
extraction.

The three steps together form the following basic modules of the system: Form
Analyzer that will analyze each and every downloaded page to see if it can be used
as a search page to retrieve information or not. It basically checks whether a web
page is query able, has some form fields or not; Form Parser that extracts the fields
from the search form and passes them on to the form processor for filling; Form
Processor that fills in the various form fields by assigning appropriate values and
finally submits the form for retrieving result pages; Result Analyzer that will analyze
all the result pages obtained by the crawler after form execution, in order to get the
required information.

5 The State of the Art in Hidden Web

In this section we discuss the previous work in the area grouped by the problem
domains. Research on Hidden Web search can be dated back to the 1980s. Since
then, substantial progress has been made in different sub-problems of crawling and
accessing the Hidden Web.

5.1 Resource Discovery

The goal of any focused crawler is to select links that lead to documents that have
been identified as relevant to the topic of interest and hence addresses the resource
discovery problem, The work on focused crawling [14, 16, 17] describes the design
of topic-specific crawlers for the Surface Web which complements our problem, as
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same resource discovery techniques can be used to identify target sites for a Hidden
Web crawler. The work in [14] discusses a best-first focused crawler which uses a
page classifier to guide the search. Unlike an exhaustive crawler which follows each
link in a page in a breadth first manner, this crawler gives priority to links that belong
to pages classified as relevant. In domains that are not very narrow the number of
irrelevant links can still be very high, the strategy can lead to suboptimal harvest
rates and an improvement to which was proposed in [17].

An issue that remains with these focused crawlers is that they may miss relevant
pages by only crawling pages that are expected to give immediate benefit. In order to
address this limitation, certain strategies have been proposed that train a learner by
collecting features from paths leading to a page, as opposed to just considering the
contents of a page [17–19]. Reference [19] extends the idea in [14] and presents a
focused crawling algorithm that builds a model for the context within which topically
relevant pages occur on the Web. Another extension of the focused crawler idea is
presented in [18] using a reinforcement learning algorithm to develop an efficient
crawler for building domain-specific search engines.

Finally, it is worth pointing out that there are directories specialized on hidden-
Web sources, e.g., [1, 20] that organize pointers to online databases in a searchable
topic hierarchy and hence can be used as seed points for the crawl.

5.2 Content Extraction

Extracting content from the Hidden Web has received a lot of attention to date
[3–6, 12, 15]. Most approaches to information retrieval in the Hidden Web are
focused on understanding the various semantics associated with the form elements
and automatically filling them as they are the only entry points to the Hidden Web.

Reference [3] presents an architectural model for a task-specific semi-automatic
Hidden-Web crawler. The main focus of their work is to learn Hidden-Web query
interfaces, not to generate queries automatically. A significant contribution of this
work is the label matching approach that identifies elements of a form based on layout
position, not proximity within the underlying HTML code. When analyzing forms,
HiWE only associates one text to each form field according to a set of heuristics that
take into account the relative position of the candidate texts with respect to the field
(texts at the left and at the top are privileged), and their font sizes and styles. To learn
how to fill in a form, HiWE matches the text associated with each form field and
the labels associated to the attributes defined in its LVS. In this process, HiWE has
the following restriction: it requires the LVS table to contain an attribute definition
matching with each unbounded form field.

Many approaches exist that rely on filling forms [4, 6, 15] automatically. The main
focus of the work in [4] is to generate queries automatically without any human
intervention in order to crawl all the content behind a form. New techniques are
proposed to automatically generate new search keywords from previous results, and
to prioritize them in order to retrieve the content behind the form, using the minimum
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number of queries. The problem of extracting the full content behind a form has
been also addressed in [6]. They have proposed a domain-independent approach for
automatically retrieving the data behind a given Web form. The approach to gather
data is based on two phases: first the responses from the web site of interest are
sampled and then if necessary methodically try all possible queries until either a fix
point of retrieved data has arrived or all possible queries have exhausted. They have
developed a prototype tool that brings the user into the process when an automatic
decision becomes hard to make. These techniques focus on coverage, i.e., retrieve
as big a portion of the site’s content as possible.

The hidden web can also be accessed using the meta-search paradigm instead of
the crawling paradigm. This body of work is often referred to as meta-searching or
database selection problem over the Hidden Web. In meta-search systems, a query
from the user is automatically redirected to a set of underlying relevant sources, and
the obtained results are integrated to return a unified response. Data integration is
the problem of combining data from various web databases sources to provide the
users with a unified view of data [8]. One of the main tasks to formalize the design
of a data integration system is to establish the mapping between the Web database
sources and a global schema. The meta-search approach is more lightweight than the
crawling approach, since it does not require indexing the content from the sources.
Nevertheless, the users will get higher response times since the sources are queried
in real-time.

6 Open Issues in Hidden Web Crawling

A critical look at the available literature indicates that the following issues need to
be addressed while designing the framework for any fully automatic crawler for the
Hidden Web. Most of the research to date has focused on the last issue. Little attention
has been made to the first two questions of scalability and synchronization:

1. There exists a variety of Hidden Web sources that provide information about the
multitude of topics/domains [1, 7, 20]. The continuous growth of information
about the WWW [8, 10] and hence the domain-specific information with ever-
increasing number of domain areas pose a challenge to crawler’s performance.
The crawl of the portion of the web for a particular domain must be completed
within the expected time. This download rate of the crawler is limited by the
underlying resources. An open challenge is the design a crawler that scales its
performance according to the increase in the information on the WWW and
number of domains. These scalability limitations stem from search engines’
attempt to crawl the whole Web, and to answer any query from any user.

2. Decentralizing the crawling process is clearly a more scalable approach and
bears the additional benefit that crawlers can be driven by a rich context (topics,
queries, user profiles) within which to interpret pages and select the links to be
visited. However, a rigorous focus only on scalability can be costly; of course,
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the system must also coordinate information coming from multiple sources,
not all of which are under the control of the same organization. The pattern of
communication is many-to-many, with each server talking to multiple clients
and each client invoking program on multiple servers.

3. As the number of data sources is growing continuously at a very high rate, it is
very tedious, time-consuming, and error-prone to process the search interfaces in
web-based applications. An important objective of any Hidden Web crawler is to
build an internal representation of these search forms [4–6] that supports efficient
form processing and interface matching techniques so as to fully automate the
process.

7 Conclusion and Future Work

A move in the Web structure from hyperlinked graph in the past to electronic form-
based search interfaces of present day, represent the biggest challenge a Web crawler
needs to tackle with. Despite the Web’s great success as a technology and the sig-
nificant amount of computing infrastructure on which it is built, it remains as an
entity, surprisingly unstudied. Users need and want better access to the information
on the Web. We believe that Hidden Web crawling is an increasingly important and
fertile area to explore as such a crawler will enable indexing, analysis, and mining
of Hidden Web content, akin to what is currently being achieved with the Surface
Web. The paper provides a look at some of the technical challenges that must be
overcome to model the Web as a whole, keep it growing and understand its con-
tinuing social impact. The topic of concerns as mentioned in the paper are further
exacerbated by the rapid growth of Hidden Web content, fueled by the success of
social networking online, the proliferation of Web 2.0 content and the profitability
of the companies that steward in this new era. We look forward to continuing this
promising line of research. One of the main objectives of our work will remain as
the design of a crawler whose performance can be scaled up by adding additional
low-cost processes and using them to run multiple crawls in parallel.
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Abstract Cloud computing is based on five attributes: multiplexing, massive
scalability, elasticity, pay as you go, and self provisioning of resources. In this paper,
we describe various cloud computing platforms, models, and propose a new com-
bined and improved framework for Infrastructure as a Service (IAAS) and Platform
as a Service (PAAS). As we know, that PAAS Framework has certain desirable char-
acteristics that are important in developing robust, scalable, and hopefully portable
applications like separation of data management from the user interface, reliance on
Cloud Computing standards, an Integrated Development Environment, Life cycle
management tools but it also has some drawbacks like the PAAS platform such as in
Google Application engine, a large number of web servers catering to the platform
are always running. This paper proposes an architecture which combines IAAS and
PAAS framework and remove the drawbacks of IAAS and PAAS and describes how
to simulate the cloud computing key techniques such as data storage technology
(Google file system), data management technology, Big Table as well as program-
ming model, and task scheduling framework using CLOUDSIM simulation tool.
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1 Introduction

A cloud computing platform dynamically configures, reconfigures the servers as
needed. Virtualization is the key that enables cloud computing with increased uti-
lization, compared with deploying, installing, and maintaining traditional forms of
servers for on a task per server basis [1, 2]. Linux, Apache, and other programming
languages like C++, Python, and Java as well as PHP have been widely adopted for
Cloud Computing supported by many vendors. Cloud Computing delivers infrastruc-
ture, platform, and software as service in a pay as you go model to consumers. These
services in industries are referred to as IAAS, PAAS, SAAS (Software as a service).
IAAS [3, 4] is the capability provided to the consumer for processing storage net-
works and other fundamental computing resources where the consumer is able to
deploy and run arbitrary software, which can include operating system and applica-
tions and limited control of select networking components. PAAS is the capability
to deploy onto the cloud infrastructure consumer created or acquired using program-
ming languages and tools supported by the provider [3, 4]. The consumer does not
manage or control the underlying cloud infrastructure including network servers,
operating system, or storage but has control over the deployed applications and
possible application hosting environment, which can include operating systems and
applications. Unlike server based application development, cloud based applications
development is focused on splitting two things which is also required by every appli-
cation too. First, every application needs computing power to manipulate the data.
Second, data storage that can also be done at different levels: shared and nonshared.

2 Related Work

There are various service providers and various platforms or framework available
for cloud computing. Anandasivam and Weinhardt [5] inspected the problem of how
Cloud service providers would decide to accept or reject requests for services when
the resources offering these services become scarce and proposed a decision support
policy called Customized Bid-Price Policy (CBPP). Armbrust et al. [6] have rede-
fined the cloud computing and reduces the confusion by clarifying the various terms.
They have also quantified comparison between cloud computing and conventional
computing and identified the top technical and non-technical obstacles and opportu-
nities of cloud computing. Böhm et al. [7] have considered different point of view to
look at the cloud computing from an IT provisioning perspective and further exam-
ined the evolution from outsourcing cloud computing as a new IT deployment para-
digm. Buyya et al. [8] suggested that the cloud computing powers the next generation
data centers and enables application service providers to lease data center capabilities
for deploying applications. They have proposed an extensible simulation toolkit that
enables modeling and simulation of cloud computing environment which is known as
CLOUDSIM. In [9] Buyya et al. presented the vision of computing for twenty-first
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century and delivered the vision of computing utilities. They have also stated the
importance of cloud computing and provides the architecture for creating market-
oriented clouds by leveraging technologies such as virtual machines. In [10] Yadav
has presented the latest vision of cloud computing and identifies various commer-
cially available cloud services promising to deliver the infrastructure on demand and
provides architecture and description about various types of clouds.

There are number of companies that offer cloud computing services like
Amazon [11, 12] offers something called Amazon Elastic Cloud (EC2). Amazon
Web Services (AWS) provide infrastructure as a service offerings in the cloud for
organizations requiring computing, power, storage, and other services. Kumar et
al. [13] discusses about the various aspects of cloud computing and focuses on the
security and trust to share the data for developing cloud computing applications in a
distributed environment. They have also provided the concept of utility cloud to be
used by the persons.

3 Cloud Models and Implementation Issues

The Google cloud also known as Google Application Engine (GAE) [14, 15], is a
(PAAS) offering. Figure 1 describes PAAS offering which hides the actual execution
environment from users. Instead a software platform is provided along with an SDK
for users to develop applications and deploy them on the cloud [16, 17]. The PAAS
platform is responsible for executing the applications including servicing external
service requests, as well as running scheduled jobs in the applications. By making
the actual execution servers transparent to the user, a PAAS platform is able to share
application servers across users who need lower capacities, as well as automatically
scale resources allotted to applications that experience heavy loads. Normally users
upload their code in any programming language along with all required files and are
stored with the GAE [18].

Resource usage for an application is measured in terms of web requests served
and CPU hour actually spent on executing requests or batch jobs. The desirable
characteristics of PAAS are [1, 18]:

• PAAS application can be made globally available 24×7 but can change only when
accessed.

• Deploying applications in GAE is free within usage limits, thus applications can
be developed and tried out free and incurs cost only when actually accessed by a
large volume of requests.

• The PAAS model enables GAE to provide such a free service because applica-
tions do not run in dedicated virtual machines. Deployed application which is not
accessed merely, consumes storage for its code, data, and expands no CPU cycles.

GAE allows a user to run web applications written using the Python Program-
ming language, other than supporting the Python standard library [19]. We have
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Fig. 1 Google application engine PAAS framework

developed our application using Java development tools and standard APIs. Our
application interacts with the environment using the Java Servlet standard and com-
mon web application technologies such as Java Server Pages (JSP) [9]. Ease of use
and supporting tools are advantages of GAE for Java and other cloud computing
solutions. Google data store is a distributed object store where objects of all GAE
applications are maintained and also provides a NOSQL schema-less object data
store with a GQL query engine and atomic transactions. You have choice between
two data storage options differentiated by their availability and consistency guar-
antees. Memcache [15, 20], provides your application with a high performance in
memory key value cache that is accessible by multiple instances of your application.
Memcache is useful for data that does not need the persistence transactional features
of the data, stored as temporary data or data copied from the data, stored to the cache
for high speed access.

4 Proposed Combined Framework of IAAS and PAAS

First, we have compared the existing IAAS and PAAS cloud models from an eco-
nomic perspective. The PAAS model described by the Google Application Engine
and Microsoft Azure cloud offerings can exhibit economic advantages as compared
to an IAAS model for certain classes of applications. In Fig. 2, we have described
the combined framework of IAAS and PAAS. We know that as far as the cloud com-
puting is concerned, the cost factors also come into the account and there are various
system matrices which measures the total cost. These measurements are an aggregate
of one or more web servers in infrastructure capacity and measure the system level
statistics.
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Fig. 2 Proposed combined framework of IAAS and PAAS

The PAAS model exemplified by the Google Application Engine and Microsoft
Azure Cloud offerings can exhibit economic advantages as compared to an IAAS
model for certain classes of application. Consider a web application that needs to be
available 24 × 7, but where the transaction volume is highly unpredictable and can
vary rapidly. With IAAS model a minimum number of servers would be provisioned
at all times to ensure availability of the web service [21]. While in PAAS model such
as Google Application Engine, deploying the application costs nothing. As usage
increases beyond the free limits, charges begin to increase and a well-engineered
application scale to meet the demand. So, both the IAAS and PAAS suffer from dis-
advantages. Further, taking additional severs for an application takes a finite amount
of time, such as 15 or 20 min; the minimum capacity that needs in IAAS needs to
account for this delay by organizing and paying for excess bandwidth capacity even
in the cloud environment. But in the PAAS platform such as GAE, supports a large
number of serving platforms, thus every users application code is available to all sev-
ers via the distributed file system. Sudden rises in demand are automatically routed to
free web servers by the load balancer and ensures minimal performance degradation.
The additional overhead induced is loading the code and data from the file system
when such a web server handles a request to a new application for the first time.
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5 Simulation of the Proposed Architecture

The simulation of the proposed framework in IAAS is being done by CLOUDSIM
toolkit 3.0 released in Jan 2011 [8, 22]. CLOUDSIM is an extensible simulation
toolkit that enables modeling and simulation of cloud computing environment for
difficult applications and service models [21]. CLOUDSIM toolkit also supports
modeling and creation of one or more virtual machines on a simulated node of a
data center with jobs and their mappings to the virtual machines. For quantifying the
scheduling performance and allocation policies in a real cloud environment, differ-
ent applications and service models are available under different conditions [8]. An
alternative is the utilization of the simulation tools that open the possibility of eval-
uating the hypothesis prior to software development in an environment where one
can reproduce tests. Tests can be of various types. A machine instance (physical or
virtual) is primarily defined by four essential resources (1) CPU (2) Memory (RAM)
(3) Disk (4) Network connectivity. Each of these resources can be measured by tools
that are operating system specific but for which tools that are their counterparts exists
for all operating systems [8, 23]. Examining the four parameters, the server system
metrics do not give you enough information to do meaningful capacity planning.
Load testing gives an answer to many questions: (1) Maximum load that the current
system can support. (2) Which resources represent the bottleneck in the current sys-
tem that limits the system performances? This parameter is referred to as resource
cutting depending upon a server’s configuration. Now, what performance measure-
ment tool should be used is the main goal to create a set of resource utilization
curves.

6 Results

In simulation configuration, we tried to reconstruct virtual machines and cloudlet on
a E-series Intel core 350 m, processor 2.26 GHz, Window 7 Home Basic (64-bit),
using Eclipse workbench and JDK 1.6 (standard edition). We tried to illustrate the
proposed architecture using data centers with one host each and run the cloudlets
on them. We have to describe various parameters with the help of CLOUDSIM
toolkit for simulating our proposed architecture. The snapshots of the simulation are
illustrated below in Table 1.

The Table 1 shows that our proposed architecture is successfully simulated and
below are the results given for one of our executed scenario.

Starting CloudSimExample2…
Initializing…
Starting CloudSim version 3.0
Datacenter_0 is starting…
Broker is starting…
Entities started.
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Table 1 Results of proposed framework

S. No. Scenario Status Result

1 Data center with one host
and two cloudlets on it

Successful 71.2 ms

2 Data center with two hosts
and two cloudlets on it

Successful 224.8 ms

3 Two Data centers with two
hosts and run cloudlets
of two users on them

Successful 35.6 ms of each
user

4 Scalable simulation Successful 6156.3 ms of
each user

5 How to pause and resume
the simulation

Successful The simulation
is paused for
5 s

6 How to create a simulation
entity using global
broker entity

Successfully
created

_

0.0: Broker: Cloud Resource List received with 1 resource(s)
0.0: Broker: Trying to Create VM #0 in Datacenter_0
0.0: Broker: Trying to Create VM #1 in Datacenter_0
0.1: Broker: VM #0 has been created in Datacenter #2, Host #0
0.1: Broker: VM #1 has been created in Datacenter #2, Host #0
0.1: Broker: Sending cloudlet 0 to VM #0
0.1: Broker: Sending cloudlet 1 to VM #1
1000.1: Broker: Cloudlet 0 received
1000.1: Broker: Cloudlet 1 received
1000.1: Broker: All Cloudlets executed. Finishing...
1000.1: Broker: Destroying VM #0
1000.1: Broker: Destroying VM #1
Broker is shutting down…
Simulation: No more future events
CloudInformationService: Notify all CloudSim entities for shutting down.
Datacenter_0 is shutting down…
Broker is shutting down…
Simulation completed……….

7 Conclusion

In this paper, we have proposed a novel combined framework using the PAAS and
IAAS to produce a hybrid architecture using Google Application Engine as front end
and IAAS elastic compute service as back end and then simulate our architecture
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using CLOUDSIM toolkit. As we know, that heavier application IAAS is better
suited, so it is better if we combine them and get all the advantages of PAAS frame-
work as well as IAAS framework. Therefore, we proposed an architecture that is
combination of IAAS and PAAS architecture. Here PAAS provides the web front
end and IAAS provides the power when needed. The performance statistics of the
load balanced requests can also be monitored by cloud watch and used by auto scale
to add or remove servers from the load balanced users. Using these tools the users can
configure a scalable architecture that also adjusts resource consumption. The future
work can be resource allocation and resource provisioning can be done, to develop
such architecture which is economically lower as compared to the proposed hybrid
architecture of IAAS and PAAS.
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Web Site Reorganization Based on Topology
and Usage Patterns

R. B. Geeta, Shashikumar G. Totad and P. V. G. D. Prasad Reddy

Abstract The behavioral web users’ access patterns help website administrator/web
site owners to take major decisions in categorizing web pages of the web site as highly
demanding pages and medium demanding pages. Human beings act as a spider surf-
ing the web pages of the website in search of required information. Most of the
traditional mining algorithms concentrate only on frequency/support of item sets
(web pages set denoted as ps in a given web site), which may not bring consider-
ably more amount of profit. The utility mining model focuses on only high utilities
item sets (ps). General utility mining model was proposed to overcome weakness
of the frequency and utility mining models. General utility mining does not encom-
pass website topology. This limitation is overcome by a novel model called human
behavioral patterns’ web pages categorizer (HBP-WPC) which considers structural
statistics of the web page in addition to support and utility. The topology of the web
site along with log file statistics plays a vital role in categorizing web pages of the
web site. The web pages of the website along with log file statistics forms a pop-
ulation. Suitable auto optimization metric is defined which provides guidelines for
website designers/owners to restructure the website based on behavioral patterns of
web users.
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1 Introduction

Web is huge repository of information. There has been gigantic development of the
world wide web. The information is available throughout the globe in the form of
websites. Web mining is the application of data mining. Web mining is a process
of extracting useful information from the Web. Yang and others [1] suggested that
web mining forms universal set of web structure mining, web usage mining and web
content mining. Web structure mining deals with how well the web pages in the
web site can be organized, so that most demanding pages can be kept very near to
home page.

2 Related Work

To perform any website evaluation, web visitor’s information plays an important
role, in order to assist this, many tools are available. Li et al. [2] expressed that web
mining is a popular technique for analyzing website visitor’s behavioral patterns in
e-service systems. Jian et al. [3] found that web log mining helps in extracting in-
teresting and useful patterns from the log file of the sever. Shen et al. [4] suggested
that HTML documents contain more number of images on the WWW. Such doc-
uments’ containing meaningful images ensures a rich source of images cluster for
which query can be generated. The documents which are highly needed by users can
be placed near to the home page of the website. Manoj and Deepak [5] suggested
that the development of web mining techniques such as web metrics and measure-
ments, web service optimization, process mining etc… will enable the power of
WWW to be realized. Wang et al. [6] found that weakness of both frequency and
utility can be overcome by general utility mining model. Miller and Remington [7]
revealed that the structure of linked pages has decisive impact factor on the usability.
Geeta et al. [8] suggested that the number of pages at a particular level, the number of
forward links and the number of backward links to a particular web page reflect the
behavior of visitors to a specific page in the website. However Garofalakis [9] pointed
out that the number of hit counts calculated from log file is an unreliable indicator of
page popularity. Geeta et al. [10] suggested that the topology of the website plays an
important role in addition to log file statistics to help users to have quick response.
Jia-Ching et al. [11] found that web usage mining helps in discovering web nav-
igational patterns mainly to predict navigation and improve website management.
Lee et al. [12, 13] proved that the web behavioral patterns can be used to improve
the design of the website. These patterns also could help in improving the business
intelligence.
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3 Web Structure Mining

Web structure mining concentrates on link structure of the web site. The different
web pages are linked in some fashion. The potential correlation among web pages
makes the web site design efficient. This process assists in discovering and modeling
the link structure of the web site. Generally topology of the web site is used for
this purpose. The linking of web pages in the Web site is challenge for web structure
mining. The page with in degree high indicates that the page is with valuable content.

4 Web Usage Mining

Web Usage mining helps in understanding the users’ behavior while interacting with
the website. The main objective of web usage mining is to identify useful patterns
and assist site adaption to better suit the users. Log file of server provides the various
statistics such as the number of hits to a particular web page tells us about how well
a particular web page is popular.

5 Proposed Work

Whenever a client/user requests for a server, communication takes place between
client and server [14]. If user requesting page is at leaf level, the user has to go
through all intermediary nodes to reach leaf node, meanwhile those many times
communications take place between server and client using various resources like
bandwidth, server’s processor time, client processor time and power spent at both
client and server. If a particular web page is located at nth level, all (n − 1) entries
will be entered into log file of the server. All these parameters can be mathematically
modeled as follows. Time spent by server and client is denoted by TSC.

ts is the time spent by the server and
tc is time spent by the client.

Let CCSC represents how many times communication is carried out between client
and server and SL denotes space required to store all log entries. The parameter n
represents the level of the web page. BW is used to represent the bandwidth utilized.
nbw stands for network bandwidth.

TSC = (n + 1)∗ ts + (n + 1)∗ tc units

CCSC = (n + 1) ∗ (msg_generated_by_client + msg_generated_by_server)

SL = (n + 1)∗ b bytes

BW = (n + 1)∗ nbw
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The main motto of this work is to minimize all above mentioned parameters, so
that users will have quick response, bandwidth can be utilized efficiently, server time
and client time can be used effectively and reduction of log file entries thereby saving
memory space, reducing power supply and users will have quick response.

5.1 System Design

Whenever web user requests for a particular web page, he leaves the information in
the log file. The web pages of the web site along with server’s log file details forms
the population which helps in decision making. The fitness function is to maximize
the number of visitors to the web page/(s) and to minimize log file entries. This
approach helps in satisfying users to have quick response.

We start with the formal definition of HBP-WPC as follows.
Let us consider a website of n pages {wp, gp, tp}p = 1,...,n for binary categorization

problem, where gpe{Excellent,Medium} and tpe(0, 1] is the degree of web page
wp belonging to gp.

The HBP-WPC equation is defined with the following terms.

• P = {p1, p2, . . . , pn} is the web pages lookup table which contains mapping of
acronyms for actual web page names {w1,w2,…wn}. The index n>0 and n is the
total number of web pages for the given website.

• L = {T1, T2, . . . ,Tn} is a transactions database where each transaction Ti e Log
File of the server.

• S(pi) denotes the ratio of frequency of web page pi to total frequency of all web
pages in all transactions for a particular session threshold.

• O(pi) is the ratio of out degree of web page pi to total number of links in the
website.

• I(pi) denotes the ration of in degree of web page pi to total number of links in the
website.

• D(pi) denotes the ratio of pi to total number of pages in the web site.
• L(pi) =level of pi/total number of pages in that level.
• Sup(wi), the support count of an web page wi, is the frequency of occurrence of

all transactions containing wi , for a particular session threshold.
• S, the total number of frequency of occurrences of web pages in all transactions.
• U, the total time spent on different web pages by various transactions in a given

threshold.
• U(pi) represents the ratio of utility of a web page pi in all transactions over the

given threshold to the total utility of all web pages for a given threshold.
• The HBP-WPC of a web page pi denoted as WC(pi), is the linear combination of

log file statistics and web site topology statistics as shown in Eq. 1

WC
(
pi

) = W
(
piL

) + W
(
piS

)
(1)
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W(piS) denotes details of the web page such as in degree, out degree, level and
number of pages in that level. α and β are grading factors taking all possible values
between 0 and 1 which help to assign different combination of weightages for Support
and Utility.

• W(piL) = α S(pi) + (1 − α)U(pi)

• W(piS) = β O(pi) + (1 − β) I(pi) + D(pi) + L(pi)

• G1(pi, α, β) = W(piL) + W(piS) for i = 1.. n, α = 0..1 and β = 0..1
• Temp = Avg (G1 (pi, α, β))
• G2(pi, α) = min(diff(G1(pi, α, β), Temp)
• Let C = Avg(G2). The web page whose (G2) >= C, such a page can be consid-

ered as highly demanding web page else it can be considered as low demanding
web page.

5.2 Experimental Results

Figure 1 shows structure of the website. The website contains seven web pages A,
B, C, D, E, F and G with support and utility for each web page. The page B has 2
forward links 1 backward link, the level of page is 2 and number of pages at level 2
is 3. The Page B has utility 5 and frequency 8 etc... total utility of the web site is 213
and total Support is 101.

As per Garafalokis relative access (RA) is calculated using absolute access (AA)
of each web page obtained from log file of server as shown in Eq. 2.

RA [i] α AA [i] (2)

i stands for index of web page. The Relative Access of web page is directly
proportional to AA. The constant of proportionality is replaced with K. K is defined
as follows

RA [i] = K [i] ∗AA [i]

Fig. 1 Structure of the web-
site with utility and support

A
20, 30

C
4, 2

D
50, 3

B
5, 8

E
30, 4

F
100, 50  

G
4, 4
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K [i] = d [i] + n [i] / [i] where d-depth of page, n-number of pages as level i and
r-number of references to page i from other pages. The value of RA for each web page
is shown in Table 3. The heap tree is generated based RA. Six nodes were swapped
to obtain heap tree in 3 iterations. The web pages which should not be moved can
be made stable. With the heap tree generation all demanding pages will be brought
very near to home page. Geeta and others suggested constant of proportionality K in
Eq. 2 as follows

GRA [i] = K [i] ∗AA [i] (3)

K [i] = L [i] + FL [i] /BL [i] where i-index of a web page, L-level of page i, FL[i]-
number of forward links from web page i and BL[i]-number of backward links to
page i. The value of GRA calculated for each web page is shown in Table 3. The heap
tree is generated based on RA. The WC calculated for each web page using Eq. 1 is
also shown in Table 3. Using this approach, the highest grade pages at 2nd level are
compared with its successors and swapped. After this next highest grade web page
is considered and compared with its children, the page with highest WC is swapped
with parent and so on.

α is the grading factor for support β is the grading factor for in degree and out
degree. When α is 0 utility is given the importance, when α = 1 support is given
the importance. When β is 0 in degree is given the importance and when β is 1 out
degree is given the importance. For each page G is calculated for all possible values
of α and β ranging from 0 to 1 at the step of 0.1. Calculate G1 and G2 using the
above formulas. The G1 for each web page is as shown in Table 1.

Table 2 shows values of G2 for each web page. Consider average of G2 of all web
pages. The average G2 for above table is 0.14869. If G2 (pi) > average of G2 consider
the page as excellent/highly demanding web page and such a page can be moved
near to the home page. To decide which pages are highly demanding and which
pages are low demanding, fuzzy approach can be applied. This algorithm returns
the values between 0 and 1. The web page whose G2 is greater than average (G2),

Table 1 G1 for all web pages

A B C D E F G

1.3731 1.4455 1.4863 1.7022 1.7057 2.0344 1.5382
1.3934 1.4511 1.4864 1.6817 1.6956 2.0369 1.5403
1.4137 1.4566 1.4865 1.6612 1.6855 2.0395 1.5424
1.4340 1.4622 1.4866 1.6407 1.6754 2.0420 1.5445
1.4543 1.4678 1.4867 1.6202 1.6652 2.0446 1.5465
1.4746 1.4734 1.4868 1.5997 1.6551 2.0472 1.5486
1.4949 1.4789 1.4869 1.5792 1.6450 2.0497 1.5507
1.5153 1.4845 1.4870 1.5587 1.6349 2.0523 1.5528
1.5356 1.4901 1.4871 1.5382 1.6247 2.0548 1.5549
1.5559 1.4957 1.4872 1.5177 1.6146 2.0574 1.5570
1.5762 1.5012 1.4873 1.4972 1.6045 2.0599 1.5590
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Table 2 G2 for each web
page

Web page G2

A 0.1432
B 0.1364
C 0.1352
D 0.1361
E 0.1557
F 0.1978
G 0.1483

Table 3 Values obtained
using Eqs. 1, 2 and 3

Web Page G2(HBP-WPC) RA GRA

A Fixed Stable Fixed
B 0.1364 40–II 32–II
C 0.1352 10 8
D 0.1361 15 15–III
E 0.1557–II 16 12
F 0.1978–I 200–I 150–I
G 0.1483–III 18–III 12

such a web page can be treated as highly demanding web page, otherwise it will be
medium demanding web page. With such an approach all highly demanding pages
can be moved near to home page. The web pages E and F are moved to upper level.
The web page F is interchanged with B and E is interchanged with C. This information
can be provided to the web site administrator for reorganization of the website. The
G2 values can be compared with the values obtained from Eqs. 2 and 3.

Table 3 shows ranking of web pages for all three approaches. HBP-WPC tries to
scale all the values between 0 and 1 and accurate results can be obtained, whereas
the values calculated using RA and GRA take all possible integer values. HBC-
WPC gives importance for web pages whose in-degree is high compared to out
degree. So HBC-WPC is efficient and provides accurate result compared to other
two approaches. Based on this ranking web site owners/designers can go for reorga-
nization of web pages of the web site.

6 Conclusion

The contributions of this paper are as follows. First, this model helps in best uti-
lization of web sources such as client, server and communication media. Second,
since the highly demanding pages are brought near to the home page, users will have
quick response. The control messages generated between server and client to have
communications are minimized along with power consumption. Third, whenever
client requests for HTTP transaction the entry will be made in the log file. Since
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most demanding pages are very near to home page, entries in log file are minimized.
Client’s and server’s process time is minimized. Fourth, highly demanding pages
can be kept in high speed servers’, medium pages can be clustered and stored in low
speed servers. This work aims to provide sophisticated metric, robust, useful tech-
niques and fundamental basis for high conformity website reorganization routine
and applications. In future work, we will investigate techniques for improvement in
the metric and the procedure adopted.
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Web Search Personalization Using
Ontological User Profiles

Kretika Gupta and Anuja Arora

Abstract In web, users with different interest and goal enter queries to the search
engine. Search engines provide all these users with the same search results irre-
spective of their context and interest. Therefore, the user has to browse through
many results most of which are irrelevant to his goal. Personalization of search
results involves understanding the user’s preferences based on his interaction and
then re-ranking the search results to provide more relevant searches. We present a
method for search engine to personalize search results leading to better search expe-
rience. In this method, a user profile is generated using reference ontology. The user
profile is updated dynamically with interest scores whenever, he clicks on a webpage.
With the help of these interest scores in the user profile, the search results are re-
ranked to give personalized results. Our experimental results show that personalized
search results are effective and efficient.

Keywords Personalization · Ontological user profile · Re-ranking

1 Introduction

The amount of information in world wide web has seen a phenomenal increase in
the past years. In 1994, one of the first web search engines had to index 110,000 web
pages approximately. Today, search engines need to deal with more than 25 billion
documents. Search results retrieved by internet search engines display the same result
irrespective of who has queried. A user looking for “apple” maybe interested in apple
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as a fruit instead of apple the company. A user has to go through irrelevant search
results before he finds his required results. This irrelevant information is due to the
one size fits all policy of the search engines [1]. Identical queries from different users
with different interest generate same search results. Another main reason of irrele-
vant search results is ambiguity in query. Ambiguity can be attributed to polysemy,
existence of many meanings for a single word, and synonymy, existence of many
words with the same meaning. Ontology is defined as an explicit specification of
conceptual categories and relationships between them [2]. Therefore, to personalize
the search results, a user profile is required to map the user interest. Re-ranking of
webpages is done using user profile. Many approaches have been developed to per-
sonalize web search. User preference based on the analysis of past click history was
discussed in detail by Pretschner and Gauch [3] and Sugiyama et al. [4]. Short-term
personalization based on a current user session was discussed by Sriram et al. [5].

2 Methodology

Reference ontology is built by using Open Directory project. A user profile is gener-
ated by annotating interest scores in the concepts provided by the reference ontology.
The interest scores in the user profile created is updated dynamically whenever he
clicks on a webpage. With the help of the user interest the search results are re-ranked.

2.1 User Profile Generation

The User profile is an instance of reference domain ontology. The reference domain
ontology is created with the help of a web directory, Open Directory Project
(ODP) [6]. A portion of ODP has been shown in Fig. 1. In this, the concepts are

Fig. 1 Portion of an ontological profile. Each node has documents associated with it
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annotated with an interest score which is updated dynamically each time the user
clicks on a webpage. Open directory project is considered as the “largest human-
edited directory of the web”. The data structure is organized in Directed Acyclic
Graph. Each category has a set of documents associated with it which were used
as a training set for classification. Text classification is required to find out under
which category the content of the webpage lies in. For text classification, all the
documents classified under one category in the ODP structure is merged under one
super document. Whenever a user clicks on a webpage, a page vector is computed and
then compared with each category’s vector in the DAG to calculate the similarities.
Trajkova and Gauch [7] have calculated the similarity between Web pages visited
by the user and the concepts in an ontology. The page vector is computed with the
help of the title of the web page, Metadata Description Unigrams, and Metadata
Keywords Unigrams associated with the webpage [8].

2.2 Updating User Profile

The User Profile for a given user saves his interests in the particular categories
determined by the ODP structure. The user does not have to choose his interest areas
explicitly [9]. This is automatically generated using various features which will be
further discussed. The user profile is dynamic and keeps updating over time. As,
whenever a user clicks on given link, the interest score is determined and updated.
Since the profile is dynamically updated it takes into consideration the changing
interests of a user.

Interest score is calculated with the help of the time spent, length, and subject
similarity of the webpage. Time denotes the user’s duration of viewing the webpage,
length denotes the number of characters in a webpage. Subject similarity denotes
the similarity between the webpage’s content and the category defined by the ODP
structure. As shown in Fig. 2.

Sim (d, ci ) refers to the similarity of match between the content of document (d)
and category (ci ) defined by ODP. Adjustment of the interest of a user in category
(ci ) is δ(i, ci ). The interest score is updated with the help of the following equation,
according to [3].

δ (i, ci ) = log (time/ (log length)) ∗ Sim (d, ci ) (1)

Fig. 2 Updating user profile
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It can be noted that the above equation takes length into less consideration as the
users can tell from a glance that the webpage is not relevant and move on to the next
webpage swiftly irrespective of the length.

2.3 Re-ranking Search Results

Web search API: many commercial search engines have provided their API’s so
third party tools can access their search results (index). Google custom search API
is used to retrieve search results for a query given by the user. These search results
are retrieved with their index and are then used to re-rank web pages according to
the interest scores in the generated user profile of that user.

The pages are re-ranked by a similarity matching function that computes the
similarity of the retrieved result’s document with each concept in the user profile’s
ontology to find the best matching concept.

CSim(UserProfilei , Result j ) =
N∑

k=1

wpi,k ∗ wd j,k (2)

where,

Wpi,k represents the weight of concept k in the user profile,
Wd j,k represents the weight of concept k in the result j .

As Google applies its own PageRank algorithm, to rank websites based on their
importance, we have incorporated Google’s original ranking score as well. This will
keep a check that we do not miss important webpages.

FinalRank(UserProfilei , Result j )

= γ ∗ CSim (UserProfilei , Result j ) + (1 − γ)GRank(Result j ) (3)

where GRank is the original rank. γ is used to combine the two ranking measures.
We consider γ as 0.5 to give equal weightage to both the ranking mechanisms. If γ
is 0, ranking will be done based on Google search results and if γ is 1 the ranking is
done purely according to context. Each time, a user clicks on the links of the search
results; the interest score is updated dynamically to determine the user’s preferences.
This has been represented in Fig. 3.

3 Experiments

To evaluate the effectiveness of personalized search results we need to find:

Research Question 1: (RQ1): Do the interest scores for individual concepts in onto
logical profile converge?
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Fig. 3 Re-ranking results

Research Question 2: (RQ2): Can the interest scores maintained by the onto logical
profile be used to re-rank Web search to give person-
alized search results?

3.1 Experiment 1

With this experiment we want to evaluate RQ1, if the rate of increase in the user’s
interest scores for all categories stabilizes over incremental updates [10]. The cate-
gories are defined by the user’s ontology. Each time the user clicks on a webpage the
user interest are updated in the ontological user profile. Initially, the interest scores
for the categories in the user profile will continue to change rapidly. However, once
enough information has been collected and processed, the rate of change interest
scores should decrease. Hence, we wanted to find out if over time the concepts with
the highest interest scores would become relatively stable or not. For conducting
the experiment, 15 users were asked to use the personalized search engines over a
period of 20 days. Their user profile was monitored during these days. The number
of categories the profiles converged to, changed according to the user, mainly it was
in the range of 48 and 180. The Fig. 4 shows the convergence for a sample of 4 users.
We can see that over time the user profile converges and becomes stable.

3.2 Experiment 2

In this experiment, we determined if the users found the personalized search results
more relevant than standard web search results for RQ2. Experiment has been per-
formed manually.To conduct this comparative experiment, whenever the user clicked
on a given webpage for a query, we asked the user to mark the page as relevant or
irrelevant. 15 users entered several queries over a period of 20 days. On a single
search query, 12 webpages from each of the standard search engine and personal-
ized search engine was randomly presented to the user. Few pages were marked as
“both”, if they were common to both the search engines. By looking at the log of the
user, it was determined how many relevant webpages the users clicked on from each.
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Fig. 4 Convergence of profiles

The proposed personalized search results were 55 % more relevant than the normal
search results for the user searches.

4 Conclusion

This paper proposed a method for a search engine to personalize search results based
on a user’s preferences. The user preferences were mapped to a user profile. It was
shown with the help of experiments that over time, the interest got converged. With
the help of the user profile, web search results can be re-ranked leading to more
relevant results for the users. In future, we plan to optimize our search engine for
more relevant results. We would also look into the location based information of user
to provide better search results.
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Autonomous Computation Offloading
Application for Android Phones
Using Cloud

Mayank Arora and Mala Kalra

Abstract The usage of smartphones has increased hastily over the past few years.
The number of smartphones being sold is much more than the number of PC’s due to
the smartphone’s mobile nature and good connectivity. However, they are still con-
strained by limited processing power, memory, and Battery. In this paper, we propose
a framework for making the applications of these smartphones autonomous enough,
to offload their compute intensive parts automatically from the smartphone to the vir-
tual image of the smartphones on the cloud, thus using the unlimited resources of the
cloud and enhancing the performance of the smartphones. By using this framework
the application developers will be able to increase the capabilities of the smartphones
making them even more feature rich.

Keywords Smartphone · Offloading · Cloud · Android

1 Introduction

Cloud can be viewed as a great service which hosts everything, and it may be the
data, applications, or any other running programs. A Cloud could be seen as an
amorphous collection of computers and servers that could be accessed through the
Internet[1–3]. Cloud computing has emerged as the great technology in term of scal-
ability and portability. It has changed our view of carrying data and communication.
Cloud services are also very much indulging into mobile networks as most of the
smartphones have the capability to support cloud computing environment [4].
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Smartphones are mobile phones with advanced computing capability, connectiv-
ity, and rich set of functionality. In a nutshell, a smartphone combines the function-
alities of a phone, personal digital assistant (PDA), and a small computer. With the
increasing popularity and a large number of developers developing applications for
smartphones, the users of these phones have started using them for high end 3D gam-
ing, to handle their finances, i.e., Internet banking and as their health and wellness
managers (e.g., Eat This, Not That application for Android [5]). These new appli-
cations could be very resource exhaustive and the phones have a limited memory,
computational power, and battery life. That’s why it makes good sense to offload the
heavy applications to the Virtual Smartphone running on the cloud, thus saving the
actual phone’s precious resources [6, 7].

A number of techniques have been proposed to offload the applications of smart-
phones to the cloud [8–14], including complete offloading of the applications as well
as partial offloading of the applications. In these techniques used for offloading, the
application is partitioned at the binary level and thus making this partitioning trans-
parent for the application developer. But this has its drawbacks, i.e., first, this process
is compute intensive. Second, to make changes at the binary level of an application
needs changes in the application loader, which is difficult as well as leads to security
vulnerabilities. Furthermore, in the proposed techniques an application called the
application partitioner or off loader needs to be installed on the smartphone which
makes the partitions and offloads the appropriate partition of other applications to the
cloud. The application offloader makes the offloading decision for all the applications
in the phone weather small or big in terms of computation required and thus become
an overhead on the phone’s resources. In this paper, we propose a framework for
offloading an application partially, i.e., only the compute intensive, non-interactive
part of an application is offloaded. The partitioning is done by the application devel-
oper at the time of development of the application and the offloading decision is
taken by the application itself thus eradicating the need of making changes at the
binary level and the need of application partitioner or offloader. These applications
will offload their compute intensive part to the cloud autonomously.

The remainder of this paper is organized as follows. In Sect. 2, we describe the
motivation behind the proposed architecture. Sections 3 and 4 outline the review of
the proposed architectures in the related research and the challenges faced by the
offloading techniques proposed. In Sect. 5 we describe the new offloading archi-
tecture to cater the challenges discussed in the above sections. Toward the end, we
give the details about the working of our framework. In Sect. 6 the benefits of the
proposed architecture are discussed and the paper is concluded in Sect. 7.

2 Motivation

The applications and features of smartphones are increasing day by day because the
usage of these feature-rich phones is increasing. People are replacing their laptops
and personal computers with these smartphones, thus the demand for processing and
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memory is increasing. These phones use a battery as their power source which has a
limited capacity as compared to plug in devices like personal computers.

Some of the major problems faced by the smartphone users are nowadays listed
as follows. First, the applications using heavy graphics, memory, or CPU result in a
lot of battery drainage. Second, due to the small size of the phones the processing
power, memory, and battery are limited and these phones are not able to perform
compute intensive tasks which our laptops or desktops could perform. The solution
to these problems is either to increase the size of battery, processing power of the
CPU and the size of memory which in turn results in increased size, and cost of the
phone or to use the resources of the cloud to execute the heavy applications thus
saving the phone’s scarce resources.

Cloud computing on the other hand provides computing resources (hardware and
software) as a service through Internet. We can use the resources such as memory,
processing power in a pay per use environment.

The major motivation for this paper is to use the computing resources provided as
a service by the cloud to run the resource exhaustive applications of the smartphones
connected to the Cloud through Internet. In the past couple of years some techniques
have been proposed to partially or completely offload the applications on to the cloud.
We will be discussing those techniques in the next section and the challenges faced
by the offloading techniques.

3 Review of Proposed Architectures in the Related Research

Quite a few approaches have been proposed for offloading applications from a smart-
phone to the cloud, which includes offloading the complete application, offloading
an application partially. Related work in the field of offloading applications from
android phones to the cloud have been discussed below [8–14].

In 1998, Alexey Rudenko et al. [8] proposed a scheme to enhance the battery life
of a laptop through wireless remote processing of power costly tasks. They proposed
that the battery life of a laptop could be increased by shifting the power costly tasks
on to a server through wireless connectivity or the Internet. This powerful server
will perform the tasks as required and send back the results to the laptop saving the
laptop from processing the tasks itself and in the meanwhile the laptop will keep
on performing the less power costly tasks. This research gave birth to a new idea of
remote processing of power costly tasks of the smartphones using the resources of
the cloud.

Year 2009 witnessed the proposal of Augmented Smartphone Applications
Through Clone Cloud Execution by Byung-Gon Chun and Petros Maniatis [9]. This
research proposed to augment the smartphone’s capabilities by offloading an appli-
cation partially or completely to a clone smartphone. A clone is a virtual system on
the cloud running the same operating system as that of the phone using hardware
from the cloud’s pool of hardware. The application is offloaded partially because
only the part of the application which is compute intensive is to be offloaded and
thus reducing the load on the smartphone. While the compute intensive part is being
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executed by the clone the actual phone executes the remaining application. After
the clone is finished with the execution of the compute intensive part of the appli-
cation it returns the results to the actual phone. The phone processes the results as
required and provides the user with the results. The proposed architecture includes
a Controller and a Replicator installed in the actual phone and an Augmenter and
Replicator installed on the clone. The Replicator synchronizes the changes in the
phone software and state to the clone. The controller offloads the application from
the smartphone to the clone and merges back the results from the clone to the phone.
The Augmenter running in the clone manages the local execution, and returns a result
to the actual phone.

Following the vision provided by the above research, Byung-Gon Chun et al. [10]
in the year 2011 implemented an architecture named Clone Cloud for offloading an
application partially to its clone in the cloud. This scheme uses a partition analyzer
which partitions the application to be offloaded for remote execution. The partition
analyzer has a static analyzer which discovers the possible migration points and the
constraints for migration and a dynamic profiler to build a cost model for execu-
tion and migration. The partition analyzer helps the migration unit to migrate and
re-integrate the application at the chosen points. The migration unit comprises of
a migrator, node manager, and a partition database. The migrator provides the part
of application to be migrated to the node manager which migrates the part to the
clone and an entry is made to the partition database which helps in re-integrating the
partitioned application.

In the year 2011, a new approach of offloading the applications from android
smartphone to the cloud was introduced by Eric Y. Chen and Mistutaka Itoh named
Virtual Smartphone over IP [11]. In this approach, the complete application was
offloaded from the android smartphone to the cloud. In this approach it was proposed
to provide cloud computing environment specifically tailored for smartphone users.
This architecture allows users of smartphones to create virtual smartphone images
in the cloud and install and run their applications in these images remotely. The user
can create a number of smartphone images using a dedicated server for each user.

In 2012, Eric Y. Chen et al. [12] introduced a framework for offloading heavy
back-end tasks of a standalone android application to an android virtual machine in
the cloud, which is an extension of Virtual Smartphone over IP. This architecture uses
android interface definition language in order to offload without modifying the source
code. This framework incorporates a dedicated server for each client to offload their
application [11]. This architecture divides an application into two parts, i.e., GUI and
a compute intensive component and it offloads only the compute intensive component
to the android virtual machine. This framework comprises of basically three com-
ponents a helper tool, a service offloader, and a virtual machine. The helper tool has
to be integrated to the application code at the time of development by the developer.
The service offloader has to be installed to the android phone by downloading it from
the application market and each user needs to have at least one dedicated instance
of the android virtual machine which is the virtual image of the phone hosted on
the cloud. The helper tool generates two copies of the application, i.e., one for local
execution and one for remote execution and calls the service offloader which then
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analyzes the cost of remote execution and local execution. If the cost of remote exe-
cution is less than the cost of local execution then the service is offloaded otherwise
it is not offloaded to the virtual android phone.

In 2010, Georgios Portokalidis et al. [13] proposed a new scheme named Paranoid
Android to provide security to android phones by applying security checks on remote
security servers that host exact replicas of the smartphones in virtual environments.
As the remote servers are not constrained with battery or processing power, multiple
detection schemes could be applied simultaneously. On the phone, a tracer records all
information needed to accurately replay its execution. The recorded execution trace
is transmitted to the cloud over an encrypted channel, where a replica of the phone
is running on an emulator. On the cloud, a replayer receives the trace and faithfully
replays the execution within the emulator.

Another system named MAUI was introduced in 2010 by Eduardo Cuervo
et al. [14]. MAUI enables fine-grained energy aware offload of mobile’s code to
a cloud infrastructure. MAUI uses code portability to create two versions of a smart-
phone application, one of which runs locally on the smartphone and the other runs
remotely in the infrastructure. Managed code enables MAUI to ignore the differences
in the instruction set architecture between today’s mobile devices (which typically
have ARM-based CPUs) and servers (which typically have x86 CPUs). It uses pro-
gramming reflection combined with type safety to automatically identify the remote
able methods and extract only the program state needed by those methods. MAUI
profiles each method of an application and uses serialization to determine its network
shipping costs (i.e., the size of its state). MAUI combines the network and CPU costs
with measurements of the wireless connectivity, such as its bandwidth and latency
to construct a linear programming formulation of the code offload problem.

4 Challenges

The main problem which is identified in the previous architectures is that offloading a
compute intensive application partially can improve the battery life of a smartphone,
but the offloading system will incur some overhead on the phone especially if the
offloading decision is taken for a large number of applications when only a few
number of applications are actually required to be offloaded.

The architectures discussed in the above section need to make changes in the
binary of the application at the time of execution, to make it offloadable. To make
changes at the binary level, the program loader has to be changed which may result in
security vulnerabilities and to analyze the binary of an application could be compute
intensive thus imposing overhead on the phone.
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5 Proposed Architecture

In this paper, we present a framework for automated offloading of compute intensive
applications of android smartphones to the virtual image of the smartphone on the
cloud. An offloading framework is proposed which if used by the developers of
the application, will empower the application to offload its compute intensive, non
interactive parts based on static analysis to the smartphone image on the cloud. The
static analysis is done to make the decision-making more fast and light than the
previous techniques.

This framework proposes to make an application autonomous for offloading itself
from the smartphone to the smartphone image on the cloud. An application will be
divided into two major parts, i.e., a user interactive part which takes the inputs from the
user and provides the output to the user and a compute intensive non interactive part
which does the computations as shown in the Fig. 1. This framework will empower
the application to offload its compute intensive part to the cloud via Internet after
analyzing the cost of offloading over the cost of running the application on the
phone itself. The analysis will be done using parameters like input size and internet
connectivity. By using this framework the developers will empower the applications
to offload themselves without the need of some other application to analyze and
offload parts of the application.

The Fig. 2 shows the working of the proposed architecture where the offloading
decision is taken by the application itself after analyzing the parameters discussed
above. According to the offloading decision the application is partially offloaded to
the virtual phone on the cloud. The cloud performs the compute intensive tasks and
returns the results to the phone. Thus saving the resources of the phone and increasing
the capabilities of the phone.

Fig. 1 Partitioning of applications into interactive and non-interactive parts
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Fig. 2 Framework of autonomous computation offloading application for android phones

6 Advantages of the Proposed Architecture

The major advantage of using this framework is that the offloading decision will be
taken by the application itself. This decision making will have to be inserted in the
source code while writing the applications which is advantageous over the previous
approaches in the following ways. First, the approaches discussed earlier modified
the applications at binary level using modifications in the loader and thus increas-
ing the security vulnerabilities. Second, they analyzed each application’s binary to
offload it, but only a few compute intensive applications need to be offloaded thus
causing an overhead on the phone’s resources. By using this technique the offloading
decision will be taken only for the compute intensive applications which need to be
offloaded and the application developers will not use this offloading framework for
small applications. This technique will need to modify the applications at the devel-
opment stage and will not modify the applications binary thus eradicating the need
of changing the application loader.

7 Conclusion and Future Work

In this paper, we explored the design of a framework which makes an applica-
tion autonomous to offload its compute intensive part to the cloud thus saving the
resources of the android phone. This framework makes changes in the application at
the development time thus eradicating the need to make changes in the application’s
binary. The application will make the offloading decision using static analysis.

Our future work includes implementation and evaluation of this design, adding
dynamic analysis to support the offloading decision and comparing the performance
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of both frameworks using static analysis and the one using dynamic analysis. We are
also planning to incorporate security, privacy, and trust related models [15–18], in
the proposed framework.
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Optimizing Battery Utilization and Reducing
Time Consumption in Smartphones Exploiting
the Power of Cloud Computing

Variza Negi and Mala Kalra

Abstract Over the past few years, the usage and boost of handheld devices such
as Personal Digital Assistants (PDAs) and smartphones have increased rapidly and
estimates show that they will even exceed the number of Personal Computers (PCs)
by 2013. Smartphones enable a rich, new, and ubiquitous user experience, but have
limited hardware resources on computation and battery. In this paper, the focus has
been made on enhancing the capabilities of smartphones by using cloud computing
and virtualization techniques to shift the workload from merely a smartphone to a
resource-rich computational cloud environment.

Keywords Cloud computing · Smartphone · Offloading

1 Introduction

According to Morgan Stanley’s Internet Trends Report, as shown in Fig. 1, smart-
phone is forecasted to be a dominant computing platform [2].

Smartphones have emerged as a type of mobile device providing “all-in-one”
convenience by integrating traditional mobile phone functionality and the function-
ality of handheld computers. Now mobile users look up songs by audio samples;
analyze, index, and aggregate their mobile photo collections; play games; capture,
edit, and upload video; manage their personal health and wellness and also analyze
their finances. Smartphones have every capability of a computer as smartphones are
capable of producing great computing and processing output.
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Fig. 1 Global unit shipments of desktop PCs, notebooks, and smartphones, 2005–2013E
(estimation) [2]

However, power consumption by these devices is a prime factor when usage of
these features comes into play. Power consumption increases dramatically while we
are using different features like surfing Internet, watching videos, antivirus scanning,
etc. Also the hardware capabilities of smartphones can be compared with or are
similar to those of desktop PC’s of the mid-1990, many generations of hardware and
software behind (see Table 1 vs. Table 2)

Furthermore, there are many APIs installed in smartphones that tend to consume
limited battery resources, which in turn results in short battery life time for smart-
phones. Cloud computing is a rapidly accelerating revolution within IT and will
become the default method of IT delivery moving into the future—organizations

Table 1 Specifications of a
few high-end smartphones

Phone CPU RAM Battery life
(GHz) (MB) (web-browsing)

Nokia lumia 1.4 512 4hr,10min
HTC one X 1.5 1024 4hr,18min
Samsung galaxy III 1.4 1024 5hr,17min

Table 2 Specification of a
commodity laptop and a
desktop

Computer CPU (GHz) RAM (GB)
(GHz) (GB)

MAC book pro laptop 2.5, Quad-core 8/16
Origin genesis desktop 4.6, Quad-core 16
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would be advised to consider their approach toward beginning a move to the clouds
sooner, rather than later [8–10].

Cloud services could provide great means to save this type of power consumption.
Much research has been done while considering this vision like Clone including
[3–6]. All of the aforesaid papers lay emphasis on the basic idea of maintaining a
replica or a mirror image of the smartphone on a Cloud computing infrastructure.
With the help of a mirror, we can greatly reduce the workload and virtually expand
the resources of the smartphones.

This paper has been organized as follows: The above section has introduced
the general background of smartphones and Cloud computing. Also, limitations of
smartphones have been pointed out. Next section provides an overlay of the vari-
ous offloading techniques proposed in the past research studies. In Sect. “Paranoid
Android Architecture”, the major concerns and issues related to the offloading in
smartphones have been laid down. In Sect. “Augmented Smartphone”, the method-
ology to be used by in this particular research work has been discussed and finally a
framework for migrating a compute-intensive Smartphone Application to the Cloud
Computing Environment has been presented as the Proposed Architecture. Section
“Clone Cloud Architecture” concludes as well as points out the future scope. Section
“Mirroring Smartphone” presents the acknowledgements.

2 Related Work

2.1 Paranoid Android Architecture

Portokalidis et al. proposed Paranoid Android in [3]. This architecture aims at pro-
viding security as just another service to a smartphone by offloading security services
on to the Cloud. The basic idea is to run a synchronized replica of the smartphone on
a security server in a Cloud. As the server does not have the tight resource constraints
of a phone, security checks can be performed on the Cloud that otherwise are too
expensive to run on the phone itself. To achieve this, a minimal trace of the phone’s
execution (enough to permit replaying only) is recorded, which is then transmit to
the Cloud-server, where a replica of the phone is running on an emulator. Thus on
the Cloud, a replayer receives the trace and faithfully replays its execution within the
emulator.

This architecture focuses more on attack detection. The prototype implementation
works on the Android platform and is specific to the Android architecture. This
architecture can be used to provide offloading by implementing suitable security
functions in the Cloud; but always requires an extra overhead of synchronization. This
architecture assumes loose synchronization, as it is assumed that the smartphones
cannot always be connected to the Internet. Therefore availability is affected, as the
security functions in the Cloud are not always available to the smartphones.
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2.2 Augmented Smartphone

Distribution of computation between the smartphones and the Cloud resources in the
form of clone Cloud architecture has been suggested by Chun et al. [4]. The concept
behind this architecture is to seamlessly offload execution from the smartphone to
a cloud infrastructure. Resource intensive processes or portions of processes are
performed by the smartphone clone in the Cloud and the results are then merged with
the state of the smartphone which resumes execution. This process of splitting the
computation between the smartphone and its clone is referred to as “augmentation”.
This augmentation of computation is being done in four steps:

1. Creation of a clone of the smartphone in the Cloud;
2. Periodic or on-demand synchronisation of the smartphone and the clone;
3. Applications can be augmented (whole applications or augmented pieces of an

application) automatically or upon request; and
4. Results obtained from the augmented segment of computation from the clone are

synchronized with the smartphone.

Clone execution architecture for the smartphone aims at transforming a single
machine’s execution into a distributed execution. The smartphone and the clone
have a replicator which is responsible for synchronizing the clone state with the
smartphone (on-demand or periodic) and a controller component on the smartphone
that invokes augmented execution in the clone and integrates the results of the com-
putation by the clone with the smartphone.

2.3 Clone Cloud Architecture

The Clone Cloud architecture presents an effective method for computation
offloading from the mobile devices. A prototype implementation of the Clone Cloud
is demonstrated in [5]. In the Clone Cloud prototype, an application is partitioned by
the use of a static analyzer, dynamic profiler, and an optimization solver. The execu-
tion (migration and re-integration) points are defined where the application migrates
part of its execution to the Cloud. This takes place at a thread level and when the
compute intensive thread completes execution in the Cloud; its results are merged
into the state of the smartphone. The other threads can still continue to run on the
smartphone. Migration decisions are made based on criteria such as current network
characteristics, CPU speed, and energy consumption at the smartphone.

The prototype implementation evaluation proves up to 20x speedup and 20x
energy reduction. Again in this technique an extra overhead of synchronization comes
into play and the phone has to be always kept synchronized with the clone. Further-
more, the details of how a smartphone and its clone are kept synchronized have not
been discussed. Therefore, analysis of how a clone would be created and managed
needs to be considered if this architecture is to be adopted.



Optimizing Battery Utilization and Reducing Time Consumption in Smartphones 869

2.4 Mirroring Smartphone

Zhao et al. [6] propose a framework to keep the mirrors of smartphones on a
computing infrastructure in a telecommunications network thereby offloading heavy
computations to the mirror. The mirror server in the telecommunications network is
capable of hosting a large number of virtual machines. Synchronization between the
smartphone and the mirror is achieved by replaying all the inputs to the smartphone
in the same order at the mirror. Their framework is different from the others in the
following two major aspects:

• The Cloud is located in the telecommunication service provider’s infrastructure
• A smartphone is connected to its mirror through a 3G network

Modifications to the existing telecommunications network are necessary to enable
the forwarding of all the incoming traffic of the smartphone to the mirror server. In
this system design, it is considered that the changes in the state of the smartphone are
triggered by user or network inputs which produce deterministic outputs. Thus they
suggest that synchronisation can be achieved by replaying these inputs in the mirror
in the order of their occurrence. Data caching applications and anti-virus scanning
are the two services for smartphones that have been identified to benefit from this
framework. However, this framework has not been implemented yet. Furthermore,
this approach does not consider Wi-Fi and Bluetooth connections and caters only to
the Internet connections through 3G.

3 Issues

The major problem identified in the above discussed techniques is that, to make a
clone of the phone on the Cloud, the entire phone’s data is required to be uploaded
on to the Cloud which consumes a lot of bandwidth and time.

Second, whenever the phone’s data is updated the same changes are required to
be made in the clone and thus an extra overhead due to continuous monitoring and
synchronization between the smartphone and the Smartphone’s image/clone on the
Cloud is leveraged on the phone. Also, for this constant synchronization, a smart
phone always has to be connected to the Internet service.

In some of the previous researches, the detail of how a Smartphone and its clone
are kept synchronized has not been discussed.

4 Proposed Architecture

In this research, all together a new approach has been proposed which focuses on
optimizing the battery utilization and reducing the time consumption by the heavy
applications in the smartphones, exploiting the power of Cloud computing. This can



870 V. Negi and M. Kalra

be done by completely offloading the compute intensive applications on to the Cloud
and thus unleashing the smartphone from doing heavy computational work. Also,
there is no need to synchronize the smartphone and the Cloud continuously, which
is a major drawback in all the other previously proposed offloading architectures.

CPU and battery consumption measurements will be performed by gadgets avail-
able for android in android market. Due to availability of resources, android will be
chosen [7]. A compute intensive application in android will be developed. Further,
analysis of the time taken and battery utilized by the application on the actual device
will be made. These results will be further compared with the results when the appli-
cation will be uploaded on the Cloud. This off-loading mechanism will benefit in
saving battery and demonstrate the concept of API-as-a-service.

Figure 2 illustrates a high-level overview of the proposed system. On the smart-
phone’s side, a small instance module of the actual compute intensive application is
deployed within the smartphone’s operating system (OS). This small instance col-
lects the smartphone input data, including user keyboard inputs, and transmits them
to the mirror server located on the Cloud. The compute intensive application and
its workings are designed according to the specification provided by the Service
Provider and the manufacturer.

Fig. 2 Framework for migrating compute intensive smartphone application to the cloud computing
environment
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On the Cloud environment’s side, the mirror server is a powerful application
server maintaining one or more VMs. Each VM is a mirror to one of the smart-
phone. The Mirror Server on the Cloud receives the data from the Smartphone’s
application instance. The communication can be done using any of the communica-
tion techniques; here the communication is shown via Internet. The detailed designs
and implementations of the other modules are out of the scope of this paper.

5 Conclusion and Future Scope

A detailed analysis of battery and time consumption in a smartphone on running
a compute intensive application will be performed, based on measurements of a
software tool. It will be shown how the battery drainage varies with increasing com-
putational work. Focus will be on delivering all together a new method in which the
whole application has been kept on the Cloud rather than on the phone.

Also the detailed measurements of the same application has been done for the
VM running on Cloud, which has depicted lesser execution time and no issues of
battery, as the Cloud is always connected to the mains directly. The ultimate aim
of this work is to enable a systematic approach for improving power management
of mobile devices. Presenting these analysis, future research can be done regarding
how the offloading techniques can be made more intelligent and adaptive.
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On Clustering of DNA Sequence of Olfactory
Receptors Using Scaled Fuzzy Graph Model
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Abstract Olfactory perception is the sense of smell that allows an organism to
detect chemical in its environment. The first step in odor transduction is mediated
by binding odorants to olfactory receptors (ORs) which belong to the heptahelical
G-protein-coupled receptor (GPCR) super-family. Mammalian ORs are disposed in
clusters on virtually all chromosomes. They are encoded by the largest multigene
family (∼1000 members) in the genome of mammals and Caenorhabditis elegans,
whereas Drosophila contains only 60 genes. Each OR specifically recognizes a set of
odorous molecules that share common molecular features. However, local mutations
affect the DNA sequences of these receptors. Hence, to study the changes among
affected and non-affected, we use unsupervised learning (clustering). In this paper,
a scaled fuzzy graph model for clustering has been used to study the changes before
and after the local mutation on DNA sequences of ORs. At the fractional dimensional
level, our experimental study confirms its accuracy.
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1 Introduction

The olfactory system [13] has the notable capability to discriminate a wide range
of odor molecules. In humans, smell is rather considered to be an esthetic sense in
contrast to most other species, which rely on olfaction to detect food, predators, and
mates. Terrestrial animals, including humans, smell air-borne molecules, whereas
aquatic animals smell water-soluble molecules with low volatility, such as amino
acids. Humans are thought to have a poor olfactory ability compared with other
animals such as dog or rodents, and yet they can perceive a vast number of volatile
chemicals. Of the millions of volatile molecular species that have been catalogued
by chemists, hundreds of thousands of distinct odors can be detected by the human
nose. Odorants, typically small organic molecules of less than 400 Da, can vary in
size, shape, functional groups, and charge. They include a set of various alcohols,
aliphatic acids, aldehydes, ketones and esters; chemicals with aromatic, alicyclic,
polycyclic, or heterocyclic ring structures; and innumerable substituted chemicals of
each of these types, as well as combinations of them. However, subtle differences in
the structure of an odorant, even between two enantiomers, can lead to pronounced
modifications in odor quality. In this paper our special focus is on to study the changes
of OR before or after local mutations. Through clustering analysis on DNA sequences
of OR this work can detect the changes.

Clustering has been a folklore problem in the area like Bioinformatics, data min-
ing, pattern recognition, image analysis, etc. Clustering techniques used in many
applications are either dominated by distance based or connectivity based. A few
alike algorithms have been used in [3]. However, the other popular category of clus-
tering based on graph theory approach also igniting many researchers for application
in bioinformatics field.

Graph-based clustering is the task of grouping the vertices of the graph into
clusters taking into consideration the edge structure of the graph in such a way
that there should be many edges within each cluster and relatively few between the
clusters.

Recent study [4] shows that the fuzzy graph [1, 3] approach is more powerful in
cluster analysis than the usual graph theoretic approach due to its ability to handle
the strengths of arcs effectively. Fuzzy graph models can be used to solve various
practical issues in clustering analysis, network analysis, information theory, database
theory, etc. [7]. Obviously, this relies on the fact that these problems should involve
uncertainty to get better results. More about fuzzy graph theory can be obtained
in [5, 6].

In this paper we have used the scaled version of fuzzy graph model for clustering
of DNA sequences of OR. Based on their fractal dimensions, before or after muta-
tions, we study the difference in the clustering of these receptors. To increase the
compatibility of the data, instead of considering a 0–1 scale we considered a 0-max
scale.
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2 Background of the Research

2.1 Clustering

A cluster is a set of nodes. Clustering can be considered the most important unsuper-
vised learning problem; so, as every other problem of this kind, it deals with finding
a structure in a collection of unlabeled data. Clustering is the task of assigning a set
of nodes into groups, so that the nodes in the equivalent cluster are more related to
each other than to those in other clusters. Typical cluster models include:

Connectivity models: build models based on distance connectivity.

• Centroid models: symbolize every cluster by a distinct mean vector.
• Distribution models: clusters are modeled using statistic distributions.
• Density models: defines clusters as associated broad regions in the data space.
• Subspace models: clusters are modeled with both cluster members and relevant

attributes.
• Group models: some algorithms do not offer a superior model for their results and

just provide the combination in sequence.
• Graph-based models: a subset of nodes in graph such that every two nodes in

the subset are connected by an edge can be considered as a prototypical form of
cluster.

Clustering’s can be roughly distinguished in hard clustering where each object
belongs to a cluster or not and soft clustering where each object belongs to each cluster
to a certain degree. When a clustering outcome is evaluated based on the records that
was clustered itself, this is called internal evaluation. These methods usually assign
the best score to the algorithm that produces clusters with high comparison within
a cluster and low similarity between clusters. For more information reader may
refer [8].

2.2 Fuzzy Graph Model

Fuzzy graph theory is interplay between graph theory and theory of fuzzy sets
introduced by Zadeh [2]. Rosenfeld, in his paper Fuzzy Graphs, presented the basic
structural and connectivity concepts, while Yeh and Bang introduced different con-
nectivity parameters of a fuzzy graph and discussed their applications in the paper
titled Fuzzy relations, Fuzzy graphs, and their applications to clustering analysis.

A graph is a pair G = (V, E) of sets such that E is a subset of V 2, thus, the
elements of E are 2-elements subsets of V . If we associate weights w to each of
the edges ei , we get a weighted graph. A fuzzy graph is a pair of functions G(σ,μ)
where σ is a fuzzy subset of V and μ is a symmetric fuzzy relation on σ. This has
been studied in [4–6] (Figs. 1 and 2).
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Fig. 1 Fuzzy Graph

Fig. 2 Fuzzy graph of the Protein Sequence

What σ does is assign a number between 0 and 1 to each node and μ assigns
a number between 0 and 1 to each edge present in the fuzzy graph. The following
diagram shows a fuzzy graph on 4 vertices and 5 edges with their respective σ and
μ values.

Fuzzy graph theory has numerous applications in various fields like clustering
analysis, database theory, network analysis, information theory, etc. [7]. Research
on this has witnessed an exponential growth in mathematics and its applications,
since it fosters the possibility of interdisciplinary research.
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2.3 Fractional Dimension

In topological geometry, we have dimension of a point, line, plane, and space as 0, 1,
2, and 3 respectively. This is called the topological dimension. Formally, we call an
object as n-dimensional if it can be represented by n independent variables. When we
deal with more than one objects grouped together, the dimension of such a collection
is the maximum of dimensions of the individual objects. However if this collection
is infinite, the dimension grows.

Topological dimensions take care of the issues with dimensionality of regular
objects. Nevertheless, this cannot be used to describe the dimensionality of fractals.
For example the Koch snowflake has a topological dimension of 1 but is no way just
a curve. Also it is not a (part of) plane, hence should not have a dimension of 2.
In a way, it seems that it is too big to have a dimension of 1 and small to have a
dimension of 2. So, a number between 1 and 2 would be an appropriate indicator
of its dimensionality. The formulation of the above idea was the inception of the
concept of fractal dimension.

3 Dataset and Preprocessing

We collect the DNA sequences and protein sequences of various Olfactory receptors
from the ORDB [9]. Then, we mutated the DNA sequences and converted it into
protein sequences using a translator [10]. Now we processed the before and after
protein sequences through the protein structure analysis of the Bioinformatics toolbox
of MATLAB. Then we processed the obtained graphics files in BENOIT [11], a
fractal analysis software. The resultant was a set of fractal dimensions of the various
properties of the protein sequence.

4 Our Work

In the initial phase of this work we have prepared the data for cluster analysis.
From the prepared dataset we collected the fractional dimensions of 10 OR DNA
sequences. We selected the fractal dimensions of the nine properties of each of the
proteins. Now each protein is represented by a vector (vi ) with nine parameters.

vi = (fd1, fd2, fd3, fd4, fd5, fd6, fd7, fd8, fd9)

We now use the Euclidean transformation E: R9 → R to represent each protein
vector vi where,

E(vi ) = length of the vector vi = rms [vi ]
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This is done for each protein sequence before and after mutation. Now each
protein sequence has two representative fractal dimensions, one before and one after
the mutation. So now we have two representative fractal dimensions of each protein
sequence. We then separated the before and after data. We applied the following
techniques to both datasets.

First we formed a 10∗10 matrix A, such that A [i, j] = 10000
(
fdi − fd j

⎧
where

fdi is the representative fractal dimension of vi . The number 10,000 was multiplied
to scale the small numbers (fdi − fd j ) to a perceivable scale. We then found out the
cohesive matrix matB from the matrix A. Note that the elements of A are not fuzzy
parameters, but we use the same techniques to find matB, since scalability has no
effect on relative clustering. We then found the α-cut matrix. We store this α-cut
matrix as cut matB(α)

matrixBefore=
0 0.244396 0.455526 0.788137 1.22191 1.967 1.84422 2.49999 2.7113 4.04374
0.244396 0 0.21113 1.03253 1.46631 1.7226 2.08862 2.25559 2.4669 4.28814
0.455526 0.21113 0 1.24366 1.67744 1.51147 2.29975 2.04446 2.25577 4.49927
0.788137 1.03253 1.24366 0 0.433773 2.75514 1.05609 3.28812 3.49944 3.25561
1.22191 1.46631 1.67744 0.433773 0 3.18891 0.622312 3.7219 3.93321 2.82183
1.967 1.7226 1.51147 2.75514 3.18891 0 3.8112 0.532986 0.744302 6.01074
1.84422 2.08862 2.29975 1.05609 0.622312 3.81122 0 4.34421 4.55552 2.19952
2.49999 2.25559 2.04446 3.28812 3.7219 0.532986 4.34421 0 0.211315 6.54373
2.7113 2.4669 2.25577 3.49944 3.93321 0.744302 4.55552 0.211315 0 6.75504
4.04374 4.28814 4.49927 3.25561 2.82183 6.01074 2.19952 6.54373 6.75504 0

Similar technique is applied to the data obtained from after the mutation.

matrixAfter=
0 2.76695 3.19985 4.04418 3.4556 3.62222 4.49996 1.5668 1.77779 1.95573
2.76695 0 0.432901 1.27724 0.68865 0.855271 1.73301 1.20015 0.989153 0.81122
3.19985 0.432901 0 0.844335 0.255749 0.42237 1.30011 1.63305 1.42205 1.24412
4.04418 1.27724 0.844335 0 0.588586 0.421965 0.455776 2.47739 2.26639 2.08846
3.4556 0.68865 0.255749 0.588586 0 0.166621 1.04436 1.8888 1.6778 1.49987
3.62222 0.855271 0.42237 0.421965 0.166621 0 0.877741 2.05542 1.84442 1.66649
4.49996 1.73301 1.30011 0.455776 1.04436 0.877741 0 2.93316 2.72217 2.54423
1.5668 1.20015 1.63305 2.47739 1.8888 2.05542 2.93316 0 0.210997 0.38893
1.77779 0.989153 1.42205 2.26639 1.6778 1.84442 2.72217 0.210997 0 0.177934
1.95573 0.81122 1.24412 2.08846 1.49987 1.66649 2.54423 0.38893 0.177934 0

5 Simulation Results

In our simulation studies by varying the value of alpha, we found out the alpha cut
matrix and then corresponding clusters. For α = 4, we found that before mutation
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the clusters were (1), (2), (3), (4), (5) and (6,7,8,9,10), whereas after clustering it
turned out to be (1), (2), (3), (4), (5), (6), (7), (8), (9), and (10). The fuzzy clusters
of all levels are summarized in Table 1 (for α = 1 to 7).

Table 1 Clustering results for various α cuts

α cut Clustering before Mutation Clustering after Mutation

1 (1, 2, 3, 4, 5, 6, 7, 8, 9, 10) (1, 2, 3, 4, 5, 6, 7, 8, 9, 10)
2 (1, 2, 3, 4, 5, 6, 7, 8, 9, 10) (1, 2, 3, 4, 5, 6, 7, 8, 9, 10)
3 (1, 2, 3, 4, 5, 6, 7, 8, 9, 10) (3, 4, 5, 6, 7),(1),(2),(8),(9),(10)
4 (1, 2, 3, 6, 7, 8, 9, 10),(4),(5) (4, 7),(1),(2),(3),(5),(6),(8),(9),(10)
5 (6, 7, 8, 9, 10),(1),(2),(3),(4),(5) (1), (2), (3), (4), (5), (6), (7), (8), (9), (10)
6 (6, 7, 8, 9, 10), (1), (2), (3), (4), (5) (1), (2), (3), (4), (5), (6), (7), (8), (9), (10)
7 (1), (2), (3), (4), (5), (6), (7), (8), (9), (10) (1), (2), (3), (4), (5), (6), (7), (8), (9), (10)

Fig. 3 Protein plot of an amino acid sequence properties (before mutation)
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Fig. 4 Protein plot of an amino acid sequence properties (after mutation)
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Fig. 5 3D Protein structure of an amino acid before and after mutation
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Figures 3 and 4 shows the difference in the fractal dimensions of the amino acid
sequence properties. Figure 5 illustrates the structural changes of before and after
local mutation of the Olfactory Receptors.

6 Conclusion

As a result of intensive interdisciplinary research to characterize the mechanisms
underlying olfaction, the understanding of sensory systems has impressively grown
in recent years. Without loss of generality the study of the changes of ORs before
and after local mutation through fuzzy graph model, our simulation result confirms
that a local mutation in the DNA sequence of olfactory receptors brings in a huge
difference in their clustering. It is also evident from Figure 5 that there has been a
change in the structure of the mutated protein.
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Linear Hopfield Based Optimization
for Combined Economic Emission Load
Dispatch Problem

J. P. Sharma and H. R. Kamath

Abstract In this paper a linear Hopfield model is used to solve the problem of
combined economic emission dispatch (CEED). The objective function of CEED
problem comprises of power mismatch, total fuel cost and total emission subjected
to equality/inequality constraints. In proposed methodology, inclusion of power mis-
match in objective function exhibits the ability of attaining power mismatch to any
desirable extent and may be employed for large-scale highly constrained nonlinear
and complex systems. A systematic procedure for the selection of weighting factor
adopted. The proposed method employs a linear input-output model for neurons.
The efficacy and viability of the proposed method is tested on three test systems and
results are compared with those obtained using other methods. It is observed that the
proposed algorithm is accurate, simple, efficient, and fast.

Keywords Economic dispatch · Emission · Power mismatch · Modified price
penalty factor · Linear hopfield model

1 Introduction

Emissions produced by fossil-fueled electric power plants release many contami-
nants like sulfur oxides (SO2) and oxides of nitrogen (NOx) and directly effects on
human beings, plants and animals etc. In recent years, due to strict environmental
regulations, emission control has become one of the important operational objec-
tives of power systems and as result of it thermal power plants cannot only be run at
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absolute minimum fuel cost criterion. So, it become evitable to consider total fuel cost
(operating cost) and total pollutant emission as objective function in power system
optimization problems. In power system optimization problems, emissions can be
considered either in the objective function or treated them as additional constraints,
which is called combined economic emission load dispatch (CEED) and reliable
and useful planning for power system optimization. The main aim of the combined
economic emission load dispatch (CEED) problem is to find an optimal combination
of the output power of all the online generating units that simultaneously minimizes
both fuel cost and pollutant emissions, while satisfying unit constraints, equality
and inequality constraints. The recent literature shows that many mathematical and
different heuristic techniques such as Particle Swarm Optimization (PSO), Hopfield
Neural Network, Ant Colony Optimization (ACO), Artificial Bee Colony (ABC),
Genetic Algorithm (GA) and Differential Evolution (DE) gives solution very eas-
ily in terms of machine usage and time of computation etc. In this paper, objective
function of CEED problem consists of three terms, power mismatch, total fuel cost
and total emission cost. Each term is multiplied by a weighting factor, which repre-
sents the relative importance of that term. These weighting factors are named as A,
B and C respectively. A systematic procedure for evaluating the value of weighting
factors, associated with the various terms of the energy function is developed. This
work focuses on emission of nitrogen oxides (NOx) only, because its control is a
significant issue at the global level. The suitability of hopfield neural network [1]
for a CEED problem is investigated and a linear function for neuron’s input-output
characteristics is proposed to reduce computational requirement. Because sigmoidal
function for neuron’s input-output characteristics utilizes the iterative procedures
to solve the optimization problem gives large amount of computational require-
ment. The proposed method is applied to a three [2, 3] and six [3] generating unit
system and the results obtained are compared with those obtained using Hybrid
Cultural Algorithm [2], Genetic Algorithm [2], PSO [2], ABC [3], Conventional
Method [3], Hybrid Genetic Algorithm [3], Hybrid GTA [3] and Simulated Annealing
Algorithm [4]. The computational results reveal that Proposed Hopfield Method is
simple, accurate, efficient and straightforward.

2 Multi-Objectives Combined Economic Emission Dispatch

2.1 Economic Objective

F1 =
n∑

i=1

(
ai + bi Pi + ci P2

i

)
(1)



Linear Hopfield Based Optimization 887

2.2 Environmental Objective

F2 =
n∑

i=1

(
αi + βi Pi + γi P2

i

)
(2)

2.3 Problem Formulation

In this paper CEED problem is the combination of three single objective functions
like power mismatch, total fuel cost and emission level and it is formulated as to
minimize f(Pm, F1, F2) subject to the equality and inequality constraints.

E = A

2

[

(PD + PL) −
n∑

i

Pi

]2

+ B

2

[
n∑

i=1

(
ai + bi Pi + ci P2

i

)
]

+ C

2

[
n∑

i=1

(
αi + βi Pi + γi P2

i

)
]

E = A

2
P2

m + B

2
F1 + C

2
F2 (3)

2.3.1 Equality Constraints

Pm = PD + PL −
n∑

i=1

Pi (4)

where

PL =
n∑

i=1

n∑

j=1

Pi Bi j Pj (5)

2.3.2 Equality Constraints

Pi min ≤ Pi ≤ Pi max (6)
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The value of weighting factor ‘C’ is equal to modified price penalty factor (h).
In this paper a modified price penalty factor [5, 6] is used for the particular load
demand and calculated by following equation

Z = hi1 + (hi2 − hi1)

(pmax 2 − pmax 1)
∗ (PD − Pmax 1) (7)

In this paper weighting factor ‘A’ is calculated using Eq. 21 by varying B from
0.4 to 1.25 along with calculated value of weighting factor ‘C’ by Eq. 7 at a particular
load demand.

2.4 Mapping of CEED Problem on to Hopfield Model

In this paper, continuous Hopfield Neural Network is considered and dynamic char-
acteristic of each neuron is described by the following equation [1].

dUi

dt
= n

π
j

Ti j Vi + Ii (8)

The energy function of continuous Hopfield model [1] is defined as

E =
(

−1

2

) n∑

i=1

n∑

j=1

Ti j Vi Vj −
n∑

i=1

Ii Vi (9)

By comparing Eq. 3 with Eq. 9, parameters for neurons in terms of weighting
factors for aforesaid objective function are defined as follows

Tii = − A − Bci − Cγi (10)

Ti j = −A (11)

Ii = A (PD + PL) − B

2
bi − C

2
βi (12)

2.5 Proposed Linear Hopfield Model

The neuron model chosen is a linear input output model as shown in Fig. 1, instead
of conventional sigmoid model.

Pi = K1iUi + K2i ∀ Umin ≤ Ui ≤ Umax (13)
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Fig. 1 The linear input-output
function Pi

Ui

Pmax

Pmin
Umin Umax

where

K1i = (Pi max − Pi min)

(Umax − Umin)
(14)

K2i = −K1iUmin + Pi min

2.6 Computational Expressions for CEED Problem

The dynamic equation [1] of a neuron is

dUi

dt
= n

π
j

Ti j Pj + Ii (15)

After substituting different parameter from Eqs. 10, 11 and 12 in Eq. 15, dynamic
equation of a neuron is as follows

dUi

dt
= APm − B

2

(
dF1

dPi

)
− C

2

(
dF2

dPi

)
(16)

putting values from Eqs. 1, 2 and 13 in to Eq. 16, the dynamic Eq. 16 becomes

dUi

dt
= APm − B

2
[bi + 2ci (K1iUi + K2i )] − C

2
[βi + 2γi (K1iUi + K2i )] (17)

= K4i + K3iUi
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where

K3i = −K1i (Bci + Cγi ) = − (Bci + Cγi )
(Pi max − Pi min)

(Umax − Umin)

K4i = APm − B

2
bi − Bci K2i − C

2
βi − Cγi K2i

Neurons input function Ui is obtained by solving Eq. 17 as follows

Ui =
[
U 0

i + K4i ÷ K3i

]
eK t

3i − [K4i ÷ K3i ] (18)

By putting neurons input function Ui in Eq. 13, the neuron’s output function

Pi =
[[

K1i U 0
i + K2i

]
−

(
2K AB Pm − bi − KC B βi

2ci + 2KC B γi

)]
eK 3i t

+
(

2K AB Pm − bi − KC B βi

2ci + 2KC B γi

)
(19)

where K AB = A
B and KC B = C

B
At t = ∞ the steady state value of Eq. 19 give optimum power generation

P∗
i =

(
2K AB Pm − bi − KC B βi

2ci + 2KC B γi

)
(20)

Optimum power generation does not depend on P0
i and (Umax − Umin) , which is

reasonable and comprehensible. From Eqs. 13, 20 and 19, a more simple formula for
K AB can be written as

K AB =
[
(PD + PL) + 1

2

∑n
i=1

{
(bi +KC Bβi )
(ci +KC Bγi )

}]

[
Pm

∑n
i=1

{
1

(ci +KC Bγi )

}] (21)

3 Simulation Results

The applicability and validity of the proposed algorithm has been tested on three
different test systems (test system-I [2], test system-II [3] and test system-II [3]) and
results are presented in Tables 1, 2, 3, 4, 5, and 6.
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Table 1 Best compromise solution by proposed method for combined economic emission dispatch
(CEED)-test system-I

Particulars PD = 650 MW PD = 700 MW PD = 750 MW

Power mismatch factor (A) 458488.7621 469375.5820 477456.8377
Fuel cost factor (B) 0.60 0.56 0.52
Price plenty factor (h) 35.1840 33.7478 32.3117
P1 (MW) 168.0304 181.4098 194.8724
P2 (MW) 251.3413 271.1990 291.1563
P3 (MW) 250.6923 270.7759 290.9497
Fuel cost (Rs/hr) 32885.40 35461.14 38094.31
Emission level (Kg/hr) 551.34 651.66 762.36
Total cost (Rs/hr) 52283.84 57453.20 62727.49
Power loss (MW) 20.0640 23.3848 26.9784
Total generation (MW) 670.0640 723.3847 776.9784
Escape time (sec) 0.842 0.606 0.66

Table 2 Comparison of combined economic emission dispatch (CEED) results for test system-I

PD Performance Hybrid CA [2] Proposed method

650 MW P1 (MW) 157.5395 168.0304
P2 (MW) 248.7636 251.3413
P3 (MW) 264.0454 250.6923
Fuel cost (Rs/hr) 32876.00 32885.40
Emission level (Kg/hr) 553.9684 551.34
Power loss (MW) 20.2448 20.0640
Total generation (MW) 670.3485 670.0640

700 MW P1 (MW) 182.7369 181.4098
P2 (MW) 276.0215 271.1990
P3 (MW) 264.6389 270.7759
Fuel cost (Rs/hr) 35466.00 35461.14
Emission level (Kg/hr) 651.9255 651.66
Power loss (MW) 23.3498 23.3848
Total generation (MW) 723.5368 723.3847

750 MW P1 (MW) 192.8946 194.8724
P2 (MW) 292.1908 291.1563
P3 (MW) 291.9240 290.9497
Fuel cost (Rs/hr) 38089.00 38094.31
Emission level (Kg/hr) 762.5753 762.36
Power loss (MW) 27.0066 26.9784
Total generation (MW) 777.4081 776.9784

Table 3 Comparison of results by different methods for combined economic emission dispatch
(CEED) with a demand of 650 MW for test system-I

Performance Hybrid CA [2] GA [2] PSO [2] Proposed method

Fuel cost (Rs/hr) 32876.00 32888.6 32888.0 32885.40
Emission level (Kg/hr) 553.9684 551.299 551.274 551.34
Power loss (MW) 20.2448 20.0477 20.0466 20.0640
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Table 4 Comparison of combined economic emission dispatch (CEED) results for test system-II

PD Performance Conventional [4] SGA [4] RGA [4] SA [4] ABC [3] Proposed
method

400 MW Fuel cost (Rs/hr) 20898.83 20801.94 20801.81 20838 20838 20835.53
Emission level

(Kg/hr)
201.50 201.35 201.21 200.22 200.2211 200.27

Total cost (Rs/hr) 29922 29820 29812 29804.17 29804.2 27024.07
Power loss (MW) 7.41 7.69 7.39 7.41 7.5681 7.4085
Escape time (sec) – – – 4.945824 1.895377 1.17

500 MW Fuel cost (Rs/hr) 25486.64 25474.56 25491.64 25495 25495 25484.50
Emission level

(Kg/hr)
312.00 311.89 311.33 311.16 311.1553 311.55

Total cost (Rs/hr) 39458 39441 39433 39428.25 39428.3 30014.49
Power loss (MW) 11.88 11.80 11.70 11.69 11.6937 11.7140
Escape time (sec) – – – 5.808751 2.340603 0.651

700 MW Fuel cost (Rs/hr) 35485.05 35478.44 35471.48 35464 35464 35459.54
Emission level

(Kg/hr)
652.55 652.04 651.60 651.58 651.5775 651.59

Total cost (Rs/hr) 66690 66659 66631 66622.52 66622.52 57450.21
Power loss (MW) 23.37 23.29 23.28 23.37 23.3664 23.3485
Escape time (sec) – – – 5.174793 3.770030 0.639

Table 5 Best compromise solution by proposed method for combined economic emission dispatch
(CEED)-test system-II

Particulars PD = 400 MW PD = 500 MW PD = 700 MW

Power mismatch factor (A) 318544.5134 265374.9454 466933.7337
Fuel cost factor (B) 0.83 0.77 0.55
Price plenty factor (h) 30.9003 14.54038 33.7494
P1 (MW) 101.4039 124.4383 181.4495
P2 (MW) 154.2941 195.3598 271.1577
P3 (MW) 151.7105 191.9158 270.7413
Total generation (MW) 407.4085 511.7140 723.3485
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Table 6 Comparison of combined economic emission dispatch (CEED) results for test system-III

PD Performance Conventional RGA HGA Hybrid SA ABC Proposed
[3] [3] [3] GTA [3] [4] [3] method

500 MW Fuel cost
(Rs/hr)

27638.30 27692.1 27695 27613.4 27613 27613 27608.16

Emission
level
(Kg/hr)

262.454 263.472 263.37 263.00 263.01 263.012 263.14

Total cost
(Rs/hr)

39159.5 39258.10 39257.5 39158.9 39156.9 39156.9 38620.37

Power loss
(MW)

8.830 10.172 10.135 8.930 8.943 8.9343 8.9550

Escape time
(sec)

– – – – 4.887728 4.11105 0.667

900 MW Fuel cost
(Rs/hr)

48892.90 48567.7 48567.5 48360.9 48351 47045.3 47950.14

Emission
level
(Kg/hr)

701.428 694.169 694.172 693.570 693.79 693.791 705.05

Total cost
(Rs/hr)

82436.58 81764.5 81764.4 81529.1 81527.6 81527.6 67609

Power loss
(MW)

35.230 29.725 29.178 28.004 28.01 28.0087 28.5528

Escape time
(sec)

– – – – 5.914351 3.94864 0.629

4 Conclusions

A linear Hopfield Neural model for the solution of CEED problem has been proposed
and investigated. Proposed method exhibits the ability of attaining power mismatch
to any desirable extent due to consideration of mismatch power in objective function,
which is more meaningful for large scale generating system. For applying Hopfield
neural network to CEED Problem, proper selection of weighting factors associ-
ated with the energy function are required, which is a cumbersome task. This paper
employs a systematic procedure for evaluating the value of weighting factors, asso-
ciated with the various terms of the energy function. The proposed method has been
applied to three test systems and it’s applicability for solving multi objective gener-
ation dispatch problem is showed by obtained results, which is very comparable to
the optimization algorithms, such as conventional method, RGA and SGA, Hybrid
GA,PSO , ABC and SA algorithm. Thus, proposed algorithm is accurate, simple,
efficient, and fast.
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Soft Computing Approach for VLSI Mincut
Partitioning: The State of the Arts

Debasree Maity, Indrajit Saha, Ujjwal Maulik and DariuszPlewczynski

Abstract Recent research shows that the partitioning of VLSI-based system plays
a very important role in embedded system designing. There are several partition-
ing problems that can be solved at all levels of VLSI system design. Moreover,
rapid growth of VLSI circuit size and its complexity attract the researcher to design
various efficient partitioning algorithms using soft computing approaches. In VLSI
partitioning, netlist is used to optimize the parameters like mincut, power consump-
tion, delay, cost, and area of the partitions. Hence, the Genetic Algorithm is a soft
computational meta-heuristic method that has been applied to optimize these para-
meters over the past two decades. Here in this paper, we have summarized important
schemes that have been adopted in Genetic Algorithm for optimizing one particular
parameter, called mincut, to solve the partitioning problem.

Keywords Genetic algorithm ·Mincut ·Netlist · Survey ·VLSI circuit partitioning

D. Maity
Department of Electronics and Communication Engineering, MCKV Institute
of Engineering, Howrah, Liluah 711204, India
e-mail: debasree.maitysaha@gmail.com

I. Saha (B) · U. Maulik
Department of Computer Science and Engineering, Jadavpur University,
Kolkata 700032, India
e-mail: indra@icm.edu.pl

D. Plewczynski
Interdisciplinary Centre for Mathematical and Computational Modelling,
University of Warsaw, 02106 Warsaw, Poland
e-mail: darman@icm.edu.pl

B. V. Babu et al. (eds.), Proceedings of the Second International Conference on Soft Computing 895
for Problem Solving (SocProS 2012), December 28–30, 2012, Advances in Intelligent Systems
and Computing 236, DOI: 10.1007/978-81-322-1602-5_95, © Springer India 2014



896 D. Maity et al.

1 Introduction

With the rapid increment and development of modern electronic circuit technology
and its fabrication make the very large-scale integration (VLSI) circuit so dense
that a single silicon chip may contain millions of circuit modules, like transistors,
resistors, capacitors, etc. The circuit modules are communicating with each other
through physical connections. In order to decrease the complexity of VLSI circuits
and improve the circuit delay characteristics, an effective method is the dividing and
rule. Moreover, to speed up the design process it is necessary to split the circuit into
many subcircuits so that each subcircuit can be designed independently. Minimiza-
tion of the interconnections, area differences between the subcircuits, cost of the
partitioning, delay, power consumption, and maximization of the module compact-
ness in the circuit is the main objectives of circuit partitioning [1, 4].

VLSI is a vast field of electronics system. There are very complicated electronics
circuitries made to perform different types of operations that are very effective to
simulate before hardware design. The circuit needs partitioning [1, 2] to reduce the
complexity of the large circuit, as it is divided into small independent parts. This
will make the circuit more compact, reduce the area and fabrication cost [5, 13].
However, in circuit partitioning process, some points should be kept in mind that the
individual area of the partitions is minimized to maximize the compactness and the
number of interconnections between the partitions are also be minimum to reduce
the delay, power consumption. These are the constraints considered as individual
functions for partitioning problems. Moreover, the number of partitions is going to
be made, depending on problem is more specifically termed as k-way or multi-way
partitioning [6, 7].

To solve the VLSI partitioning problems the circuit description is very important.
For this purpose, ISPD’98 [8] benchmark standard already exist for circuit descrip-
tion. In this benchmark, circuits are defined as Netlist, indicating the number of
components/modules, I/O ports, and nuts, in the circuit. Hence, the circuit partition-
ing is also termed as Netlist Partitioning [9]. Netlist is considered as a hypergraph
with vertices corresponding to cells (components/modules/gates) and edges corre-
sponding to nets [2], where Mincut [10] indicates the possible minimum number of
interconnections between partitions. Here, in this short review, we have considered
mincut as an object that has been optimized by a well-known soft computing meta-
heuristic method, called Genetic Algorithm (GA) [14], whereas other parameters,
such as delay, power, and area are kept constant. However, the optimization of these
parameters has also been reported in [28–31].

2 Mathematical Formulation of VLSI Mincut Problem

The problem of minimizing the interconnection, i.e., mincut, is considered here.
Generally, an electronics circuit partitioning problem is just like a graph partitioning
problem [11, 12]. A standard electronic circuit can be described by the circuit netlist
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and the netlist can be represented by a hypergraph H(V, E) with m modules and n
nets, where V is a set of nodes and E is a set of nets (connection lines). In a circuit,
a net can connect all the modules in the same signal line. However, partitioning is
required mainly to minimize the interconnections between the subcircuits. Let there
is a circuit that contains m number of modules and n number of nets (connections).
This circuit will be partitioned to a specified number of subset k, where k = 2 as it is
a bipartition problem, to assign the modules that satisfying the specified constraints.
Now, if the subsets are denoted by V1, V2, . . ., Vk with S1 and S2 are the maximum
and areas, then the constraints can be defined as follows:

V1 ∪ V2 ∪ . . . ∪ Vk = V

V1 ∩ V2 = ϕ; S2 ≤ S(Vi ) ≤ S1

where S(Vi ) is the area of subset Vi , i = 1, 2. . ., k
The graphical representation of a digital circuit is shown in Fig. 1a, b. A possible

two-way partitioning of the circuit with nets and modules is also shown in Fig. 1c.
In this paper, for single objective partitioning, our aim is to minimize the number
of interconnections between two or multipartitions, called mincut. Therefore, this
partitioning can be modeled mathematically on the basis of mincut. The mathematical
model for mincut is defined in [3, 10] as:

fmin cut =


⎧
n⎨

j=1

2⎨

k=1

y jk

⎩

 (1)

where, if net j is in block or subset of k, then y jk = 1, otherwise y jk = 0.

(a)         (b) (c)  
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Fig. 1 a A digital circuit, b Graphical representation of the digital circuit, c Possible two-way
partitioning indicating nets, modules, and partitions
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3 Genetic Algorithm for VLSI Mincut Circuit Partitioning

Genetic Algorithm (GA) [14] is a heuristic search algorithm based on the evolutionary
concepts of genetics and natural selection. Figure 2a shows the different steps of GA
in flow chart form. In VLSI domain, many different types of research based on GA
have been done in past two decades. For example, mincut partitioning [3, 10, 15],
multilevel partitioning [16], dynamic embedding partitioning [32], VLSI physical
design [2, 4], network partitioning [7, 17], cell placement techniques [33], floor plan
designing [34], channel routing [35], VLSI layout optimization [36], network flow-
based partitioning [18, 19]. For partitioning the VLSI circuits using GA, different
schemes have been observed and those are described in below.

3.1 Initialization of Population

In GA, the population is initialized by different encoding schemes in different
papers [3, 13, 20]. In [3], the encoding scheme, called 0-1 encoding, where the
bi-partitioning problem allocates the circuit modules into a pair of disjoint blocks
or subsets A and B. The 0 values of the genes represent the respective modules are
assigned to subset A and when the value is 1, the respective modules are in subset B.
Figure 2b shows its pictorial representation. Moreover, it has also been noticed that
the integer encoding scheme is used in [3], where each chromosome is encoded with
the module number. It is then divided into parts to create disjoin subsets of modules.

In [13], another integer encoding scheme is used, where the modules intercon-
nection information as in the netlist is converted to an adjacency matrix first and
then Breath First Search (BFS) search algorithm is applied on the matrix to traverse.
Once the BFS order the modules, it is then used to form the chromosome for GA.

Chromosome 2

Circuit Modules

Chromosome 1

Create Initial Population

Computation of Fittness

Crossover and Mutation

Selection

Stop

Terminate ?

YES

NO

Start

32-------4321

d1,d2

1 2

1

0

0

0

0

0

3 4 5 6 7 8

011 1

9

111 1 1 0

00

d1= Assigned partition number 
d2= Number of clustered modules 

(a) (b) (c)

Fig. 2 a Flow chart of genetic algorithm, b 0-1 Encoding based chromosome, and c 32-bit encoded
chromosome



Soft Computing Approach for VLSI Mincut Partitioning: The State of the Arts 899

It is a 32 bit chromosome containing integers for each gene of the chromosome. Each
integer value is encoded to represent the assigned partition number and number of
elements clustered to make each chromosome element is shown in Fig. 2c. Using
this encoding policy random population is generated with user defined population
size. Then for each population cost is calculated.

Another different type of chromosome encoding for bi-partitioning of a circuit
is depicted in [20]. Here, the chromosomes are in layered form. Depending on the
number of partitions made in the circuit, the layers of the chromosome are formed.
Figure 3a shows a 2-layer chromosome structure which represents each individual
in the populations. It can be extended for the multi layer chromosomes (for the multi
way partitioning).

3.2 Fitness Computation

The fitness functions defined for the mincut partitioning problem that uses above
mentioned encoding schemes are stated in Eq. 1–3. In [3], fitness function for binary
encoding is defined as follows:

fmincut =


⎧
n⎨

j=1

2⎨

k=1

y jk

⎩


(

1 − V1 − V2

V1 + V2

⎛r1

(2)

where V1 and V2 are actual size of the two subsets or blocks, r1 is a factor that controls
the ratio for cut partitioning (0 ≤ r1 ≤ 2), y jk is defined in Eq. (1). However, for
integer encoding, fitness function is same as Eq. (1). The fitness function reported in
[20] is stated below:

fmincut =
(

NG

NSG

⎛
(3)

where, NSG = the number of all connections between the created subgraphs, i.e.,
external connections and NG = the number of all connections in the graph (constant).

Subcircuit No. 1 (Subgraph no. 1)

Subcircuit No. 2 (Subgraph no. 2)

Subcircuit No. 1 (Subgraph no. 1)

Subcircuit No. 2 (Subgraph no. 2)

Subcircuit No. 3 (Subgraph no. 3)
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Fig. 3 a 2-layer chromosome representation of a bi-partitioned circuit, b 3-layer chromosome
representation of a tri-partitioned circuit
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3.3 Selection

In the selection process, mostly the Roulette Wheel selection strategy is used
[3, 13]. In [20], fan selection (a modified Roulette Wheel selection) operations are
used to find the best solution.

3.4 Crossover and Mutation

The crossover and mutation operations performed for the above mentioned encoded
chromosomes are different. For 0-1 encoded chromosome, two parents are taken ran-
domly to do the crossover operation with a crossover probability [3]. Here, two-point
crossover is used to get a better offspring. In this scheme, according to the mutation
probability, some bits are inverted in the binary chromosome randomly. The muta-
tion probability is not constant and varies with the number of circuit modules. The
mutation probability is defined in [3] as MP = 2/m.

For integer encoded chromosome, if conventional crossover operation is used,
then two problems can occur: (a) possibility of having the same module in both
the blocks and (b) some modules may not be in any blocks. Hence, to avoid these
problems, partial mapped crossover is used. This is illustrated in Fig. 4. Here, for this
encoding policy, the general exchange mutation operation can’t be performed, as it
gives some invalid results. Therefore, an improved exchange mutation is used here.
It first selects a random bit b1 and then a second bit b2 by the following formula:

b2 =
⎝

rand(1,m1) b1 > m1
rand((m1 + 1),m) b1 ≤ m1

(4)

Crossover point

Offspring

Parent 2

Parent 1 2 3
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8 6 9 4 0 7
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5 1

0814 9 6 3

814 03

Fig. 4 General partial mapping crossover
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where m1 is the number of modules which are in the first block or subset and m is the
total number of modules. As this process is used for all the pool of chromosomes,
the mutation probability is kept constant 0.02. In [13] also this type of crossover and
mutation is noticed.

In [20], idea of the Partial Mapping Crossover (PMX) [21] operation is used.
The crossover mainly has 3 steps. In first step, it selects parent chromosome and the
crossover point as shown in Fig. 5a, and after this, the cross point is exchanged, as
shown in Fig. 5b. In second step, non-colliding genes, those are not present still in
the newly generated off-springs are copied into the respective blank places from the
parents, as shown in Fig. 5c, for parent X these are ‘5’ and ‘3’ and for Y it is ‘3’ and
‘5’. Finally, in third step, the rest blank places in each new off-spring are filled by
the module values that are still not present in it, as depicted in Fig. 5d.

Here, mutation operation is done using two different operators. After selecting
a gene for mutation, type of mutation operator is randomly selected with equal
probability. In case of the first operator, two genes are selected randomly from the
parent individual and are exchanged during mutation as shown in Fig. 6a. In second
type of operation, a circulation is done on the randomly selected column, shown in
Fig. 6b.

Moreover, except mincut optimization for VLSI circuit partitioning using GA,
there are other soft computing meta-heuristic techniques have been noticed to solve
the same problems using Ant Colony Optimization [22], Particle Swarm Optimiza-
tion [25], Simulated Annealing [26], and Tabu Search [27].
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Fig. 5 Crossover operation of two-layered chromosomes
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4 Conclusion

In this survey paper, we have discussed the available genetic algorithms for VLSI
circuit partitioning using mincut as an objective function. These methods adopt the
hypergraph partitioning effectively to reduce the number of interconnections between
two partitions in the circuit. It can also be applicable for multi-way partitioning. This
short survey shows the different types of encoding, crossover, and mutation process
that can be used to solve the mincut problems.

As a scope of further research, apart from mincut, other parameters like area,
circuit delay, power consumption, etc., are also needed to study. Moreover, the
application of different meta-heuristic methods can also be reviewed in context of
single [36] and multiobjective optimization [23, 37] of different parameters of VLSI
circuits. Authors are working in this direction.
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Multimedia Classification Using ANN Approach
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Abstract Digital multimedia data in the form of speech, text and fax is being used
extensively. Segregation of such multimedia data is required in various applications.
While communication of such multimedia data, the speech, text and fax data are
encoded with CVSD coding, Murray code and Huffman code respectively. The analy-
sis and classification of such encoded multimedia from unorganized and unstructured
data is an important problem for information management and retrieval. In this paper
we proposed an ANN based approach to classify text, speech and fax data. The nor-
malized frequency of binary features of varying length and PCA criterion is con-
sidered to select effective features. We use selected features in Back-propagation
learning of MLP network for multimedia data classification. The proposed method
classifies data efficiently with good accuracy. The classification score achieved for
encoded plain data is of the order of 91, 93 and 90 % for speech, text and fax respec-
tively. Also for 30 % distorted data, the classification score obtained is of the order
of 78, 80 and 72 % for speech, text and fax respectively.
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1 Introduction

With emergence of digital communication, most of the signals (speech, text or fax)
are being sent over a channel in digital form. Nowadays digital multimedia data is
being used extensively even by common people in their communication. In the age
of Information Technology, the information flow in binary form between commu-
nicating and computing devices. The classification of multimedia data as speech,
text and fax is very important before any further analysis in several applications
such as steganography and cryptography in information security [1–5] and informa-
tion indexing and categorization for efficient information management and retrieval
systems [6]. For efficient communication or storage of data with adequate signal qual-
ity, the data should be encoded with appropriate encoding techniques. The speech
is encoded in binary form by Continuously Variable Slope Delta (CVSD) coding
is adopted apart from various existing encoding techniques due to its low bit rate
and with reasonable speech quality [7]. The English text is converted into binary
form using Murray code [8]. The fax messages are represented in binary form using
Huffman encoding technique [9].

For classification of data, normally it is represented in pattern space by variety
of multidimensional feature vectors. The components of feature vector may be fre-
quency of binary words, correlation values or energy-based measurements etc. We
apply N-gram features which have also been applied in pattern recognition prob-
lems such as classification of speech and text, and identification of speech encodings
[10–12]. The Principal Component Analysis (PCA) helps to find independent fea-
tures for their use in pattern recognition [13]. The conventional classifiers are less
effective when data to be classified is ambiguous or vague and class boundaries are
overlapped and not defined clearly. The artificial neural networks are found very suit-
able to tackle ambiguous situations efficiently [14–17]. In this paper, an ANN based
approach is proposed to classify multimedia data. The approach uses normalized fre-
quency of binary features of varying length and PCA criterion to identify and select
effective features. We utilize effective features to train Multi Layer Percepton (MLP)
Network for classification using Back Propagation Learning [15]. The proposed
method classifies multimedia data efficiently with higher classification accuracy.

The paper is organized as follows: We describe encoding for multimedia data in
Sect. 2. The detail of data preparation and effective feature selection is discussed
in Sect. 3. The Back-propagation learning and MLP network is described briefly
in Sect. 4 and classification results obtained are presented in Sect. 5. The paper is
concluded in Sect. 6.

2 Multimedia Data Encoding

We represent multimedia data in binary form for its classification. The speech is
encoded in binary form by CVSD coding [7] apart from various existing encoding
techniques due to its low bit rate and reasonable speech quality. The English Text is
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converted into binary form using Murray code [8]. Fax data are represented in binary
form using Huffman encoding technique [9].

2.1 Speech Coding

The speech is a time varying signal representing audio signals. The speech coding is
carried out basically using Waveform coders and Voice coders. Pulse Code Modula-
tion (PCM), Linear Predictive Coding (LPC) and CVSD are commonly used coding
techniques in speech encodings [7, 18]. We consider CVSD encoding which repre-
sents speech data with adequate speech quality. The CVSD coding is a special type
of Adaptive Delta Modulation coding where adaptation is considered at pitch period.
It possesses remarkable degree of robustness to bit error rates of order of 1 %. The
CVSD encoded speech contains special sequence called idling binary pattern due to
pause regions exist in speech utterances.

2.2 Text Encoding

There are various codes used for binary representation of text messages. The
American Standard Code for Information Interchange (ASCII), Unicode and Murray
Code are commonly used in computer and communication applications. We consider
Murray code to represent English text messages in binary form with five-bit length
fixed code [8]. Some of the monographs, digraphs and trigraphs of letters occur fre-
quently and some occur rarely in plain English text. The linguistic characteristics are
also exists in corresponding binary texts.

2.3 Fax Encoding

Fax is a 2-Dimensional data representing spatial variation of document. Huffman
coding is used to encode fax messages in binary form [9]. It is a variable length
binary coding scheme based on the probability of symbols. In this coding, the most
frequent symbol is represented by least number of bits and least frequent symbol is
represented by highest number of bits.

3 Effective Feature Selection

The binary multimedia data is prepared from speech, text and fax messages. We con-
sider 500 speech frames each of 2,500 bits, 500 text messages each of 500 characters
and 50 fax messages each of 25,000 bits. These fax messages are divided into frames
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Table 1 Effective feature
patterns used for
classification

Effective features Feature pattern

Bi-grams 01, 10
Tri-grams 101, 110
Four-grams 1101, 1110
Five-grams 10000, 00001, 00011, 00110
Six-grams 011001
Ten-grams 0000100101, 00110010100
Twelve-grams 000000000000, 111111111111
Thirteen-grams 0101010101010

each of 2,500 bits. This data is distorted randomly at 10, 20 and 30 % distortion levels
for its classification study.

We consider 124 features (bi-gram to six-gram), two ten-gram (0000100101,
00110010100) features, two twelve-gram (000000000000, 111111111111) features
and one thirteen-gram (0101010101010) binary feature of multimedia data. After
careful study of speech, text and fax data and applying PCA criterion, following 15
binary effective feature patterns are identified as shown in Table 1.

4 MLP-ANN Based on Back-Propagation Learning

An artificial neural network is a computational model that is inspired by the structure
and/or functional aspects of biological neural networks. It is also known as Neural
Network (NN). An ANN consists of an interconnected group of artificial neurons, and
it processes information using a connectionist approach. In general an ANN works
as an adaptive system that changes its structure according to external or internal
information flowing through the network during its learning process. Modern neural
networks are applied as non-linear modeling of given data. ANNs are usually used
to model complex relationships between inputs and outputs, finding hidden patterns
in data and data mining applications.

A Multilayer Perceptron (MLP) Network [10] is a feed-forward artificial neural
network that maps sets of input data onto a set of appropriate output. MLP is a
modification of the standard linear perceptron, which can distinguish data that is not
linearly separable. An MLP consists of multiple layers of nodes, with each layer fully
connected to the next one. Except for the input nodes, each node is a neuron with
a nonlinear activation function. An ANN having multi layers (Input layer, Hidden
layers and Output layers) is called Multilayer ANN as shown in the Fig. 1. MLP
utilizes a supervised learning technique for training the network.

There are several learning techniques used to train MLP-ANNs. Back-propagation
learning technique is one out of these used to train the network [15]. In this learn-
ing, gradient search optimization technique is used to minimize cost function up
to least mean square error between target and actual net outputs. An ANN based
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Fig. 1 Multilayer artificial neural network

classification approach is developed to classify speech, text and fax data. The nor-
malized frequencies of 15 effective features are computed by dividing frame length,
which are used in Back-propagation learning of Multilayer Perceptron (MLP) net-
work having three layers. The number of neurons used in the network layers are 15,
7, 2 (Input layer to output layer respectively) based on Sigmoid Activation Function.
The above effective features are used in training and testing of ANN. This network
is trained using BP Learning on 900 feature vectors i.e. 300 vectors of each class
consisting of clear and distorted data with 10, 20 and 30 % distortion. The variable
learning rate used is from 1.8 to 0.5 for achieving required error threshold level. The
network is tested on different 150 feature vectors corresponding to clear data and
450 corresponding to distorted data consisting of 150 for each class with 10, 20 and
30 % distortion level.

5 Classification Results

The proposed ANN classification method is applied on both training and test data sets.
For test data, the classification results of speech, text and fax in clear and distorted
domain is summarized in Table 2.

The classification score achieved through proposed approach for clear data is of
the order of 91, 93 and 90 % for speech, text and fax respectively and 78, 80 and
72 % for corresponding 30 % distorted data. The classification score for text data
is higher than speech and fax data in clear as well as distorted domain. It is also
observed from obtained results that as level of distortion increases the classification
accuracy decreases.

Table 2 Classification
results

Multimedia test data Classification (%)
Speech Text Fax

Clear data 91 93 90
10 % Distorted data 90 92 89
20 % Distorted data 84 86 80
30 % Distorted data 78 80 72
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6 Conclusion

An ANN based method has been proposed for classification of plain and distorted
multimedia data to segregate speech, text and fax data. The effective binary features
of multimedia data have been utilized in the proposed method. The PCA criterion
has been applied to select effective features that have been used in Back-propagation
Learning of MLP network for efficient and effective classification. The classification
score obtained for clear speech, text and fax data is of the order of 91, 93 and 90 %
and for 30 % distorted speech, text and fax data is of the order of 78, 80 and 72 %
respectively. The proposed ANN method could be used for segregation, analysis and
interpretation of multimedia data in various multimedia applications.

References

1. Katzenbeisser, S., Petitcolas, F.A.P.: Information hiding techniques for steganography and
digital watermarking. Artech House, London (2000)

2. Ratan, R., Madhavan, V.C.E.: Steganography based information security. IETE Tech. Rev. 19,
213–219 (2002)

3. Menezes, A., Van Oorschot, P., Vanstone, S.: Handbook of Applied Cryptography. CRC Press,
USA (1996)

4. Stallings, W.: Cryptography and Network Security. Prentice Hall, Englewood Cliffs (2011)
5. Becker, H., Piper, F.: Cipher Systems: The Protection of Communication. Northwood Booker,

London (1982)
6. Yates, R.B., Nieto, B.R.: Information Retrieval. Addison Wesley, England (1999)
7. Deller, J.R., Hansen, J.H.L., Proakis, J.G.: Discrete-Time Processing of Speech Signals. IEEE

Press, New York (2000)
8. Beker, P.W.: Recognition of Patterns: Using Frequency of Binary Words. Springer, New York

(1978)
9. Jain, A.K.: Fundamentals of Digital Image Processing. Prentice Hall, USA (1989)

10. Chelba, C., Acero, A.: Discriminative training of N-gram classifiers for speech and text routing.
Proceedings of the Eurospeech International Conference ISCA (2003).

11. Maithani, S., Saxena, P.K.: Identification of coding in enciphered speech. Proceedings of 6th
International Conference on recent trends in Speech, Music and Allied, Signal Processing
(2001).

12. Maithani, S., Maiya, D.: Speech systems classification based on frequency of binary word
features. Proceedings of the IEEE International Conference SPCOM-04 (2004).

13. Jolliffe, I.T.: Principal Component Analysis. Springer-Verlag, New York (2002)
14. Katagiri, S. (ed.): Hand Book of Neural Networks for Speech Processing. Artech House,

London (2000).
15. Haykin, S.: Neural networks- a comprehensive foundation. Macmillan, New York (2001)
16. Basu, J.K., Bhattacharyya, D., Kim, T.H.: Use of artificial network in pattern recognition. Int.

J. Softw. Eng. Appl. 2(2), 23–34 (2010)
17. Remeikis, N., Skucas, I., Melninkaite, V.: Text categorization using neural networks initialized

with decision trees. Informatica 15(4), 551–564 (2004)
18. Kondoz, A.M.: Digital speech codings for low bit rate communications systems. John Wiley

and Sons, New York (1995)



Live Traffic English Text Monitoring Using
Fuzzy Approach

Renu, Ravi and Ram Ratan

Abstract Current communication systems are very efficient and being used conve-
niently for secure exchange of vital information. These communication systems may
be misused by adversaries and antisocial elements by capturing our vital informa-
tion. Mostly, the information is being transmitted in the form of plain English text
apart from securing it by encryption. To avoid losses due to leakage of vital infor-
mation, one should not transmit his vital information in plain form. For monitoring
of huge traffic, we require an efficient plain English text identifier. The identification
of short messages in which words are written in short by ignoring some letters as in
mobile messages is also required to monitor. We propose an efficient plain English
text identifier based on Fuzzy measures utilizing percentage frequencies of most fre-
quent letters and least frequent letters as features and triangular Fuzzy membership
function. Presented method identifies plain English text correctly even, the given text
is decimated/discontinuous and its length is very short, and seems very useful.

Keywords Traffic analysis · Fuzzy approach · Linguistic features · Plain text ·
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1 Introduction

With the advancement in information technology, efficient communication systems
such as mobile and internet are available and being used nowadays even by common
people. While communication of sensitive or vital information, it should not be com-
municated in plain form in any case and should be protected by appropriate safety
measures to avoid losses due to capturing of such information by adversaries. The
English language is commonly used worldwide in exchange of information. There
are following ways to achieve information security—spread-spectrum, steganog-
raphy and cryptography [1–5]. The spread-spectrum techniques modulate given
information over the carriers randomly within the available channel bandwidth. The
steganographic techniques conceal the existence of information by hiding it in another
ordinary data. The cryptographic techniques conceal the content of information by
transforming it into unintelligible form. The cryptographic techniques are being used
widely all over the Globe in the area of information security for achieving the confi-
dentiality apart from other security issues. The encryption process transforms plain
text into crypt text by distorting the linguistic characteristics. When the English text
is encrypted by cryptographic techniques, the obtained crypt text appears as random
and there remains no intelligibility of text. The frequency of each letter occurs almost
equal in random or encrypted text but in English text some letters occur highly and
some letters occur very rarely.

Identification of plain text from such encrypted or random text is required in mon-
itoring of sensitive traffic. The careful monitoring and analysis of traffic for English
text are the most important problem to safeguard the communication. Moreover,
monitoring and analysis of text have a vital role in combating terrorist activities
and cyber crimes. The monitoring of plain text is also required to manage sensitive
data securely over computer network. The identification of short messages in which
words are written in short by ignoring some letters is also required to monitor mobile
messages and analysis of crypts. We should never keep such data in plain form and it
should always be kept secure. For monitoring of such huge traffic, the identification
method should perform the task with minimum efforts, i.e., minimum computing
complexity, time, and memory requirements.

Text mining is a very important field that attempts to extract meaningful infor-
mation automatically from huge volume of natural language text for particular use
[6, 7]. The text mining problems involve assessing the similarity between different
texts and grouping them. Automatic text categorization has many practical applica-
tions such as indexing for retrieval and organizing and maintaining large catalogs
of Web resources. The language identification is a particular application of text cat-
egorization. The text categorization or classification is gaining momentum due to
its diverse applications such as classification of sensitive text [8], cyber terrorism
investigation [9] and E-mail filtering [10]. The n-grams or patterns of n consecutive
letters and words are used to identify language of texts [11, 12]. It is seen that the
linguistic characteristics of the language have a key role in analysis of English text
[13, 14]. The conventional methods of identifying English text become inapplicable
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specifically when the size of text is less or the text is not continuous and also due to
the uncertainty or variability of the linguistic features occurred. A Fuzzy approach
based on soft computing is most suitable to tackle such problems better in uncertain
and ambiguous situations where lot of difficulties arises in taking right decisions and
perform better than neural networks and traditional pattern recognition approaches
[15–19]. The Fuzziness or degree of uncertainty pertains due to the inconsistency of
linguistic properties appear in text when it is of special type such as discontinuous
and its length is short.

In this paper, a Fuzzy method is proposed for identification of English text in which
we utilize the percentage occurrence of most frequent and least frequent letters as
features and triangular Fuzzy membership function. The triangular Fuzzy member-
ship function has been applied successfully in various pattern recognition problems.
The method is also tested for partial text which is discontinuous or decimated text
of short length.

The paper is organized as follows: In Sect. 2, we present briefly the linguistic
characteristics of English language useful in the analysis of English text. We present
the Fuzzy approach for identification of English text in Sect. 3. The performance of
proposed Fuzzy method is presented in Sect. 4. Finally, the paper is concluded in
Sect. 5 followed by the references.

2 Letter Characteristics of English Text

The English language has 26 symbols/letters (excluding spaces, punctuation marks,
etc.). The occurrences of letters, n-grams, digraphs and its reversals, left–right con-
tacts of letters, percentage of vowels and consonants, etc. in the plain-text and in
the crypt-text are the only statistical measures which may be helpful. The following
most important facts [13] are observed from frequency distributions of letters:

1. Irregular appearance occurred due to the fact that some of the letters are most
frequent and others are very rare.

2. Most prominent crests are marked by letters E T O A N I R S H and the most
prominent troughs are marked by J K Q X Z.

3. The occurrences of vowels and consonants are as:

Vowels A E I O U Y 40 %
Consonants
High frequent T S R N H 34 %
Medium frequent D C L M P F W G B V 24 %
Low frequent J K Q X Z 2 %

4. The relative order of letters according to decreasing order of frequencies is as
E T O A N I R S H D L U C M P F Y W G B V K J X Z Q.

5. Not more than two consecutive vowels normally occur (except ‘ious’).
6. Not more than four consecutive consonants normally occur.
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7. Most frequent digraph reversals normally have a vowel.
8. Less frequent letters mostly contact with vowels than with other consonants.
9. The most frequent digraphs according to frequencies are as

TH ER ON AN RE HE IN ED ND HA AT EN ES OF OR
NT EA TI TO IT ST IO LE IS OU AR AS DE RT VE.

Above facts have been successfully utilized in the analysis of linguistic properties
of texts [11–14, 20, 21]. For online identification of English text, the features to
be used should be simple and easy to compute for efficient and accurate results.
Some measures such as n-grams [11], words [12], phi measure [13] joint mutual
information [20] and index of garbledness [21] have been used in this regard. The
frequency of letters, n-grams, words, digraphs, joint mutual information, and index of
garbledness are not suited for English text identification when the length of given text
is less and the text is discontinuous or decimated. In short and discontinuous English
text, the linguistic properties are changed and become useless in categorization and
language identification. In random English text, the properties of plain text do not
remain and the alphabets appear uniformly.

In this paper, we consider the percentage frequencies of most frequent and least
frequent letters for efficient identification of English text in live traffic analysis. Here,
the letters E T O A N I R S H are taken as most frequent letters and the letters J K Q
X Z are taken as least frequent letters whose approximately percentage frequencies
are 73 and 2 % respectively.

Conventionally, the text is identified as plain-text when Pmf ≥ Tmf and Plf ≤ Tlf .
The Pmf and Plf are the computed and Tmf and Tlf are expected percentage values
of most frequent and least frequent letters. The selection of proper thresholds is very
difficult because of uncertainty in plain English text and we get incorrect results
when the value of thresholds is not appropriate.

3 Fuzzy English Text Identification

As Fuzzy approach handles uncertain and redundant data more comfortably to solve
ambiguous problems, we do not require the tuning of Tmf and Tlf exactly for iden-
tifying plain English text correctly in suggested method. The value of Tmf and Tlf
is taken 73 and 2 % respectively which are the expected percentage values of most
frequent and least frequent letters as mentioned in Sect. 2 for English text. For a
given English text, we compute the value of the Pmf and Plf features.

For comparing a given pattern with reference pattern, the normal process is to
compute the Hamming or the Euclidean distance and to use minimum criteria. Here,
we use a triangular fuzzy membership function to obtain membership value (µ) for
Pmf(u) feature as shown in Fig. 1.

The Tmf (r) is the reference value for plain English text and Pmf (u) is the computed
value in given text to be identified. Similarly, the Fuzzy membership function is also
defined for Plf (u). The values µ(Pmf u)) and µ(Plf(u)) lie between 0 and 1 and
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1

0

Tmf (r)-T Tmf(r) Pmf(u) Tmf(r)+T

Fig. 1 Fuzzy membership function

is computed using triangular Fuzzy membership function as defined. The value of
T used in membership function is chosen suitably. The value of µ(Pmf(u)) and
µ(Plf(u)) for English text is close to 1 and for random text is close to 0.

The similarity score of a given text with reference text is computed by using the
concept of fuzzy intersection [16]. The similarity of a given pattern with the reference
pattern is given by

S = ∩{µ(Pmf(u))}, {µ(Plf(u))}. (1)

According to the definition of fuzzy intersection, the similarity is the minimum
value of µ(Pmf(u)) and µ(Plf(u)).

The overall similarity score can also be obtained by computing the average simi-
larity as given by

S = 1/2[µ(Pmf(u)) + µ(Plf(u))]. (2)

The decision of identification is taken based on the similarity. The given text is
identified as plain English text when the similarity score is near to 1 and it is identified
as random or encrypted English text when the similarity score is near to 0.

4 Performance

The Fuzzy approach proposed is applied on various English text of varying length
of normal plain text as well as decimated/discontinuous partial text to study the
performance. For demonstrating the results obtained, we take normal English text in
partial form by decimation of letters for identification. As an illustration, the plain
English text, decimated texts, and short messages are given in Table 1.

Here, the decimated texts are unintelligible and look difficult to identify as part
of plain English text. Identification of decimated texts is harder compare to normal
plain English texts and mobile short messages. The space, punctuation marks, and
non-English alphabet letters are excluded and only 26 alphabet letters are considered
in identification of given English texts.

Proposed Fuzzy method identify given plain English text correctly with high
confidence and almost 100 % accuracy even when the text is discontinuous and its
length is very short. The result of text identification for decimated English texts of
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Table 1 Plain english text, decimated text and short message

Plain text The importance of the role played by reprti-
tions in the analysis of cryptograms is well
understood even by the amateur cryptna-
lyst repetitions in cryptographic text are
basically of two sorts casual and accidental
casual repetitions…

Decimated text (letter 1, 4, 7, ...) TIOAETREADRETNNEASORTRSWL
DSOVBHMECP…

Decimated text (letter 2, 5, 8, ...) HMRNOHOPYBETISTALIFYOAIEU
ETDEYEAURT…

Decimated text (letter 1, 8, 15, ...) TRFEBINLCRERVERNEOYPTIFT
LICEO…

Short message 1 Wish you a very happy and prosperous new
year

Short message 2 Certainly SOCPROS 2012 is to be a grand
successful event of JKLU

Table 2 Identification of decimated plain english texts

Decimated text Length of
decimated
text

Membership
values
µ(Pmf (u))
and µ(Plf (u))

Similarity
scores as (1)
and (2)

TRFEBINLCRERVERNEOYPTIFTLICEO 29 0.87, 0.95 0.87, 0.91
HTTPYTTYRALSEACAPNPHACTSADAPN 29 0.87, 0.95 0.87, 0.91
EAHLRIHSYMLTNMRLESTIRAWCNEUES 29 0.92, 0.95 0.92, 0.94
INEAEOEIPSUOBAYYTIOCELOADNSTA 29 0.97, 0.95 0.95, 0.96
MCRYPNASTINOYTPSINGTBLSUATAI 28 0.86, 0.95 0.86, 0.91
PEDEESNOOSDDTETTTCREAYOSCALT 28 1.0, 0.95 0.95, 0.98
OOLDTIAFGWEEHUARIRAXSORACLRI 28 0.90, 0.96 0.90, 0.93
TIOAETREADRETNNEASORTRSWLDSO

VBHMECPNYREOIRTRHTTESA
50 0.99, 0.98 0.98, 0.99

HMRNOHOPYBETISTALIFYOA
IEUETDEYEAURTASETNNYOAIEABIL

50 1.00, 1.00 1.00, 1.00

EPTCFELLEYPIOIHNYSCPGMSLNRO
ENTATRYALTPISCPGPCXRACL

50 0.99, 0.98 0.98, 0.99

short length is shown in Table 2. The performance shows that Fuzzy method presented
is efficient for monitoring of traffic for detection and further analysis of plain English
text of very short length even when such texts are discontinuous or decimated. The
performance of the proposed Fuzzy method for identification of plain English text
is not comparable with other methods [11–14] and [20, 21] as these are applicable
on larger size of English text.
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The presented method can meet the requirement of monitoring and analysis of
live traffic sensitive texts and taking preventive measures accordingly to protect
adversaries and criminal activities on mobile and internet.

5 Conclusion

The detection of plain English text is one of the most important requirements to mon-
itor and analyze the traffic for preventing transmission of vital information through
mobile and internet communication. Moreover, detection and analysis of plain
English text are also in demand to intercept the communication of adversaries and
antisocial elements for protecting terror and criminal activities by taking appropri-
ate safety measures. The fuzzy method utilizing percentage frequency of most and
frequent letters as features and triangular Fuzzy membership function has been pro-
posed in the paper. As per simulation results shown, the proposed method is very
efficient and can be applied for online monitoring of huge traffic for identification
and further analyze of English text with high accuracy even when it is discontinuous
and its length is very short. The Fuzzy method proposed has vast applications in var-
ious defence as well as civil applications such as monitoring and analysis of harmful
and sensitive short messages being communicated through mobile and internet by
adversaries and antisocial elements.
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Digital Mammogram and Tumour Detection
Using Fractal-Based Texture Analysis:
A Box-Counting Algorithm

K.C. Latha, S. Valarmathi, Ayesha Sulthana, Ramya Rathan,
R. Sridhar and S. Balasubramanian

Abstract Mammography and X-ray imaging of the breast are considered as the
mainstay of breast cancer screening. In the past several years, there has been tremen-
dous interest in image processing and analysis techniques in mammography. The
fractal is an irregular geometric object with an infinite nesting of structure of differ-
ent sizes. Fractals can be used to make models of any objects. The most important
properties of fractals are self-similarity, chaos, and non-integer fractal dimension.
The fractal dimension analysis has been applied to study the wide range of objects in
biology and medicine and has been used to detect small tumors, microcalcification in
mammograms, tumors in brain, and to diagnose blood cells and human cerebellum.
Fractal theory also provides an appropriate platform to build oncological-related
software program because the ducts within human breast tissue have fractal proper-
ties. Fractal analysis of mammogram was used for the breast parenchymal density
assessment. The fractal dimension of the surface is determined by utilizing the Box-
counting method. The Mammograms were collected from HCG Hospital, Bangalore.
In this study, a method was developed in the Visual Basic for extracting the suspicious
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region from the mammogram based on texture. The fractal value obtained through
Box-counting method for benign and malignant breast cancer is combined into a set.
An algorithm was used to calculate the fractal value for the extracted image of the
mammogram using Box-counting method.

Keywords Fractal dimension Box-counting algorithm · Mammogram · Benign ·
Malignant · Range and pixel based algorithms

1 Introduction

Mammography and X-ray imaging have largely contributed for the early detection of
breast cancer. However, the effectiveness and sensitiveness of digital mammography
in detection of breast cancer is currently under investigation. The imaging modality
separates image acquisition and image display. Therefore, radiologists have to opti-
mize the efficiency of both processes for treatment or removal of the tumor. A series
of heuristic techniques such as filtering and thresholding (texture analysis) automat-
ically detect abnormalities. These methods suffered from lack of robustness when
the number of images to be classified is large. Recently, several statistical methods
are used to overcome such problems and the primary one is the fractal dimension
which is widely applied in biology and medicine; especially this technique is used to
detect small tumors and microcalcification in mammograms [1]. Several algorithms
were used for fractal dimension in which the Box-counting method is applied to esti-
mate the fractal value of an X-ray (mammogram) image, because the Box-counting
dimension provides the information regarding the 3D objects of the tissue compo-
sition of the breast mammogram [2]. Hence fractal analysis may be useful as the
strategy of the current study allows an algorithm which aims at assisting the radiolo-
gist toward fast detection and early diagnosis in the prediction of breast cancer. The
fractal is an irregular geometric object with an infinite nesting of structure of differ-
ent sizes. Fractals can be used to make models of any objects. The most important
properties of fractals are self-similarity, chaos and non-integer fractal dimension.

Challenges in the use of fractal methods on images are the limitation of the possible
range of power law behavior because the results have been hard to be reproduced
by other researchers. Therefore, this approach has been questioned by the medical
practioners [3]. Nilsson and Georgsson have reported that the Box-counting method
can be applied to estimate the fractal value of an X-ray (mammogram) image, because
the Box-counting dimension provides the information regarding the 3D objects of
the tissue composition of the breast mammogram [2].

Therefore, fractal analysis may be useful to evaluate mammographically discov-
ered breast masses. The design and analysis strategy of the current study allows an
algorithm which aims at assisting the radiologist towards fast detection and early
diagnosis in the prediction of breast cancer. With this background, this study aims:
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(i) To develop an algorithm for extracting the abnormal region in the breast
mammogram

(ii) To calculate the fractal value for the extracted image from the mammogram
using Box-counting method

(iii) To clarify the usefulness of using the fractal features (as a texture scale-invariant
features) and to classify benign and malignant region in the respective images.

1.1 Fractal Dimension

The concept of fractal was first introduced by Mandelbrot in 1967. Fractal geometry
compares the irregular forms, even at different scales since the approximate measure
of the dimension D is independent of the unit of measurement [4]. The term “fractal”
means break or fragment and is a pattern that reveals greater complexity as it is
enlarged. For fractals, the counterparts of the dimensions (0, 1, 2, and 3) are known
as fractal dimensions (FD). When applied to a point, a line, a square, or a cube, D
simply gives the number of ordinary dimensions needed to describe the object —0,
1, 2, and 3, respectively. The value of fractal dimension is between one to two for
a curve and in between two to three for a surface. The larger the D, rougher is the
surface. The fractal dimension indicates how the measures of the object change with
generalization [5].

Fractal dimension quantifies the metric information in lines and surfaces. The
shapes of fractal objects keep invariant under successive magnification or shrinkage
of the objects. A variety of procedures, including Box-counting, fractal Brownian
motion [6], and fractal interpolation function system have been proposed for esti-
mating the fractal dimension of images.

The fractional Brownian motion model (FBM) with gray-scale variation has
shown promise in the medical image texture [6]. The Brownian motion curve con-
cepts was extended to the FBM curve I(x), and |I(x2) − I(x1)| having a mean value
proportional to |(x1 − x2)|H. Thus, in the FBM there is only one parameter of interest,
the Hurst coefficient, which can be described as texture features when applied to clas-
sify breast tumor images. Considering the topological dimension Td, for images, the
FD can be estimated from the Hurst coefficient H = Td −D. Using this relationship,
the FD can be applied for the medical images [7] as:

D = log (n2/n1) /log (s1/s2) (1)

1.2 Box-Counting Method

The fractal dimension of the surface is determined by utilizing the Box-counting
method. This method yields quantitative agreement with the line-segment method.
In the Box-counting method, the Hausdorff-dimension was utilized, where the
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number, N(ξ), of squares of side-length ‘ξ’ is needed to cover a set of increases
like N(ξ) α ξ−d for ξ ≥ 0 for a set of fractal Hausdorff dimension d. From
d = − log[N(ξ1)/N(ξ2)]/ log[ξ1/ξ2], the fractal dimension can be obtained theo-
retically [8].

Box-counting method was applied to compute FD for measuring the structure of
an object in a digital image and to analyze morphological changes within organs.
Fractal analysis based on microcomputer studies of image systems provides many
advantages to the understanding of the complex microscopical arrangement of nat-
ural objects [9]. The fractal-based computerized image analysis of mammographic
parenchymal patterns was used to differentiate women at high risk and low risk for
the development of breast cancer and this study was evaluated [10].

2 Data Preparation

The Marathon database (Digital Database for Screening Mammography) associated
with South Florida (United States), contains approximately 2,500 studies, each one
includes two images of each breast, along with the information of the associated
patient (age at time of study, breast density, and abnormalities) and image informa-
tion (scanner and spatial resolution). Images containing suspicious areas also have
associated pixel-level “ground truth” information about the locations and types of
suspicious regions. The database is further organized into cases and volumes. A case
is a collection of images and information corresponding to one mammography. A
volume is simply a collection of cases. Some cases contain more than one cancer in
one breast, a cancer in each breast, or a cancer along with other abnormal/suspicious
regions. The outlines of all the regions have been transcribed from markings made
by an experienced radiologist [11].

3 Methodology

A method was developed in the visual basic for extracting the suspicious region from
the mammogram based on texture. For the extracted image, the fractal dimension
was calculated using Box-counting method.

3.1 Extraction of Breast Cancerous Surface: Marathon Database
and HCG Hospital Bangalore Database

The following steps were used for extracting the abnormal region from the
mammogram.
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Step 1: Extraction of the boundary from the given mammogram by using an algo-
rithm given in the Appendix I.

Step 2: Find the centroid for a set of boundary points which was extracted through
the previous step.

Step 3: Determine the distance of each boundary point from the centroid and also
find the highest and lowest distance.

Step 4: With highest distance as a radius, to draw a circle which encompasses all
the boundary points and to store all the points of circle.

3.2 Fractal Dimension: Box-Counting Method

The algorithm used to calculate the fractal value for the extracted image of the
mammogram using Box-counting method is shown in Appendix II. The red pixels
or white pixels in the image cover the border of the object. A well-spaced grid with
multiple small boxes of a particular pixel length was superimposed on the cell. Thus
the FD of an image can be calculated with the boxes (2, 4, 8, 16, 32, 64, and 128).

4 Results

Computer-aided diagnosis techniques were used to improve the diagnostic accuracy
and efficiency for screening the mammogram. For this several algorithms are used to
separate the normal and the abnormal region from the mammogram. As mentioned
earlier, the identification is a laborious process, while comparing the breast lesions
with the normal report, two problems occur in the image processing which are as
follows:

(i) To locate the malignant region in the breast mammogram and
(ii) To identify the area of the spread in different regions of the mammogram.

In addition to separate the malignancy from the breast mammogram through image
processing, a need for an algorithm arises. Fractal dimension methods are applicable
for image processing technique for which Mandelbrot formula was followed:

Fractal Dimension = log N / log (1/r) (2)

The algorithm used for FD is based on the above equation where they have used
the number of boxes and its length. In this study, images from the oncology institute
HCG, Bangalore were obtained to identify a suspicious region in the mammogram,
which was illustrated and marked by the radiologist. This image of the breast cancer
is used to segment and analyze the fractal dimension. The image scanned from left
to right and top to bottom is brought to the system as a JPEG file. The JPEG image
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was used for further analysis. A method was proposed to extract cancer surface on
an image of breast cancer and Box-counting method is used to calculate the fractal
dimension for benign and malignant breast cancer.

4.1 Extraction of Breast Cancerous Surface: Marathon Database
and HCG, Bangalore Database.

The desired images of the breast cancer mammogram in the JPEG format were
opened as a picture file. An algorithm was employed for converting the given image
into a black and white image by classifying each pixel with Red Green Blue (RGB)
color and the respective positions were stored in an array. The mild abnormality
includes, the calcification, well-defined or circumscribed masses, speculated masses,
ill-defined masses, asymmetry, and the architectural distortion. The benign and
malignant breast mammogram involved in this study was considered as group A
and group B for calculating the fractal value. Thus, the image of breast cancer was
processed using the above steps and the suspicious area was extracted, which is
shown in the Fig. 1

4.2 Fractal Dimension: Box-Counting Method

The fractal value for the extracted breast cancer image from the Marathon Database
is presented in Table 1.

Fig. 1 Extraction of the abnormal region from the mammogram
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Table 1 Fractal value of an image—marathon database value for the breast

Powers of 2r Number of boxes log(1/r) log N(r) Fractal value

2 264 −0.69315 5.575949 −8.0444
4 59 −1.38629 4.077537 −2.94132
8 12 −2.07944 2.484907 −1.19499

Usually the fractal value of an image obtained will be negative. The calculated
fractal value for the eight benign and ten malignant breast mammograms using an
algorithm is observed in the Table 2 in which the sample value 2.2297 (Malignant)
is shown in the Fig. 2.

Similarly, the fractal values for the benign and malignant in the above table were
calculated from their respective slope. With the benign and malignant fractal value,
the mean and the standard deviation were calculated to find the significance of the
results. The fractal value for the benign mammogram ranges from 2.2685 to 2.5850
and for malignant from 2.0922 to 2.4236. The fractal mean and standard deviation for
the benign breast mammogram was found to be 2.4621 ± 0.11384 and for malignant
as 2.3028 ± 0.09454, respectively. The result obtained by the above method was
used for classifying the unknown breast mammogram into benign or malignant.

The fractal value was calculated for ten benign and ten malignant mammograms
based on the number of boxes using the Eq. 1. The fractal value for the benign
and malignant mammograms ranges from 2.2759 to 2.6904 and 2.1771 to 2.4663,
respectively. The Mean Fractal value for the benign and malignant tumor in the
mammograms was found to be 2.44834 ± 0.16039 and 2.35554 ± 0.077322,
respectively. Similarly, the output obtained by this method was also used for classi-
fying the mammogram into benign or malignant tumor.

Table 2 Mean fractal value
for the breast cancer
mammograms—marathon
database

S.No n=8 n=10
Benign Malignant

1 2.5294 2.2297
2 2.3171 2.3068
3 2.5284 2.3767
4 2.4886 2.3342
5 2.4352 2.4236
6 2.5850 2.0922
7 2.5443 2.3317
8 2.2685 2.2458
9 2.3095
10 2.3774
Mean 2.4621 2.3028
SD 0.11384 0.09454
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Fig. 2 Least square method of regression analysis — marathon database
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Fig. 3 Fractal value for the benign and malignant mammograms

4.3 Linear Regression and Statistical Method

Log(1/r) and log [N(r)] in X-axis Y-axis co-ordinates was used in MATLAB for
the (n) number of boxes, marathon database and presented in Fig. 2. The number of
boxes and dimension of boxes in the graph was observed as a straight line which
was predicted using Least Square Method of Regression Analysis and the fractal
dimension was obtained as the slope of the line as 2.2297. Statistical t-test was
calculated between two independent samples of size eight and ten and was found to
be as 3.2407. There was a significant difference between benign and malignant at
1 % (2.95) level of significance, respectively. The fractal dimension of the benign and
malignant was observed as 2.4621 ± 0.14 and 2.3028 ± 0.09 with 95 % security
coefficient in the Table 3.

Using the fractal values obtained from the benign and malignant breast cancer
mammogram, a graph was drawn and shown in the Fig. 3
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Table 3 Statistical calculations for fractal dimension of benign and malignant

Parameter Benign Malignant

Mean 2.4621 2.3028
Stdandard error of mean 0.04025 0.02990
Median 2.5085 2.3206
Mode 2.27 2.09
Stdandar deviation 0.1138 9.454E−02
Variance 1.296E−02 8.938E−03
Skewness −0.941 −1.195
Standard error of skewness 0.752 0.687
Kurtosis −0.490 1.890
Standard error of kurtosis 1.481 1.334
Range 0.32 0.33
Minimum 2.27 2.09
Maximum 2.59 2.42
Sum 19.70 23.03

Percentiles 25 2.3466 2.2418
50 2.5085 2.3206
75 2.5406 2.3769

Therefore, the methodology adopted above proves that the fractal dimension of
benign is greater than malignant breast mammogram.

The FD values of the benign and malignant were subjected to ‘t’ test and found,
there is a significant difference between benign and malignant at 1 % probability
level, which will reveal that the FD of benign is greater than the malignant breast
mammogram.

Determination of the Fractal Box-counting Dimension of a cell surface was
applied to derive a quantitative measure for the raggedness of cells or small biolog-
ical organisms [8]. Analysis of fractal dimension is used to find the roughness value
and to locate the suspicious region in the mammogram of the breast cancer [5]. Sign
of breast cancer is the appearance of clustered microcalcifications whose individual
particles are less than 0.5 mm in diameter with irregular and heterogeneous shape
[12]. Fractal properties are used to differentiate the tumor from healthy tissue and
for the segmentation within an image, but it is not possible to compare fractal prop-
erties between images [13]. Fractal properties alone are not sufficient for effective
texture segmentation and suggested the use of fractal features in texture classification
[6, 10]. In the study of frequency distribution histogram, a large proportion of the
lymphocytes of hairy cell leukemia patients had a fractal dimension exceeding 1.28
[8]. The fractal dimension calculated by applying the Box-counting method for the
proximal convoluted tubule of the dog kidney was obtained as 1.33±0.18 with 95 %
security coefficient [14]. The metastases of colorectal cancer with fractal dimensions
greater than 1.35 were associated with poor survival rate [15].
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Fractal dimensions of surface growth patterns in different grades of endometrial
adenocarcinoma ranged from 2.318 to 2.383 [16]. These values were greater than
the topological dimension of a surface, reflecting a three-dimensional structure. This
concludes that the endometrial adenocarcinoma has a fractal structure, and that the
Mean FD may differ according to histological grades. Fractal dimension analysis was
used to identify the migration in breast cancer cell wound healing assay. In image
intensity fluctuation, fractal dimension analysis can be used as a tool to quantify cell
migration in terms of cancer severity and treatment responses [17]. Fractal analysis
based on Chen’s method for the tumor images, the slope of the benign and the
malignant line was found to be 0.3644 and 0.3425, respectively [6]. Similar studies
were applied for the smear of breast and cervical lesions where they calculated the
fractal dimension values as 0.8536 ± 0.1120 for malignant and 0.8403 ± 0.1115
for benign [18]. The Mann-Whitney U test of these two samples shows significant
difference at 5 % probability level for cervix, whereas 2 % probability level for breast
cancer. Significant difference between the fractal dimension of benign and malignant
cells at p = 0.006 [19].

5 Conclusion

From the above study it is concluded that the measurement of fractal dimension is
helpful in discriminating the malignant and benign breast lesions and to study the
screening of classic image morphology based on Euclidean geometry. The algorithms
proposed in this study extracted the similar suspicious area. Therefore, any one
of the proposed methods can be adopted for easy extraction from breast cancer
mammogram in advanced and benign cases.

In this study, fractal dimension has been applied to identify microcalcifications
and tumors in the tissues of the body. Through this method, the size, location, and
seriousness of the abnormality or suspicious regions are estimated for better diagno-
sis. However, a more intricate and higher level study, i.e., at cellular level is required
for treatment of benign or malignant tumors.
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Appendix I

Algorithm for Boundary Extraction from the Mammogram.

For i = 0 To Picture1.ScaleWidth
For j = 0 To Picture1.ScaleHeight
tcol1 = GetPixel(Picture1.hdc, i, j)
r1 = tcol1 Mod 256
g1 = (tcol1 Mod 256) \ 256
b1 = tcol1 \ 256 \ 256
If r1 > 200 And g1 < 200 And b1 < 200 Then
tcol1 = vbRed
Else
tcol1 = vbBlack
End If
SetPixel Picture2.hdc, i, j, tcol1
Next j
Next i

Appendix II

Algorithm for calculating the fractal value using Box-counting method.

Begin
Set N(ε) < −0 for all values of ε
For each pixel, S(x, y), in the image
M = 0
For each cell of size ε
Center a cell of size ε on (x, y)
If S(x − ε/2, y − ε/2) to S(x + ε/2, y + ε/2) ≤= 0 then
M = 1
End if
End for
If m = 1, then increment N(ε) by 1
End for
Estimate D as the regression slope of log(ε) versus log(1/N (ε))
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Approaches of Computing Traffic Load
for Automated Traffic Signal Control: A Survey

Pratishtha Gupta, G. N. Purohit and Adhyana Gupta

Abstract Traffic images captured using CCTV camera can be used to compute
traffic load. This document presents a survey of the research works related to image
processing, traffic load, and the technologies used to re-solve this issue. Results of
the implementation of two approaches: morphology-based segmentation and edge
detection using sobel operator, which are close to traffic load computation have
been shown. Segmentation is the process of partitioning a digital image into its
constituent parts or objects or regions. These regions share common characteris-
tics based on color, intensity, texture, etc. The first step in image analysis is to seg-
ment an image based on discontinuity detection technique (Edge-based) or similarity
detection technique (Region-based). Morphological operators are tools that affect the
shape and boundaries of regions in the image. Starting with dilation and erosion, the
typical morphological operation involves an image and a structure element. The edge
detection consists of creating a binary image from a grayscale image where the pix-
els in the binary image are turned off or on depending on whether they belong to
region boundaries or not. Image processing is considered as an attractive and flexi-
ble technique for automatic analysis of road traffic scenes for the measurement and
data collection of road traffic parameters. Combined background differencing and
edge detection and segmentation techniques are used to detect vehicles and measure
various traffic parameters. Real-time measurement and analysis of road traffic flow
parameters such as volume, speed and queue are increasingly required for traffic
control and management.
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time · Traffic load computation

1 Introduction

This study describes all the functions and specifications which can be used for Traf-
fic Load Computation using traffic images, which can be further used for real-time
image processing for traffic signal control. In this paper, after analyzing existing
video object segmentation algorithms, it is found that most of the core operations
can be implemented with simple morphological operations. Therefore, with the con-
cepts of morphological image processing element array and stream processing, a
reconfigurable morphological image processing accelerator is proposed, whereby the
proposed instruction set, the operation of each processing element can be controlled,
and the interconnection between processing elements can also be reconfigured.

Field Programmable Gate Array (FPGA) technology has become an alternative
for the implementation of software algorithms. The unique structure of the FPGA
has allowed the technology to be used in many applications from video surveillance
to medical imaging applications. FPGA is a large-scale integrated circuit that can be
reprogrammed.

This study comprises of eight sections including the present one, which provides
an introduction and objectives of this brief survey same purpose. Section 7 compares
the two approaches implemented in Sects. 5 and 6. Finally Sect. 2 presents various
image processing approaches. Section 3 presents various research works aimed at
computing traffic load. Section 4 presents various technologies used in this field.
Section 5 implements one of the morphological approaches for traffic load compu-
tation purpose. Section 6 presents the implementation of an approach using sobel
operator for the conclusion drawn in Sect. 8.

2 Image Processing Approaches

2.1 Image Segmentation

Shao-Yi Chien and Liang-Gee Chen [1] discussed in this paper, after analyzing
existing video object segmentation algorithms, it is found that most of the core oper-
ations can be implemented with simple morphology operations. Therefore, with the
concepts of morphological image processing element array and stream processing, a
reconfigurable morphological image processing accelerator is proposed, whereby the
proposed instruction set, the operation of each processing element can be controlled,
and the interconnection between processing elements can also be reconfigured.
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Fig. 1 Use of Gabor filter

Thakur et al. [2] explain tonsillitis, tumor, and many more skin diseases can be
detected in its early state and can be cured. Image segmentation is the processes of
partitioning a digital image into multiple segments that is sets of pixels Fig. 1.

Ramadevi et al. [3] discussed in this paper image segmentation is to partition
an image into meaningful regions with respect to a particular application. Image
segmentation is the process of partitioning/subdividing a digital image into multiple
meaningful regions or sets of pixels regions with respect to a particular application.
The three steps in edge detection process is: (a) filtering, (b) enhancement, and
(c) detection. This paper focuses mainly on the Image segmentation using edge
operators.

Salem Saleh Al-amri et al. [4] have proposed segmentation algorithms based on
one of two basic properties of intensity values discontinuity and similarity. First
category is to partition an image based on abrupt changes in intensity, such as edges
in an image. Second category is based on partitioning an image into regions that are
similar according to predefined criteria.

Bo Peng et al. [5] discussed image segmentation as an inference problem, where
the final segmentation is established based on the observed image. In addition, a
faster algorithm has been developed to accelerate the region merging process, which
maintains a nearest neighbor graph (NNG) in each iteration.

2.2 Digital Image Segmentation

Haris Papasaika-Hanusch [6] explains a digital image differs from a photo in that the
values are all discrete.

• Image Enhancement: Processing an image so that the result is more suitable for a
particular application (sharpening or deblurring an out of focus image, highlighting
edges, improving image contrast, or brightening an image, removing noise).

• Image Restoration: This may be considered as reversing the damage done to an
image by a known cause (removing of blur caused by linear motion, removal of
optical distortions).

• Image Segmentation: This involves subdividing an image into constituent parts,
or isolating certain aspects of an image (finding lines, circles, or particular shapes
in an image, in an aerial photograph, identifying cars, trees, buildings, or roads).



934 P. Gupta et al.

2.3 Edge Detection

Allin Christe et al. [7] discussed in this paper focuses on processing an image pixel
by pixel and in modification of pixel neighborhoods and the transformation that can
be applied to the whole image or only a partial region.

Draper et al. [8] explain although computers keep getting faster and faster, there
are always new image processing (IP) applications that need more processing than
is available. Examples of current high-demand applications include real-time video
stream encoding and decoding, real-time biometric (face, retina, and/or fingerprint)
recognition, and military aerial and satellite surveillance applications.

2.4 Fuzzy Edge Detection

Sriramakrishnan et al. [9] explain edge is a basic feature of image; edge detection
is a process of identifying and locating edges in image which is vital for image
segmentation. Distortion, noise, overlaps, and intensity variation are some of the
factors, which contributes to edge extraction. Image dentification and segmentation
pose a challenge to image retrieval process.

3 Traffic Load Computation

Gupta et al. [10] have also proposed a model capable of managing intelligent traffic
system using CCTV cameras and WAN. The proposed model will make the traffic
signaling dynamic and automatic as well. Besides this, it will generate the dynamic
messages for the users on the message boards to avoid congestion, reduce waiting
time, pollution control, accident control, and vehicle tracking. This brief survey
presents various approaches for intelligent traffic systems.

Duan et al. [11] discussed due to a huge number of vehicles, modern cities need
to establish effectively automatic systems for traffic management and scheduling.
This method optimizes speed and accuracy in processing images taken from various
positions.

Abhijit Mahalanobis et al. [12] explain the detection and tracking of humans as
well as vehicles is of interest. The three main novel aspects of the work presented
in this paper are (i) the integration of automatic target detection and recognition
techniques with tracking, (ii) the handover and seamless tracking of objects across
a network, and (iii) the development of real-time communication and messaging
protocols using COTS networking components.

Siyal et al. [13] has presented real-time measurement and analysis of road traffic
flow parameters such as volume, speed, and queue are increasingly required for
traffic control and management. Many techniques have been proposed to speed up the
analysis of road traffic images, and some intelligent approaches have been developed
to compensate for the effects of variable ambient lighting, shadows, occlusions, etc.,
in the road traffic images.
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Kastrinaki et al. in [14] present an overview of image processing and analysis tools
used in these applications, and we relate these tools with complete systems developed
for specific traffic applications. Image processing also finds extensive applications
in the related field of autonomous vehicle guidance, mainly for determining the
vehicle’s relative position in the lane and for obstacle detection.

Koutsia et al. [15] explain traffic control and monitoring using video sensors has
recently drawn increasing attention, due to the significant advances in the field of
computer vision. The paper presents a real-time vision system for automatic traffic
monitoring based on a network of autonomous tracking units that capture and process
images from one or more recalibrated cameras.

Ejaz [16] discussed manually configured traditional time-based traffic signals are
not categorically efficient in controlling traffic and merely tend optimize a certain
traffic condition, which may only occur at a specific time of day. By doing that it may
also create a highly unoptimized situation for some other traffic conditions. Sensor-
based approaches tend to provide only a limited number of parameters, which may
prove to be incomplete for making fully context aware decisions for road signals.
Large cities of developing countries face a huge rise in the total number of on-road
vehicles over a period of last few years.

Bosman [17] discussed traffic loads are the most important variable actions to be
accounted for in the design of road pavements and bridges. Axle mass is probably
one of the main factors that determine the effect of traffic loads on pavements. In the
case of bridges, it is not only the axle mass, but also the spacing between axles, that
determines the effect of traffic loads on the different structural elements.

4 Technologies

Parker et al. [18] explain the goal of this project is to implement histogram equaliza-
tion algorithm using MATLAB for a real-time processing system on a FPGA. The
histogram equalization algorithm was implemented and tested using a known 4×4
array.

Chikalli et al. [19] discussed Histogram is used for automatically determining the
threshold for different region in image. (Fig. 2) The histogram is a very important
tool in image analysis.

Ali et al. [20] evaluated in Xilinx system generator is a very useful tool for devel-
oping computer vision algorithm. Image processing is used to modify the picture,
extract information, and change their structure. This paper focuses in the processing

OUTPUT EQUALIZED
IMAGE IMAGE HISTOGRAM OF
LOADER PROCESSING ORIGINAL IMAGE

Fig. 2 Use of histogram tool
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pixel to pixel of an image and in the modification of pixel neighborhoods and of
course the transformation can be applied to the whole image or only a partial region.

Elamaran et al. [21] discussed a real-time image processing algorithm are imple-
mented on FPGA. Implementation of these algorithm on a FPGA is having advantage
of using large memory and embedded multipliers.

Chandrashekar et al. [22] discussed enhancing digital image to extract true
image is a desired goal in several applications, such transformation is known as
image enhancement. Performing the task automatically without human intervention
is particularly hard in image processing. FPGA implemented result compared with
Matlab experiments and comparisons to histogram equalization are conducted.

Acharya et al. [23] discussed an efficient FPGA-based hardware design for en-
hancement of color and gray scale image in image and video processing. The ap-
proach that is used is adaptive histogram equalization, which works very effectively
for image captured under extremely dark environment as well as nonuniform light-
ing environment where bright regions are kept unaffected and dark object in bright
background.

Gribbon et al. [24] explain FPGA as implementation platforms for real-time image
processing applications because the structure allows them to exploit spatial and tem-
poral parallelism. High level languages and compilers which automatically extract
parallelism from the code do not always produce an efficient mapping to hardware.

Devika et al. [25] explain FPGA technology has become viable target for the
implementation of real-time algorithms suited to video image processing applica-
tions. The FPGA technologies offer basic digital blocks with flexible interconnections
to achieve high speed digital hardware realization Fig. 3.

Anusha et al. [26] discussed the image processing algorithms has been limited to
software implementation which is slower due to the limited processor speed.

Fig. 3 Typical steps in image
processing algorithms

Preprocessing 

Segmentation

Feature extraction

Feature selection 

Classification



Approaches of Computing Traffic Load 937

5 Implementation of Morphological Based Segmentation

FPGA technology has become viable target for the implementation of real-time
algorithms suited to video image processing applications. The FPGA technologies
offer basic digital blocks with flexible interconnections to achieve high speed digital
hardware realization.

5.1 Morphological Operations

Morphological operators are defined as combinations of basic numerical opera-
tions taking place over an image A and a small object B, called a structuring
element. B can be seen as a probe that scans the image and modifies it according to
some specified rule. The shape and size of B, which is typically much smaller than
image A, in conjunction with the specified rule, define the characteristics of the per-
formed process. Binary mathematical morphology is based on two basic operators:
Dilation, and erosion. Both are defined in terms of the interaction of the original
image A to be processed, and the structuring element B. The Morphological opera-
tions are:

(i) Dilation Operation: The basic effect of the operator on a binary image is to
gradually enlarge the boundaries of regions of foreground pixels (i.e. white
pixels, typically). Thus areas of foreground pixels grow in size while holes
within those regions become smaller.

(ii) Erosion Operation: The basic effect of the operator on a binary image is to
erode away the boundaries of regions of foreground pixels (i.e. white pixels,
typically). Thus areas of foreground pixels shrink in size, and holes within those
areas become larger.

(iii) Opening Operation: The basic effect of an opening is somewhat like erosion in
that it tends to remove some of the foreground (bright) pixels from the edges of
regions of foreground pixels. However it is less destructive than erosion in gen-
eral. As with other morphological operators, the exact operation is determined
by a structuring element.

(iv) Closing Operation: It tends to enlarge the boundaries of foreground (bright)
regions in an image (and shrink background color holes in such regions), but it
is less destructive of the original boundary shape. As with other morphological
operators, the exact operation is determined by a structuring element. The effect
of the operator is to preserve background regions that have a similar shape to
this structuring element, or that can completely contain the structuring element,
while eliminating all other regions of background pixels.

(v) Thinning operation: It is particularly useful for skelitonization. In this mode it
is commonly used to tidy up the output of edge detectors by reducing all lines
to single pixel thickness. Thinning is normally only applied to binary images,
and produces another binary image as output. The thinning operation is related
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ALGORITHM:

Firstly original image to be read and display in MATLAB. 

Then convert the intensity image (original) to black and white. 

Then apply dilation operation and display the result. 

Then apply erosion operation and show the result. 

Then apply opening and closing operation and display the result. 

Finally apply thinning and thickening operation
and show the result.

Fig. 4 Steps of morphological approach

to the hit-and-miss transform, and so it is helpful to have an understanding of
that operator before reading on.

(vi) Thickening operation: It has several applications, including determining the
approximate convex hull of a shape, and determining the skeleton by zone of
influence. Thickening is normally only applied to binary images, and it produces
another binary image as output Fig. 4.

5.2 Experimental Results

The experimental results for Morphological based Segmentation in MATLAB are
shown below:

Figure 5. Firstly original image to be read and display in MATLAB.
Figure 6. Then convert the intensity image (original) to black and white.
Figure 7. Then apply dilation operation and display the result.
Figures 8 and 9. Then apply erosion operation and show the result.
Figures 10 and 11. Then apply opening and closing operation and display the

result.
Figures 12 and 13. Finally apply thinning and thickening operation and show the

result.
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Fig. 5 Original image

Fig. 6 Original image into black and white

Fig. 7 Dilation operation

6 Implementation of SOBEL Edge Detection on FPGA

The proposed work presents FPGA based architecture for Edge Detection using Sobel
operator and uses Histogram method for Segmentation. The data of edge detection
is very large so the speed of image processing is a difficult problem. FPGA can
overcome it. Sobel operator is commonly used in edge detection. Sobel operator has
been researched for parallelism but Sobel operator locating complex edges are not
accurate.
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Fig. 8 Erosion operation

Fig. 9 Erosion operation

Fig. 10 Opening operation

Edge detection
Edge detection is a method of determining the discontinuities in gray level images.

Conventional edge detection mechanisms examine image pixels for abrupt changes
by comparing pixels with their neighbors. This is often done by detecting the maximal
value of gradient such as Roberts, Prewitt, Sobel, Canny, and so on all of which are
classical edge detectors.
Sobel Edge Detection

The Sobel operator is a classic first order edge detection operator computing an
approximation of the gradient of the image intensity function. At each point in the
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Fig. 11 Closing operation

Fig. 12 Thinning operation

Fig. 13 Thickening operation

image, the result of the Sobel operator is the corresponding norm of this gradient
vector. The Sobel operator only considers the two orientations which are 0 and 90
degrees convolution kernels as shown in Fig. 14.

These kernels can then be combined together to find the absolute magnitude of
the gradient at each point. The gradient magnitude is given by:
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Fig. 14 Convolution kernels
in X and Y direction -1 0 1

-2 0 2
-1 0 1

Gx

-1 -2 -1
0    0 0
1 2 1

Gy

|G| =
√

Gx2 + Gy2

Typically an approximate magnitude is computed using:

|G| = |Gx | + |Gy|

This is much faster to compute.
The sobel operator has the advantage of simplicity in calculation.
But the accuracy is relatively low because it only used two convolution kernels to

detect the edge of image.

6.1 Experimental Results

The experimental results for image edge detection in MATLAB are shown below:
Figure 15 is the original image for edge detection.
Figure 16 shows gray scale image for edge detection.
Figure 17 shows edge detection result using MATLAB. (Table 1)

Fig. 15 Original image for edge detection

Fig. 16 Gray scale for edge detection
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Fig. 17 Result of edge detection

7 Comparison

Table 1 Comparison of morphological and sobel operator approaches

Morphological-based segmentation SOBEL Edge Detection on FPGA

Segmentation could be also obtained using
morphological operations

Sobel operator due to its property of less
deterioration in high level of noise

Segmentation subdivides an image into its
constituent regions or objects

Edge detection is used to check the Sudden
change in images

Segmentation should stop when the objects of
interest in an application have been isolated

It analysis and processing the image with the
help sobel operator

For example, in the automated inspection of
electronic assemblies, interest lies in analyzing
images of the products with the objective of
determining the presence or absence of specific
anomalies, such as missing components or
broken connection paths

The execution time for the entire program of
edge detection for an image of size
256×256 is few seconds. The execution
time for the entire program of edge
detection for an image of size 256×256 is
few seconds

Image processing algorithms are conventionally
implemented in DSP processors and some
special purpose processors

To improve the speed and efficiency
pipelining can be further done in edge
detection

In morphology we have performed erosion, dilation,
opening, closing, thinning and thickening

The edge detection is a terminology in image
processing particularly in the areas of
feature extraction to refer to algorithms
which aim at identifying points in a digital
image at which the image brightness
changes sharply
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8 Conclusion

In this paper, we introduced the existing image processing algorithms suitable for
real-time traffic load computation and analyzed their outputs. We implemented
two important approaches edge detection and morphology based segmentation and
provided a qualitative comparison of those two approaches for our requirement.
After analyzing existing image object segmentation algorithms, it is found that most
of the core operations can be implemented with simple morphology operations.
Therefore, with the concepts of morphological image processing element array and
stream processing, a reconfigurable morphological image processing accelerator is
proposed, whereby the proposed instruction set, the operation of each processing
element can be controlled, and the interconnection between processing elements can
also be reconfigured.

In summary, the open issue in real-time traffic load computation is to find the
most efficient algorithm to compute traffic load in real time. The research direction
is that as technologies in hardware are advancing and becoming mature, digital image
processing algorithms need to be developed so as to get the real-time benefits of these
hardware technologies.
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Comparative Analysis of Neural Model
and Statistical Model for Abnormal
Retinal Image Segmentation

D. Jude Hemanth and J. Anitha

Abstract Artificial Neural Networks (ANN) are gaining significant importance in
the medical field, especially in the area of ophthalmology. Though the performance of
ANN is theoretically stated, the practical applications of ANN are not fully explored.
In this work, the suitability of Back Propagation Neural Network (BPN) for ophthal-
mologic applications is highlighted in the context of retinal blood vessel segmen-
tation. The neural technique is tested with Diabetic Retinopathy (DR) images. The
performance of the BPN is compared with the k-Nearest Neighbor (k-NN) classifier
which is a statistical classifier. Experimental results verify the superior nature of the
BPN over the k-NN approach

Keywords Back propagation network · k-Nearest neighbor · Retinal images.

1 Introduction

Eye diseases are mostly gradual in nature which affects the human society to a high
extent. The nature of the eye disease can be determined from the affected anatomical
structures. Hence, detecting the anatomical structures like blood vessels is mandatory
for treatment planning.

The literature survey reveals the variety of techniques available for blood vessel
segmentation. Supervised methodologies are used for retinal vessel segmentation
in [1]. Morphological approaches-based blood vessel segmentation is implemented
in [2]. Blood vessel segmentation using functional and textural features are reported
in [3, 4]. The combined approach of line operators and support vector machines
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are used for segmentation in [5]. Fuzzy-based techniques are used for segmentation
applications in [6]. Filtering approaches are also used for blood vessel extraction
in [7]. Statistical approaches are also widely used for vascular detection in retinal
images [8]. Ridge-based detection methods are reported in [9]. Wavelet-based seg-
mentation methodologies are also available in the literature [10].

Though many techniques are available, the segmentation efficiency of such tech-
niques is not very high which ultimately limits the practical applications of such sys-
tems. This drawback is overcome in this proposed approach in which the automated
system is based on Artificial Intelligence (AI). BPN is the segmentation technique
proposed in this work and the results are compared with the k-NN technique.

2 Proposed Methodology

The automated system used for this application is shown in Fig. 1.
In this work, 40 retinal images provided by the DRIVE database are used for

segmentation. It is then preprocessed by various methods which are followed by
feature extraction process. These features are given to BPN for the training process.
This trained network will be used to segment the retinal blood vessel from the retinal
images. The same procedure is repeated with the k-NN technique except for the
difference in the training methodology.

3 Image Pre-Processing

Retinal images usually have pathological noise and various texture backgrounds,
light variations, and poor contrast which may cause difficulties in extraction. In
order to reduce these imperfections and generate images more suitable for extracting
the pixel features demanded in the classification step, a preprocessing comprising the

Fig. 1 Flow diagram of the
proposed work

Retinal Image Database 

Preprocessing 

Feature Extraction 

Segmentation 
using BPN 

Segmentation us-
ing k-NN technique 

Performance 
Evaluation 
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following steps is applied: (1) green channel extraction, (2) gray scale conversion,
(3) adaptive histogram equalization, (4) vessel central light reflex removal, and (5)
background homogenization.

4 Feature Extraction

Feature extraction is a methodology of dimensionality reduction in which suitable
features representing the blood vessel pixels and non-blood vessel pixels are extracted
from the pre-processed images. The features used in this work are mean, standard
deviation, skewness, kurtosis, energy, and entropy. These features are computed using
the following equations prescribed by [11].

5 Segmentation Approaches

In this work, two segmentation techniques are employed. One is the neural technique
and the other is the statistical technique.

5.1 Back Propagation Neural Network

BPN is a supervised neural network in which gradient descent method is used to
minimize the total squared error of the output computed by the network. The proposed
architecture consists of six neurons in the input layer, 15 neurons in the hidden layer,
and two neurons in the output layer. Two set of weight matrices are involved in
the architecture for the hidden layer and the output layer. In addition to the input
vector and output vector, the target vector is given to the output layer neurons. Since
BPN operates in the supervised mode, the target vector is mandatory. During the
training process, the difference between the output vector and the target vector is
calculated and the weight values are updated based on the difference value. After the
segmentation process, a two-step post-processing is used: the first step is aimed at
filling pixel gaps in detected blood vessels, while the second step is aimed at removing
falsely detected isolated vessel pixels. A detailed algorithm is given in [12].

5.2 k-NN Approach

k-nearest neighbor (k-NN) classification makes the classification by getting votes
of the k-nearest neighbors. Performance of k-NN classifier depends largely upon
the efficient selection of k-nearest neighbors. Classification using an instance-based
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classifier can be a simple matter of locating the nearest neighbor in instance space and
labeling the unknown instance with the same class label as that of the located (known)
neighbor. This approach is often referred to as a nearest neighbor classifier. In the
k-nearest neighbor (k-NN) algorithm, the classification of a new sample is determined
by the class of its k-nearest neighbors. The value of k is selected randomly depending
on the availability of the database and the nature of application. After segmentation, a
thresholding operation is used as the post-processing step to extract the blood vessel
region.

6 Experimental Results and Discussions

The software used for the implementation is MATLAB [13] and the processor spec-
ification is 1 GB RAM with 1.66 GHz clock frequency. Initially, the image pre-
processing results are shown in Fig. 2.

Figure 2 illustrates the necessity for pre-processing steps. Figure 2h shows the
pre-processed output which is much suitable for further processing than Fig. 2a.
After pre-processing, the features are extracted from the images. The features are
sufficiently different for the blood vessel category and non-blood vessel category.
The segmented outputs for the two segmentation techniques are given in Fig. 3.

The qualitative results have verified the superior nature of the BPN over the
statistical classifier. The blood vessels are clearly identified in the neural technique
but it is hardly visible in the statistical technique. The orientation of k-NN classifier
is given in a different direction. A quantitative analysis on the segmented images of

Fig. 2 Illustration of preprocessing process: a RGB image, b Green channel of the RGB image,
c Gray scale image, d Adaptive histogram equalized image, e Background image, f Vessel central
light reflex removed image, g Shade-corrected image, h Homogenized image
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Fig. 3 Sample results: a BPN output before postprocessing, b BPN output after postprocessing,
c k-NN output, d Target image

Table 1 Performance
measures of BPN

Input Se Npv Acc

Image1 0.7474 0.9800 0.9811
Image2 0.5702 0.9591 0.9612
Image3 0.7105 0.9800 0.9809
Image4 0.5779 0.9546 0.9511
Image5 0.6344 0.9626 0.9649
Image6 0.6564 0.9696 0.9713
Image7 0.6662 0.9688 0.9706

the BPN technique is given in Table 1. The BPN algorithm is evaluated in terms of
Sensitivity (Se), Negative predictive value (Npv), and Accuracy (Acc). These values
are displayed for randomly selected images from DRIVE database.

The ideal values of these performance measures are unity and the values indicated
in these tables are closely related to unity which indicates the superior nature of the
proposed approach. Thus, the advantages of the neural technique for ophthalmologic
applications are verified in this work. The quantitative analysis of the k-NN approach
is shown in Table 2.

The quantitative analysis has clearly shown the superior nature of the neural
method. Only sample results are shown here but the same procedure has been exper-
imented on all the images. The values of Negative Predictive Value and Accuracy are
very low for the statistical technique in comparison to the neural-based approach.
The average accuracy of the BPN technique is 97 % whereas the accuracy of the

Table 2 Performance
measures of k-NN

Input Se Npv Acc

Image1 0.3271 0.5002 0.5121
Image2 0.3002 0.4772 0.4987
Image3 0.3910 0.4832 0.4952
Image4 0.2512 0.4705 0.4800
Image5 0.3067 0.4812 0.4832
Image6 0.3126 0.4728 0.4325
Image7 0.3775 0.4912 0.4873
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conventional technique is only 48 %. The other performance measures are also
affected in the same manner. A 50 % increase in efficiency is obtained for the neural-
based technique over the conventional statistical technique. Thus, this work has
explored the application of neural-based techniques for retinal image analysis.

7 Conclusion

In this work, effort has been taken in exploring the usage of neural network for
retinal image segmentation. The proposed BPN method segments the blood vessels
in an efficient way so that further processing of this segmented image will help the
ophthalmologist to diagnose diseases like diabetic retinopathy and glaucoma. The
superior nature of ANN over other conventional techniques is also verified in this
work.
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An Efficient Training Dataset Generation
Method for Extractive Text Summarization

Esther Hannah and Saswati Mukherjee

Abstract The work presents a method to automatically generate a training dataset
for the purpose of summarizing text documents with the help of feature extraction
technique. The goal of this approach is to design a dataset which will help to perform
the task of summarization very much like a human. A document summary is a text
that is produced from one or more texts that conveys important information in the
original texts. The proposed system consists of methods such as pre-processing, fea-
ture extraction, and generation of training dataset. For implementing the system,
50 test documents from DUC2002 is used. Each document is cleaned by pre-
processing techniques such as sentence segmentation, tokenization, removing stop
word, and word stemming. Eight important features are extracted for each sentence,
and are converted as attributes for the training dataset. A high quality, proper training
dataset is needed for achieving good quality in document summarization, and the
proposed system aims in generating a well-defined training dataset that is sufficiently
large enough and noise free for performing text summarization. The training dataset
utilizes a set of features which are common that can be used for all subtasks of data
mining. Primary subjective evaluation shows that our training is effective, efficient,
and the performance of the system is promising.
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1 Introduction

The digital revolution has made digitized information easy to capture and fairly
inexpensive to store. With the development of computer hardware and software,
huge amount of data have been collected and stored in databases. The rate at which
such data is stored is growing at a phenomenal rate. Several domains where large
volumes of data are stored include the following: Financial investment, Health care,
Manufacturing and Production, Telecommunication network, Scientific Domain and
World Wide Web (WWW). The increasing availability of online information has
necessitated intensive research in the area of automatic text summarization within
the Natural Language Processing Community. Text summarization is a text reduction
process, and a summary is a text that is produced from one or more texts, that convey
important information in the original texts, and that is no longer than half of the
original text.

2 Summarization Approaches

One of the very first works in automatic text summarization was done by Luhn
et al. in 1958, demonstrates research work done in IBM, focused on technical docu-
ments [1]. Luhn proposed that the ‘frequency of word’ proves to be a useful measure
in determining the significance factor of sentences. Words were stemmed to their
roots having the stop words removed. Luhn generated a set of content words that
helped to calculate the significance factor of sentences, which were then scored, and
the top ranking sentences become the candidates to be part of the generated sum-
mary. In the same year, Baxendate et al. proved that the sentence position plays an
important role in determining the significance factor of sentences [2]. He examined
200 paragraphs to find that in 85 % of the paragraphs the topic sentence came as the
first one and in 7 % of the paragraphs it was the last sentence.

Edmundson in 1969 proposed a method for obtaining document extracts by using
a linear combination of features such as cue words, keywords, title or heading, and
sentence location [3]. Kupiec et al. in 1995, used human-generated abstracts as train-
ing corpus, from which he produced extracts, the feature set included sentence length,
fixed phrases, sentence position in paragraph, thematic words, and uppercase words
[4]. In 2004, Khosrow Kaikhah et al. proposed a new technique for summarizing
news articles using a neural network that is trained to learn characteristics of sen-
tences that should be included in the summary of the article. Rasim. M. Alguliev
et al., in 2005 proposed a text summarization method that creates text summary by
definition of the relevance score of each sentence by extracting sentences from the
original documents [5].

Hsun-Hui Huang, Yau-Hwang Kuo, Horng-Chang Yang et al. in 2006, proposed
to extract key sentences of a document as its summary by estimating the relevance of
sentences through the use of fuzzy-rough sets [6]. The approach removes the problem
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that sentences of the same or similar semantic meaning but written in synonyms being
treated differently.

Huantong Geng, Peng Zhao, Enhong Chen, Qingsheng Cai in the year 2006,
described summarization based on subject information from term co-occurrence
graph and linkage information of different subjects [7]. In 2007, Amini and Usunier
et al. came forward with a Contextual Query Expansion Approach that makes use
of Term Clustering [8]. Ladda Suanmali et al. [9] in 2009 developed a system that
generates extractive summaries based on a set of features that represent the sentences
in a text.. A variation to this is brought out in a sentence-oriented approach [11]. Other
approaches such as multivariate [10], classification-based approaches are currently
exploited for various summarization purposes.

3 Proposed Work

The overall data flow of the system is shown in Fig. 1, various processes through
which data is processed. The overall system can be split into three major processes
namely:

a. Pre-processing: Pre-processing is done as a means of cleaning the document by
removing words that do not contain any information that uniquely identifies a
sentence.

b. Feature Extraction: The Feature Extraction includes 7 important features: Title
Feature, Sentence Length, Term Weight, Sentence to sentence similarity, Proper
Noun, Thematic Word, and Numerical Data.

c. Generate Training Dataset: Training datasets help to train models that will per-
form tasks like classification, clustering, summarization, etc. The feature ‘class’
identifies whether the chosen sentence is part of the summary document or not.
The ‘class’ is marked as ‘INT’ or ‘NOT_INT’ based on its presence or absence
in the summary document.

Fig. 1 Proposed system
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The Fig. 1 shows the overall view of the system. The input text document is pre-
processed, its features are extracted and the training dataset is generated from them.
The following subsections discuss each of these subprocesses.

3.1 Dataset and Pre-processing

The system made use of 50 documents from DUC2002 to generate the training
dataset for document summarization. Each document consists of 7–33 sentences
with an average of 21 sentences. Each document in DUC2002 collection is supplied
with a set of human generated summaries provided by two different experts.

There are four main activities performed as pre-processing : Sentence Seg-
mentation, Tokenization, Removing Stop Word, and Word Stemming. Sentence
segmentation is boundary detection and separating source text into sentence. Tok-
enization is separating the input document into individual words. Next, Removing
Stop Words, stop words are the words which appear frequently in document but pro-
vide less meaning in identifying the important content of the document such as ‘a’,
‘an’, ‘the’, etc. The last step for pre-processing is Word Stemming; Word stemming
is the process of removing prefixes and suffixes of each word.

3.2 Sentence Features

For any task of text mining, features play an important role. The features are attributes
that attempt to represent the data used for the task. The proposed approach focuses on
seven features for each sentence. Each feature is given a value between ‘0’ and ‘1’.
Therefore, one can extract the appropriate number of sentences according to 30 %
compression rate. The features and the way they are extracted are as follows:

3.2.1 Title Feature

The number of title words in the sentence contributes to title feature. Titles con-
tain group of words that give important clues about the subjects contained in the
document. Therefore, if a sentence has higher intersection with the title words, the
sentence is more important than others. Eq. (1) exhibits how the value is calculated.

Score (Si) = Number of Title words in Si / Number of Words in Title (1)
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3.2.2 Sentence Length

The number of words in sentence gives good idea about the importance of the sen-
tence. This feature is very useful to filter out short sentences such as datelines and
author names commonly found in articles. The short sentences are not expected to
belong to the summary and the sentence length feature is calculated by the formula
given in Eq. (2).

Score (Si) = Numberof Words in Si/Numberof Words in longest sentence (2)

3.2.3 Term Weight

The term weight feature score is obtained by calculating the average of the Term
frequency, Inverse sentence frequency (TF–ISF). Inverse term frequency helps to
identify important sentences that represent the document. Term weight feature is
calculated by the formula given in Eq. (3).

Score (Si) = Sum of TF − ISF in Si/Max (Sum of TF − ISF) (3)

3.2.4 Sentence to Sentence Similarity

The score of this feature for a sentence is obtained by computing the ratio of the
summation of sentence similarity of a sentence s with each of the other sentences
over the maximum value sentence similarity as given in Eq. (4).

Score (Si) = Sum of Sentence Similarity for Si/Max (Sum of Sentence Similarity)
(4)

3.2.5 Proper Noun

The proper noun feature gives the score based on the number of proper nouns present
in a sentence, or presence of named entity in the sentence. Usually sentences that
contain proper nouns are considered to be important and these should be included in
the document summary and is calculated by the formula given in Eq. (5).

Score (Si) = Number of Proper nouns in Si/Length (Si) (5)

3.2.6 Thematic Word

The number of thematic word in sentence is an important feature because terms that
occur frequently in a document are probably related to topic. Thematic words are
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words that capture main topics discussed in a given document. We used the top 10
most frequent content word for consideration as thematic. The score for this feature
is calculated by the formula given in Eq. (6).

Score (Si) = Number of Thematic Words in Si/Length (Si) (6)

3.2.7 Numerical Data

This feature gives a score for the number of numerical data in a sentence. The
contribution made by this feature to the weight given to a sentence is significant since
a sentence that contains numerical data essentially contains important information.
The score for this feature is calculated by the formula given in Eq. (7).

Score (Si) = Number of Numerical Data in Si/Length (Si) (7)

3.3 Generation of Training Dataset

The dataset that can be used as a training dataset consists of seven attributes namely:
Title Feature, Sentence Length, Term Weight, Sentence to Sentence Similarity, Proper
Noun, Thematic Word, and Numerical Data. The ‘class’ identifies whether the chosen
sentence is part of the summary document or not. The ‘class’ is marked as ‘INT’
or ‘NOT_INT’ based on its presence or absence in the summary document. INT
indicates that the sentence is interesting and hence is present in the model summary.
NOT_INT indicates that the sentence is not_so_interesting and hence not present in
the model summary. Figure 2 shows a sample input document and Fig. 3 shows the
corresponding model summary as provided by DUC 2002.

3.3.1 Corpus Used

The TIPSTER program with its two main evaluation style conference series
TREC & Document Understanding Conference-DUC (now called as Text Analysis
Conference-TAC) have shaped the scientific community in terms of performance,
research paradigm, and approaches. 50 documents from DUC 2002 were used for
generating the training dataset. The main features of the document corpus are: Each
document has minimum of seven sentences and maximum of 33 sentences. The total
number of sentences in the corpus is 980.
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Fig. 2 Sample input document

Fig. 3 Model summary document

Table 1 Feature categories

Feature _score Class Notation

0–0.2 Very low VL
0.21–0.4 Low L
0.41–0.6 Average A
0.61–0.8 High H
0.81–1.0 Very high VH

3.3.2 Categories of Features

The feature are extracted and are categorized to five distinct classes as shown below:
(Table 1).

A feature score of 0–0.2 is given a class name ‘very low’ a notation ‘VL’, score
having values 0.21 till 0.4 is placed under the class low with a notation ‘L’. A score of
0.41–0.6 is given the class ‘average’ under the notation ‘A’ while a score of 0.61–0.8
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is given a value ‘high’ and a notation ‘H’. The final delimit 0.8–1.0 having class
name ‘very high’ is having a notation ‘VH’.

3.3.3 Sample Training Dataset

The system generated a dataset that can be used for training any system for the
task of text summarization. The dataset consists of attributes F1, F2,…F7 that rep-
resents the feature values for a given sentence and the ‘class’ attribute is marked as
‘INT’ or ‘NOT_INT’ based on the presence or absence of the sentence in the model
summary document. INT indicates an interesting sentence and NOT_INT indicates
a not_so_interesting sentence. The following table shows a sample of the training
dataset generated (Table 2).

In the above table, F1 represents the ‘title feature’, F2 represents the ‘sentence
length’, F3 represents the ‘term weight’, F4 represents the ‘sentence to sentence
similarity’, F5 represents the ‘proper noun’, F6 represents the ‘thematic word’, and
F7 represents the ‘numerical data’ for a given sentence.

4 Conclusions and Future Work

The system titled ‘Generation of training dataset for document summarization’ has
successfully generated training dataset for the task of summarization. The input text
document was pre-processed and the important features for each sentence of the
document such as title feature, sentence length, term weight, sentence to sentence
similarity, proper noun, thematic word and numerical data was extracted, and the
presence or absence of the sentence in the model summary given by DUC was
utilized

The system is designed only for the English language. The System can be used
only with well formatted documents with respect to the grammatical rules of the
English language. System cannot understand an exhaustive set of mathematical and

Table 2 Sample training dataset

Sentence # F1 F2 F3 F4 F5 F6 F7 CLASS

1 VH H H VL L VH VL NOT_INT
2 L A H L VL H VL INT
3 VL A VH VL VL VL L NOT_INT
4 VL H H VL L VH VL NOT_INT
5 L H H VL VL H VL NOT_INT
6 L H H L VL H H INT
7 L VH H VL VL VH VL NOT_INT
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special symbols and considers them as individual strings; however the system accepts
large text documents.
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Online Identification of English Plain
Text Using Artificial Neural Network

Aditi Bhateja, Ashok K. Bhateja and Maiya Din

Abstract In online communication, most of the time plain English characters are
transmitted, while a few are encrypted. Thus there is a need for an automatic recog-
nizer of plain English text (based on the characteristics of the English Language)
without using a dictionary. It works for continuous text without word break-up (text
without blank spaces between words). We propose a very efficient artificial neural
network-based technique by selecting relevant or important features using Joint
Mutual Information for online recognition of English plain text which can recog-
nize English text from English like or random data.

Keywords Feature vector · Joint mutual information · Artificial neural network ·
Back-propagation

1 Introduction

The identification of text whether it is plain or not is the first requirement for the analy-
sis of online communication. The non-plain text may be garbage or an encrypted text,
which appears as random. Identification of the text can be carried out by applying a
suitable pattern recognition technique using appropriate features. Every language has
some inherent characteristics in terms of occurrences of letters out of the alphabet set
in words, which in turn constitutes sentences. Each language has its own grammar,
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which defines the constraints on word spellings and syntax of sentences. In each
language there are some “vowel” like letters, whereas others are “consonant” like,
which are basically characterized by the phonetic properties. The English language
has five vowels (‘Y’ also treated sometimes as 6th vowel) and 21 consonants. Some
letters such as E, T, O, A, I occur more frequently, whereas others such as B, J, X,
W, Z occur occasionally in any given English text [1]. There are certain letter combi-
nations such as WX, ZX, BX (bigrams), which are very rare whereas combinations
such as TH, ER, HE occur more frequently. Similarly certain combinations of three
letters like THE, ING, AND, HER, DTH (trigrams) occur more frequently. Such
characteristics and affinity of certain letters with some specific letters makes one
language distinguishable from the other and also enables one to check if the given
text is meaningful valid plain text of the language or it is a random text (sequence of
letters occurring randomly). When random text is very close to English, it becomes
difficult to recognize whether it is English text or not. Therefore it is required to
extract the features which are relevant for recognizing the English text from a ran-
dom text. The irrelevant features create problems in recognition. Thus our goal is to
filter out random data and extract English data online. Joint Mutual Information (JMI)
[2] is used in ordering the features according to their decreasing order of relevance.
The optimal number of relevant (distinguishing) features is selected by cumulative
insertion of the features in the input of a feed-forward network, and a reduced feature
set is formed. Feed-forward back-propagation Artificial Neural Network [3] with the
reduced feature vector as input, is trained for the classification of English plain text
and a non-English text (which look like English or random text).

In this paper, we propose an efficient scheme for the identification of English
text in online communication. This scheme performs well, with very high accuracy.
Data preparation and feature extraction is explained in Sect. 2. Back-propagation
learning based ANN is detailed in Sect. 3. Experimental results are presented in
Sect. 4. Finally, Sect. 5 concludes the paper.

2 Data Preparation and Feature Extraction

We collected 2,000 texts of English each of size 500 characters after removing spe-
cial characters, numerals, and blanks, i.e., the text has only 26 upper case alphabets.
We then created 1,000 English-like texts of length 500 each, by replacing some
bigram/trigram, in standard plain English text, with some random bigram/trigram
(e.g. THE is replaced with CMU). Thousand random texts using true random number
generator and 1,000 pseudo random sequences of alphabets (by using simple substi-
tution, Playfair [4], Vigenere [5] encryption schemes and pseudorandom generator,
250 each) each of length 500 were generated. Features considered: 26 alphabets,
48 high frequent bigrams, and 36 high frequent trigrams [6] of plain English. We
selected 48 bigrams because after 48 bigrams there is a sharp decrease in frequency
of the bigrams. Similarly, in case of trigram there is a sharp decrease of frequency af-
ter 36 trigrams. Feature vectors (size 110) with these features were created for each
of the 5,000 texts (2,000 English text, 1,000 very close to English, 1,000 pseudo
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random, and 1,000 true random). For extracting the features which are relevant or
important for identification of English text from non-English, JMI technique is used.

2.1 Joint Mutual Information

Filter techniques [7] are defined by a criterion ‘Relevance Index’ denoted by J
which is intended to measure how potentially useful a feature may be when used in a
classifier. An intuitive J would be some measure of correlation between the feature
and the class label, i.e., the intuition being that a stronger correlation between these
should imply a greater predictive ability when using the feature. For a class label Y ,
the ‘Mutual Information’ index for a feature Xk is as follows:

Jmim(Xk) = I (Xk; Y )

‘mim’, standing for Mutual Information Maximization. An important limitation is
that this assumes that each feature is independent of all other features and effectively
ranks the features in descending order of their individual mutual information content.
However, where features may be interdependent, this is known to be suboptimal. In
general, it is widely accepted that a useful and parsimonious set of features should
not only be individually relevant, but also should not be redundant with respect to
each other—features should not be highly correlated.

Battiti (1994) presented the ‘Mutual Information Feature Selection’ (MIFS)
criterion:

Jmifs(Xk) = I (Xk,Y ) − β
∑

X j ∈S

I (Xk, X j )

where S is the set of currently selected features. This includes the I (Xk; Y ) term to
ensure feature relevance, but introduces a penalty to enforce low correlations with
features already selected in S. The β in the MIFS criterion is a configurable parameter,
which must be set experimentally. Using β = 0 would be equivalent to Jmim(Xk),
selecting features independently, while a larger value will place more emphasis on
reducing inter-feature dependencies. In experiments, Battiti found that β = 1 is often
optimal, though with no strong theory to explain why. The MIFS criterion focuses
on reducing redundancy; an alternative approach was proposed by Yang and Moody
(1999), and also later by Meyer et al. (2008) using the Joint Mutual Information
(JMI), to focus on increasing complementary information between features.

The JMI index for feature Xk is defined as:

Jjmi (Xk) =
∑

X j ∈S

I (Xk X j ; Y )
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This is the information between the targets and a joint random variable Xk X j, defined
by pairing the candidate Xk with each previously selected feature. The idea is that if
the candidate feature is complementary with existing features, it should be included.

2.2 Formation of Reduced Feature Vector

JMI algorithm arranges all the features according to decreasing order of their rel-
evance. We used cumulative insertion technique to find the number of important
features. The method used for finding the number of relevant features is given below:

Algorithm: To extract the important/relevant features
Create a feature vector consisting of the frequencies of 26 alphabets, 48 high frequent bigrams, and
36 high frequent trigrams of plain English.
Apply JMI technique to find the rank of all the 110 features according to decreasing order of their
relevance.
List of relevant features = φ.
For k = 1 to total number of features.
Select the most important feature from the list prioritized by JMI and delete it from the list.
Add this feature to the list of relevant features.
Train a three-layer ANN consisting of k number of neurons in input layer, 6 to 12 neurons in the
hidden layer and 2 neurons in the output layer.
Test the performance of the network on test data.
If the performance decreases, then stop.
In this way we found that out of 110 only 20 features are important, which are used for actual
classification.

3 Back-Propagation Learning-Based ANN

An Artificial Neural Network (ANN) is a mathematical model or computational
model that is inspired by the structure and/or functional aspects of biological neural
networks. A neural network consists of an interconnected group of artificial neu-
rons, and it processes information using a connectionist approach to computation
[8] (Fig. 1).

Standard back-propagation is a gradient descent algorithm, in which the network
weights are moved along the negative of the gradient of the performance function.
The term back-propagation refers to the manner in which the gradient is computed
for nonlinear multilayer networks. Properly trained back-propagation networks tend
to give reasonable answers when presented with inputs that they have never seen.
Typically, a new input leads to an output similar to the correct output for input vectors
used in training that are similar to the new input being presented. This generalization
property makes it possible to train a network on a representative set of input/target
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pairs and get good results without training the network on all possible input/output
pairs.

The reduced feature vectors (feature vector consisting of relevant/important fea-
tures) ranked by JMI algorithm are used as input for training and weights were stored
which are used for classification of unknown text.

4 Results and Analysis

2,000 texts of English, 1,000 texts of close to English, 1,000 texts of pseudo Random,
and 1,000 texts of true random, each of length 500 characters, were created. Out
of these 5,000 text samples 70 % of each category was used for training and the
remaining 30 % was used for testing the neural network.

For each of the texts the feature vector of size 110 consisting of frequencies of 26
alphabets (A to Z), frequencies of 48 high frequent English bigrams (TH, IN, ER,
RE, AN, HE, AR, EN, TI, TE, AT, ON, HA, OU, IT, ES, ST, OR, NT, HI, EA, VE,
CO, DE, RA, RO, LI, RI, IO, LE, ND, MA, SE, AL, IC, FO, IL, NE, LA, TA, EL,
ME, EC, IS, DI, SI, CA, UN) and frequencies of 36 high frequent English trigrams
(THE, ING, AND, ION, ENT, FOR, TIO, ERE, HER, ATE, VER, TER, THA, ATI
HAT, ERS, HIS, RES, ILL, ARE, CON, NCE, ALL, EVE, ITH, TED, AIN, EST,
MAN, RED, THI, IVE, REA, WIT, ONS, ESS), were formed.

JMI algorithm ranked these features in decreasing order of their relevance. A
reduced list of features (list containing only the relevant features) is formed by adding
one by one the most important feature from the ranked relevance list of features, and
used as input vector to train a three-layer neural network. Performance of the network
with increase in number of features is shown in Fig. 2.

It is clear from Fig. 2 that out of 110 features only 20 are the relevant features.
Therefore a reduced feature vector of size 20 was created for all the texts. A three-
layer neural network with 20 input neurons, 10 hidden neurons, and 2 output neurons
was trained with the training data. The weights after training were stored in a file.

Fig. 1 Feed-forward neural
network
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Fig. 2 Number of features
versus identification perfor-
mance
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Table 1 Performance
analysis

Text type Classification score
Training data (%) Testing data (%)

Plain english 96.6 93.4
Close to english 88.9 82.7
Pseudo random 97.1 96.2
True random 99.3 98.7

Network of the same architecture and stored weights was used to test all the test
samples. The performance of the network is shown in Table 1.

After a certain value of mean square error (over training) the performance of the
network degrades. The neural network is more than 96 % classification score achiever
when it is used to classify plain English text versus pseudo random or true random
text.

5 Conclusion

Online identification of plain text is very important for the analysis of communication.
Relevant features improve the performance of a classifier. Joint Mutual Information-
based approach for ranking the features is very effective. We have used cumulative
addition approach to extract the optimal number of relevant features. Using the
relevant features, back-propagation neural network recognize English plain text very
accurately and efficiently.
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Novel Approach to Predict Promoter Region
Based on Short Range Interaction Between
DNA Sequences

Arul Mugilan and Abraham Nartey

Abstract Genomic studies have become one of the useful aspects of Bioinformatics
since it provides important information about an organism’s genome once it has
been sequenced. Gene finding and promoter predictions are common strategies used
in modern Bioinformatics which helps in the provision of an organism’s genomic
information. Many works has been carried out on promoter prediction by various
scientists and therefore many prediction tools are available. However, there is a
high demand for novel prediction tools due to low level of prediction accuracy and
sensitivity which are the important features of a good prediction tool. In this paper, we
have developed the new algorithm Novel Approach to Promoter Prediction (NAPPR)
to predict eukaryotic promoter region using the python programming, which can meet
today’s demand to some extent. We have developed the parameters for Singlet (41)
to nanoplets (49) in analyzing short range interactions between the four nucleotide
bases in DNA sequences. Using this parameters NAPPR tool was developed to predict
promoters with high level of Accuracy, Sensitivity and Specificity after comparing it
with other known prediction tools. An Accuracy of 74 % and Specificity of 78 % was
achieved after testing it on test sequences from the EPD database. The length of DNA
sequence used as input has no limit and can therefore be used to predict promoters
even in the whole human genome. At the end, it was found out that NAPPR can
predict eukaryotic promoter with high level of accuracy and sensitivity.
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promoter region

1 Introduction

Promoters are responsible for the transcription regulation of the gene downstream
of it. This is because, specific conserved pattern of nucleotides known as motifs are
present in this promoter regions. Transcriptional factors therefore recognize these
motifs and bind it to initiate the transcription of genes. Three distinguishing parts
of the promoter region can be identified, namely; the Core promoter, the Proximal
promoter and the Distal promoter. The part which contains the sequence necessary
to bind transcription factors is the Core promoter [1]. This part mainly contains the
transcription start site, the binding site for RNA polymerase and a conserved sequence
region which binds with transcription factors. Different organisms have different
genomic DNA contents and there is also a variation between the coding and non-
coding genomes among them. Only small portion of the human genome for instance
is coding whereas larger percentage (98 %) is non-coding [2]. The coding region has
two boundaries at each end, it is bounded at the 5≥ end by a start codon and 3≥ end
by a stop codon [3]. Non-coding region describes the components of an organism’s
DNA sequence that do not encode protein sequences. Though some DNA sequences
are coded or transcribed but by the virtue of the fact that they do not encode protein,
they classified as non-coding sequence. Transcriptional and translational regulations
of the coding sequences are carried out by these non-coding DNA sequences. Human
Genome Project has the list of all human genes fully annotated to improve biomedical
research [4]. The outcome of this project has served a tremendous improvement in
the field of biology [5]. The result of this project was made available to the public
through databases and publications of which scientists can easily get access to it to
carry out further projects. These databases come in different categories, from genes,
Nucleotide sequences, promoters and through coding and non-coding regions of the
genomic DNA.

The Frequency Distribution Analysed Feature Selection Algorithm (FDAFSA), in
which the frequency of hexamers (adjacent triplet pairs) in a dataset are considered.
The second approach is the Random Triplet Pair Feature Selecting Genetic Algorithm
(RTPFSGA), where the genetic algorithm to find random triplet pairs (RTPs), that is
non-adjacent triplets [6]. This method was used because it has been proven in previous
researches that the distributions of triplet frequencies are very useful in serving
as codons which play an important role in the protein’s biological functionality
[7, 8]. Based on four scoring criteria, genetic algorithm was developed for predicting
the operon [9]. Furthermore, there are Neural Network Promoter Prediction tool and
Promoter Scan. NNPP promoter prediction tool is a promoter prediction tool that uses
artificial neural network in predicting promoters. It uses a time-delay architecture
method to analyze the compositional and structural properties of promoter sequence
[10]. Another prediction tool, Promoter scan (PROSCAN v1.7) is also showing a low
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level of accuracy and specificity. It is a program that uses a weighted matrix for scoring
a TATA box related sequence. It was built by using the densities of a transcription
binding sites to derive a ratio between promoter and non-promoter sequence [11].
Even though a lot of works have been done on promoter predictions, there is a need
to improve upon the accuracy and sensitivity of these prediction tools. There are
numerous prediction tools available but their level of accuracy and specificity is
low. In this research, a new promoter prediction algorithm has been introduced for
eukaryotic promoter sequence known as the Novel Approach to Promoter Prediction
(NAPPR).

2 Method of Promoter Prediction

2.1 Description of the Databases

We have collected 9710 (Last updated on 02 Mar. 2012) Eukaryotic promoter
sequences from the Eukaryotic Promoter Database [12]. We have used 9700 pro-
moters region (training set) for the preparation of parameters and randomly selected
10 promoter regions (test set) as the input sequences (not included in the training
set). Python programming was used to count numbers of singlet (41), doublets (42),
triplets (43), tetraplets (44), pentaplets (45), hexaplets (46), heptaplets (47), octaplets
(48) and nanoplets (49) from the above dataset (9700).

2.2 Statistical Analysis

The observed frequency values from the various observed count (singlet to nanoplets)
were computed using the formula below [13, 14].

P (x) =
∑

Ni(x)
∑

Y i

where X = individual nucleotide bases (acgt) for singlet, two consecutive bases
(aa, ac….gg) for doublet ……. nine consecutive bases (aaaaaaaaa, aaaaaaaac………
ggggggggg) for nanoplets.

Ni = Number of count for x in the i th promoter sequence
Y i = Total number of nucleotide bases.
i varies from 1 to 9700.

Theoretical estimate for the nucleotide bases were calculated based on the singlet
frequency of occurrence.

P (xy) = P (x) × P (y)
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P(x) is the frequency of occurrence of singlet x
P(y) is the frequency of occurrence of singlet y.

Based on the above formula, we have calculated theoretical values up to nanoplets.
The chi square value for nucleotide sequence singlet to nanoplets is calculated as
follows

χ2 (x) = (Pobserved(x) − Ptheoretical(x))2 /Ptheoretical(x)

If the observed value is greater than theoretical value, chi square value is assigned
as positive (preferential selection) else it is negative (non-preferential selection) [13].
The chi square value are normalized by the below formula

Normalized value (N) = Xi − σ

ω − σ
.

where Xi is the chi square value for i th DNA base (i = a to g for singlet, aa to gg
for doublets ….. aaaaaaaaa to ggggggggg for nanoplet) is to be normalized,

σ is the minimum value occurring within the group
ω is the maximum value occurring within the group [15].

Based on the above normalized value, we have developed the Normalized predic-
tion parameter (NPP) for singlet, doublets, triplets, tetraplets, pentaplets, hexaplets,
heptaplets, octaplets and nanoplets (41–49).

2.3 Positional Score Value

We have collected the test set (10) nucleotide sequence which has 2600 nucleotide
length. The above test set was calculated starting from −1491 to 1092 from the
promoter region. We have subtracted 992 nucleotides from each side, the expected
promoter region is −499(991)–100(1591). Positional score value (PSV) has been
determined for each nucleotide base in a test set promoter sequence and the region
that shows the highest PSV’s were predicted as the promoter region. A python pro-
gram was written to associate the possible sequence with their respective frequency
parameters. The PSV was counted along the entire length of the promoter sequence
starting from the 9th position to the 2,590th position. Taking one nucleotide into
account, the positional score value was calculated for all possible short-range inter-
action from singlet (41) to nanoplets (49). This is represented in the Table 1. An
average score value of 0.5 was used as the minimum threshold value. Any PSV
which is below this average value is considered as not predicted and values greater
or equal to it is considered as predicted.
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Table 1 A table showing
manual calculation of PSV
along a promoter sequence

TGTTATCTTTGCTTTTCT

SRI(T) F
Singlet T 0.16166
Doublet TT 0.32332

TT 0.32332
Triplet CTT 0.31486

TTT 0.39708
TTG 0.20395

Tetraplet TCTT 0.28753
CTTT 0.35425
TTTG 0.27641
TTGC 0.21244

Pentaplet ATCTT 0.09707
TCTTT 0.22329
CTTTG 0.18753
TTTGC 0.16021
TTGCT 0.15619

Hexaplet TATCTT 0.04444
ATCTTT 0.08481
TCTTTG 0.11645
CTTTGC 0.12775
TTTGCT 0.12302
TTGCTT 0.10790

Heptaplet TTATCTT 0.03169
TATCTTT 0.03334
ATCTTTG 0.04186
TCTTTGC 0.05681
CTTTGCT 0.06638
TTTGCTT 0.07236
TTGCTTT 0.07879

Octaplet GTTATCTT 0.00645
TTATCTTT 0.01752
TATCTTTG 0.01188
ATCTTTGC 0.01390
TCTTTGCT 0.02075
CTTTGCTT 0.02256
TTTGCTTT 0.04471
TTGCTTTT 0.04250

Nanoplet TGTTATCTT 0.00324
GTTATCTTT 0.00324
TTATCTTTG 0.00424
TATCTTTGC 0.00349
ATCTTTGCT 0.00474
TCTTTGCTT 0.00648
CTTTGCTTT 0.01122
TTTGCTTTT 0.02592
TTGCTTTTC 0.01745
PSV(T) 4.05256
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Fig. 1 A sketch of graph
showing the positions of TP,
FP, TN and FN for a prediction
tool
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2.4 Method to Calculate Accuracy of Prediction

We have considered whether this predicted nucleotide is found in the Expected Pro-
moter Region (EPR) or outside the region. The expected promoter region is the known
promoter region as in the Eukaryotic Promoter Database. Any PSV found within the
EPR which is greater or equal to the average PSV for the entire sequence was counted
and recorded as number of True Positive (TP) whiles the PSV less than the average
PSV for the entire sequence is also counted and recorded as False Positives (FP).
Also, any PSV found outside the EPR which is greater or equal to the average PSV
for the sequence is counted and recorded as False Negative (FN) whereas the PSV
outside the EPR which are less than the average PSV for the sequence were also
counted and recorded as True Negative (TN). These counting values were used to
calculate for the accuracy (ACC), sensitivity (SN) and specificity (SP) for the NAPPR
prediction tool. This is shown in Fig. 1.

The sequences used in our test set were submitted to the NNPP version 2.2. The
minimum promoter score was set to 0.5 and all the 10 sequences were predicted.
The results were then computed for true-positive and false-negative analysis in order
to obtain the sensitivity, specificity and accuracy. For the comparative analysis we
have submitted our test sequences to the web server promoter scan version 1.7 for
prediction. It was able to predict only 7 out of 10 test sequences submitted. The
results were then analyzed.

3 Prediction of Promoter Region

The test set DNA sequences were run on the following promoter sequences from
the EPD; [A2LD1], [H3F3AP1], [N6AMT2], [S100PBP], [SAMD12], [C10orf188],
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Positions of the input sequence

P 

S 

V 

Fig. 2 Prediction of promoter region using NAPPR of H3F3AP1 gene

[CCDC51], [RAB11B], [P2RX69] and [WBP11]. Our NAPPR method is used to
predict the promoter region within the above named promoter sequences. This is
to test whether the proposed NAPPR method will be able to identify the promoter
region with high level of accuracy and specificity. Figure 2 shows the outcomes of
the predicted result of H3F3AP1. Position number 991–1591 has the experimental
predicted area for promoter region. Figure 2 show that our method (NAPPR) also
prepares the above promoter region.

The evaluation is then made of the number of true positives (TP), where the length
and end sequence positions are correctly predicted, and the number of over-predicted
positioned prediction or false positives (FP), True Negative (TN), under-predicted
residues as misses or false-negative (FN) predictions. The following Accuracy cal-
culations [16] are used:

1. The sensitivity of the method SN is given by true positives/actual Positives =
TP/ (TP + FN).

2. The specificity by SP = true negatives/actual negatives which is; TN/(TN + FP).
3. Accuracy ACC = (TP+TN)

/
(TP+TN+FP+FN).

4 Analysis of Promoter Prediction

According to our method, good prediction accuracy was achieved. Looking at it
individually from Table 2, test sequence 2 (H3F3AP1) recorded the highest accuracy
of 79 % followed by test set 5, 6 and 7 (SAMD12,C10orf18&CCDC51) of 77 %
accuracy. However, test set 9 (P2RX69), predicted with the least accuracy of 61 %
of which on the average prediction was lowered to 74 % accuracy.
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Table 2 A table showing true-positive and true-negative calculations of the NAPPR method

SN Promoter ID TP FP TN FN SN SP ACC

1 A2LD1 41 559 1941 51 0.45 0.78 0.76
2 H3F3AP1 56 544 1979 13 0.81 0.78 0.79
3 N6AMT2 173 427 1788 204 0.46 0.81 0.76
4 S100PBP 126 474 1765 227 0.36 0.79 0.73
5 SAMD12 67 533 1919 73 0.48 0.78 0.77
6 C10orf188 48 552 1945 47 0.51 0.78 0.77
7 CCDC51 22 578 1964 28 0.44 0.77 0.77
8 RAB11B 13 587 1917 75 0.15 0.77 0.74
9 P2RX69 175 425 1403 589 0.23 0.77 0.61
10 WBP11 76 524 1782 210 0.27 0.77 0.72
** AVERAGE 80 520 1840 152 0.41 0.78 0.74

Furthermore, looking at the number of TP in test set 2 (H3F3AP1), predicted
only 56 out 600 PP values and also it predicted the highest number of true negatives
leading to the least false positive prediction (13) which all contributed to the high
accuracy level for that sequence.

High numbers of false negatives predicted in test set 9 were due to single sequence
repeat (SSR) of the nucleotide Adenine. This is because the stability of the DNA
sequence is affected by SSRs depending of the length of repeat. There is also high
mutation (deletion or insertion) in GC rich repeats [17, 18]. It consist of (13, 16) nt
repeats from the position of (229–241, 541–555) respectively which are all outside the
EPR therefore biasing the result. This bias was due to the fact that, our program was
trained to predict short-range interactions between four different nucleotides which
were not present in this region and hence it has nothing to predict. Also high PSV
recorded can be interpreted as over prediction of SSRs of a given type of nucleotide
and length since this type of repeats might have been over represented [19]. This kind
of finding may be helpful in understanding the influence of SSRs and their effects
on gene or promoter prediction. From this it was found out that when a particular
region of the DNA sequence is made up of more than 10 nt SSR, the program cannot
predict any useful short-range-interaction between the nucleotides. Notwithstanding,
high number of TPs recorded were due to the high number of C and G nucleotides
present in the EPR. This was confirmed in the normalized frequency values used
in the parameters. The frequency for A, C, G and T were 0.2032, 0.2019, 0.2942
and 0.3007 respectively which confirm the high percentage of CpG islands in the
promoter region [20, 21]. Based on this we expected the PSV to be very high within
the EPR.

Figure 3 shows the comparison between PROMOTER SCAN, NNPP and NAPPR
prediction tools. Now looking at the figure, promoter scan showed the highest level of
sensitivity among the three prediction tools followed by our method, the NAPPR and
the least sensitive is the NNPP prediction tool. Also comparing in terms of the rate of
negative prediction, the NNPP showed the highest rate of negative predictions. Finally
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Fig. 3 Comparison between
PROMOTER SCAN, NNPP
and NAPPR

looking at the accuracy which is the most important feature of a good prediction tool,
our method (NAPPR) has the highest level of accuracy followed by the NNPP and
the least is the Promoter scan. Therefore despite the fact that promoter scan is more
sensitive in prediction the level of accuracy is very low. Furthermore, the NNPP also
is less sensitive and has the highest rate of negative prediction with medium level of
accuracy and this does not qualify it as a good prediction tool.

5 Conclusion

Finally, NAPPR, the newly introduced prediction tool has the highest level of accu-
racy and medium level of both sensitivity and specificity and these qualities makes
it an outstanding among the three methods compared. It can therefore be highly rec-
ommended to biologist as the most efficient and most reliable prediction tool. There
has been a major achievement in this project that, the NAPPR method can predict
with high level of accuracy and sensitivity.
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Abstract There has been continuously arising demand for more computational
power and is increasing day by day. A lot of new and adaptable technologies are
coming forth to meet the user requirements, e.g., include clusters, grids, clouds and
so on each having advantages and disadvantages providing computation, resources,
or services. The problem arising is that for large computation many participating
entities in the decision system are required and thereby more power is consumed.
This paper focuses on minimizing the computation power required by the task (com-
putation task or problem statement) especially in homogeneous systems here we are
calling it as a Decision System which require some form of data (may be structured)
along with the problem statement and thus proving to be a green computing envi-
ronment (reducing use of hazardous things and maximizing the energy efficiency).
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1 Introduction

As we all know the demand for computing is increasing day by day, i.e., because the
data is becoming more and more complex along with its availability. To achieve the
task may require more and more computational power along with other resources.
These days the scenario is quite common and more and more technologies have been
adopted so far.

Major focus is on adopting Green IT or green computing methodologies in order to
make our planet green. The main aim of Green Computing is to utilize the resources
effectively and efficiently while maintaining the overall performance of the system.
Intending to achieve the 3R’s- (reduce, recycle, and reuse) goal of Green Computing
measures are being taken. Recent studies have shown that the usage of compute-
power exceeds 50 % of that of total energy cost of the organization. The unnecessary
usage of the computation power leads to energy wastage. For utilizing energy more
efficiently and effectively, its wastage needs to be minimized.

Apart from implementation in homogeneous system, current technologies like
Cloud Computing and Grid Computing are continuously on the search of new mea-
sures and techniques that can be worked upon the heterogeneous platforms and
architectures too. Eco-friendly methodologies in relation with Green IT are on the
verge to bring upon new technologies that can lesser the hazardous effect made to
the planet and thus enforcing them onto the current scenario. The compute power
reduction certainly reduces the unnecessary energy consumption leading its usage in
other important tasks, such that energy can be utilized effectively without its wastage.

2 Related Work

Prior work has been done toward enhancing the overall performance in pub-
lish/subscribe systems. These approaches, however, were further manipulated and
improved with the proposal of a 3-phase scheme in order to reconfigure the pub-
lish/subscribe systems along with the experimentation on a cluster test bed and a
high performance computing platform. The algorithm phase 1 gathers performance
information from the network followed by phase 2 in which the subscriptions were
allocated using the information gathered and the last phase place them onto the newly
built broker overlay with the relocation algorithm GRAPE [1–3].

Another contribution related to grid project, focused on the energy efficient
aspect of desktop-grid computing: the Green Desktop grid, as a task of the EUFP7
DEGISCO project, the primary motivation was to optimize the compute unit energy
specific consumption while avoiding the usage of energy intensive air-condition
[4, 5].

Irrespective of the earlier searches made to reduce the compute-power wastage;
steps are being taken to develop such systems that can operate so efficiently leading to
utilization of the energy in the environment. As with respect to the earlier work done,
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the paper focuses on homogenous system providing measures so that the computation
power usage can be minimized to such an extent to optimize the energy effectively
and efficiently within the environment. Its implementation includes approach via
Rough Set Theory following certain data mining techniques leading to the algorithm
implementation

3 Proposed Work

In this paper, we proposed an adaptive functionality to facilitate green computing
in the homogenous network. To accomplish this, present techniques of Data Mining
are utilized: Classification algorithms, Discretization, Rough Set Theory concepts,
etc., that proved to be quite effective in implementation.

3.1 Problem Description

Suppose a large complex problem need to be solved requiring huge computation, the
problem statement consists of a large database or the input in any other form may
be in the form of structured data, etc. A brief module of the system is pictorially
represented below:

Figure 1 show how a task is given to the system along with the data values. We
know generally whenever a large and complex task is to be achieved it requires very
large processing on the data and data sets. Afterward, the processing on the data
is performed. This requires high powered system to work continuously for several
hours and can carry for moreover days. This certainly increases the cost of electric
consumption and makes temperature of the room or the organization high.

 

Data 

Problem statement 

Input  

Server 

  Clients 

Decision System 
Eg. Cluster 

Fig. 1 A brief overview of the system
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Sometimes, it happens that if there are 150 participating systems in our complex
environment, it might be possible that 30 or 40 among all finishes the task within an
hour of the given assignment, other 20 or 30 in the next 1 h, and so on. In general,
these may have variation among them. However, if a task is assigned to 150 systems,
they are all busy according to the server. But, actually the systems have finished
the task, produced the output and are free. The objective of this paper focuses on
reducing the amount of hours required on the processing time first, afterwards on
saving the electricity measures.

The scenario taken in Fig. 1 is that of a generalized client-server approach which
generally follows TCP protocol for the communication. The server may be any entity
that holds the responsibilities of the clients and handling of the data with the problem
statement in the system. In general, it is the first interaction to the system of the server
along with performing general duties like load balancing, etc., in that specified region
or portion. When the server has the task and the data, it processes the following steps:

The approach followed to simplify the problem is normally applied in relevance
to the Rough Set Theory-based technique combining feature extraction and mining
process through classification, Dimensionality Reduction, and Discretization. The
tables in Rough set theory are termed as “Information Systems”, naming rows as
“objects” and columns as “attributes” shown as: À = (U, A), where U is a non-
empty finite set of objects called the “universe” and A is a non-empty finite set of
“attributes” such that a : U ≥ Va for every a CA. The set Va is called the value set
of a.

The data provided is minimized applying methods and techniques such that the
resulted data set, i.e., “Reduct set” is having the same meaning as that of the original
data. Applications of Rough Set Theory include Decision Support systems, Knowl-
edge Discovery, medicine, finance, data mining, etc., as described in [5] that leads
to the less power consumption and efficient usage.

In Discretization, various methods are applied on the continuous data to get the
discretized data. The approach of rough set theory is mainly unable to tackle the
continuous data. Thus, new techniques of Discretization were implemented. Some
of them are: Boolean Reasoning, Equal Frequency Binning, and Entropy, etc. Now-
a-days, it is widely used for obtaining the minimal set of attributes from the dataset
following the supervised learning techniques [5].

In Data Mining, Dimensionality Reduction can be further divided into two parts:
Feature Selection and Feature Extraction. The dataset available is highly dimen-
sional. Principal Component Analysis (PCA) is one of the techniques of Feature
Extraction. Thus, implementing any of these techniques on the given input dataset
(structured) results into the reduced dataset that enable green computing facilities
in the homogeneous environment which when followed by the trigger leads to the
saving of computational power. Here, combination of all these techniques has been
applied.

A generalized approach is shown in the flowchart in Fig. 2. It may be applied
recursively to the system if there are certain changes in between the processing. The
Fig. 2 shows the process of creation of reduct sets with relevance to the attribute
selection process. The reduct set attributes when created are processed inside the
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system. After the sets and all attributes have been clarified from the mining techniques
and the processing has been done on the new refined attribute sets, reduced and refined
data is obtained. Hence, the computation task is shrinked to a very large extent and
thus less time is consumed in producing the desired output.

An algorithmic approach to the Fig. 2 is shown below:
Steps with explanation to algorithm

0: Consider a decision system of a server and associated entities or clients in the
network. Where s = server and C = {c1,c2, ……….., cn} are the clients on the
decision system, n stands for total number. Input is the problem statement P and
the data values D.

1: Server performs steps 2–5, 7 , 8
2: Scan the Attributes of the data set in the decision system. And the problem state-

ment, Total data set D = {x1, x2, x3, x4………….xn} where n stands for total
no of attribute in the system.

Data Input and Problem Statement

Pre-processing

Feature Extraction

Data Modeling (Simplification 
of problem statement into smaller problem) 

Result
Trigger (t) =1

Processing

T=0 and 
subtask =0

CLIENT 1

t=0,when finished
Y

SERVER

Fig. 2 Processing approach followed by task reduction step
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Step 0: C {c1, c2,………..cn},t = 0
Step 2: D {x1, x2, x3, x4………….xn}
Step 3: R { x1 ,x2,x3…………….xm} where m <n
Step 4: P = { p1, p2, p3, p4…………pn}
Step 6: while(i = 1 to n)
{
While(t = 1){
Ci [i] = Pi
If(Pi ?D j ) {
Ci [i] = Pi + D j }
If(Pi = 0) \\ refers to client finished its task
{
Step 6: T = 0;
Step 7: Shutdown();
}}
Step 8: if(p1......n ≤= 0)
For(c = 1 to n)
{ if (state= shutdown or pi = 0)
{ wakeup();
Ci = Pi
Goto 6; }}

3: Apply the rough set-based approach to calculate the reduct set R = { x1,x2,x3
. . . . . . . . . . . . . . . .xm} where m <n.

4: Divide the problem into sub problems P ={p1, p2, p3, p4…………pn} where
p1, p2, p3, p4…………pn are the sub problem of the main problem.

5: Distribute p1, p2, p3, p4…………pn among clients c1, c2,………..cn with the
data set R={x1, x2, x3................xm}, and each client trigger value is set to 0
(t =0)on which task has been assigned. If any data value is required by the
processing side it is given as value of the data D j means at particular position j
in data set.

6: after the clients finishes its operation it puts the trigger value as 1, t = 0, (Done
by the client).

7: Server on seeing the trigger value as 1 take results from clients and initiates the
remote shutdown procedure for the client and puts trigger value as t =1.

8: If the server needs the client again it initiates the remote wakeup procedure puts
trigger t = 1 and assigns the task.

A. Description:
After the new reduced task is received by the server it is then further subdivided

into smaller subtasks and is distributed among the server subentities in the system
and leads to a more precise decision system. After the subtasks have been created by
the server side, it just follows either of the mechanisms given.

Mechanism 1: if it follows a general TCP for the communication, the general
packet format as described in the RFC 793.

For this type of environment, we can modify TCP protocol. As we know that,
some bits after Data offset values, i.e., from 3 to 9 bits are reserved for future use,
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We can take 1 bit for the notification purpose for notifying the server and the clients
in general. Thus, we can use 1 if the work is been assigned to the client by the server.
After the processing, the client put the value back to 0. So, in this way, the server
come to know whether the client or a particular entity has finished its task. After
the server has the information, it initiates remote shut down procedure and the entity
or the client move to the shutdown mode. Suppose, after the server has finished all
the tasks, if it gets a new task and if client is needed to initiate the remote wakeup
procedure, it again come to live and perform several activities. Similarly, in IP-based
communication we can further add a trigger bit at the end of the datagram packet.
Adding 1 bit does not modify the whole packet format.

Mechanism 2: A trigger is a form of the small code segment appended with the
data at the end. When it starts processing its value is set to 1 and when the client
finishes the task it puts the trigger value to 0. The results and the trigger value is
sent to the server. On receiving the trigger and results value, server initiates the
remote shutdown of the client system. If further action is requested by the same
client again the trigger value for the intended client is set to 0 and the remote wakeup
procedure is initiated for the intended client. Thus, leads to the preservation of overall
computational power and electricity.

A scenario illustrates the processing problem, suppose an organization wishes to
set up a new Enterprise between Delhi and New York and want to build six offices
in between them, also connecting these offices. For this, they need to set up research
and development laboratories. Thus, enquiring about the whole situation at different
locations is required. The input to the problem statement in terms of data is quite
huge. They have to gather information regarding every perspective including the
policies, the climate, man power, cost, competition, etc., at different regions.

A simple program illustrates the problem further and provides the remedial solu-
tion to the problem. Consider a tcp connection established between the client and
server the server and the clients are interacting through concurrent mechanism which
defines that several clients can establish the connection to a single server. We are now
writing the full code here the server takes the input from the client means whatever
we write on the client is to be written on the server side too.

In this set of programs, we can call as much clients as we can; provided the
port number should be same. We use a general approach that whatever we write

Fig. 3 Showing implementation part
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Server code:
…newsockfd = accept(sockfd,(struct sockaddr *) &cli_addr,&clilen);
if (newsockfd < 0)
error("ERROR on accept");
bzero(buffer,256);
n = read(newsockfd,buffer,255);
if (n < 0) error("ERROR reading from socket");
printf("Here is the message: %s\n",buffer);
n = write(newsockfd,"I got your message",18);
if (n < 0) error("ERROR writing to socket");
close(newsockfd);
close(sockfd);
return 0;
}

Client’s code:
….if (connect(sockfd,(struct sockaddr *) &serv_addr,sizeof(serv_addr)) < 0)
error("ERROR connecting");
printf("Please enter the message: ");
bzero(buffer,256);
fgets(buffer,255,stdin);
n= write(sockfd,buffer,strlen(buffer));
if (n < 0)
error("ERROR writing to socket");
bzero(buffer,256);
n = read(sockfd,buffer,255);
if (n < 0)
error("ERROR reading from socket");
printf("%s\n",buffer);
close(sockfd);
return 0;
}

on particular client is wrote remotely on the server side uses buffer concept for
writing values. This Buffer will act as a semaphore or trigger in this case. But for
large processing, a client will wait for the response from user side. In this type of
programs, e.g., chat server for eco computing we need to save energy to much extent
so whenever the client remains idle for few minutes it is automatically shut down and
wakeup whenever required we can use a trigger as in case of this concept. Although
we take example of client server here but the same applies to the large computation
task whose data sets is first been reduced and afterwards the Eco computation facility
is been provided in the system.

A screenshot of the applied mechanism is as shown below (Fig. 3).
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4 Conclusion

This paper presented focuses on providing various methodologies to facilitate the
green computing scenario using some of the known techniques of Data Mining on
the provided dataset. Through this we are able to produce the desired results with a
really good rate and make our environment quite green and reduce the environmental
hazards caused to it by the unnecessary wastage of computational power with extra
consumption of electricity too.
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A Comparative Study of Performance
of Different Window Functions
for Speech Enhancement

A. R. Verma, R. K. Singh and A. Kumar

Abstract In this paper, a speech enhancement technique proposed by Soon and Koh
is examined and improved by exploiting different window functions for preprocessing
of speech signals. In this method, instead of using two-dimensional (2-D) discrete
Fourier transform (DFT), discrete cosine transform (DCT) is employed with a hybrid
filter based on one-dimensional (1-D) Wiener filter with the 2-D Wiener filter. A
comparative study of performance of different window functions such as Hanning,
Hamming, Blackman, Kaiser, Cosh, and Exponential windows has been made. When
compared, Cosh window gives the best performance than all other known window
functions.

Keywords Cosh · Kaiser · Exponential · Hybrid filter · Wiener filter

1 Introduction

An explosive advances in recent years in the field of digital computing have pro-
vided a remarkable progress to the field of speech processing such as voice com-
munication and voice recognition [1]. The presence of background noise in speech
significantly reduces the intelligibility of speech as degrades the performance of the
speech processing systems [1–3]. In early stage of research, many algorithms [4–7]
were developed to suppress background noise and improve the perceptual quality
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of speech. These methods were developed with some perceptual constraints placed
on noise and speech signals. They involve simple signal processing and some of the
speech signal is distorted during enhancement process. Hence, these techniques have
a tradeoff between amount of noise removal and speech distortions which was intro-
duced because of processing of speech signal. In the past two decades, a substantial
progress has been made in the field of speech processing. So far, several efficient
speech enhancement techniques such as spectral subtraction, minimum mean-square
error (MMSE) estimation, Wiener filtering (linear MMSE), and Kalman filtering and
subspace methods have been reported in literature [6–8]. Most commonly exploited
technique is the spectral subtraction method as it is relatively easy to understand
and implement [8, 9]. This technique requires only DFT of noisy signal, applica-
tion of gain function, the inverse DFT and based on minimal assumption of signal
and noise. Therefore, many researchers [5, 6] have used this basic spectral subtrac-
tion technique and have developed several algorithms for speech enhancement. In
all these algorithms, the basic technique varies subtraction of the noise spectrum
over the entire speech spectrum. Then, wiener gain function or Wiener filtering has
been employed for speech enhancement [8, 9]. Thereon, many techniques based on
MMSE estimation have been proposed for the speech enhancement. In these tech-
niques, an optimal MMSE and short-time spectral amplitude estimator (STSA) for
speech enhancement was introduced [5]. To estimate clean speech, the short time
Fourier coefficients for continuous frame which is independent Gaussian variables
of noisy speech are statistically modeled. The authors in [10] have proposed a speech
enhancement technique based on adaptive filtering such as Kalman filtering, while
in [11, 12], the subspace method has been used for speech enhancement. Recently,
several new techniques [12–15] have been developed for speech enhancement.

Speech signal is quasi-stationary in nature and possible to observe it is by in
segments. Therefore, speech signal is divided into frame block. To maintain order
of continuity of first and last frame, every frame is multiply by a window function
to avoid discontinuities between frames. Hamming window is most commonly used
for windowing of the speech signal [5–8]. This window function gives fairly good
frequency resolution as compared to other window functions. However, in speech
processing, one more important spectral parameter, called side lobe roll-off ratio (S)
is more essential as compared to other spectral characteristics of window function
[16–19]. For the speech applications, higher side lobe ratio is required. Therefore, to
improve the spectral characteristics, many window functions have been developed
such as Kaiser, Saramaki, Cosh, and Exponential [16–19]. In above context, therefore,
in this paper, an improved method based on DCT for speech enhancement using
different window functions is presented from slight modification in Soon and Koh
algorithm [7].
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2 Overview of Different Windows

Window functions are widely used in digital signal processing for various applica-
tions of signal analysis [16–19]. A window is time-domain weighting function. In
speech processing, because of quasi-periodic in nature and possible to observe this,
a speech signal is segmented into different frames. To maintain order of continuity
of first and last frame, every frame is multiplied by a window function [5, 7]. The
performance of window function in different applications relies on the spectral char-
acteristics of a window. For example, in digital filter design and image processing,
the ripple ratio or main lobe to side lobe energy ratio (MSR) are more essential as
compared to the side lobe roll-off ratio, while in speech processing, the side lobe
roll-off ratio is more important [16–19].

In literature, a window function has been categorized in two ways: fixed length
window and adjustable length window. In fixed length window, only window length
controls the window’s main lobe width. In the adjustable windows, in addition to
the window length, the window shape parameter is also exploited for controlling
the spectral characteristics such as the main lobe width and ripple ratio [18]. The
authors in [18, 19] have developed new window functions, named as exponential and
Cosh windows which give better the side lobe roll-off ratio and also computationally
efficient. In this research, a comparative study of performance of different window
functions for speech enhancement is made. In this work, following window functions
are used:
Hamming Window: In 2-D, Hamming window is defined as

h( j, k) = (0.54 − 0.46 cos(
2π j

255
)) (0.54 − 0.46 cos(

2πk

15
)), (1)

for 0 ≥ j ≥ 255, 0 ≥ k ≥ 15)

Hanning Window: It is defined as

h( j, k) = 0.5(1 − cos(
2π j

255
))0.5(1 − cos(

2πk

15
)), for 0 ≥ j ≥ 255, 0 ≥ k ≥ 15

(2)
Blackman window: In 2-D, Blackman window is defined as

w(n) = (a0 − a1 cos(
2π j

255
) + a2 cos(

4π j

255
)) (a0 − a1 cos(

2πk

15
) − a2 cos(

4πk

15
))

(3)

for 0 ≥ j ≥ 255, 0 ≥ k ≥ 15

where,

a0 = 1 − α

2
, a1 = 1

2
and a2 = α

2
. (4)



996 A. R Verma et al.

In Eq. (3), α = 0.16.

Kaiser window: In DT domain, Kaiser Window is defined by [16]:

W (n) =

⎧

⎨

I0(α

⎩
1−(

2 j
255 −1)2)

I0(α)
× I0(α

⎩
1−( 2k

16 −1)2)

I0(α)
for 0 ≥ j ≥ 255 and 0 ≥ k ≥ 15

0 otherwise
(5)

where α is the adjustable parameter and I0(x) is the modified Bessel function of the
first kind of order zero which can be described by the power series expansion as

I0(x) = 1 +
≤∑

k=1

[
1

k! (
x

2
)k
⎛2

(6)

Exponential window: The authors in [17, 19] have used exponential function
instead of Bessel function, and introduced a new window, called Exponential window,
defined as

w(n) = e

⎝
α
↓

1−(1−(2 j/(255)))2
]

eα
× e

⎝
α
↓

1−(1−(2k/(15)))2
]

eα
for 0 ≥ j ≥ 255 and 0 ≥ k ≥ 15

(7)
where α is window shape parameter which controls ripple ratio. Exponential window
provides better side lobe roll-off ratio.
Cosh window: Cosh window is defined as [18, 20]

wc(n) =

⎧

⎨

cosh(αc

⎞

1−
⎠

2 j
255

⎭2
)

cosh(αc)
× cosh(αc

⎞

1−
⎠

2k
16

⎭2
)

cosh(αc)
for 0 ≥ j ≥ 255 and 0 ≥ k ≥ 15

0 otherwise
(8)

where, αc and N are the adjustable parameters to control the window spectrum in
terms of the ripple ratio and main lobe width.

3 DCT-Based Methodology for Speech Enhancement

The noise taken for speech enhancement is additive noise to model background noise
and both are uncorrelated. The additive noise model for speech is defined as

y(t) = x(t) + n(t) (9)

where, y (t) is the observed noisy speech, x (t) is the clean speech and n(t) additive
background noise. The observed speech signal is divided into overlapping frame
of 256 samples. The overlap taken between two consecutive frames is 75 %, which
means each frame is shifted by previous frame by 64 samples [7]. To maintain the
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order of continuity of first and last frame, every frame is multiplied by a window
function. The product of window and block is called as windowed speech block.
Then, 2-D DCT can be applied onto each windowed speech block. The forward 2-D
DCT of windowed speech block is defined as [21].

W (u, v) = αuαv

255∑

j=0

15∑

k=0

w( j, k) cos(
π(2m + 1)u

2M
) cos(

π(2n + 1)v

2N
), (10)

For 0 ≥ u ≥ M − 1 and 0 ≥ v ≥ N − 1

where,

αu =

⎧

⎨

1↓
M

, u = 0
⎩

2
M , 1 ≥ u ≥ M − 1

and αV =

⎧

⎨

1↓
M

, v = 0
⎩

2
M , 1 ≥ v ≥ M − 1

(11)

In Eq. (13), M and N are the row and column size. The inverse 2-D DCT can be
obtained with

w( j, k) =
M−1∑

u=0

N−1∑

v=0

α jαk W (u, v) cos(
π(2m + 1)

2M
) cos(

π(2n + 1)

2N
) (12)

where, 0 ≥ j ≥ M − 1 and 0 ≥ k ≥ N − 1. α j and αk are defined as

α j =

⎧

⎨

1↓
M

, j = 0
⎩

2
M , 1 ≥ j ≥ M − 1

and αk =

⎧

⎨

1↓
M

, k = 0
⎩

2
M , 1 ≥ k ≥ M − 1

(13)

4 Spectral Magnitude Subtraction

In this paper, 2-D speech enhancement technique given in [7] is modified using DCT
and different window functions. In Soon and Koh algorithm [7], 2-D DFT is employed
with magnitude spectral subtraction. In this method, magnitude of cosine transform
coefficients which is less than particular threshold is used. These coefficients depend
upon the expected noise magnitude [7]. Let “Y ” represents as transformed noisy

speech block and
∈
X represents enhanced speech block which is defined as

∣
∣
∣
∣

∈
X (u, v)

∣
∣
∣
∣ = max(|Y (u, v)| − E[|N (u, v)|], 0) (14)

where, E[|N (u, v)|] is the expected mean of noise and noisy phase θY (u, v) is repre-
sented by
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∈
X (u, v) =

∣
∣
∣
∣

∈
X (u, v)

∣
∣
∣
∣

exp(i θY (u, v)) (15)

Before taking inverse DCT, weaker coefficients can be combined with the noisy
phase. By applying inverse 2-D DCT, the enhanced speech block in the time domain
is obtained this equation.

x( j, k) =
M−1∑

u=0

N−1∑

v=0

α jαk
∈
X(u, v) cos(

π(2m + 1)

2M
) cos(

π(2n + 1)

2N
) (16)

Finally, enhanced speech is obtained by reversing the blocking and framing process
and is represented by this equation [12].

∈
x(t) = 0.25( fL( j) + fL−1( j + 64) + fL−2( j + 128) + fL−3( j + 192)) (17)

where,

L =
⌊

t

64

⌋
and j = t − 64L (18)

The hybrid filter not only shows 2-D wiener filter effect but also shows properties
of 1-D filter to remove additive audible noise. By averaging the coefficients within
the surrounding frame, the hybrid wiener filter shows correlation. Figure 1 shows a
block diagram of a hybrid filter for speech enhancement using DCT [7]. Equation 17
shows standard wiener filter equation. The power and noise in the cleaned speech is
being known for the construction of 1-D wiener filter and it is defined as.

W1D(u, v) = ξ(u, v)

ξ(u, v) + 1
(19)

where, a-priori SNR is represented by

ξ(u, v) = E
[
X (u, v)2

]

λN E[·] (20)

and λN = E
[
N (u, v)2

]
is the noisy expected mean. Priori SNR is nothing, but

combination of posterior SNR and previous frame enhanced spectrum. In this work,
value of λN is assumed to be known because during the pauses period in the speech
signal, the background noise is easily estimated. The value of E

[
N (u, v)2

]
is not

known and should be estimated.

ξ(u, v) = α

∈
X (u − 1, v)2

λN
+ (1 − α)F γ (u, v) − 1 (21)

The resulting speech filtered by 1-D Wiener filter is
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2D Wiener
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1D-IDCT (col)

Inverse Windowing

Overlap & Add

Enhance 
Speech  

Fig. 1 Block diagram of 1-D and 2-D hybrid filter for speech enhancement [7]

Ẋ1−D(u, v) =
∈
ξ(u, v)→

∈
X(u, v)→ + 1

Y (u, v) (22)

where,
∈
X(u −1, v) is the estimated speech spectrum value of X (u, v) in the previous

frame, γ (u, v) = Y (u, v)2/ λN is the a-posteriori SNR, E[·] denotes the half-wave
rectification function. α controls the behavior of the SNR estimator and value is
normally set to 0.98. Basic method spectral magnitude subtraction does not show
the 2-D properties in the 2D DFT [7]. By applying 2-D Wiener filter to speech
signal, remove the mean noise magnitude level and reduce the instantaneous AC
noise variation by coefficients to coefficients [7]. In this, 2-D Wiener filter is applied
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to the DCT coefficient. Implementation part is accomplished using 2-D spectrum
filtering; therefore at the outset 2-D noise model is introduced. There are two main
parts in this model, namely, the DC component and the AC component:

N (u, v) = NAC(u, v) + NDC(u, v) (23)

where, the DC component could be expressed as NDC(u, v) = E[N (u, v)]. The
variance of NAC(u, v) is denoted as σN AC (u, v) and can be obtained by Eq. (24):

σNAC (u, v)2 = E
⎝

N (u, v)2
]

− NDC (u, v)2 . (24)

The 2-D Wiener filter is based on the maximum likelihood approach. if we know the
noisy speech and the additive noise, then the 2-D noise model is used:

Ẋ2−D(u, v) = σY (u, v)2 − σNAC (u, v)2

σY (u, v)2

× (Y (u, v) − Y (u, v)) + Y (u, v) − NDC (u, v) (25)

where, X (u, v) and Y (u, v) are the local means of X (u, v) and Y (u, v). “σ” indicates
the local variance. Hybrid filter is the combination of 1-D and 2-D Wiener filters,
Fig. 1 describe the processing of noise speech spectrogram through the hybrid Wiener
filter via two channels: the 1-D Wiener filter and the 2-D Wiener filter. The result of
the hybrid Wiener filtering in Fig. 1 is by taking the minimum of Eqs. (24) and (25):

∈
X(u, v) = min(

∈
X1−D(u, v),

∈
X2D(u, v)) (26)

Based on the listening test, the enhanced speech obtained is compared with either
the 1-D Wiener filtered speech or 2-D Wiener filtered speech.

5 Result and Discussion

Results included in Table 1 illustrate the performance of different windows based
on DFT and Table 2 represents the performance of different windows in the speech
enhancement based on DCT. For performance analysis, several fidelity parameters
such as signal-to-noise ratio (SNR), maximum error (ME), and mean square error
(MSE) given in [6] are computed. As it is evident from Tables 1 and 2, Cosh window
gives better performance as compared to other windows in terms of SNR and other
fidelity parameters.
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Table 1 Performance of different windows based on DFT

Windows Input SNR (dB) Output SNR (dB) ME MSE

Hamm 4.14 15.18 0.1045 0.2118
Hanning 4.14 9.11 15.45 0.5639
Kaiser 4.14 33.42 1.6225 0.0044
Blackman 4.14 21.26 2.5847 0.0022
Exponential 4.14 36.45\ 0.1806 1.09 × 10−4

Cosh 4.14 39.45 0.1806 1.43 × 10−4

Table 2 Comparative performance of different windows base on DCT

Windows Input SNR (dB) Output SNR (dB) ME MSE

Hamm 4.14 18.22 0.0306 0.0631
Hanning 4.14 15.12 6.857 0.0639
Kaiser 4.14 37.66 0.0825 0.0214
Blackman 4.14 24.30 1.5821 0.0032
Exponential 4.14 41.31 0.0481 2.09 × 10−5

Cosh 4.14 45.56 0.0806 3.43 × 10−6

6 Conclusions

In this paper, an improved method based on DCT is presented for the speech enhance-
ment. A comparative study of performance of different window functions has been
made. The simulation results included in this paper clearly shows better performance
as compared to other window functions. The most effective result is obtained using
Cosh window in the 2-D DCT domain for speech enhancement. The Cosh window
gives signal to noise ratio (SNR) at output is 45.56 db. It is also evident that discrete
cosine transform gives better results as compared to 2-DFT, and it is computationally
efficient.
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Methods for Estimation of Structural State
of Alkali Feldspars

T. N. Jowhar

Abstract There is much interest in characterizing the variations in feldspar structures
because of the abundance and importance of feldspars in petrologic processes and
also due to their general significance in mineralogical studies of exsolution and poly-
morphism, especially order-disorder. With the appearance of new analytical and rapid
methods of X-ray crystallographic study and computational techniques, the signifi-
cance of feldspars in igneous and metamorphic rocks has increased tremendously. In
this paper methods for estimation of structrural state of alkali feldspars is reviewed
and discussed.

Keywords Alkali feldspars ·X-ray crystallography ·Lattice parameters ·Structural
state · Al-Si distribution

1 Introduction

The alkali feldspars are major components of granites and granite pegmatites. The
study of their structural state and composition has always been one of interesting
researches in petrology and mineralogy [1–3]. Pioneering works by Barth (1969) [4]
and Laves (1952) [5], where alkali feldspar composition and structure were correlated
with the formation conditions, and the effect of ordering factors on crystal structure
was demonstrated.

With the appearance of new analytical and rapid methods of X-ray crystallographic
study and computational techniques, the significance of feldspars in igneous and
metamorphic rocks has increased [1–3, 6–13]. In this paper methods for estimation
of structrural state of alkali feldspars is reviewed and discussed.
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2 Feldspar Structure

In the feldspar structure, all the four oxygen atoms of SiO4 tetrahedron are shared with
neighbouring tetrahedra, forming a three dimensional framework, giving a silicon
oxygen ratio of 1:2. The ideal formula of a feldspar can be expressed as MT4O8. The
M site is occupied by large atoms like K, Na and Ca with 9–10 coordination. T is a
tetrahedral site which is occupied by small trivalent or tetravalent atoms (Al, Si). In
the feldspar structure four, four membered rings of tetrahedra are joined with each
other by sharing apical oxygens designated A1 and A2 to form eight membered rings
of elliptical cross section. Each four membered ring consists of four tetrahedra, in
which the central cation of two tetrahedra are of type T1 and two of type T2. The four
membered rings of tetrahedra are joined by oxygen atoms of type A2 on mirror plane
and oxygens of type A1 on 2-fold axes, to form eight membered ring of elliptical
cross section. The M atom occupies a four fold site on mirror planes.

The structure of the KAlSi3O8 polymorphs can be described as the variants of the
high-temperature sanidine structure. Each unit cell of sanidine contains 4(KAlSi3O8)

formula units and sanidine has space group symmetry C2/m. The (12 Si + 4 Al) atoms
in the unit cell of sanidine are distributed randomly over two crystallographically
distinct tetrahedral sites T1 and T2. The four potassium atoms occupy special posi-
tions on mirror planes perpendicular to b-axis. The 32 oxygen atoms are located on
both special positions (four on two fold axes; four on mirror planes) and on general
positions.

Structure of the lower-temperatures polymorphs (maximum microcline, ortho-
clase) differ from that of sanidine due to the order-disorder relations of Si and Al
atoms in tetrahedral sites. Ordering of Al in T site results in loss of a 2-fold axis
of rotation and a mirror plane of symmetry and only the center of symmetry at the
lattice plane persists, with a concomitant transition from monoclinic to triclinic sym-
metry. The two tetrahedral sites T1 and T2 of the monoclinic phase become four
symmetrically distinct tetrahedral sites T1O, T1m, T2O and T2m in triclinic phase.
In the structure of ideal orthoclase (KAlSi3O8) space group C2/m aluminium is con-
centrated in the T1 sites and depleted from T2 and the probability being 50 % that
each T1 site will contain aluminium. Structural refinements of maximum microcline
(Triclinic) space group C1̄ have shown that Al is strongly ordered into T1O site [1, 3].

3 Structural State of Alkali Feldspars

The difference in symmetry of sainidine and microcline is due to order-disorder
relations of Si and Al atoms over tetrahedral sites. The distribution of Al and Si in
tetrahedral sites in maximum microcline (Low microcline) is of the highest degree
of order and microcline has a lowest structural state. On the other hand, sanidine,
with the highest structural state shows random Al-Si distribution in tetrahedral sites.
In between these two end members maximum microcline and sanidine, several in-
termediate structural states e.g. orthoclase and intermediate microcline exist.
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3.1 Determination of Al, Si Distribution in the Tetrahedral
Sites of Alkali Feldspars

The Si-Al proportion in each tetrahedral site T10, T1m, T20 and T2m of alkali feldspar
is difficult to determine directly from X-ray diffraction methods because the scat-
tering factors of Al and Si are very similar. But, the ionic radius of Al is ≥0.14Å
larger than that of Si, therefore, it is possible to make correlations between mean
T-O distances and Al content of tetrahedral sites. Multiple linear regression analy-
ses of monoclinic K-feldspars by Phillips and Ribbe (1973) [14] have shown that
the Al content of a tetrahedral site is the principle factor influencing individual T-O
distances. Smith and Bailey (1963) [15], Jones (1968) [16] and Ribbe and Gibbs
(1969) [17] has suggested a linear model relating the mean T-O bond length of a
tetrahedron to its Al content. In a detailed study of Al-O and Si-O tetrahedral dis-
tances Smith and Bailey (1963) [15] found that the mean tetrahedral bond length
in feldspars varies linearly with percentage of aluminium from 1.61 Å for Si-O to
1.75 Å for Al-O. They estimated that the average Al content of a tetrahedron can
be predicted to ±5 %. This relationship determined from two and three dimensional
refinements of feldspar structures has since been used to predict Al-Si distribution
in feldspars and other framework structures, thereby permitting an estimate of the
degree of long-range order or structural state.

3.2 X-ray Methods for Determining the Structural State
of Alkali Feldspars

Three peak method of Wright: Wright (1968) [18] introduced a procedure for
estimating composition and structural state of alkali feldspars from the 2θ positions
of three reflections that depend principally on a single cell parameter. The reflections
and the cell parameters upon which their 2θ value depends are 2̄01 − a, 060 − b,
and 2̄04 − c. The reflections 2̄01, 060 and 2̄04 are of sufficient intensity and their 2θ
values can be accurately measured. Curves relating the 2θ values to the appropriate
cell dimensions are essentially linear and permit easy estimation of starting cell
parameters for a complete refinement of the unit cell.

130, 131 and 111 splittings: In monoclinic feldspars, 130, 131 and 111 diffrac-
tions are represented by a single peak. However, in triclinic feldspars each of these
(130,131 and 111) splits into two diffractions. These splittings are useful for mea-
suring the deviation from monoclinic geometry.

Let Q = 1

d2 Then Q(130) − Q(13̄0) = 6a≤b≤ cos γ≤ (1)

Q(131) − (Q13̄1) = 6a≤b≤ cos γ≤ + 6b≤c≤ cos α≤ (2)
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Therefore, an estimate of α≤ and γ≤ can be obtained from splitting of the 130 and
131 diffractions, since a≤, b≤ and c≤ can be easily obtained.

Mackenzie (1954) [19] used the splitting of the 130 diffraction, whereas
Goldsmith and Laves (1954) [20] used the splitting of the 131 diffraction for mi-
crocline. Goldsmith and Laves (1954) [20] defined triclinicty π as:

π = 12.5
[
d (131) − d

(
13̄1

)]
(3)

The value of 12.5 is chosen so that π reaches unity for maximum microcline.
When π = 1 feldspar is fully ordered (Maximum microcline)
When π = 0 feldspar is monoclinic.
For microcline, the 130 triclinic indicator is given by (Smith 1974a) [1]:

π = 7.8
[
d (130) − d

(
13̄0

)]
(4)

Mackenzie (1954) [19] and Goldsmith and Laves (1954) [20] have shown that many
natural k-feldspars yield blurred 130 and 131 peaks that can be interpreted as the su-
perposition of K-feldspars with different triclinic indicators. The concept of random
disorder of a multitude of very small volumes each with a different degree of Si-Al
order was introduced by Christie (1962) [21].
Ragland parameters: Ragland (1970) [22] defined parameters δ and δ↓ based upon
the data of Wright (1968) [18]:

δ = 9.063 + 2θ (060) − 2θ
(
2̄04

)

0.340
(5)

and δ↓ = 9.063 + 2θ (060) − 2θ
(
2̄04

)

0.205
(6)

δ describes variations in structural state between the maximum microcline-low albite
series and the orthoclase series. δ varies from 1.00 for maximum microcline-low
albite series to 0.00 for orthoclase series. δ↓ describes the variations between the
orthoclase and the sanidine-high albite series. δ↓ varies from 0.00 for orthoclase series
to -1.00 for high sanidine-high albite series. Thus a unique value from −1.00 to +1.00
can be calculated to define the structural state of any alkali feldspar. Ragland (1970)
[22] also related parameters δ and δ↓ to estimate Al in the T1 sites by the following
equations:

Al T1 = δ + 2.331

3.33
; Al T1 = δ↓ + 3.500

5.0
(7)

The above equations are based upon (i) that feldspars of the maximum microcline-
low albite series are perfectly ordered (δ = 1; Al T1 = 1), (ii) that feldspars of the
sanidine-high albite series are perfectly disordered (δ↓ = −1; Al T1 = 0.5).
Phillips and Ribbe (1973) [14] suggested the use of the following equations in
estimating Al contents in monoclinic feldspars:
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Al T1 = 2.360(c − 0.4b) − 4.369 (8)

Al T2 = 2.256(c − 0.4b) − 4.658 (9)

Kroll method: Kroll (1971, 1973, 1980) [23–25] has proposed a method to estimate
Al, Si distribution of alkali feldspars from two lattice translations, called Tr [110]
and Tr

[
11̄0

]
, which are the repeat distances in the [110] and

[
11̄0

]
directions. He

has shown that the repeat distances in the [110] and
[
11̄0

]
directions were controlled

by the distribution of Al atoms among the tetrahedral sites. The repeating sequence
of the tetrahedra is along [110] : T10, T20, T2m and along

[
11̄0

]
: T1m, T20, T2m.

The differences in the repeat distance [110] and
[
11̄0

]
estimates the transfer of Al

from T1m to T10 sites, while the mean of the repeat distances measures the combined
transfer of Al from T2 to T1 sites. This assumes that there is no interaction with the
M site. However, there is an effect from the M site and Kroll prepared separate
calibration curves for Na and K feldspar.

The translational distances in the two directions [110] and
[
11̄0

]
are designated

by Tr [110] and Tr
[
11̄0

]
. They are related to the cell dimensions by:

Tr [110] = 1

2

(
a2 + b2 + 2ab cos γ

)1/2
(10)

Tr
[
11̄0

] = 1

2

(
a2 + b2 − 2ab cos γ

)1/2
(11)

The changing site occupancies cause the repeat distances to change their lengths:
Tr [110] increases, whereas Tr

[
11̄0

]
decreases during ordering of triclinic alkali

feldspars.
For the K-rich and Na-rich alkali feldspars the following equations have been

derived by Kroll (1980) [25] to estimate Al site occupancies:
For K-rich alkali feldspar (Or70 − Or100):

T10 = 29.424 − 3.7962 Tr
[
11̄0

] + 0.5355 nor (12)

T1m = 22.838 − 2.9362 Tr [110] + 0.4265 nor (13)

For Na-rich alkali feldspars (Or0 − Or30):

T10 = 28.961 − 3.7594 Tr
[
11̄0

] + 0.8396 nor (14)

T1m = 17.778 − 2.3049 Tr [110] + 0.7356 nor (15)

where nor = mole fraction KAlSi3O8 (or). The nor content can be determined from
the cell volume using Stewart and Wright (1974) [26] method:

nor =
(

0.2962 − √
(0.953151 − 0.0013V)

)
0.18062 (16)
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or using the following equation of Kroll and Ribbe (1983) [27] for low-albite-
maximum microcline series:

nor = −1227.8023 + 5.35958 V − 7.81518 × 10−3V2 + 3.80771 × 10−6V3 (17)

Structural indicators π(α≤γ≤), π(b≤c≤), π(bc) and π(bc≤):
The α≤γ≤ plot was first introduced in alkali feldspar studies by Mackenzie and Smith
(1955) [28]. Subsequently, Smith (1968) [29] showed that from the quadrilateral
of the end-members MF (Monoclinic Feldspars), LM (Low Microcline), LA (Low
Albite) and HA (High Albite) plotted on the α≤γ≤ diagram, one can derive the
π(α≤γ≤) indicator which measures the difference in Al content between the T10 and
T1m tetrahedral sites. All experimental data so far obtained by number of structure
analyses confirm that the α≤γ≤ plot can be used for this purpose [1, 3, 8]. From the
values of unit cell parameters b≤ and c≤, or b and c, it is possible to obtain indicator
π(b≤c≤) [1, 29] or the structural indicator π(bc) or π(bc≤) [26, 30, 31].

Kroll and Ribbe (1987) [32] proposed the following linear equations for deter-
mining π(bc≤) and π(α≤γ≤):

π(bc≤) = Al(T10 + T1m) = b − 21.5398 + 53.8405c≤

2.1567 − 15.8583c≤ (18)

π(α≤γ≤) = Al(T10 − T1m) = γ≤ − 44.778 − 0.50246α≤

6.646 − 0.05061α≤ (19)

The b − c≤ equations produce nearly linear plots for alkali-exchange series, a sub-
stantial improvement over the relationships involving b and c cell parameters.

The distribution of Al over the four tetrahedral sites in the alkali feldspar of any
structural state can now be estimated using the following equations from Stewart and
Ribbe (1969) [30]:

Al T10 = π(bc) + π(α≤γ≤)
2

(20)

Al T1m = Al T10 − π(α≤γ≤) (21)

The Al in T2 sites can be divided equally between T20 and T2m sites because all
available feldspar structure analyses show nearly equal T-O bond lengths for these
sites.

Al T20 = Al T2m = [1.0 − (AlT10 + Al T1m)]

2
(22)

Jowhar Method (1981, 1989) [6, 7]: Jowhar (1981) [6] described a procedure and
made a computer program in FORTRAN IV for calculating lattice parameters and
distribution of aluminium in tetrahedral sites T10, T1m, T20 and T2m sites of alkali
feldspars by using 4 X-ray reflections

(
2̄01

)
, (002), (060) and

(
2̄04

)
and by making

use of equations described by Wright (1968) [18], Wright and Stewart (1968) [33] and
Orville (1967) [34]. This method however sometimes gives negative values of Al in
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T sites, which is theoretically not possible. This is because of propagation of errors in
estimation of lattice parameters α,β and γ. Jowhar (1989) [7] presented another rapid
method for calculating lattice parameters and distribution of aluminium in tetrahedral
sites T10, T1m,T20 and T2m sites of alkali feldspars. This method is based on 2θ
values of 6 hkl planes

(
2̄01

)
, (130), (002),

(
1̄13

)
, (060) and

(
2̄04

)
which can be

easily obtained on X-ray powder diffractometer. A computer program in FORTRAN
77 on WIPRO 286 computer system was also prepared for computations involved in
the determination of lattice parameters and structural state of alkali feldspars.
Coefficient of order: Ribbe and Gibbs (1967) [35] defined coefficient of order as:

Coefficient of order = P − 0.25

0.75
(23)

where P is the fractional occupancy of Al in T10 site. Coefficient of order varies from
0 for sanidine to 0.33 for orthoclase to 1.0 for maximum microcline.
Obliquity: Obliquity, φ, defined by Thompson and Hovis (1978) [36] is a direct
measure of the departure of a triclinic feldspar from the dimensional requirements for
monoclinic symmetry. The quantity 1 − cos φ must vanish for monoclinic feldspars.
In a monoclinic crystal it is necessary (but not sufficient) that the b axis and the pole
b≤, to (010) coincide, and that:

b = 1

b≤ = d (010) (24)

On the other hand, in a triclinic crystal b and b≤ do not coincide. Thompson and
Hovis (1978) [36] designated the angle between b and b≤ as φ and called it obliquity.
Therefore,

d (010) = 1

b≤ = b cos φ (25)

It is necessary for monoclinic symmetry that φ = 0 or cos φ = 1. However, it
is possible that a triclinic crystal may also have φ = 0. Therefore, the vanishing
of the obliquity thus ensures that only the geometric form of the unit cell meets
the requirements for monoclinic symmetry, and does not prove that the crystal is
monoclinic. The quantity

[
d (131) − d

(
13̄1

)]
must vanish when φ vanishes, but the

reverse is not true.
Thompson ordering parameters: Thompson (1969) [37] described ordering para-
meters X, Y and Z as:

X = NAl(T20) − NAl(T2m) (26)

Y = NAl(T10) − NAl(T1m) (27)

Z = [
NAl((T10) + NAl(T1m)

] − [
NAl(T20) + NAl(T2m)

]
(28)

where N is the fraction of each T site occupied by Al. The three ordering parameters
X, Y, and Z, respectively show the deviation in the Al content of the T2 site from
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monoclinic symmetry, the deviation from monoclinic symmetry of the T1 site, and
finally the amount of Al transferred from the T2 sites into the T1 sites. For completely
disordered feldspars, all three ordering parameters are zero. For low microcline and
low albite, Y and Z are both 1 but X is zero. Smith (1974a) [1] argued that alkali
feldspar under equilibrium conditions would follow a one-step trend and that co-
herency between domains is responsible for the monoclinic symmetry at the early
stages of ordering. In ideal one-step ordering path Al moves to the T10 site at an
equal rate from T1m, T20 and T2m sites, whereas in the ideal two-step ordering path,
the Al atoms first segregate into T1 and T2 sites preserving monoclinic symmetry
by equal occupancy of 0 and m sub-sites, and the second stage of ordering proceeds
with triclinic symmetry as Al moves from T1m to T10. In addition, there is an infinite
number of ordering paths between the extreme ideal one-step and two-step ordering
path [8, 12, 13].

4 Homogeneous Equilibria in Alkali Feldspars

Estimates of maximum P-T conditions attained during metamorphism can be made
relatively easily, but, the determination of the temperatures at which minerals re-
equilibrate, follwing cooling, is more difficult to make (Jowhar 1994, 2005, 2012)
[8, 38, 39].

Methods of thermodynamic analysis have been successful in dealing with the
problem of homogeneous equilibria in crystals [37]. The intensive properties of an
alkali feldspar are functions of P, T, Nor NAn and of the ordering parameters X, Y and
Z. For fully equilibrated feldspars, conditions of equilibrium are (Thompson 1969)
[37]:

(
δḠ

δX

)

P,T,Nor,NAnY,Z
=

(
δḠ

δY

)

P,T,Nor,NAn,X,Z
=

(
δḠ

δZ

)

P,T,Nor,NAn,X,Y
= 0 (29)

where Nor = nK
nK+nNa+n Ca

and NAn = nCa
nK+nNa+n Ca

For monoclinic alkali feldspar the ion exchange of Al and Si between T1 and T2
sites may be expressed by the following reaction:

Al (T2) + Si (T1) ∈ Al (T1) + Si (T2) (30)

Thompson (1969) [37] defined the quantity K↓
Z as:

K ↓
Z = NAl(T1)NSi(T2)

NSi(T1)NAl(T2)

= (1 + Z) (3 + Z)

(1 − Z) (3 − Z)
(31)

K↓
Z has the form of an apparent equilibrium constant.
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5 Determination of Lattice Parameters of Alkali Feldspars

Determination of direct lattice parameters a, b, c,α,β, γ of alkali feldspars is carried
out by solving the following Eq. 32 for triclinic crystal system (a →= b →= c →= α →=
β →= γ →= 900) for at least 6 hkl planes [7, 8, 13, 40–42]:

1

d2
hkl

=
h2

a2 sin2 α + k2

b2 sin2 β + l2

c2 sin2 γ + 2hk
ab (cos α cos β − cos γ) + 2hl

ac (cos α cos γ − cos β) + 2kl
bc (cos β cos γ − cos α)

1 − cos2 α − cos2 β − cos2 γ + 2 cos α cos β cos γ

(32)
d spacing as a function of reciprocal unit cell parameters is:

1

d2
hkl

= σ2
hkl = [

h2a≤2 + k2b≤2 + l2c≤2 + 2hka≤b≤ cos γ≤ + 2klb≤c≤ cos α≤ + 2lhc≤a≤ cos β≤]

(33)
Unit cell volume is obtained by using the relation:

V = abc
√

1 − cos2 α − cos2 β − cos2 γ + 2 cos α cos β cos γ (34)

V≤ = a≤b≤c≤√1 − cos2 α≤ − cos2 β≤ − cos2 γ≤ + 2 cos α≤cos β≤cos γ≤ (35)

6 Conclusions

The difference in symmetry of sainidine and microcline is due to order-disorder re-
lations of Si and Al atoms over tetrahedral sites. The distribution of Al and Si in
tetrahedral sites in maximum microcline (Low microcline) is of the highest degree
of order and microcline has a lowest structural state. On the other hand, sanidine,
with the highest structural state, shows random Al-Si distribution in tetrahedral sites.
In between these two end members maximum microcline and sanidine, several in-
termediate structural states, e.g. orthoclase and intermediate microcline exist. In this
paper methods for estimation of structrural state of alkali feldspars is reviewed and
discussed. Various ordering parameters have been used to designate the state of Al-Si
distribution in alkali feldspars. Although the coefficient of order, the triclinicity, the
Ragland parameter and obliquity indicate the structural state in quantitative man-
ner, we can only draw broad generalizations with their help as regard to the actual
physical environment during the formation of the alkali feldspar. On the other hand,
Thompson X, Y and Z ordering parameters are more useful because it relates Gibbs
function, entropy, enthalpy, etc., with the Al-Si distribution.
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Iris Recognition System Using Local Features
Matching Technique

Alamdeep Singh and Amandeep Kaur

Abstract Iris is one of the most trustworthy biometric traits due to its stability and
randomness. In this paper, the Iris Recognition System is developed with the intention
of verifying both the uniqueness and performance of the human iris, as it is a briskly
escalating way of biometric authentication of an individual. The proposed algorithm
consists of an automatic segmentation system that is based on the Hough transform,
and can localize the circular iris and pupil region, occluding eyelids and eyelashes,
and reflections. The extracted iris region is then normalized into a rectangular block.
Further, the texture features of normalized image are extracted using LBP (Local Bi-
nary Patterns). Finally, the Euclidean distance is employed for the matching process.
In this thesis, the proposed system is tested with the co-operative database such as
CASIA. With CASIA database, the recognition rate of proposed method is almost
91 %, which shows the iris recognition system is reliable and accurate biometric
technology.

Keywords Iris pre-processing · Normalization · Circular hough transform · LBP ·
Euclidean distance

1 Introduction

A biometric system provides automatic recognition of an individual based on some
sort of unique attributes or traits (such as fingerprints, facial features, voice, hand
geometry, handwriting, the retina, and the iris) possessed by the individual. Biometric
authentication has evolved from the demerits of traditional means of authentication.
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Fig. 1 Classification of human eye

Fig. 2 Stages of iris recognition system

Biometric authentication is divided into two rudimentary categories such as: Physi-
ological (or passive) and Behavioral (or active) biometrics. Physiological biometrics
are based on parts of body like face, fingerprints palm print geometry, retina and
iris recognition. While Behavioral biometrics are based on the actions taken by a
person such as Voice recognition, keystroke dynamics and online/offline signatures.
Iris, due to its permanence and ease of acquiring, plays a significant role among all
the biometric traits. In these days Iris recognition is used as living passports, driving
licenses and credit cards authentication, automobile ignition and unlocking, et cetera.
Iris recognition is the process of automatically segregating people on the basis of
information of an individual’s iris image for biometric authentication system.

Pupil is the black circular shaped area in the eye image that controls the amount of
light entering the eye by dilation and contraction. Iris is the circular shaped muscle
that differentiates pupil from the sclera region. The Fig. 1 depicts the structure of the
human eye.

Generally, Iris Recognition is mainly performed in four steps, as illustrated in
Fig. 2: Image Acquisition, Image Pre-processing includes image segmentation and
image normalization, Feature Extraction and Matching.
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2 Literature Review

Since 2012, following are the main approaches for iris recognition:
At the outset, Flom and Safir [1] proposed the first mechanized biometrics system

beneath extremely controlled conditions in 1987. They recommended the concept of
practicing pattern recognition tools, including difference operators, edge detection
algorithms, and the Hough transform, to extract iris descriptors, but no experimental
results were scrutinized.

The first operational iris biometric system has been developed at University of
Cambridge by Daugman [2–4]. Daugman put forwarded the concept of integro-
differential operator with 2-dimensional Gabor filters and hamming distance. Con-
trariwise, Wildes [5], method involved computing a binary edge map followed by a
Hough transform and then applied a Laplacian of Gaussian filter at multiple scales
to generate a template and computed the normalized correlation as a similarity mea-
sure. Basit et al. [6] implemented an algorithm by representing eigen-irises after
determining the centre of each iris and at last the recognition of irises was based on
Euclidean distances. Chou, Chen and Weng [7] suggested a non-orthogonal view iris
recognition system and proposed a circle rectification method to match iris images ac-
quired at different off-axis angles. Hollingsworth et al. [8] offered a method of fusion
of hamming distance and fragile bit distance. An independent component analysis
method was used by Huang et al. [7] to condense the size of the iris feature without
sacrificing the accuracy of iris recognition. Monro et al. [9] advised an iris coding
method using differences of the discrete cosine transform coefficients that achieved
highly accurate recognition results. Araghi et al. [10] proposed an Iris Recognition
System based on covariance of discrete wavelet using Competitive Neural Network
which discriminated noisy images very well. Bharadwaj et al. [11] proposed the Peri-
ocular biometrics as an alternative to iris recognition if the iris images were captured
at a distance. They used GIST (global matcher) and complex local binary patterns
(CLBP) for feature extraction with UBIRIS v2 database for recognition process.

Vatsa et al. [12] proposed a concept of curve evolution to effectively segment a
non ideal iris image using the modified Mumford–Shah functional. An elastic iris
blob matching algorithm was implemented by Zhenan et al. [13] to overcome the
limitations of local feature based classifiers (LFC). Zhou et al. [14] used methods
such as Two-dimensional Gabor wavelet method with Log–Polar coordinates and
1-D Log–Gabor wavelet method with Polar coordinates, automatically eliminated
the poor-quality images, evaluated the segmentation accuracy, and measured if the
iris image had sufficient feature information for recognition. Ojala et al. [15] pre-
sented a theoretically very simple, yet efficient, multi-resolution approach to gray-
scale and rotation invariant texture classification based on local binary patterns and
nonparametric discrimination of sample and prototype distributions with excellent
experimental results.

The database surveyed was CASIA database version 1.0 [16] includes 756 iris
images from 108 eyes.
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3 Brief Background of Proposed Technique

3.1 Image Acquisition

Images are acquired through a standard database—CASIA dataset (The Chinese
Academy of Sciences—Institute of Automation), contains 756 grey scale eye images
with 108 unique eyes or classes and 7 different images of each unique eye.

3.2 Image Pre-processing

3.2.1 Image Segmentation

The Circular Hough transform [17] is used to detect the iris/sclera boundary and
iris/pupil boundary for making the circle detection process more efficient and accu-
rate. After the completion of this process, six parameters are stored, the radius, and
x (row) and y (column) centre coordinates for both circles according to the equation:

X2
c + Y 2

c − r2 = 0 (1)

Afterwards, the Linear Hough Transform is used for isolation of eyelids. For seg-
mentation of Iris, consider some general values according to Masek’s approach for
CASIA database as:

Lower pupil radius = 28, Upper pupil radius = 75,

Lower iris radius = 80, Upper iris radius = 150

Further, Canny edge detection is used to create an edge map, and only horizontal
gradient information |Gx | is taken.

|G| =
√

Gx
2 + G y

2 (2)

|G| = |Gx | + |G y | (3)

Where, Gx and Gy are the gradients in x and y direction. The direction of the edge
can be determined and stored by using:

θ = arctan(
|G y |
|Gx | ) (4)

Then the Final edges are determined by suppressing all edges that are not connected
to a very certain (strong) edge (Fig. 3).
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Fig. 3 Preprocessing stages: a Iris image after canny edge detection, b Iris image after hysteresis,
c Pupil image after canny edge detection, d Pupil image after hysteresis

Now find circle by using circular Hough Transform (CHT). The mathematical
equation for CHT is:

(x − a)2 + (y − b)2 = r2 (5)

Where, a and b are the centers of the circle in the x and y direction respectively and
where r is the radius. The parametric representation of the circle is:

x = a + r cos(θ) (6)

y = b + r sin(θ) (7)

For each edge point, the algorithm draw circles of different radii. From these it finds
the maximum in the Hough space that is considered as the parameters of the circle.

3.2.2 Image Normalization

The segmented area is normalized to unwrap the iris region into polar coordinates
by using Daugman Rubber Sheet Model [17]. The extracted iris region was then
normalized into a rectangular block. This is given by:

r ≥ = ≤
αβ2 − α − r2 (8)

α = αx2 + αy2 (9)

β = cos

(
π − arctan

(
Oy

Ox

)
− θ

)
(10)

Where, displacement of the centre of the pupil relative to the centre of the iris is
given by Ox , Oy , and r ≥ is the distance between the edge of the pupil and edge of
the iris at an angle, θ around the region, and rI is the radius of the iris (Fig. 4).
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(a) (b)

Fig. 4 Image normalization: a Image after segmentation, b after normalization

3.3 Iris Features Extraction

In this phase, LBP (Local Binary Pattern) is used to extract the features of normalized
iris image. LBP is a simple yet very efficient texture operator, which labels the pixels
of an image by thresholding the neighborhood of each pixel and considers the result
as a binary number. The formula to compute the local texture around (xc,yc) for
normalized iris image obtained in the Normalization stage is:

LBPp,r (xc, yc) =
p−1∑

p=0

s(gp − gc)2
p (11)

Where coordinates of individual neighbor, gp is given by:

xc + R cos
2π p

p
, yc − R sin

2π p

p
, (12)

Where, (xc,yc) are coordinates of the center pixel. In the next step, a set of the
histogram features is computed together for LBP to construct the feature vector. The
feature vector is saved for matching process (Fig. 5).

Fig. 5 Image after applying LBP on normalized iris image

3.4 Iris Matching

Finally, the Euclidean distance is employed for the matching process. An incredible
feature of iris is the arbitrarily distributed irregular texture details in it. After getting
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histograms from both test (H1) and training image (H2), calculate the Euclidean
distance as:

H3 = sqrt
(∑

(H1 − H2)
2
)

(13)

The shortest distance gives the nearest match.

4 Proposed Algorithm

The algorithm used is as follows:

• Acquire images from CASIA database,
• Iris localization using Circular Hough Transform,
• Apply Daugman’s Rubber Sheet Model to normalize the extracted region into

rectangular block.
• Apply LBP to the normalized image to find the texture features which are, later

on, saved in histogram,
• Finally, the Euclidean distance is used to recognize the applicable image.

5 Experimental Results

The CASIA database provided good segmentation, which undoubtedly tells apart
the boundaries of iris pupil and sclera. The segmentation technique extracted the
iris region of 624 out of 756 eye images, which connotes a success rate of around
83 %. The normalization process is not capable of flawlessly restructuring the similar
pattern from images with the variation of pupil dilation. Then after LBP features are
extracted. LBP is faster and easy to implement. The classification results are given
below in the Table 1:

The accuracy of the proposed algorithms is less than Daugman’s method that is a
benchmark for iris recognition, but the computation speed is faster than their method.
The accuracy of the proposed method is better than Masek’s approach.

Table 1 Comparison of
proposed method with other
popular methods

Algorithm Database Recognition rate (%)

Daugman CASIA 98.58
Masek CASIA 83.92
Proposed method CASIA 91.42
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6 Conclusion

To conclude, the most complicated phase of the system is the preprocessing stage
where the result of this stage is completely dependent upon the quality of the image.
CHT is a popular and easy technique used to segment the iris pattern successfully
from the eye image. The drawback of this method is that it still consumes enough
time. After that, the iris image is normalized by the Daugman’s Rubber Sheet model,
which does not give the high-quality results due to the variation of pupil dilation.
Then after, LBP and Euclidean Distance are used for features extraction and matching
phase, which are easy to implement and gives first-rate results with 91.42 % accuracy.
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Fast and Accurate Face Recognition
Using SVM and DCT

Deepti Sisodia, Lokesh Singh and Sheetal Sisodia

Abstract The main problem of face recognition is large variability of the recorded
images due to pose, illumination conditions, facial expressions, use of cosmetics,
different hairstyle, presence of glasses, beard, etc., especially the case of twins’
faces. Images of the same individual taken at different times, different places, differ-
ent postures, different lighting, may sometimes exhibit more variability due to the
aforementioned factors, than images of different individuals due to gender, age, and
individual variations. So a robust recognition system is implemented to recognize
an individual even from a large amount of databases within a few minutes. So in
order to handle this problem we have used SVM for face recognition. Using this
technique an accurate face recognition system is developed and tested and the per-
formance found is efficient. The procedure is tested on ORL face database. Results
have proved that SVM approach not only gives higher classification accuracy but
also proved to be efficient in dealing with the large dataset as well as efficient in
recognition time. Results have proved that not only the training performance, the
recognition performance but also the recognition rate raises to 100 % using SVM.

Keywords Machine learning · Support vector machine · ORL face database
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1 Introduction

Learning theory helps give a researcher applying machine learning algorithms some
rules of the thumb that tell how to best apply the algorithms. “Dr. Andrew Ng Likens”
knowing machine learning algorithms to a carpenter acquiring a set of tools. However,
the difference between a good carpenter and not so good one is the skill in using
those tools. In choosing which one to use and how. In the same way Learning Theory
gives a “machine-learnist” some intuitions about how an ML algorithm would work
and helps in applying them better. A common problem that can be observed in many
A.I. engineering applications is pattern recognition. The problem is as follows: given
a training set of vectors, each belonging to some known category, the machine must
learn, based on the information implicitly contained in this set, how to classify vectors
of unknown type into one of the specified categories. SVMs provide one means of
tackling this problem [1].

Therefore, using Support Vector Machine (SVM) for recognition/authentication
of facial images in this paper. Face authentication is a two-class problem. As face
recognition system is presented all about with a claimed identity and it is making
decision whether the claimant is really that person or not.

Due to daily changes in facial images such as variations in gestures, pose, facial
expressions, etc., face recognition becomes a difficult problem to be solved, espe-
cially the case of twins’ faces. It is difficult to recognize the difference between both
faces. It is also a problem for detection of faces in images than detection of salient
features within that facial image and finally which classification model to be used
that identifies clearly whether the resultant image is the desired image or not. For
solution to this obstacle if we use large training image set then it might increase the
complexity and if we keep training set small then the performance of facial recogni-
tion system degrades. So the only option remains to solve this problem is to reduce
the dimensionality [2].

2 Structure of Support Vector Machine

A support vector machine is a machine in the sense that it is given inputs that are
processed by the machine to produce outputs. Support vector machines are general
algorithms based on guaranteed risk bounds of SLT, i.e., “statistical learning theory”.
Support vector machines are a type of state-of-the-art pattern recognition technique
whose foundations stem from statistical learning theory. They have found numerous
applications, such as in face recognition, character recognition, face detection, and
so on [3]. The basic principle of SVM is to find an optimal separating hyperplane so
as to separate two classed of patterns with maximal margin. It tries to find the optimal
hyperplane making expected errors minimized to the unknown test data, while the
location of the separating hyperplane is specified via only data that lie close to the
decision boundary between the two classes, which are support vectors.
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Fig. 1 SVM architecture [4]

SVM is a two-class classifier system. The SVM can be trained to classify both
linearly separable and nonlinearly separable data. The SVM locates the most influ-
ential samples called SV, i.e., “support vectors”. These support vectors are samples
(from both classes under consideration) found closest to the decision surface being
constructed [4]. The idea behind the SVM is to create a hyperplane decision surface
located equidistance between two decision boundaries. Each boundary is specified
by the location of support vectors that satisfy.

yj[wTxj + b] = 1; j = 1,NSV (1)

where NSV is the number of support vectors. Locating the decision surface in such
a way produces an optimal hyperplane decision surface between the samples of the
two classes, and therefore minimum error in classification [4].

The SVM is trained to classify samples of only one specific class-of-interest at a
time. All other samples which are not classified as the class-of-interest are considered
to be outside the class-of-interest. Fig. 1 shows the architecture of an SVM used
to realize the linear SVM decision boundaries of Eq. 1 during construction of a
hyperplane decision function [4].

3 SVMs and Statistical Learning Theory

SVMs are trained as function approximators that can be used for classification or
interpretation (i.e., regression) when one wants to understand the structure of an
underlying system [4].

SVMs are based on statistical learning theory where learning machine models
are constructed with the goal of finding a function approximator that estimates the
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Fig. 2 SVM—learning machine model

unknown input-output dependency of a system based on a set of observable samples
as shown in Fig. 2. Once an SVM has been trained to capture the underlying system
structure, it may be used to classify new unknown samples [4]. Multi-class classi-
fication is possible by specifying a different class as the class-of interest each time
the technique is applied. In our face detection application there are only two classes
to be discriminated, i.e., faces versus non-faces [4].

Large margin classifiers are popular approaches to solve the supervised learning
problems. Founded on Vapniks statistical learning theory, SVM is a representative
large margin classifier that has played an important role in many areas due to its
salient properties such as margin maximization and kernel substitution for classifying
the data in a high-dimensional feature space [5]. As SVM considers training data
as uncorrelated points, and thus is insensitive to the data distribution information,
there is still room for further improvement in generalization ability. Inspired by
the fact that linear discriminant analysis (LDA) and mini-max probability machine
(MPM) discriminate between classes and employ the class structure into determining
the classification boundary, Huang, proposed a large margin learning model: min-
max margin machine (M4) that improves SVM by considering class structures into
decision boundary calculation via utilizing Mahalanobis distance as the distance
metric [5]. M4 does show better generalization ability in some applications, but as
the true data structure is not captured, its performance sometimes is not as good as
SVM [5].

It is the aim of support vector machine learning to classify data sets where the
number of training data is small and where traditional use of statistics of large num-
bers cannot guarantee an optimal solution [6]. For example consider Fig. 3. Here two
decision boundaries on the same data are seen. Both decision boundaries correctly
classify the data with zero error. However, subjectively, the decision boundary on the
figure on the right is a better choice [6]. The reason that this decision boundary is
a better choice is because this decision boundary classifies the two classes with the
maximum possible distance (the margin) between the nearest points of each class.

The goal of SVM learning applied to a classification problem is to find the max-
imum margin decision boundary. This is termed a maximal margin classifier. The
formulation of SVM is based on the structural risk minimization (SRM) princi-
ple, whereas the empirical risk minimization (ERM) approach is commonly used in
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Fig. 3 Left Plot of two classes showing a small margin between classes defined by the decision
boundary. Right The same plot but with the largest possible distance between opposite classes.
SVM maximizes the margin M [6]

statistical learning (for example the classical batch learning for radial basis networks).
This approach to SVMs gives a greater potential to generalize [6].

4 Approach Used

Discrete Cosine Transform

The DCT has properties which make it suitable to SVM learning. The discrete cosine
transform (DCT) helps separate the image into parts. It transforms a signal or image
from the spatial domain to the frequency domain.

When the DCT is applied on large images, the rounding effects when floating point
numbers are stored in a computer system result in the DCT coefficients being stored
with insufficient accuracy. The result is a deterioration in image quality. As the size
of the image is increased, the number of computations increases disproportionately.
For these reasons an image is subdivided into 8*8 blocks. Where an image is not
an integral number of 8*8 blocks, the image can be padded with white pixels (i.e.,
extra pixels are added so that the image can be divided into an integral number of
8*8 blocks. The two-dimensional DCT is applied to each block so that an 8*8 matrix
of DCT coefficients is produced for each block. This is termed the “DCT Matrix”.
The top left component of the DCT matrix is termed the “DC” coefficient and can be
interpreted as the component responsible for the average background colour of the
block (analogous to a steady DC current in electrical engineering). The remaining
63 components of the DCT matrix are termed the “AC” components as they are
frequency components analogous to an electrical AC signal. The DC coefficient is
often much higher in magnitude than the AC components in the DCT matrix.
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Each component of the DCT matrix represents a frequency in the image. The fur-
ther an AC component from the DC component the higher the frequency represented.

Since an image comprises hundreds or even thousands of 8*8 block of pixels so
for an 8*8 block it results in this matrix. Now let us start with a block of image-pixel
values. This particular block was chosen from a very upper left-hand corner of an
image.

Quantization

Our 8*8 block of DCT coefficients is now ready for compression by quantization.
After the quantization obtained matrix is ready for the final step of compression.
Quantizing involves reassigning the value of the weight to one of limited number
of values. To quantize the weights the maximum and minimum weight values (for
the whole image) are found and the number of quantization levels are pre-defined.
The 2-dimensional discrete cosine transform is applied to each block. After the DCT
each block comprises 64 discrete cosine coefficients. The coefficients are comprised
of one DC coefficients and 63 AC coefficients. The DC coefficients are separated
and treated differently to the AC coefficients. Before the AC and DC coefficients are
separated, the matrix of discrete cosine coefficients is divided by a quantization. The
components of the quantization table are largest in the bottom-right corner. This will
produce smaller AC coefficients for higher frequency components in the image.

The quantization table may be multiplied by an arbitrary number. This number is
a user defined parameter which defines compression ratio. A larger number results in
larger components in the quantization table which in turn results in smaller discrete
cosine coefficients. The DC coefficients are Huffman encoded. The AC coefficients
are mapped into a row of number using the zigzag mapping. The row of AC coeffi-
cients will tend to have nonzero coefficients at the beginning of the row while toward
the end of the row, the coefficients are usually zero. Increasing the number by which
the quantization matrix is multiplied will further increase the number of zeros. The
row of AC coefficients is Huffman coded.

The elements of the matrix in Fig. 4 are mapped using the zig-zag sequence shown
in Fig. 5 to produce a single row of numbers. That is a single row of numbers is
collected as the zig- zag trail is followed in the DCT matrix. This will produce a
row of 64 numbers where the magnitude tends to decrease traveling down the row
of numbers [5].

In this research work the original size of each image was 92*112 pixels, with 256
grey levels per pixel. But since we have divided images into 8*8 block so we have
scaled or resize the image size into 96*112 pixels. After dividing the image into 8*8
blocks, the total blocks of image becomes 168.

Following are the steps involved in the research work:

Step-1 The image is broken into 8*8 blocks of pixels.
Step-2 Working from left to right and top to bottom, DCT is applied to each block.
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125 124 124 126 123 124 127  124 
124 125 126 125 127 123 127  124 

Original = 121 128 121 126 125 124 127 124
129 126 124 125 127 124 124  124 
127 124 126 122 129 123 127  123 
125 128 126 126 124 124 127  124 
125 126 128 123 126 124 124  129 
127 128 126 124 128 123 126  130 

DCT

1.0024  0.0009  0.0017  -0.0008  0.0004  -0.0013  -0.0046  0.0039- 
0.0039   -0.0008  -0.0029  0.0021   -0.0011    0.0038  -0.0026 -0.0022
0.0012   -0.0022   0.0016   -0.0036   0.0002  -0.0003  0.0011 -0.0009
-0.0009  0.0010  -0.0004  -0.0000   -0.0019   0.0033   0.0019 0.0011
0.0009   0.0014   0.0015  0.0028  0.0029   0.0008   0.0014  0.0022
-0.0008  0.0005   0.0011   -0.0005   0.0006  -0.0003   0.0018  0.0034
-0.0006 -0.0007  0.0001  -0.0002   -0.0018  0.0010  -0.0039  0.0045
-0.0016 -0.0026  -0.0004  -0.0000  -0.0008  -0.0010  -0.0004  0.0012

Fig. 4 DCT maps a block of pixel color values to the frequency domain

Fig. 5 The zig-zag pattern
applied to a block of DCT
coefficients to produce a row
of 64 coefficients

Step-3 The zigzag pattern applied to a block of DCT Coefficients to produce a row
of 64 coefficients.

Step-4 DCT coefficients-Top left 3*3 block, all other components discarded.
Step-5 Support vector machine learning is applied to the absolute values of each

row of AC terms.

The block diagram of proposed procedure is depicted in Fig. 7.
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Fig. 6 Sample images from the ORL face database [7]

Fig. 7 Block diagram of the proposed face recognition system

5 Experiments and Results

Motivation
In order to test the recognition system, lots of face images were required. There

are so many standard face databases for testing and rating a face recognition system.
A standard database of face imagery was essential to supply standard imagery to the
recognition system and to supply a sufficient number of images to allow testing.
Dataset

All the experiments here have been executed mainly on the face images provided
by the ORL face database. The ORL Database of faces contains a set of face images
taken between April 1992 and 1994 [7] as shown in Fig. 6.

There are ten different images of each of 40 distinct subjects. For some subjects,
the images were taken at different times, varying the lighting, facial expressions
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(open/closed eyes, smiling/not smiling) and facial details (glasses/no glasses). The
image files are in PGM (portable gray map) format. The size of each image is
92*112 pixels, with 256 grey levels per pixel. But since images are divided into
8*8 block so images are scaled or resized into 96*112 pixels. The images are orga-
nized in 40 directories (one for each subject), which have names of the form sX,
where X indicates the subject number (between 1 and 40) i.e. s1–s40. In each of
these directories, there are ten different images of that subject, which have names of
the form Y.pgm, where Y is the image number for that subject (between 1 and 10) i.e.
1.pgm. The following figure shows image of one person from ORL face database.

For training, from the database 6 images of each subject is taken while the remain-
ing 4 images is left for testing, means 240 images are used to training the database
and the remaining 160 images are used for testing from the same database while
some other images of the same format are also used for testing (not from the same
database). Results after the experiments are shown in the Table.

Image data base Images for training Images for testing SVM
Training time (sec) Matching time(sec)
Iterations Iterations
I II III I II III

400 240 160 12.31 12.27 12.22 0.36 0.30 0.28
18.23 18.41 18.35 1.13 1.10 1.06
28.77 28.55 28.68 1.81 1.66 1.72
39.75 39.58 39.69 2.43 2.50 2.54

Recognition Rate
The closer a system’s measurements to the accepted value, the more accurate the

system is considered to be. Recognition rate means a rate which a face recognition
system recognizes an individual by matching the input image against images of all
users in a database and finding the best match.

Recognition rate = total no. of correct matches ∗ 100

Total no. of faces

= 400 ∗ 100

400
= 100 %

The following graph shows 100 % recognititon rate (Fig. 8).
Training Performance

The training performance of recognition system varies according to the system
configuration. This recognition system has been implemented and tested in MATLAB
version 7.5 under Microsoft Windows XP operating system. The training dataset is
image database taken from ORL face database [7].
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Fig. 8 Graph of recognition rate

Fig. 9 Graph of training time

The following graph shows the training performance of the recognition system
(Fig. 9).
Matching Time Performance

Likewise the training performance, the matching performance of the recognition
system varies according to the system configuration. The following graph shows the
matching performance of the recognition system (Fig. 10).
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Fig. 10 Graph of matching time

6 Conclusion

By using the SVM in the DCT domain, not only the storage requirement is largely
relaxed, but also the computational complexity is simplified. Some redundant infor-
mation is removed by truncating the DCT coefficients so that the dimensionality of
the coefficient vectors can be reduced. When the powerful features of the SVM, such
as margin maximization and kernel substitution for classifying data in a high dimen-
sional kernel space, are combined with the low dimensional DCT feature vector
as described, a good compromise between the computational efficiency and perfor-
mance accuracy is obtained upto 100 %.

7 Future Work

In this paper we have used SVM and DCT for face recognition. Using this technique
fast and accurate face recognition system is developed and tested and the performance
found is 100 %. Of course in future there can be some other ways to improve the
overall performance of the face recognition such as “Incremental SVM” [8] and
“Decremental SVM” [9] along with DCT [10].
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Multi-Temporal Satellite Image Analysis
Using Gene Expression Programming

J. Senthilnath, S. N. Omkar, V. Mani, Ashoka Vanjare and P. G. Diwakar

Abstract This paper discusses an approach for river mapping and flood evaluation
to aid multi-temporal time series analysis of satellite images utilizing pixel spec-
tral information for image classification and region-based segmentation to extract
water covered region. Analysis of Moderate Resolution Imaging Spectroradiometer
(MODIS) satellite images is applied in two stages: before flood and during flood.
For these images the extraction of water region utilizes spectral information for im-
age classification and spatial information for image segmentation. Multi-temporal
MODIS images from “normal” (non-flood) and flood time-periods are processed in
two steps. In the first step, image classifiers such as artificial neural networks and
gene expression programming to separate the image pixels into water and non-water
groups based on their spectral features. The classified image is then segmented using
spatial features of the water pixels to remove the misclassified water region. From the
results obtained, we evaluate the performance of the method and conclude that the
use of image classification and region-based segmentation is an accurate and reliable
for the extraction of water-covered region.

Keywords MODIS satellite image · Gene expression programming · Artificial
neural network
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1 Introduction

Multi-temporal time series analysis of satellite images plays an important role in dis-
criminating areas of land surface changes between imaging dates. The data from
NASA’s MODIS satellite sensor have considerable potential for multi-temporal
image analysis. The results of multi-temporal image analysis are very useful in
hydrological applications such as flood detection and damage assessment. Although
MODIS is a moderate resolution image sensor it does provide excellent between
land and water discrimination [1]. Because of the moderate resolution of MODIS,
some features such as river courses, canals, and roads appear in the images as lin-
ear segments, without additional details that would further complicate the automatic
extraction of related features. Hence the complexity in extracting river networks and
evaluating floods from MODIS image has attracted many researchers [1, 2]. In liter-
ature, many extraction techniques are devised based on pixel, region, and knowledge
for a given image [1–6].

In this paper, we consider a combination of the pixel-based, region-based, and
knowledge-based classification and segmentation methods that were used in earlier
studies for the extraction of roads [3]. The same approach is used with Artificial
Neural Network (ANN) and Gene Expression Programming (GEP) classifiers for this
study. Multi-temporal MODIS images for the automatic extraction of river networks
(before flood) and for evaluating floods (during flood) is presented. ANN and GEP
classifiers are used to classify the similar spectral features of an image to differentiate
water and non-water image pixels. As the classification uses only the spectral features,
some misclassified water image pixels, which have spectral reflectance similar to the
water, are also classified into the water group. This discrepancy between true water
and misclassified water image pixels is resolved by using region-growing image
segmentation and knowledge-based techniques to extract the shape and density of
water-covered regions, based on the spatial features of the image. The extracted
features are evaluated to differentiate water regions from non-water regions. Finally,
the performance of these methods are evaluated and compared.

2 Image Classification

Optical satellite image data are often adversely affected by image “noise” due to
clouds. It is therefore important to eliminate or minimize such noise before subse-
quent image classification and segmentation. In this study, we use a median-based
switching filter, called Progressive Switching Median (PSM) filter, where both the
impulse detector and the noise filter are applied progressively in iterative manner
[7]. This technique is applied to remove all the cloud noise from MODIS images.
In satellite imagery, the appearance of water strongly depends on the sensor’s spec-
tral sensitivity and spatial resolution. In this study, moderate-resolution gray-scale
MODIS images (250 m per pixel) are used. The gray-scale intensity of any pixel in an
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image depends on the reflectance properties of the object it depicts. Each pixels can
therefore be classified into one of the two groups based on its specific intensity level
of the pixels, i.e., water and non-water. The two supervised classification techniques
such as Artificial Neural Network (ANN) [8–10] and Gene Expression Programming
(GEP) [11] are used to classify water image pixels. In GEP unlike ANN, provides
an efficient method for obtaining classification rules in the form of a mathematical
expression for a given image. Initially, the water pixels and non-water pixels from
two images (before and during flood) are picked randomly for training. For the given
training data set, ANN generates weights where as GEP provides mathematical ex-
pression. Using these weights and mathematical expression all pixels of the image
are extracted and evaluated.

3 Image Segmentation

The objective of image segmentation is to eliminate those pixels that are wrongly
classified as water. However, as some non-water pixels in the image will have re-
flectance properties similar to water and hence these pixels may be misclassified into
the water group. Because of this misclassified water pixels get classified into true-
water pixels which are a hindrance in the classification. This hindrance is removed
by segmentation using spatial features of the image. The image is first divided into
regions and the geometrical parameters for every region are calculated. Then these
regions are segmented as true-water and false-water regions. For this we use Shape
Index (SI) and Density Index (DI) defined as [3]:

SI = P

4 · √
A

(1)

DI =
√

A

1 + √
VAR(X) + VAR(Y )

(2)

where P represents the perimeter of the region (the number of pixels on the boundary
of the region), A represents the area of the region (the number of pixels of the
region), VAR(X) represents variance of x-coordinates of all the pixels in the region,
VAR(Y ) represents variance of y-coordinates of all the pixels in the region, and the
term

√
VAR (X)+ √

VAR (Y ) gives approximate radius of the region [3]. The river
pixels have a high SI and a low DI, whereas non-river pixels have a low SI and a
high DI. Thus, for segmentation purpose, threshold values are set for both indices:
SI and DI. Regions having a SI greater than the SI threshold value and a DI less
than the DI threshold value are segmented as water and non-water regions. Those
regions which do not qualify as water are segmented as non-water. We see that the
non-flooded regions are more than the flooded region in an image. The perimeter
value of a non-flood region is greater than that of a flood region. This makes the
ratio of perimeter to the area, a high value for non-flood region and a low value for
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flood region. Thus, non-flood regions have a higher value of SI than flood regions.
Thereby, the DI for flooded regions is higher than that of non-flooded regions. Thus,
for segmenting purpose, threshold values can be set for both the indexes: SI and DI.
Regions having a SI lower than the threshold value and DI higher than the threshold
value are segmented as flooded regions.

4 Results and Discussion

In this section, two classifier methods are used to extract the course of the Krishna
river. Figure 1 shows the ground truth information of the flooded and non-flooded
regions. All the flooded and non-flooded regions (cities) are shown in the map.
The cities (regions) which were not affected by flood are represented by white dots
whereas the cities which were affected by flood are represented by white dots with
black dots in the center. The images cover an area of 18888.37 km2 and districts like
Kurnool, Mahaboobnagar, Bellary, Gulbarga, and Raichur. Figures 2a and 3a show
the March 2009 image (i.e., before the flood) and September 2009 image (i.e., during
the flood) MODIS satellite images. For both images, we have applied classification
and segmentation technique to extract the river network (before flood) and flooded
region (during flood).

Two MODIS images [12] of the same region are used to classify and validate.
The classifiers were trained using 20 randomly picked samples of two classes (water

Fig. 1 Study area with flooded and non-flooded cites marked on MODIS image
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Fig. 2 a MODIS image of Krishna River before flood, b segmented image using ANN, c segmented
Image using GEP

Fig. 3 a MODIS during flood image with ground truth information: flooded and unflooded cities;
b segmented Image using ANN (white points are identified as flooded cities); c segmented image
using GEP (white points are identified as flooded cities)

Table 1 Evaluating features based on ROC parameters during flood image

Methods True positive rate True negative rate False positive rate Accuracy

ANN 0.83 0.94 0.06 0.89
GEP 1 0.94 0.06 0.96

and non-water) [12]. Then the MODIS Band 2 image was tested using the trained
classifiers.

The GEP expression tree generated for the training sample using before and during
flood images are given in Eqs. (3) and (4) respectively.

M = (2 ∗ B2) − 4.5 (3)

N = 3.3 − (11.3 ∗ B2) (4)

where B2 represent the Band 2 of the MODIS image. Each pixel in the image is clas-
sified as water or non-water image pixel using the above equations. If the value of M
and N for a pixel is >0.5 then this pixel is classified as water; otherwise this pixel
is classified as non-water pixel. However, their might be some misclassified pixels.
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These misclassified water pixels are properly classified as non-water pixels using
region-based segmentation. For segmentation purpose, we use two indices based on
geometrical features—Shape Index (SI) and Density Index (DI), in order to differ-
entiate the water pixels from non-water pixels, by thresholding the index values. The
results of ANN and GEP method are compared in terms of the Root Mean Square
Error (RMSE) [13] and Receiver Operating Characteristic (ROC) parameters [14].

Figure 2a and b shows river extracted image using ANN and GEP respectively.
RMSE value is analyzed for before flood image. RMSE values for ANN and GEP
are 0.126 and 0.1205, respectively. We can observe that, based on the RMSE values
for before flood image, GEP results in less error in comparison with ANN.

Figure 3a and b shows the list of flooded and unflooded regions (cities) using
ANN and GEP respectively. From Table 1, we can observe that true positive rate and
accuracy during flood image is better in GEP. The performance of GEP is better than
ANN for before and during flood images.

5 Conclusions

The tasks of river mapping and flood extraction are accomplished successfully by the
procedure of pixel-based spectral information for classification, and shape informa-
tion for segmentation, as discussed above. This has been found to be an efficient way
to extract water regions from before and during flood satellite images. In the classifi-
cation stage of extracting water and non-water groups, the gene expression program-
ming classifier proved better than the artificial neural network classifier. The results
of classification using spectral information are improved through region-growing
image segmentation (based on spatial feature) using similarity criteria emphasizing
shape information, resulting in an effective extraction of water-covered regions.
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An Advanced Approach of Face Alignment
for Gender Recognition Using PCA

Abhishek Kumar, Deepak Gupta and Karan Rawat

Abstract In this paper we have used principal component analysis (PCA) tool by
adding mathematical rigor to provide explicit solution for gender recognition by
extracting feature vector. We will implement face recognition system using PCA
algorithm along with the application of kernel support vector machine for error
minimization. In addition by using face-rec database. This is an Eigen face approach
motivated by information theory using an images database of 545 images of male
and female for improved efficiency. sometimes PCA mixes data points which lead to
classification error. We are improving principal component analysis (PCA) by taking
vector corresponding to k minimum error unlike conventional PCA.

Keywords Gender Recognition · Principal component analysis · Eigen faces ·
SVM · Euclidian distance

1 Introduction

The face is an important biometric feature of human beings. Faces are accessible
‘windows’ into the mechanisms that govern our emotional and social lives. A suc-
cessful gender classification method has many potential applications such as human
identification, smart human computer interface, computer vision approaches for mon-
itoring people, passive demographic data collection, etc. This paper deals with gender
classification based on frontal facial images we will deal with significant variation
between faces that significant features are known as Eigen faces. A Principal Compo-
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nent Analysis (PCA)-based image representation [1, 2] was used along with radial
basis functions and preceptor networks investigated the use of SVMs for gender
classification we will discuss the learning method back propagation as well for more
efficient recognition rate. But a higher recognition rate is probably achieved due to
excluding of negative feature. In general, all existing method or technique is appear-
ance based, we have shown mathematical approach for feature analysis followed
by structural risk minimization with the application of SVM [3]. As in order to get
more accuracy a learning algorithm is needed so we have used back propagation.
that is, they learn the decision boundary between male and female classes from
training images, without extracting any geometrical features such as distances, face
width, face length, etc. Almost all the modern face recognition algorithms use the
PCA approach as the starting point for dimensionality reduction. We need to install
image processing tool box, specifically we may use imread, imresize, etc., function in
implementation phase. Principal Component Analysis proves to be the most robust
and novel algorithm for face recognition and this can be verified by the fact that
almost every other face algorithm such as the Linear Discriminant Analysis [4] and
the Gabor filter approach [3, 5] make use of the PCA for dimensionality reduction.
This technique classifies images in form of Eigen faces, explained further.

2 Principal Component Analysis

In this paper, we will implement a face recognition system using the PCA algorithm
[6]. Automatic face recognition systems try to find the identity of a given face image
according to their memory. The memory of a face recognizer is generally simulated
by a training set. In this paper, our training set consists of the features extracted
from known face images of different persons. Thus, the task of the face recognizer
is to find the most similar feature vector among the training set to the feature vector
of a given test image. Here, we want to recognize the identity of a person where
an image of that person (test image) is given to the system. We will use PCA as a
feature extraction algorithm in this paper. In the training phase, we should extract
feature vectors for each image in the training set. Let π A be a training image of
person A which has a pixel resolution of M ≥ N (Mrows, Ncolumns). In order to
extract PCA features of π Awe will first convert the image into a pixel vector © A by
concatenating each of the Mrows into a single vector. The length (or, dimensionality)
of the ©A vector will be M ≥ N . In this project, we will use the PCA algorithm as
dimensionality reduction technique which transforms the vector ©A to a vector wa ,
which has a dimensionality d where d >> M ≥ N . For each training image ai , we
should calculate and store these feature vectors !i . In the recognition phase (or, testing
phase), we will be given a test image π j of a known person. Let αj be the identity
(name) of this person. As in the training phase, we should compute the feature vector
of this person using PCA and obtain ! j . In order to identify, a j we should compute
the similarities between w j and all of the feature vectors wis in the training set. The
similarity between feature vectors can be computed using Euclidean distance. The
identity of the most similar wi will be the output of our face recognizer. If i = j , it
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means that we have correctly identified the person j , otherwise if i ≤= j , it means
that we have misclassified the person j . of computational resources. Thus, to sum
up, the jobs which the PCA technique can do are prediction redundancy removal,
feature extraction and data compression.

3 Mathematical Approach of the PCA

We are considering 2-D image for working so first of all it will get converted in to
1-D vector by concatenating rows and columns T Suppose we have M vectors each
of size N (rows ≥ columns) representing a set of sampled images [7].

Let ‘= p j ’ represent the values of the pixels.

X i = [p1, p2, p3, p4, . . . , pN ]; i = 1, 2, 3, 4, . . . M. (1)

then the images are mean centered when we subtract the mean image from each
image vector. Let us suppose m as the mean image:

m = (1/M)≥ (λXi ) (2)

Let Wi be the mean centered image:

Wi = Xi − m (3)

Ultimately, we have to find the values of ei ’s which have the largest possible projec-
tion onto each of the wi ’s. The purpose is to get M orthogonal vectors ei for which
the quantity

τi = (1/M)λ(eiT ≥ wn)2 (4)

is normalized with the orthogonality constraint:

eiT ≥ ek = δlk (5)

The values of ei ’s and λi ’s are calculated from the Eigen vectors and the Eigen values
of the covariance matrix:

C = W ≥ WT (6)

W is a matrix formed by the column vectors wi places side by side. The size of the
covariance matrix is enormous (N ≥ N ). It is not possible to solve for eigenvectors
directly. In mathematics, there are areas where one needs to find the numbers λ and
the vectors v that satisfy the equation where A is the square matrix:

Av = λv (7)
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Fig. 1 An example face under a fixed view and varying illumination

Any λ satisfying the above equation is the Eigen value of A. The vector v is called
the eigenvector of A. The Eigen values and eigenvectors are obtained by solving the
equation:

[A − λI ] = 0 (8)

For every λ, we calculate the corresponding eigenvectors and then normalize them.
The eigenvectors are then sorted in the ascending order. This gives us the final KL
Transform matrix. The covariance matrix of the final transformed image will have
the Eigen values as their diagonal elements. More over the mean of final image will
be zero.

4 Statistical Projection Methods

The first step is to create a database of images of different people. The database
considered in this case is the—Face Recognition Database, MIT, USA↓. The images
will exhibit different variations in the positioning of the head, the hair, the light
content, the contrast, the skin color, and the expressions of the people (Fig. 1).

The variation of head pose or, in other words, the viewing angle from which the
image of the face [8] was taken is another difficulty and essentially impacts the perfor-
mance of automatic face analysis methods. For this reason, many applications limit
themselves to more or less frontal face images or otherwise perform a pose-specific
processing that requires a preceding estimation of the pose, like in multiview face
recognition approaches. 2-D pose estimation approaches that have been presented
in the literature. If the rotation of the head coincides with the image plane the pose
can be normalized by estimating the rotation angle and turning the image such that
the face is in an upright position. This type of normalization is part of a procedure
called face alignment or face registration Fig. 2 shows some example face images
with varying head pose. Fig. 3 is showing original images and their PCA pattern map.
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Fig. 2 An example face under fixed illumination and varying pose

Fig. 3 Set of original images and PCA pattern maps

5 Support Vector Machines

The classification technique called Support Vector Machine (SVM) is based on the
principle of Structural Risk Minimization. One of the basic ideas of this theory is that
the test error rate, or structural risk R(α), is upper bounded by the training error rate, or
empirical risk Remp and an additional term called VC-confidence which depends on
the so-called Vapnik-Chervonenkis (VC)-dimension h of the classification function.
More precisely, with the probability 1 − η, the following holds

R(α) < Remp(α) + ∈
h(log(2l/h) + 1) − log(η/4)/L (9)

where α are the parameters of the function to learn and l is the number of training
examples. The VC-dimension h of a class of functions describes its—capacity↓
to classify a set of training data points. For example, in the case of a two-class
classification problem, if a function f has a VC-dimension of h there exists at least
one set of h data points that can be correctly classified by f , i.e., assigned the label
−1 or +1 to it. If the VC-dimension is too high the learning machine will over
fit and show poor generalization. If it is too low, the function will not sufficiently
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Fig. 4 Mean image for men and women created from the respective database images

approximate the distribution of the data and the empirical error will be too high.
Thus, the goal of SRM is to find a h that minimizes the structural risk R(α), which
is supposed to lead to maximum generalization (Fig. 4).

6 The Back Propagation Algorithm

We will focus on the Back propagation algorithm since it is the most common and
maybe most universal training algorithm. In the context of NNs, the Back propa-
gation (BP) algorithm has initially been presented by Rumelhart. It is a supervised
learning algorithm defining an error function E and applying the gradient descent
technique in the weight space in order to minimize E . The combination of weights
leading to a minimum of E is considered to be a solution of the learning problem.
In order to calculate the gradient of E , at each iteration, the error function has to
be continuous and differentiable. Thus, the activation function of each individual
perceptron. Mostly, a sigmoid or hyperbolic tangent activation function is employed,
depending on the range of desired output values, i.e. [0, 1] or [−1,+1]. Note that BP
can be performed in online or offline mode, i.e., E represents either the error of one
training example or the sum of errors produced by all training examples. In the fol-
lowing, we will explain the standard online BP algorithm, also known as Stochastic
Gradient Descent, applied to MLPs [9]. There are two phases of the algorithm:

• the forward pass, where a training example is presented to the network and the
activations of the respective neurons is propagated layer by layer until the output
neurons.

• the backward pass, where at each neuron the respective error is calculated starting
from the output neurons and, layer by layer, propagating the error back until the
input neurons.

Now, let us define the error function as:

E = 1/2λpp=1||op − tp||2 (10)
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where P is the number of training examples, op are the output values produced by
the N N having presented example p, and tp are the respective target values. The
goal is to minimize E by adjusting the weights of the N N . With online learning we
calculate the error and try to minimize it after presenting each training example.

Thus,
E p = 1/2λ

∣
∣
∣
∣op − tp

∣
∣
∣
∣
2 = 1/2λkk=1(opk − tpk)2 (11)

where k is the number of output unit when minimizing this function by gradient
descent, we calculate the steepest descent of the error surface in the weight space,
i.e. the opposite direction of the gradient. In order to ensure convergence; the weights
are only updated by a proportion of the gradient.

Thus,
�E p = (∂E p/∂W1, . . . ∂E p//∂Wk)

In order to ensure convergence, the weights are only updated by a proportion of
the gradient.

Thus,
ρWk = −λ∂E p/Wk (12)

Once we have analyze the images fixed illumination and varying pose now we will
have to Eigen faces by conventional methods in order to get the corresponding Eigen
vector as explained in section of PCA in above section. For the reconstruction of the
test image we will need that the value of each Eigen faces. When we consider the
entire training set for reconstructing the test image in Fig. 5 the reconstructed image
resembles a lot with the test image shown in Fig. 5. We will analyze the performance
using fuzzy logic, neural network, back propagation, and SVM. After these above
step get completed, we will do the gender classification (Fig. 6).

Figures 7, 8, and 9 are showing the performance of different gender classification
system on different dataset with different set of values for better analysis every time.

Fig. 5 Test input image
having same number of pixels
as the database images
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Fig. 6 Reconstructed image using men’s database

Fig. 7 Performance based on SVM, neuro fuzzy, and neural network method

On the basis of different values of threshold we have done the analysis. The different
dataset is showing how at different value of threshold the accuracy is getting better
each time we are altering the threshold values. The different dataset is showing
not only the accuracy but sensitivity at the same time followed by specificity and
precision. We have considered the value 0.1, 0.5, and 0.8 for the above dataset,
respectively. So at the threshold value 0.1 SVM has achieved the accuracy of 70 %
and the sensitivity of 45 % the specificity is much more than the sensitivity it is
88.72 % as shown in dataset 1f in Fig. 7. Now for the data set 2 we have the threshold
value 0.5 in this case SVM has achieved the accuracy of 40 % and 25 % of sensitivity
and specificity of 59.3 % similarly for the dataset 1, neuro fuzzy has achieved some
different values as shown in respective figure. So through above given graph we could
manage to calculate the performance of SVM, combined fuzzy logic, and neuro fuzzy
in more analytical manner. As the different dataset are showing the percentage of
accuracy precision, sensitivity, specificity, etc.
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Fig. 8 Dataset 2

Fig. 9 Dataset 3
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7 Analysis of Facial Feature With the Evaluation
of Euclidian Distance

The above Fig. 10 is showing the analysis of facial feature in which it is very
obvious to have different areas for the gender classification. So it is necessary to
analyze facial feature in which area having more contribution for gender recognition.
If we are processing on selective area the beneficial part will be the less bulky
calculation and less complexity. So when we have the final test set and training set
then we will go for the evaluations of Euclidian distance of that selective area of
the face on which we were processing. In a mean while it evaluates how close the
image from the test set is that from the training set. The consequences will be like the
smaller the Euclidian distance the similarity of the face will be greater in that respect.
At the same time higher recognition rate can be achieved due to excluding of the
negative feature. We will divide the facial image in to smaller region as shown in the
Fig. 10 in order to consider the shape information of the image. So the region around
the moustache will be the specific area to go with further as the area we are going
to consider is very sensitive as far as gender recognition is concerned using facial
image. Women will have less intensity than men so we can calculate the brightness
further to distinguish. This is how it plays an important role in gender classification
as the feature analysis fig shows the frequencies of each region we are working on.

Fig. 10 Feature analysis
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Table 1 Illumination changes: principal component analysis + neural network and PCA + support
vector machine

Training Testing Correct near-
est neighbour
(%)

Correct kernal
SVM (%)

Correct radial
basis SVM
(%)

4, 5, 6, 7, 8, 21 10 97.34 72.05 100
4, 5, 6, 7, 8, 21 11 100 79.41 100
4, 5, 6, 7, 8, 21 12 58.82 48.17 98.52
4, 5, 6, 7, 8, 21 20 96.34 64.70 100

Table 2 Pose changes: principal component analysis + neural network and PCA + support vector
machine

Training Testing Correct near-
est neighbor
(%)

Correct kernel
SVM (%)

Correct radial
basis SVM
(%)

1, 2, 3, 4, 6 8 83.82 33.82 76.47
1, 2, 3, 4, 6 9 97.05 98.52 100
2, 3, 4, 9 1 50 60.20 55.88
2, 3, 4, 9 6 27.94 30.88 33.82

In the next part we are going to show our experimental results with the neuro and
SVM application for pose changed and illumination changed. We will show that
how SVM approach along with PCA will show better classification results over
conventional PCA. We are showing the experimental results by taking 60 images of
men and women at one time then repeating the process for further results.

8 Experimental Results

Training samples have only uniform illumination. Testing samples have sharp illu-
mination changes. Both training and testing samples have moderate and sharp illu-
mination changes. We have the experimental results in Tables 1 and 2 which shows
better classification above conventional PCA Use of SVM on both experiments gives
more accuracy over conventional PCA in illumination changes and pose changed
condition, respectively. Our aim is to reduce the classification error with advance
approach of PCA by taking vector corresponding to k minimum classification error,
unlike conventional PCA.
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9 Conclusion

The PCA approach can effectively be used for the purpose of Face Recognition
and Gender Recognition. We have used image basis function. The EIGEN FACE
approach to gender recognition was motivated by information theory. It is fast rela-
tive simple but we have compared the performance using neuron network and SVM
for purpose such as human computer interaction and security system. The charac-
teristics of feature are comprehensively analyzed through the application to gender
recognition performed on face image with different pose using MIT.CBCL DATA-
BASE. Improved (PCA)-based gender detection with the application of (KERNAL
SVM) shows robustness against different types of noises and external influences
that face images can undergo in real world setting and result are more superior and
efficient than other approaches we have given experimental results in Tables 1 and
2 with illumination change and pose change which is showing the improvement of
this advance approach over conventional PCA. Further work can conspire improve-
ment in accuracy and minimization of classification error as compare to classical and
conventional approach of PCA.
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Analysis of Pattern Storage Network
with Simulated Annealing for Storage
and Recalling of Compressed Image
Using SOM

Manu Pratap Singh and Rinku Sharma Dixit

Abstract In this paper, we are analyzing the SOM-HNN for storage and recalling
of fingerprint images. The feature extraction of these images is performed with FFT,
DWT, and SOM. These feature vectors are stored as associative memory in Hopfield
Neural Network with Hebbian learning and Pseudoinverse learning rules. The objec-
tive of this study is to determine the optimal weight matrix for efficient recalling of
the memorized pattern for the presented noisy or distorted and incomplete proto-
type patterns from the Hopfield network using Simulated Annealing. This process
minimizes the effect of false minima in the recalling process.

Keywords Pattern storage network · SOM · FFT · DWT · Simulated annealing

1 Introduction

Pattern recognition has been implemented most commonly using the feedback neural
networks. The key idea in pattern storage by feedback networks is the formation of
basins of attraction in the energy landscape of the output state space. The number
of basins of attraction depends only on the network, i.e., the number of processing
units and their interconnection strengths. When the number of patterns to be stored
is less than the number of basins of attraction, i.e., stable states then spurious stable
states will exist, which do not correspond to any desired pattern. Determination of
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the number and locations of the basins of attraction in the network is not normally
possible, but it is possible to estimate the capacity of the network and the average
probability of error in recall.

The standard Hopfield model uses a very simple weight matrix formed with one-
shot hebbian learning that produces a network with relatively poor capacity and
performance [1]. This capacity and performance can be enhanced by adopting the
modified Pseudoinverse rule. Pattern storage for continuum features as the input data
can be characterized with the self organizing map for dimension reduction and feature
extraction with Hopfield energy function analysis [2]. Iterations of the competitive
learning between the input and the feedback output layer reduce the neighboring
region in the processing elements of feedback layer and at each learning iteration,
the used activation dynamics of the feedback layer leads the network toward the
stable state. The feedback layer, which behaves as the HNN, at the equilibrium
stable state reflects the stored pattern at the minimum energy state. It reflects that
we may explore the possibilities of mapping of the features from the pattern space
to the feature space and simultaneously encode the presented patterns. This SOM-
HNN combination can be used to enhance the capabilities of the HNN. However,
the stable states may not necessarily correspond to the memorized pattern and this
can be one of the major pitfalls of the SOM-HNN formulation. Since the energy
surface comprises several basins of attraction, there may be many local minima and
on presenting the memorized pattern there is an equal probability that the activation
dynamics converges to some false minima instead of the memorized pattern. Error
in pattern recall due to false minima can be reduced by using a stochastic update [3]
of the state for each unit, instead of the deterministic update. This paper explores
this strategy wherein noise is introduced into the network dynamics. In effect, the
network will reach states of lower energy but will also occasionally jump to higher
energy states. This extended dynamics can help the network to skip out of local
minima of the energy function. This approach will be implemented through the
process of simulated annealing controlled by the temperature parameter to check the
recall of the memorized patterns. The appearance of false minima in the SOM-HNN
networks can be formulated as an Optimization problem for optimizing the activation
dynamics. Such network when presented a prototype input pattern or its noisy variant
should move stochastically through the activation dynamics in such a way that the
network settles only into the energy basin corresponding to the memorized pattern
thus avoiding the convergence to some false minima. This has been implemented in
the simulations in this paper.

2 Preprocessing for Feature Extraction

The feature extraction algorithms extract unique information from the images [4].
The pattern set, i.e., scanned fingerprint images of multiple individuals are pre-
processed before converting them to suitable patterns. The scanned RGB images are
converted to Grayscale, enhanced and made sharper using histogram equalization
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and finally converted into a binary image by thresholding about the histogram peak.
The efficiency of the feature extraction method decides to a great extent the quality
of the image. Therefore, we are employing FFT and DWT for feature extraction to
consider the pattern for storage.

The two-dimensional X-by-Y FFT and inverse X-by-Y FFT relationships are
respectively given as

F(p, q) =
X−1∑

x=0

Y−1∑

y=0

f (x, y)e− j2
∏

px/X e− j2
∏

qy/Y p = 0, 1, . . . , X − 1
q = 0, 1, . . . , Y − 1

(1)

f (x, y) = 1

XY

X−1∑

p=0

Y−1∑

q=0

F(p, q)e j2πpx/X e j2πqy/Y x = 0, 1, . . . , X − 1
y = 0, 1, . . . , Y − 1

(2)

The values F(p, q) are the FFT coefficients of f (x, y).
Wavelet analysis expresses the original image in terms of a sum of basis functions,

which are the shifted and scaled versions of the original (or mother) wavelet [4] and
can often compress or de-noise a signal without appreciable degradation. Each DWT
is characterized by a transform function pair or set of parameters that define the pair.
Transform functions also called the wavelets are obtained from a single prototype
wavelet called mother wavelet by dilations and shifting as:

ψa,b(t) = 1≥
a

ψ
t − b

a
(3)

where, a is the scaling parameter and b is the shifting parameter. The transform func-
tions can be represented by three separable 2-D wavelets, i.e., ψH (x, y),ψV (x, y),

ψD(x, y) and one separable 2-D scaling function, i.e., ϕ(x, y). The digitized binary
images are subjected to FFT and DWT filtering and the refined and filtered images
are obtained by Inverse FFT and DWT, respectively.

The filtered images are then converted to bipolar patterns. The general form of
the lth pattern vector is xl = [xl1, xl2, xl3, . . . , xl N ]T where N = 1 to 900. All the L
image pattern vectors are presented to the feedback network for storage in the form
of a comprehensive matrix P of order N x L.

3 Self Organizing Maps

Self-organizing maps can be used for feature mapping. The feature map can often
be effectively used for the feature extraction from the input data for their recog-
nition or, if the neural network is a regular two-dimensional array, to project and
visualize high dimensional signal spaces on such a one or two dimensional display.
It is used to deal for the patterns which represent the continuity in the feature space.
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The features extracted from the SOM can be used as patterns for storing or encoding
in the feedback neural network of Hopfield type. The associative memory feature of
HNN for pattern storage and their recalling can be accomplished to incorporate sym-
metric feedback synaptic interconnection between the processing units with bipolar
state of the output layer in self organizing map. Obviously, it is quite interesting to
incorporate feedback connections among the processing units of grid in SOM for
pattern recognition [2, 5, 6]. In this network, the processing elements of the feed-
back layer, i.e., grid of SOM are fully interconnected with the symmetric connection
strength represented with weight vector M. The processing elements of the input
layers are connected to each of the processing element of the feedback layer with
connection strength represented with weight vector W. The presented input pattern
to the network is K-dimensional with continuum features, applied one at a time. The
network trained to map the similarities in the set of input patterns and at any given
time only few of the input may be turned on. That is, only the corresponding links
are activated to accomplish the aim of capturing the features in the space of input
pattern and the connections are like soft wiring dictated by the unsupervised learning
mode in which the network is expected to work [5]. There are several ways of imple-
menting the feature mapping process. In one of the method, output layer is organized
into predefined receptive fields, and the unsupervised learning should perform the
feature mapping by activating the appropriate connections [7, 8]. Another method of
implementing the feature mapping process is to use the architecture of a competitive
learning network with on center off surround type of connections among units, but at
each stage the weights are updated not only for the winning units, but also for the units
in its neighborhood [9]. This neighborhood region may be progressively reduced dur-
ing learning. The input pattern vector X = {x1, x2, x3, . . . , xk} ≤ Rn is applied to the
processing elements of the input layer. The processing elements of the input layer are
connected with each element in the SOM grid. This grid contains the feedback layer
region. We associate connection strength Wi = [wi1, wi2, . . . , win]T ≤ Rn to every
processing element of the feedback layer. The initial value of W T is selected ran-
domly. Now the input pattern vector X is applied on the processing units of the input
layer. The linear output of these processing units feed the weighted input through
feed forward connection to the SOM grid. The activation of the j th process unit of
the feed back layer can be represented as:

y j =
K∑

i=1

wi j xi (4)

where, j = 1 to N (Number of units in the feed back layer.)
A winning unit, say P is selected among all the processing units of the feedback

layer as:
yp = max

i
(y j )

W T
P X ↓ W T

j X for all j
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Geometrically, the above relationship means that the input vector X is closest to
the weight vector wp among all wi i.e.,

k∑

i=1

(xi−wPi ) ∈
k∑

i=1

(xi − w ji ) for all j (5)

Hence, during learning, the nodes that are topographically close up to certain
geometric distance will activate each other to learn from the same input vector X
and the weights associated with the winning unit P and its neighboring units r are
updated as:

wi P (t + 1) = wi P (t) + –λ(P, r)[xi (t) − wi j (t)] (6)

For i = 1 to K and j = 1 to N , here the –λ(P, r) is the neighborhood func-
tion.The neighborhood region reduces in successive iterations of the training process.
Therefore, with this mechanism of competitive learning, the SOM is able to learn in
unsupervised mode the feature mapping of the input pattern with continuum feature
space.

4 Hopfield Neural Network

The proposed Hopfield Model to store L of patterns each of order N × 1 consists of
N processing units and N → N connection strengths. The state of the processing unit
is considered bipolar with symmetric connection strength between the processing
units. Each neuron can be in one of the two stable states, i.e., ±1. Storage as patterns
is accomplished with Hebbian rule and the Pseudoinverse Rule. The Hebbian Rule to
store L patterns is given by the summation of correlation matrices for each pattern as:

Wi j = 1

N

L∑

l=1

xli → l j for i ∗= j

= 0 for i = j, 1 ∈ i ∈ N (7)

where N is the number of units/neurons in the network.
The standard pseudoinverse rule is known to be better than the hebbian rule

in terms of the capacity (N ), recall efficiency and pattern corrections [10]. The
Pseudoinverse Rule to store the pattern set P of Eq. (5) is given by

W = P P† (8)

where P† is its pseudoinverse of P [11, 12]. But pseudoinverse rule is neither local
nor incremental as compared to the hebbian rule. These problems can be solved by
modifying the rule in such a way that some characteristics of hebbian learning are
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also incorporated such that locality and incrementality is ensured. Hence the weight
matrix is first calculated using hebbian rule stated in Eq. (7) then the pseudoinverse
of the weight matrix can be obtained as:

W L
pinv = (W L)†(W L → (W L)†)−1 (9)

where (W L)† is the transpose of the weight matrix W L and (W L→(W L)†)−1 is the
inverse of the product of W L and its transpose. After storing pattern set P in the
HNN using either the Hebbian or the Pseudoinverse rule, the performance of the
network needs be tested for the memorized patterns, their noisy variants and also
for incomplete pattern information. For this, the process of recalling is considered,
whereby a test pattern, which can be the memorized pattern or its noisy form, is
input into the network and the network is allowed to evolve through its activation
dynamics. The output state of the network is then tested for resemblance with one
of the expected stable states.

5 Stochastic Recall using Simulated Annealing

In associative memory architectures, the memorized patterns act as attractors in the
state space of the network. In effect as the memorized pattern is presented it moves
to the attractor that it most closely resembles to. However there exist additional
attractors that do not correspond to any memorized pattern and thus are unhelpful.
These spurious attractors may lead to error in pattern recall. The addition of noise to
the deterministic HNN can be beneficial in the elimination of the spurious minima
because as the free energy landscape is changed, the spurious local minima of the
energy function may no longer be stable and therefore the probability that the network
converges to a memorized pattern is increased [13].

In the stochastic case the update rule is probabilistic instead of being deterministic.
Whenever a unit is selected for updating, the energy either decreases or remains the
same. It is possible to realize a transition to a higher energy state from a lower energy
state by using a stochastic update [3] in each unit instead of the deterministic update
of the output function. In this process the probability of firing for an activation value
of y can be expressed as

P(s = 1/y) = 1/1 + e−(y−θ)/T (10)

where T is the temperature of the network. At T = 0 the stochastic update reduces
to a deterministic update. As the temperature is increased, the uncertainty in making
the update according to f (y) increases, giving thus a chance for the network to go to
a higher energy state. Therefore the result of Hopfield energy analysis, i.e. λV ∈ 0,
will be no longer true for nonzero temperatures. Finally when T = ∞, then the
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update of the unit does not depend on the activation value y any more. The state of
the network changes randomly from 1 to −1 or vice versa.

The training and recall of patterns in a stochastic network use the process of
annealing controlled by the temperature parameter. Simulated Annealing has been
widely applied to solve optimization problems [14, 15]. The recall of the memorized
patterns corresponding to the presented noisy prototype patterns from the HNN can
also be formulated as an optimization problem. Here the criterion is to minimize
the network energy in such a way that the network settles into the global minima
corresponding to the memorized pattern and thus avoids getting trapped into any false
minima. The annealing schedule, becomes critical in realizing the desired probability
of states near T = 0. Thus, for recall, when a prototype input pattern or its noisy
variant is presented, the network is allowed to evolve through its stochastic dynamics
following an annealing schedule and reach an equilibrium state near T = 0. This
will reduce the effects of local minima and thus reduces the probability of error in the
recall. The temperature is initialized to a high value and then a neuron is randomly
selected from the network for updating. The energy of the network for the state s is
computed via the Hopfield energy function as

E(s) = −1

2

∑

i

∑

j

wi j si s j (11)

The state of the chosen neuron is flipped to generate a new configuration. The
energy of the new configuration is again computed using Eq. (11). Change in energy
for change of state in the unit k from 0 to 1, for example, is given by:

λE = E(sk = 1) − E(sk = 0) = −
∑

j

wk j ss = −xk (12)

If λE is negative then the new configuration obtained as a result of flipping of
the chosen neuron is considered as a better state and the new state is accepted. But
if the change in energy is positive then the new state is accepted with a probability
calculated as:

P(si ) = 1

1 + exp(λEi /T )
(13)

The above procedure continues several times until a thermal equilibrium is
reached. At this point the temperature is lowered and the procedure is repeated.
This continues until the temperature reaches a very small value. A critical aspect
here is the choice of initial temperature and the annealing schedule, specified as
Tk+1 = cTk , where Tk is the current temperature, Tk+1 is the new temperature and
c is a constant with value ranging between 0 and 1, with actual working range 0.8–0.9
for gradual reduction of temperature and skipping of false minima.
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6 Simulation Design and Results

In the simulation design and implementation the proposed HNN is designed with
900 processing units. This HNN is trained for pattern storage with two learning
rules i.e. Hebbian and Pseudoinverse Rules. The patterns for storage have been
preprocessed and filtered through FFT and DWT separately. In one implementa-
tion the preprocessed patterns are directly entered into the HNN while in other the
preprocessed patterns are first fed into the SOM and the feature spaces generated
thereafter are stored into the HNN. Thereafter the process of recalling is initiated
for prototype input patterns and for the noisy prototype input patterns of already
memorized patterns. The recall is evaluated with the standard Hopfield recall algo-
rithm and with Simulated Annealing. The results show that the SOM-HNN when
trained with FFT filtered patterns shows poor results as compared to the HNN. The
storage capacity with hebbian rule is reduced to almost half i.e. 1

2

(
N/2 log2 N

)
while

that with Pseudoinverse rule is reduced to one-ninth i.e N/9. But on the other hand
the same network when trained with DWT filtered patterns shows enhanced storage
capacity with both the learning rules. With hebbian rule the capacity increases to
0.28N while with pseudoinverse rule the capacity is maintained at the maximum
i.e. N . The Pattern recall ability of the SOM-HNN for the noisy variants of the FFT
and DWT feature vectors is better with DWT filtered patterns as compared to the
FFT filtered patterns. But it is also observed from the results that the occurrence of
false minima is increased in this network as compared to a stand-alone HNN. But
this drawback can also be taken care of by stochastic recalling of the patterns using
Simulated Annealing, whereby the occurrence of false minima is been completely
eliminated.

7 Conclusions

Efficiency of the Pattern Storage networks is dependent on preprocessing techniques,
the learning methods adopted and the activation dynamics of the network. Modified
Pseudoinverse learning rule can be used to enhance the network capabilities. The
continuum feature spaces created by SOM when stored in the Hopfield network can
lead to substantial enhancement in the capacity and recall efficiency but this mapping
amplifies the occurrence of false minima, which can be eliminated by using stochastic
update instead of deterministic update of the network units in the recall mechanism.
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Nonrigid Image Registration of Brain MR
Images Using Normalized Mutual Information

Smita Pradhan and Dipti Patra

Abstract Registration is an advanced technique which maps two images spatially
and can produce an informative image. Intensity-based similarity measures are
increasingly used for medical image registration that helps clinicians for faster and
more effective diagnosis. Recently, mutual information (MI)-based image registra-
tion techniques have become popular for multimodal brain images. In this chapter,
normalized mutual information (NMI) method has been employed for brain MR
image registration. Here, the intensity patterns are encoded through similarity mea-
sure technique. NMI is an entropy-based measure that is invariant to the overlapped
regions of the two images. To take care of the deformations, transformation of the
floating image is performed using B-spline method. NMI-based image registration
is performed for similarity measure between the reference and floating image. Opti-
mal evaluation of joint probability distribution of the two images is performed using
parzen window interpolation method. The hierarchical approach to nonrigid regis-
tration based on NMI is presented in which the images are locally registered and
nonrigidly interpolated. The proposed method for nonrigid registration is validated
with both clinical and artificial brain MR images. The obtained results show that the
images could be successfully registered with 95 % of correctness.
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1 Introduction

Image registration is the process of transforming different sets of data into one coor-
dinate system. Registration methods can be classified by a number of characteristics,
which include the type of transformation and the registration measure. Although
it has applications in many fields, medical image registration is important among
them. Medical image registration has a wide range of potential applications, but the
emphasis is on radiological imaging. Modern three-dimensional treatment radiation
planning is based on sequences of tomographic images. Computed tomography (CT)
has the potential to quantitatively characterize the physical properties of heteroge-
neous tissue in terms of electron densities. Magnetic resonance (MR), is very often
superior to CT, especially for the task of diferentiating between healthy tissue and
tumor tissue. Positron emission tomography (PET), single photo emission tomog-
raphy (SPECT), and MRS (magnetic resonance spectroscopy) imaging have the
potential to include information on tumor metabolism. They have specific properties
and deliver complementary information. The images supply important information
for delineation of tumor and target volume, and for therapy monitoring.

A widespread survey of image registration methods have been published by Brown
and Zitova et.al. They have classified the image registration techniques as intensity-
based methods and feature-based methods [1, 2]. In intensity-based methods,
similarity measure has an important role, which quantifies the relationship of trans-
formation between the images. The most commonly used similarity measures are
based on intensity differences, intensity cross correlation, and information theory.
Among them, mutual information (MI) has gained wide interest in the medical image
registration field [3]. When the assumptions of corresponding intensities are not one-
to-one related, maximization of mutual information (MMI) is widely applicable [4].
Pluim et al. proposed to combine MI with an image gradient-based term that favors
similar orientation of edges in both images [5].

As MI is computed on voxel-by-voxel basis, it does not take the spatial infor-
mation inherent to the original image. To overcome this drawback, variations of
MI have been proposed. Pluim et al., suggested interpolation artifacts in similarity
measures [6]. Likar et al. developed a hierarchical image subdivisions strategy, that
decomposes the nonrigid matching problem into an elastic interpolation of numer-
ous local rigid registration [7]. For overlapping sub regions of the image, a non-
rigid registration scheme was proposed by extending the intensity joint histogram
with a third channel representing a spatial label by Chen et al. [8]. Rueckert et al.
employed for transformation modeling the multiresolution scheme [9]. Studholme et
al. employed normalized mutual information (NMI) for nonrigid registration of serial
brain magnetic resonance imaging (MRI) due to the local intensity changes, which are
mainly caused by imaging distortions and biological changes of the brain tissue [10].
The optimization algorithm for nonrigid medical image registration based on cubic
b-spline and maximization of MI is derived in [11].
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MI faces difficulties for registration of small-sized images. To overcome this lim-
itation, Andronache et al. used the MI for global registration and cross correlation to
register the small image patches [12]. Besides the Shanon’s entropy, other divergence
measures have been used such as Tsallis entropy by Khader et al. [13].

In image registration, finding homologous landmarks is a challenging task due
to lack of redundancy in anatomical information, in different modalities. Intensity-
based techniques circumvent these problems as they do not require any geometrical
landmarks. Their basic principle is to search, the transformation that maximizes a
criterion measuring the intensity similarity of corresponding voxels. In this chapter,
the registration scheme has been proposed using similarity measure-based method by
incorporating NMI. The NMI approach is a robust similarity measure technique used
for multimodal medical image registration. Moreover, the NMI-based registration is
less sensitive to the changes in the overlap of two images. Here, we propose a non-
rigid image registration approach by optimizing the NMI as similarity measure and
B-spline method for modeling the transformation of the deformation field between
the reference and floating image pairs.

2 Problem Statement

Here the NMI-based similarity measure is used as a matching criterion to solve the
image alignment problem.

Let A and B be two misaligned images to be registered where A is the reference
image and B is the floating image. The floating image B is a deformed image with
a deformation field. The deformation field is described by a transformation function
T(r,μ) where μ is the set of transformation parameter to be determined. The image
registration problem may be formulated as an optimization problem

∧
μ = arg max N M I

μ
(A(r), B(T (r;μ))) (1)

For alignment of the transformed target image B(T (r;μ)) with the reference
image A, we need the set of transformation parameters ¯ that maximizes the image
cost function N M I (A(r), B(T (r;μ))).

3 Problem Formulation

3.1 Registration by Normalized Mutual Information

The notion of image registration based on MI has been proposed by Maintz et al.
[3]. The MI of two images is a combination of the entropy values of the images. The
entropy of an image can be computed by estimation of the probability distribution
of the image intensities [5].



1072 S. Pradhan and D. Patra

Fig. 1 Mutual Information of two images

Fig. 2 Block diagram of NMI

If A and B are two random variables, then the amount of information that one
variable contains about another is evaluated by MI (Fig. 1) which is given as

I(A:B) =
∑

a,b

pA,B(a, b) log

(
pA,B(a, b)

pA(a)pB(b)

)
(2)

where PA(a) and PB(b) are the marginal probability mass function and PAB(a, b) is
the joint probability mass function. MI is related to the entropies by

I (A, B) = H (A) + H (B) − H (A, B) (3)

where H(A) and H(B) are the entropies of A and B and H(A, B) is the joint entropy
defined as (Fig. 2)
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H(A) = −
∑

a

pA(a). log pA(a)

H(B) = −
∑

b

pB(b). log pB(b)

H(A, B) = −
∑

a,b

pa,b(a, b). log pa,b(a, b) (4)

The MI of two images determines the uncertainty of one of the images when
the other is known. MI is assumed to be maximum when the images are registered.
According to Studholme et al., the registration quality might decrease despite an
increasing MI value whenever overlap between voxel occurs. At that time, MI is
maximum but the quality of the registration is not optimal [10]. To counter the effect
of increasing MI with decreasing registration quality NMI is considered. The trans-
formation yielding the highest NMI value is assumed to be the optimal registration
of two images. An estimate of the intensity distribution of the images is necessary
to compute the NMI value. NMI is a well-established registration quality measure
which can be defined in terms of image entropies,

N M I (A, B) = H(A) + H(B) − H(A, B)

H(A, B)
(5)

3.2 Optimization Using Parzen Window

To calculate the NMI between the reference image A and the floating image B using
a transformation T(r;μ), the joint histogram H(a, b;μ) has been taken. The popular
Parzen window interpolation method is formulated to obtain the joint histogram.
Parzen window places a kernel at a particular bin r and updates all the bins falling
under the kernel with the corresponding kernel value. The parzen window joint
histogram is given by;

H(a, b;μ) =
∑

r∈A

wa(IA(ra) − a)wb(IB(T (ra;μ)) − b) (6)

where IA(r): intensity of A, IB(r) : intensity of B, T(r;μ), maps every reference
position ra to the corresponding floating position rb = T(ra;μ) with a given set of
parameters μ. wa and wb are the Parzen window kernels used to distribute an intensity
over the neighboring bins.
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3.3 Transformation Model

The transformation model defines how one image can be deformed to match another;
it characterizes the type and number of possible deformations. Several transformation
models have been proposed for nonrigid image registration. In this chapter, we adopt
the second order B-splines model for transformation of deformed image. By contrast,
B-splines are only defined in the vicinity of each control point; perturbing the posi-
tion of one control point only affects the transformation in the neighborhood of the
point. Because of this property, B-splines are often referred to as having “local sup-
port”. B-spline based nonrigid registration techniques are popular due to their general
applicability, transparency, and computational efficiency. The B-spline model is sit-
uated between a global rigid registration model and a local nonrigid model at voxel
scale. Its locality or nonrigidity can be adapted to a specific registration problem by
varying the mesh spacing and thus the number of degrees of freedom.

Let π denote a rx×ry mesh of control points πi,j with a uniform spacing λ. Then,
the 2D transformation at any point r = [x, y]T in the target image is interpolated using
a linear combination of a B-spline convolution kernel as follows:

T (r;μ) =
∑

i j

ηi jβ
2
(

r − φi j

λ

)
(7)

where β(2)(r) = β(2)(x)β(2)(y) is a separable B-spline convolution kernel, and ηij
are the deformation coefficients associated to the control points πi,j.

3.4 Simulation and Results

The optimization of nonrigid transformation using B-spline interpolation method
leads to align the images. The time required for optimization steps to reach regis-
tration can be used as a measure of computational speed. The interpretation of NMI
function is based on dispersion of the joint histogram, meaning the less dispersed
the joint histogram, the better the two images are assumed to be registered. Under
this interpretation, minimization of the dispersion of the joint histogram is related to
maximization of NMI value.

The registrations were performed for a set of deformed brain MR images in
our simulation. In the first set, a T1 weighted brain MR image and a deformed
image that are considered as reference and floating images and, are shown in
Fig. 3a, b respectively. The deformation field is shown in Fig. 3c. The registered
image is shown in Fig. 3d. The joint histograms of the two images before registration
and after registration are shown in Fig. 3e and f respectively. It can be seen that the
histogram is not dispersed, rather focused after registration using NMI-based simi-
larity measure. The dispersion shows the misalignment between the images with a
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Fig. 3 a Floating image b Reference image c Deformation field d Registered image e Joint
histogram before registration f Joint histogram after registration

percentage of 4.009. The optimization timing or computational timing is recorded
as 41.14 s.

Another set of MR images are taken, where Fig. 4a is the floating image which is
deformed and rotated with an angle of 30 %. The reference image is shown in Fig. 4b.
The floating image is first rotated for best alignment with the reference one shown in
Fig. 4c. The deformation field is presented in Fig. 4d. The joint histogram of Fig. 4a,
b is shown in Fig. 4f, where it can be observed that the histogram is dispersed due to
misalignment between the two images. But in case of Fig. 4g it can been seen that
the histogram is very much focused after the registration process. The computation
time for optimal registration is recorded as 18.51 s.

The optimized NMI value, the percentage of misregistration error (MRE), and
the computational time for optimization metrics for both experiments are presented
in Table 1. The normalized value signifies the alignment between the two images
after registration process. The higher the value of NMI means more alignment of the
images. MRE is misregistration error calculated by considering the registered image
with respect to the reference images. Less value of MRE means best alignment of
the images. Computational time is the time required for optimal registration. From

Table 1 Calculated NMI
value with % age of Mis-reg
Error and comp. time

Image NMI value MRE (%) Comp. timing (s)

Figure 3 0.2880 4.0090 18.51
Figure 4 0.3960 7.5041 41.14
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Fig. 4 a Floating image b Reference image c 30◦ rotated floating image d Deformation field
e Registered image f Joint histogram before registration g Joint histogram after registration

the table, it can be concluded that the optimization process for aligning the images
takes more time with a low percentage of misalignment and vice versa.

4 Conclusion

In this paper, intensity-based technique is applied for alignment problem as we can
work directly with the volumetric data. We propose the registration scheme by opti-
mizing the NMI as similarity measure. This measure produces accurate registration
results on both artificial and clinical brain images that we have tested. B-spline
method is used for modeling the nonrigid deformation field of the target image with
respect to the reference image. Parzen window interpolation method is employed for
joint histogram plot. Current attempts are made to register the image with multimodal
images. This work can be extended towards multimodal brain image registration.
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A Proposal for Deployment of Wireless Sensor
Network in Day-to-Day Home and Industrial
Appliances for a Greener Environment

Rajat Arora, Sukhdeep Singh Sandhu and Paridhi Agarwal

Abstract Wireless automation sensor communication network (WASCN) is the
promising tool for energy conservation [1] according to the research work of this
paper. This paper considers the two aspects of analyzing an appliance, i.e., at man-
ufacturer level and user condition level of that appliance. At manufacturer level, the
manufacturer company of the particular appliance will itself provide the concerned
data of appliance and its effect on the environment, whereas at user level, these data
may depend on the infrastructure or the environment of that particular appliance
where it is being used. Now to analyze the 2nd impact we have environment and
infrastructure manager (EIM). EIM will deploy WASCN [2] between various appli-
ances to measure the effects of the appliance according to user, infrastructure as well
as the environment in which it is being used. These data recorded by the EIM will
be shared to analyze the effect of a particular appliance in various particular condi-
tions which in turn will help the customers or an industry to choose the environment
friendly products considering the cost too.
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1 Introduction

One of the most common and of utmost concern in today’s world is energy con-
servation, that too, environmental friendly. Today various companies are coming up
with eco friendly appliances. The need of hour is to change the old devices with
newer ones but for large-scale industries it is not possible to change them all one at
a time. So, in this paper we discuss the alternative method for energy conservation
in an environment friendly way. This paper argues on the fact that WASCN has all
the potential to improve the energy efficiency of such devices allowing EIM to target
more and more green purchases [3].

WASCN are low cost wireless sensors [4] that ensure the consumption of low
power of radio technologies. WASCN promises the monitoring of appliances via a
common EIM interface. Simultaneous monitoring of appliances via WASCN pro-
vides the path of identification of appliances requiring maintenance or replacement.

Refreshed data being generated after regular intervals creates an opportunity for a
manufacturer to develop energy as well as environment friendly products considering
infrastructure as well as the environment in which appliance will be used via detailed
power profile being generated by EIM in this regard.

2 Proposed Architecture for Energy Conservation
and a Step Ahead to Greener Environment

This section of our paper describes the components of our proposed architecture and
how the same components will help in conserving energy [5] and ENVIRONMENT.
The main thing is that to achieve our desired goal all these components should be
entangled with each other via Internet services so as to share their data.

2.1 Executive Roles

We have identified different executive roles at different levels that are as follows:

i> EIM
ii> Manufacturers

iii> End users

EIMs are the major proposed executive role in this system. EIMs are responsible
for maintaining a power profile of a particular appliance working under some envi-
ronmental conditions as well as space and area constraints. This power profile may
be different from the ideal power profile of an appliance. Also, we may note here
that power profile in one particular environment and area of the same appliance may
differ from other power profile in some other area size and environment. This fea-
ture of EIM helps the customer to choose the most appropriate appliance according
to his environment and area size which in turn helps customer saving energy and
environment by choosing the appropriate appliance.
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The second Executive role is that of the manufacturers. Manufacturers create
the power profile of an appliance in ideal conditions which is compared to EIM’s
power profiles. Now as we have pointed earlier, all the executive role players are
connected to each other in a network so a manufacturer can create one appliance
for two different environments for, e.g., homemade appliances may have different
environmental impacts and energy consumption than industries.

End users are the ones who help EIM to make a power profile of their appliances
by deploying WASCN with each appliance of theirs. It is also the responsibility of
the end user to check the power profile of appliances and choose the best appliance
which will help in conserving energy and environment according to their available
conditions.

2.2 WASCN and Its Features

WASCNs are the major proposed technology in our paper. According to our proposed
architecture WASCN are small chips that are entangled with each appliance which
in turn help in making the power profile. WASCN records the effect of appliance
on the environment and vice versa and the energy consumed by that appliance in
a particular area and environment. The sensed data is then sent to EIM. EIM is
connected to WASCN which will record the data of all the appliances in a particular
home or industry which may be helpful for the new customer to compare the profiles
of one appliance of the same company being used by different end users situated
at different areas having two different environmental conditions and select the eco
friendly appliance.

Various features expected to be possessed by WASCN are:

• Low power: WASCN are small chips or sensors that consume very less operating
power [6].

• Reliability: As the same WASCN will be applied in different areas having different
environment therefore, it should work in any of the conditions without any failure
or it must be reliable enough to be used.

• Low cost: There may be thousands of appliances at some places being used so the
operating cost and the maintenance cost must be low and within the budget of the
end user [7].

• Submission of manufacturer data: It is also expected that WASCN may be used
by manufacturers also to record their profiles and share data. So, WASCN should
fit into any conditions and may be used by any user.

A. Power profiles.

Power profile [8] refers to the power consumed by the device in a particular area
and environment and the worst-case will always be considered. Some areas may
be hot while some areas may be cold so the behaviour of one particular appliance
will be different in both the conditions. Also, some areas may be compact and some
areas may be wide so the heat dissipated by the device in compact area will be more
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which will disturb the environmental condition of that area. Thus here we choose
the appliance which will dissipate the minimum heat. So, we conclude that both
area as well as environmental condition somewhere has effect on appliance which
may again have an adverse effect on our environment itself and may consume more
energy. Therefore, this power profile helps in comparing data of different appliances
[9] in same conditions, different appliances in different conditions, same appliances
in same conditions and same appliances in different conditions.

B. Assembling of various power profiles by different executive roles

Now the need of the hour says to gather all power profiles recorded by EIM and the
manufacturers. All these profiles are shared online and data of different appliances
in same conditions, different appliances in different conditions, same appliances in
same conditions, and same appliances in different conditions is compared so that we
can work upon the existing appliances which are a threat to the environment or it
may also help in the case where we intend to replace the existing appliances with
new ones or it may also work when we go on for buying new appliances.

C. Power profile repository

Power profile repository [10] is like a database which stores various power profiles
generated by EIMs and the manufacturers. This repository is not maintained at end
user side, rather we make EIM and manufacturer responsible for holding the same,
but at the same time we should also keep in mind that this repository should be
accessible [11] by every executive role (Fig. 1).

Fig. 1 Architecture of the proposed model
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3 Working of our Proposed System

In the following section we explain the working of our proposed architecture:-
First, executive role 2, i.e., the manufacturer will develop an appliance and will

make the power profile of the appliance in the ideal conditions. The power profile
is then stored in the power profile repository which will in turn be shared on the
Internet. Then comes the role of the executive role 3, i.e., end user of an appliance.
Now in our proposed system executive role 3 is assigned the duty to deploy WASCN
with every appliance they are using. Now according to the surroundings for, e.g.,
area, temperature, room space, weather conditions, etc., the sensors will record the
effect an appliance on the environment and vice versa. Its power consumption also
depends on the surrounding. So, according to the conditions its power profile will be
recorded and will be stored in the repository of executive role 1, i.e., EIM. Now EIM
is responsible for storing data of different appliances in same conditions, different
appliances in different conditions, same appliances in same conditions, and same
appliances in different conditions & is compared so that we can work upon the
existing appliances which are threat to the environment or it may also help in the
case where we intend to replace the existing appliances with new ones or it may also
work when we go for buying new appliances. Likewise, it will be beneficial for end
users to search for the best suitable appliance according to their surroundings which
in turn will help us saving in the environment and reduce the electricity consumption
hence, saving the energy too.

4 Conclusion

Through this paper we have tried to present an energy conservation model which
will also help in making the present environment greener. Wireless sensors [12]
introduced itself has a low power consumption and is environmental friendly which
helps customer to go for an efficient purchase of an appliance which also cuts short
the maintenance cost keeping in mind the green environment as its main aim.

5 Review

A Review by
Mr DEEPAK SACHAN
Alumni IIT Roorkie Electronics and Communication Engineering.
MBA SungKyunKwan University Seoul, South Korea.
Manager Samsung Electronics Gurgaon
“There is hope if people will begin to awaken that spiritual part of them, that

heartfelt knowledge that we are caretakers of this planet.”—Brooke Medicine Eagle
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According to the proposed idea if the research scientists really implement it in
the practical life then it would change the whole current scenario and mind sets of
people towards efficient use of home appliances leading to a greener environment.
Till now whenever we talk about purchasing an appliance it’s just the deal between
an end user and manufacturer but both manufacturer as well as end user are least
bothered about environmental aspects If Executive role 1 and WASCN (according to
the proposed idea) comes into picture then there is hope to save environment from the
dangerous aspects of appliances. I’m moved by the idea and as a manager at Samsung
Electronics Gurgaon we’ll try to conduct research on the idea in our industry too.
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Abstract Clustering techniques in wireless sensor networks (WSNs) compare to
random selection techniques is less costly due to the saving of time in journeys,
reduction in number of transmissions and receptions at each node, identification,
contacts, etc., which are valuable for increasing the overall network life, scalability
of WSNs. Clustering sensor nodes is an effective and efficient technique for achiev-
ing the requirement. The maximizing lifetime of network by minimizing energy
consumption poses a challenge in design of protocols. Therefore, proper organiza-
tion of clustering and orientation of nodes within the cluster becomes one of the
important issues to extend the lifetime of the whole sensor network through Cluster
Head (CH). We investigate the problem of energy consumption in CH rotation in
WSNs. In this paper, CH selection algorithm has been proposed from an unequal
cluster. The total energy and expected number of packet retransmissions in deliver-
ing a packet from the sensor node to other nodes have been mathematically derived.
In this paper, we applied the approach for producing energy-aware unequal clusters
with optimal selection of CH and discussed several aspects of the network mathe-
matically and statistically. The simulation results demonstrate that our approach of
re-clustering in terms of energy consumption and lifetime parameters.
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1 Introduction

Cluster schemes are hierarchical. Selection of sensor node as a CH in WSN greatly
affects the power consumption efficiency of the network. In conventional clustering,
the network is divided and sensor nodes are accumulated into groups, known as
clusters and then one sensor node from cluster is selected to lead as clusterhead. The
distribution of the clusterhead may be uneven. In unequal clusters size, the selection
strategy of CH effects in uneven energy consumption of the network. For a given
number of sampling units, cluster sampling is more convenient and less costly. The
advantages of cluster sampling are

1. Within a cluster, all normal nodes send their data to the CH. The resulting absence
of flooding scheme, multiple route which is energy saving.

2. The backbone network consists only of the CHs, which are fewer in number then
all nodes in the entire network and therefore simpler.

3. the change of nodes within the cluster affects only that cluster but not the entire
network.

4. collection of data for neighbouring elements is easier, cheaper, faster and oper-
ationally more convenient then observing units spread over a region.

5. It is less costly then simple random sampling due to the saving of time in journeys,
identification, contacts, etc.

6. When a sampling frame of elements may not be readily available.

Energy conservation is always a challenging issue in wireless sensor networks.
Lifetime of wireless network based on battery power, which has limited energy
source. For increasing the lifetime of such network and nodes, it is important that
one has to find the techniques either increasing the battery power or an alternative
source of energy for the nodes. One of the methods for increasing the lifetime of nodes
is by adjusting the transmission power of sensor node during transmission. However,
adjusting the transmission power is not always sufficient to improve the battery power
of sensor nodes and optimize the energy consumption. Now-a-days to increase in
the network life time interference plays an important role for minimizing the energy
consumption. Due to interference, the quality of service of wireless network to a
great extent causing collision of packets, packet loss, and retransmission frequency.
Decreasing interference level may save the node power by minimizing collision,
retransmission and congestion. In this paper, we consider transmission and reception
power of nodes for a good quality routing path for delivering the packets from source
to destination. Our protocol minimizes the total energy consumption of routing path
from source to destination and balances load among the nodes. We propose our
protocol with shortest path routing.
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2 Related Work

In this paper [1] proposed a distributed, randomized clustering techniques to find
optimum cluster size and cost to organize the sensors in a wireless sensor network
within clusters. In [2] it describes mathematical modeling of packet transmission
through CH from unequal clusters in WSN. Low Energy Adaptive Clustering
Hierarchy (LEACH) described in [3] the rotation of CH among the nodes and
a cluster based data gathering in WSN. MECH [4] explains a communication
range and sensor nodes select themselves as CH if satisfying the fixed node
degree criterion. ACE-C [5] pointed out for even distribution of sensor nodes
and avoid re-clustering in each round. Reconfiguration of the clusterhead ex-
plained in [6] and also avoid re-clustering technique power efficient routing pro-
tocol is given in [7] for selecting CH in power efficient at even distribution of
CH. Power consumption and maximizing network lifetime during communication
of sensor node in WSN has been discussed in [8]. In [9] efficient clustering tech-
niques to optimize the system lifetime in wireless sensor network. In [10] topol-
ogy control of wireless networks is achieved using link level interference. In [11]
sender computes the potential interference of receivers and adjusts their transmis-
sion ranges to reduce the receiver interference using global information. The en-
ergy consumption pattern in an integrated interference-aware and confidentiality-
enhanced multipath routing scheme for continuous data streams on Wi-Fi based
multi-hop wireless ad hoc networks has also been proposed [11]. In [13, 14]
dynamic virtual carrier sensing and interference aware routing protocol to select
the optimum path based on two criteria, shortest path and interference of nodes, have
been proposed. The sensor network is a wireless collection of portable devices that
offers are a variety of services, including area and wildlife monitoration, etc. [15]. A
cluster-based approach is introduced in [16] using PSO, which was found to func-
tion better than Low-Energy Adaptive Clustering Hierarchy-Centralized (LEACH-C)
[17] protocol in terms of energy efficiency. Another improved PSO has been pro-
posed in [18] for improving the performance of the optimization technique. In [19]
the research work evaluates a routing optimization method on the basis of graph
theory and PSO.

3 Network Model and Assumptions

The assumptions made to describe our network scenario (Fig. 1).

• The sensor network is assumed to be a circular geographic region with the sink S,
positioned at coordinate (x0 y0), and radius Rs.

• The sensors are uniformly deployed in the sensing area AS. Moreover, the number
of sensor nodes is distributed according to 2-dimensional Poisson point process
with π as the expected density of Aca.

• The cluster covers circular area with its CH at the center o with radius Rca.
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Fig. 1 Network model with data transmission from sensor node and uploading request from BS

• There are total k clusters in the sensor network. Further, owing to the uniform node
deployment strategy, we can compute an approximation for the cluster radius, Rca:

K × Aca = As ≥ K × π × Rca
2 = π × R2

s ≥ Rca =
√

Rs

K

where K =
k⎧

i=1

Ki and Rca =
k⎧

i=1

Rcai

• The base station (or sink) periodically sends a request to the CH of unequal cluster
size to upload samples collected by the sensors (Fig. 1). On receiving the request,
the CH broadcasts a data-gathering-signal to all its cluster members.

• In our contribution we have applied unequal clustered sensor network, where the
nodes are stationery. The basic aim is to find optimized position for CH from
the base station, i.e., the distance is as close as possible to the base station. Such
localization for CH would ultimately minimize the average distance covered by
the sensors to transmit data to the CH and to the base station.
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3.1 Power Consumption Schemes

The normal nodes in a cluster only transmit and relay their data to their CH. In
addition to transmitting their data, the CHs are also receiving data from the normal
nodes and transferring these data. The CHs therefore consume more power then
other normal nodes and when the CHs run out of energy the cluster will break down.
To avoid this situation and keep network healthy, we have implemented a Cluster
Selection Efficient Protocol (CSEP), where clusters will be selected in the basis of
few assumption.

• Here we consider a dynamic clustered network where clusters are unequal.
• There may not be even distribution of CH.
• In each cluster, the CH is selected by CH routing protocol.
• In each cluster, a node will be selected as a CH whose energy level is high then

others node.
• The CH will be selected from the cluster if the variance within the cluster is less.
• The CH will be selected from the cluster if the distance from the base station is

less. But if the closer cluster is unable to find CH then next closer distance cluster
have opportunity to select CH.

• The sensor nodes which are in the boundary of the cluster consumes more energy
then other node.

• CH rotation is associated with Re-clustering technique.

3.2 Cluster Head Selection Algorithm

In this section, CHs are selected. If Eresidual > Ethreshold satisfy then a sensor become
KEY NODE then it broadcast the MESSAGE. Then each KEY NODE receives the
MESSAGE within the range of the sensor node. If a node satisfies all the condi-
tion Eresidual > Ethreshold and d

⎨
nj, BS

⎩
< d (nK, BS) and Eresidual > Eany node

simultaneously then it becomes CH otherwise re-clustering will be carried out.

Lemma In every cluster, only one CH exists at a TimerPhase within the radio range
(Rrange) of the cluster.

Proof Let us consider S be the set of all sensor node in a cluster of size Mi. Let
us consider S = {

x, if d (x, y) < Rrange
}
. Let p, q ≤ S then if we consider p is a

CH, then by our algorithm of selecting of CH we can say p. Eresidual > q q. Eresidual.
Again if we take q as a CH then according to the algorithm we have p. Eresidual > q
q. Eresidual. Which is only possible if p = q. So In every cluster only one CH exists at
a TimerPhase within the radio range (Rrange) of the cluster.
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Algorithm 1 Clusterhead selection algorithm
/*
↓n j ≤ Mi
TimerPhase, each node gets sufficient time to complete operation.
1. state ∈ NODE;
2. if (Eresidual > Ethreshold) then
3. state ∈ KEY NODE;
4. broadcast MESSAGE;
5. while (Timer phase not expired) do
6. msg ∈ receive MESSAGE;
7. if ((Eresidual > Ethreshold) & d(nj, BS)< d(nK, BS)

&
⎨
Eresidual > Eany node

⎩
)then

8. state ∈ CH;
9. else if
10. state ∈ NODE;
11. break;
12. end if
13. end while
14. end if
15. if (state = KEY NODE) then
16. state ∈ CH;
17 end if

4 Unequal Cluster Sampling and Sampling for Proportion

Estimator of Mean and its Variance. In many practical situations, cluster size vary.
Suppose there are N clusters. Let the ith cluster consists of Mi elements (i =1,

2,…,N) and
n⎛

i
Mi = M0 The cluster population mean per element Ȳ is defined by

Ȳ =
N⎛

i=1

Mi⎛

j=1
yij

N⎛

i=1
Mi

=
N⎛

i=1
Mi ȳi.

N⎛

i=1
Mi

=
N⎛

i=1
Mi ȳi.

M0
where ȳi is the mean per element of the ith

cluster. We may also defined the pooled mean ȲN =
N⎛

i = 1
ȳi

N
Suppose it is required to estimate the proportions of elements belongs to a specified

classes when the population consists N clusters, each of size M and a random sample
of n clusters is selected. Suppose the M elements in any cluster can be classified into
two classes. Assuming that yij = 1 if the jth elements of the ith cluster belongs to
the class = 0, otherwise.

It can be easily seen that pi = ai
M is the true proportion in the ith cluster, ai

being the number of elements in the ith cluster belongs to the specified class. An

unbiased estimator of the population proportion P =

N⎛

i
ai

NM =

N⎛

i
pi

N is given by
λ

Pc =
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n⎛

i
pi

n = p̄ where pi, the proportion of elements is belongs to the specified class in

the ith cluster of the sample. The sampling variance of
λ

Pc is given by [4] V(
λ

Pc) =
N−n

n

N⎛

i=1
(pi−P)2

N−1 = (1−f)
n S2

b is the variance between cluster proportions and is given

by MS2
b = ⎛N

i
(pi−P)

2

N−1 = N
N−1 PQ, where Q = 1 − P. For large N, we have S2 →=

S2
b+S2

w = PQ and the within variance S2
w is given by

⎛N
i

PiQi
N . Hence the intracluster

correlation coefficient π can be written as ρ = 1−
N⎛

i
MPiQi

(M−1)PQ and the range of π is given

by − 1
M−1 ∗− M0−1

M0(M̄−1)
≤ ρ ≤ (N−1)S2

b
NS2 where S2

b =
N⎛

i

Mi(Mi−1)
⎨
yi.−Y

⎩2

M
⎨
M−1

⎩
(N−1)

therefore, the

sampling variance, in terms of the intracluster correlation coefficient can be expressed
as

V(
λ

Pc) = (1 − f) NPQ

(N − 1) nM
[1 + (M − 1) ρ] (1)

An estimation of total number of units belonging to the specified class, can be

obtained by multiplying by
λ

Pc by NM and the expression for its sampling vari-
ance is N2M2 times that given by Eq. (1). If Simple Random Sampling (SRS) of

nM elements could be taken, the variance of the sampling proportions
λ

Pwould be
obtained by binomial theory and is given by

Vbin(
λ

P) = (1 − f)
NPQ

nM (NM − 1)

The efficiency of cluster sampling as compared to SRS, without replacement, can be
obtained as

V(
λ

Pc)

Vbin(
λ

P)

= (MN − 1) [1 + (M − 1)π]

N − 1
(2)

And for large N

V(
λ

Pc)

Vbin(
λ

P)

= M [1 + (M − 1) ρ]

If the cluster sizes Mi are variable, the estimate
λ

Pc =
⎛

ai⎛
Mi

is a ratio estimate. Its

variance is given by approximately by the formula (1), V(
λ

Pc) = N−n
nM̄

⎛N
i=1 M2

i (pi−P)2

N−1

if this sample is compared with a simple random sample of nM̄ elements, we find as
a generalization of Eq. (2), by
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V(
λ

Pc)

Vbin(
λ

P)

= (M̄N − 1)
⎝
1 + (M̄ − 1)π

]

N − 1
where M̄ =

⎛
Mi

N
(3)

5 Varying Probability Cluster Sampling

In many practical situations, cluster size is positively correlated with the variable
under study. In these cases, it is advisable to select the clusters with probability
proportional to the number of elements in the cluster of their sizes Mi. There are
several applications in which size is not the number of elements in the cluster and
some other measure is considered for probability selection. In this paper, we shall
confine ourselves to discussion of the case where the probability of selection is
proportional to cluster size Mi. Let pi (0 < p < 1) be the probability of selecting

the ith cluster if size Mi (i = 1, 2,…,N) at each draw with
N⎛

i
pi = 1 . Suppose that

zij = Miyij
M0pi

for j = 1, 2, . . . . . . , Mi and i = 1, 2, . . . . . . N, further suppose that n

clusters are selected by pps with replacement so that zij = Miȳi.
M0pi

for i = 1, 2, . . . N.

If clusters are selected with probabilities proportional to size pi = Mi
M0

and with

replacement, then an unbiased estimator of Ȳ is given by z̄n =
n⎛

i

ȳi.
n with variance

V(z̄n) =
n⎧

i

Mi

nM0

⎨
ȳi. − Ȳ

⎩2
(4)

and unbiased estimator of the variance V(z̄n) is given by V(z̄n) =
⎛n

i (ȳi.−yn)
2

n(n−1)
.

The efficiency of sampling n unequal clusters with pps, without replacement as
compared to Simple random sampling by taking nM̄ elements, can be obtained by
Eq. (4) with the variance VSR(ȳ) = S2

nM̄
which can be expanded by introducing ȳi. in

the above relation. Thus,

VSR(ȳ) = 1

nM̄

1

NM̄

⎞

⎠
N⎧

i

Mi⎧

j

⎭
yij − ȳi.

)2 +
N⎧

i

Mi
⎨
ȳi. − Ȳ

⎩2




= τ 2
w

nM̄
+ V(zn) where τ 2

w = 1

NM̄

N⎧

i

Mi⎧

j

⎭
yij − ȳi.

)2 =
N⎧

i

Miτ
2
i

NM̄

Hence, the efficiency of cluster sampling is given by
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E = VSR

Vpps
=
[

M̄

(

1 − τ 2
i

τ 2

)]−1

(5)

It can be seen that E is always greater than 1.

6 Expected Number of Retransmission Attempts

Initially, we assume that an aggregation tree exists in every cluster with the CH
as the root. Moreover, within the cluster, transmission of data to the CH follows
the path in the aggregation tree. We assume that there are h hops or links between
the source node and CH. Also, every link (between two sensors) possesses link
failure probability (pLFP). Clearly, for a tree of m links, the number of transmissions
required for one successful sending of data to CH is also m. Now, the probability of
m successful transmission for one successful end-to-end data delivery (towards CH)
is (1 − pLFP)m. Also, the probability of at least one failed transmission, leading to
failed data delivery, is [1 − (1 − pLFP)m]. Let random variable Y which denotes the
number of successful data delivery attempts. Further, (μ − 1) failures followed by
one successful attempt satisfy geometric distribution and is given by: p [Y = μ] =⎝
1 − (1 − pLFP)m

](μ−1) × (1 − pLFP)m

Therefore, the expected number of attempts leading to a successful delivery of
data is:

E [μ] =
≺⎧

μ=1

μ×p [Y = μ] =
≺⎧

μ=1

μ× ⎝1 − (1 − pLFP)m](μ−1) × (1 − pLFP)m = 1

(1 − pLFP)m (6)

7 Energy Consumption Model

The radio energy dissipated by a sensor node is mainly in form of electronics and
amplifier energy. Here Eelec is the energy dissipated per bit to run the radio electronics
(Eelec) largely depends on how efficiently the signal is encoded, modulated, and
filtered and ρamp is the energy expended to run the power amplifier for transmitting
a bit over unit distance. However, the energy dissipation rate in the radio amplifier
(βamp) is directly proportional to dζ, where d is the distance between the source
(member of the cluster) and destination node CH and ζ is the path loss component.
Therefore, the expected value of d2, represented by E[d2] is obtained as following:
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E
[
d2
]

=
∫ ∫

[(x − x0)2 + ⎨
y − y0

⎩2]× ρ (x, y)dx dy

= ρ

∫ p

x0

∫
√

p2−x2
0

y0

[
(x − x0)2 + ⎨

y − y0
⎩2]dx dy

= ρ

3
(p − x0)

⎞



⎠

2p2
(√

p2 − x2
0−2y0

)
+

2px0

(
y2

0 −
√

p2 − x2
0

)
+ y0

(
2x2

0 + y0

(
3
√

p2 − x2
0 − y0

))



⎡
⎡


Where x ≤ p ≤ Rs , ρ =
⎛k

i=1 ρi
K and ρi = Ki

ξR2
cai

To transmit an m-bit packet over a distance d the energy used by a sensor node is
given by:

eT =
⎢

m × Eelec + m × εamp × d2
i di∗v0

m × Eelec + m × εamp × D4 D ∩ v0
(7)

In Eq. (7) v0 is the threshold distance and di denotes the distance between the (i+1)th
node and ith node in the cluster and D is the beyond threshold distance where the
signal strength is affected by multi-path fading between the leader and the base
station. In our approach, we have used both the free space (distance 2 power loss)
and the multipath fading (distance 4 power loss) channel modes. In our model, we
assume that inter-nodal distances are small compared to distance between the nodes
and the Base Station (BS). Thus for communication among sensors, we take n = 2,
and that between the leader and BS, we take n = 4, in Eq. (7). The energy spent in the
receiving the packet is, eR = m × Eelec. Finally the total energy expanded (ENODE)
by a sensor node to support transmission—reception operation as well as in other
energy consumption (Eother) can be determined by the following equation:

ENODE = ζ × eT + (1 − ζ) × eR + Eother

= ζ ×

⎞






⎠

mEelec + m εamp × ρ

3

⎨
p−x0

⎩

⎞






⎠

2p2
(√

p2 − x2
0 − 2y0

)
+

2px0

(
y2

0 −
√

p2 − x2
0

)
+

y0

⎭
2x2

0 + y0
⎨
3
⎣

p − x02 − y0
⎩)



⎡
⎡
⎡
⎡
⎡




⎡
⎡
⎡
⎡
⎡


+ (1 − ζ) mEelec + Eother

where other energy consumption due to the environmental noise. Finally, the total
energy in delivering a packet can be expressed as following:
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ETOTAL = h × ENODE × E [μ]

= h ×

⎞









⎠

ζ ×

⎞






⎠

mEelec + m εamp × ρ
3 (p − x0)

⎞






⎠

2p2
(√

p2 − x2
0 − 2y0

)
+

2px0

(
y2

0 −
√

p2 − x2
0

)
+

y0

(
2x2

0 + y0

(
3
√

p2 − x2
0 − y0

))



⎡
⎡
⎡
⎡
⎡




⎡
⎡
⎡
⎡
⎡


+ (1 − ζ) mEelec + Eother



⎡
⎡
⎡
⎡
⎡
⎡
⎡
⎡


(8)

× 1

(1 − pLFP)m

where h hops or links between the source node and CH.

8 Simulation Results

Extensive simulation carried out, and the results of the distribution power consump-
tion of sensors are shown in Fig. 2.

9 Conclusion

In this paper, we have considered unequal clustering techniques to minimize inter-
ference, transmission power, and reception power of nodes to derive a good quality
routing path for delivering the packets from source to destination based on our pro-
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posed algorithm. For a given source to destination pair in the network, there may
exist more than one routing paths. But according to our proposed model only the op-
timum route will be considered based on our algorithm for cluster and CH selection.
Figure 2 shows the power consumption according to the different values of lambda.
We compared our protocol with other sampling and Eq. (5) shows that the efficiency
of cluster sampling is always better then other sampling. Equation 3 conclude that the

sampling variance
λ

Pc of unequal clustering gives better result if this sample is com-
pared with a simple random sample of nM̄ elements and if intracluster correlation
coefficient ρ is small. Equation 8 gives the total energy consumption for delivering
a data packet. At present, we are carrying further studies in this area.
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Evaluation of Various Battery Models for
Bellman Ford Ad hoc Routing Protocol in
VANET Using Qualnet

Manish Sharma

Abstract The present era in communication is the era of VANET which simply
represents the communication between fast moving vehicles. The VANET is expand-
ing day by day from planes to higher altitude, from metropolitan to towns etc. At
higher altitude the performance of VANET becomes prime area of consideration.
Because power consumption is more due to average QoS (Quality of Service). Every-
day days new functions like gaming, internet, audios, videos, credit card functions
etc. are being introduced leading to fast CPU clock speed hence more battery con-
sumption. Since energy conservation is main focus now days therefore in this paper
we studied and compared various battery models for residual battery capacity taking
Bellman Ford ad hoc routing protocol in to consideration along with various VANET
parameters like nodes, speed, altitude, area etc. in real traffic scenario. The battery
models Duracell AA(MX-1500), Duracell AAA(MN-2400), Duracell AAA(MX-
2400), Duracell C-MN(MN-1400) are compared in hilly scenario using Qualnet as a
simulation tool taking nearly equal real scenarios after a frequent study of that region.
The performance of various battery models for residual battery capacity is compared
so that right battery model shall be chosen in hilly VANET. Varying parameters of
VANET shows that in the real traffic scenarios battery models AA (MX-1500) and
C-MN (MN-1400) performs more efficiently for energy conservation.

Keywords VANET · Bellman ford · Duracell · Qualnet

1 Introduction

Vehicular Ad hoc Network (VANET) is a new communication mode by which fast
moving vehicles communicate. The concept of VANETs is quite simple: by incor-
porating the wireless communication and data sharing capabilities, the vehicles can
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be turned into a network providing similar services like the ones with which we are
used to in our offices or homes. VANETs are direct offshoot of Mobile Ad hoc Net-
works (MANETs) [1] but with distinguishing characteristics like, movement at high
speeds, constrained mobility, sufficient storage and processing power, unpredictable
node density and difficult communication environment with short link lifetime etc.
It has been found that at higher altitude the mobile terminals in fast moving vehicles
like cars, buses and trains are frequent signal breakdowns as compared to pedestri-
ans leading to more battery consumption. Since we can’t change geographical and
physical conditions hence in order to improve QoS and energy conservation in fast
moving vehicles various battery models and light weight routing protocols needed
to be studied. So that right selection of the battery model along with routing proto-
col can be made. Now days more and more functions like gaming, internet, audios,
videos, credit card functions etc. are being introduced leading to fast CPU clock
speed hence more battery consumption. Therefore performance of battery models
counts a lot in any scenario. Moreover, transmission speed of cellular networks is
increasing exponentially. It has increased from few kbps to 10 several mbps, a third
generation system in last 10 years. Unfortunately, battery capacity has been tripled
in the last 10 years [2, 3] throughout the world. As the dependence on mobile is
increasing day by day therefore offsetting the energy conservations of the mobile
terminals is the formidable challenge and hence need immediate attention.In this
paper we studied and compared various battery models for Bellman Ford [4] ad hoc
routing protocol taking in to consideration various VANET parameters like nodes,
speed, altitude, area etc. in real traffic scenario. The battery models [5] are compared
in hilly scenario using Qualnet as a Simulation tool [6] taking almost real scenar-
ios after a frequent study of that region and Potentials for optimizing the deployed
transport and routing Protocols is investigated. These battery models are different
in impedance, weight, ANSI and IEC. Special care is taken in to provide realistic
scenarios of both road traffic and network usage. A micro simulation environment
for road traffic supplied vehicle movement information, which is then fed in to an
event-driven network simulation that congaed and managed a VANET model based
on this mobility data. The protocols and their various parameters of the transport,
network, data link, and physical layers is provided by well-tested implementations
for the networks simulation tool, while VANET mobility is performed by our own
implementation.

2 Ad hoc Routing Protocols

Routing protocol [7] is a standard that controls how nodes decide how incoming
packets are routed between devices in a wireless domain and further distinguished in
many types. There are mainly three types of routing protocols: Proactive [7], Reactive
[8] and Hybrid [9]. These protocols are having different criteria for designing and
classifying routing protocols for wireless ad hoc network. The factors which must
be taken under considerations while choosing a protocol are multicasting, loop free,
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multiple routes, unidirectional link support, power consumption etc. The selection
of right protocol is the target for the fast moving vehicles so that QoS and power
saving shall be improved [10, 11]. Routing protocols are always challenging in the
fast moving nodes as their performance degrades and such type of network is difficult
to manage as fast handoff, signal quality, Interference maximizes along with other
geographical factors. In addition to mobility, the power availability to the mobile node
is also a serious consideration. Unlike typical wired-link routers, the power source
of mobile nodes comes from non-permanent power sources such as batteries. There
are mainly three types of routing protocols [12]. In our work the chosen protocols
is Bellman Ford ad hoc routing protocol which is proactive in nature and the simple
reason behind chosing this protocol because it uses distance-vector algorithm.

2.1 Bellman Ford Routing Protocol

The term vector–distance, Ford–Fulkerson, Bellman–Ford, and Bellman are syn-
onymous with distance-vector [4, 13], the last two are taken from the names of
researchers who published the idea. The term distance-vector refers to a algorithms
class where routers use to propagate routing information. The idea behind distance-
vector algorithms is quite simple. The router keeps a list of all known routes in a
table. When it boots, a router initializes its routing table to contain an entry for each
directly connected network. Each entry in the table identifies a destination network
and gives the distance to that network, usually measured in hops. For example, Fig. 1
shows an existing table in a router, K, and an update message from another router,
J. Periodically, each router sends a copy of its routing table to any other router it
can reach directly. When a report arrives at router K from router J, K examines the
set of destinations reported and the distance to each. If J knows a shorter way to
reach a destination, or if J lists a destination that K does not have in its table, or
if K currently routes to a destination through J and J ’s distance to that destination
changes, K replaces its table entry. For example, Fig. 1 shows an existing table in a
router, K, and an update message from another router, J.

Note that if J reports distance N, an updated entry in K will have distance N+I
(the distance to reach the destination from J plus the distance to reach J ). Of course,
the routing table entries contain a third column that specifies a next hop. The next hop
entry in each initial route is marked direct delivery. When router K adds or updates
an entry in response to a message from router J, it assigns router J as the next hop
for that entry.

3 Battery Models

Batteries are continued to power an increasing number of electronic systems, their life
becomes a primary design consideration. By understanding both the source of energy
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Destination      Distance Route Destination    Distance

Net1 0 Direct Net1 2
Net2 0                Direct             Net4 3 
Net4 8 Router L Net17 6
Net17 5 Router M Net21 4
Net24 6 Router J Net24 5
Net30 2 Router Q Net30 10
Net42 2 Router J Net42 3

(a) (b)

Fig. 1 a An existing route table for a router K , and b an incoming routing update message from
router J . The marked entries will be used to update existing entries or add new entries to K ’s table

and the system that consumes it, the battery life can be maximized. There are basically
two types of battery models alkaline or lechlanche cells. The zinc/potassium hydrox-
ide/manganese dioxide cells, commonly called alkaline [5] or alkaline-manganese
dioxide cells and the zinc–carbon cells are called as Lechlanche cells. The alkaline
cells have a higher energy output than zinc–carbon (Lechlanche) cells. The use of an
alkaline electrolyte, electrolytic ally prepared manganese dioxide, and a more reac-
tive zinc powder contributes to a higher initial cost than zinc–carbon cells. However,
due to the longer service life, the alkaline cell is actually more cost-effective based
upon cost-per-hour usage, particularly with high drains and continuous discharge.
The high-grade, energy-rich materials composing the anode and cathode, in conjunc-
tion with the more conductive alkaline electrolyte, produce more energy than could
be stored in standard zinc carbon cell sizes. The product information and test data
included in this section represent Duracell’s newest alkaline battery products. Note
that both these battery models have some common battery parameters Table 1.

Table 1 Parameters of Duracell AA (MX-1500), Duracell AAA (MX-2400), Duracell AAA
(MN-2400), Duracell C-MN (MN-1400)

Parameters AA AAA AAA C-MN
(MX-1500) (MX-2400) (MN-2400) (MN-1400)

Nominal voltage 1.5 V 1.5 V 1.5 V 1.5 V
Operating voltage 1.6–0.75 V 1.6–0.75 V 1.6–0.75 V 1.6–0.75 V
Impedance 81 m-ohm 114 m-ohm 114 m-ohm 136 m-ohm

@ 1 kHz @ 1 kHz @ 1 kHz @ 1 kHz
Typical weight 24 g (0.8 oz.) 11 g (0.4 oz.) 11 g (0.4 oz.) 139 g (0.4 oz.)
Typical volume 8.4 cm3(0.5 in3) 3.5 cm3(0.2 in3) 3.5 cm3(0.2 in3) 3.5 cm3(0.2 in3)

Storage temperature −20–35 ◦C −20–35 ◦C −20–35 ◦C −20–35 ◦C
Operating temperature −20–54 ◦C −20–54 ◦C −20–54 ◦C −20–54 ◦C
Terminals Flat Flat Flat Flat
ANSI 15 A 24 A 24 A 13 A
IEC LR06 LR03 LR03 LR20
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4 Simulation Tool

Network simulation [1] methodology is often used to verify analytical models,
generalize the measurement results, evaluate the performance of new protocols that
are being developed, as well as to compare the existing protocols. Actually Qualnet
[6] is a comprehensive suite of tools for modelling large wired and wireless networks.
It uses simulation and emulation to predict the behaviour and performance of net-
works to improve their design, operation and management. Qualnet is a commercial
simulator that grew out of GloMoSim, which was developed at the University of
California, Los Angeles, UCLA, and is distributed by Scalable Network Technolo-
gies [6]. The QualNet simulator is C++ based. All protocols are implemented in a
series of C++ files and are called by the simulation kernel. QualNet comes with a
java based graphical user interface (GUI). Here while creating scenario the mobility
model selected is Random Waypoint Mobility Model [14] in which a mobile node
begins the simulation by waiting a specified pause-time Table 2.

Table 2 Simulation parameters

Parameters Values

Simulator Qualnet version 5.o.1
Terrain size 1500×1500
Simulation time 3000 s
Number of nodes 15
Mobility Random way point,

Pause time = 0 s
Speed of vehicles Minimum = 5 m/s Maximum = 20 m/s
Routing protocols Bellman Ford
Medium access protocol 802.11 MAC, 802.11 DCF
T× power 150 dbm
Data size 512 bytes
Data interval 250 ms
Number of sessions 5
Altitude 1500 m
Weather mobility 100 ms
Battery models Duracell AA (MX-1500)

Duracell AAA (MN-2400)
Duracell AAA (MX-2400)
Duracell C-MN (MN-1400)
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5 Designing of Scenario

The scenario is designed in such a way that it undertakes the real traffic conditions as
shown in Fig. 2. We have chosen 15 fast moving vehicles in the region of 1500×1500
with the random way point mobility model. There is also well defined path for some
of the vehicles, so that real traffic conditions can also be taken care of. It also shows
wireless node connectivity of few vehicles using CBR application. The area for
simulation is hilly area with altitude of 1500 meters. Weather mobility intervals is
100 ms. Pathloss model is two ray with max prop distance of 100 m.The data size
is 512 bytes and the data interval is 250 ms. The speed of the vehicles varies from
5 m/s to 20 m/s and for precision the numbers of sessions are five. Battery models
are Duracell AA(MX-1500), Duracell AAA(MN-2400), Duracell AAA(MX-2400),
and Duracell C-MN(MN-1400). The simulation is performed with different node
mobility speed and CBR (Constant bit rate) traffic flow. CBR traffic flows with
512 bytes are applied. Simulations is made in different speed utilization with IEEE
802.11 Medium access control (MAC) and Distributed Coordination Function (DCF)
ad hoc mode and the channel frequency is 2.4 GHz and the data rate 2 mbps.

Fig. 2 Qualnet VANET scenario
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Fig. 3 Residual battery capacity for Bellman Ford routing protocol

6 Results and Discussions

The simulation result brings out some important characteristic differences between
the various battery models as shown in Fig. 3. It has been found that the residual
battery capacity for Duracell AA (MX-1500) and Duracell C-MN (MN-1400) is
4200 mA/h is quite high as compared to other two. This is because they offer low
impedance of 81 m-ohm @ 1 kHz and 136 m-ohm @ 1 kHz as compared to 250 m-
ohm @ 1 kHz for Duracell AAA (MN-2400). Moreover ANSI values are 15 A and
13 A as compared to 24 A for both Duracell AAA (MN-2400) and Duracell AAA
(MX-2400). The IEC values are LR6 and LR20 for Duracell AA (MX-1500) and
Duracell C-MN (MN-1400) as compared to LR03 for other two. The typical weight
values are also meant for considerations in hilly areas.

7 Conclusion

Evaluation of the feasibility and the expected quality of VANETs operated as per
various battery models, shows significant results. It has been found that the battery
models depending upon their impedance, volume, weight, various temperatures oper-
ating range show significant variations in performance. Since energy conservations
is most required now days. Hence its study leads to solutions to many problems.
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Note that performance of these battery models also depends upon routing proto-
cols and other parameters like, number of times link broke, signal transmitted and
received, throughput, IEEE 802.11 (MAC), IEEE 802.11 (DCF), IP, FIFO, broad-
cast received, time difference (Real time and simulation time) and power saving
etc. Result shows that for comfort and safety applications in a V2V communication
environment the significant requirements are high and reliable quality of service
packet. In general, position-based routing is more promising than other routing pro-
tocols for VANETs because of the geographical constrains. These routing protocols
would improve the traffic control management and provide the information in timely
manner to the concern authority and drivers. From the result and analysis, we now
look into further improving the use battery models and ad hoc routing protocols in
the VANET communication of the vehicular environment [14]. The scope of this
research on VANET would be a very vast for ad hoc routing protocol that is used for
comfort and safety applications.
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A Comparative Analysis of Emotion Recognition
from Stimulated EEG Signals

Garima Singh, Arindam Jati, Anwesha Khasnobish, Saugat Bhattacharyya,
Amit Konar, D. N Tibarewala and R Janarthanan

Abstract This paper proposes a scheme to utilize the unaltered direct outcome of
brain’s activity viz. EEG signals for emotion detection that is a prerequisite for the
development of an emotionally intelligent system. The aim of this work is to classify
the emotional states experimentally elicited in different subjects, by extracting their
features for the alpha, beta, and theta frequency bands of the acquired EEG data
using PSD, EMD, wavelet transforms, statistical parameters, and Hjorth parameters
and then classifying the same using LSVM, LDA, and kNN as classifiers for the
purpose of categorizing the elicited emotions into the emotional states of neutral,
happy, sad, and disgust. The experimental results being a comparative analysis of the
different classifier performances equip us with the best accurate means of emotion
recognition from the EEG signals. For all the eight subjects, neutral emotional state is
classified with an average classification accuracy of 81.65 %, highest among the other
three emotions. The negative emotions including sad and disgust have better average
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classification accuracy of 76.20 and 74.96 % as opposed to the positive emotion i.e.,
happy emotional state, the average classification accuracy of which turns out to be
73.42 %.

Keywords Emotion recognition · Electroencephalogram (EEG) · Power spectral
density (PSD) ·Wavelet transform (WT) · Empirical mode decomposition (EMD) ·
Statistical parameters (STAT) · Hjorth parameters · Linear discriminant analysis
(LDA) · Linear support vector machine (LSVM) · K-nearest neighbor (kNN)

1 Introduction

In today’s era, when no realm of science remains untouched by the miracles of arti-
ficial intelligence; ‘Emotion,’ no longer remains a terminology that solely defines
human acts and performances, but is being incorporated to enhance the performance
of emotionally challenged computers/machines as well [1, 2]. However, develop-
ment of emotionally intelligent systems and devices, demand the recognition of the
emotion as a vital step forward in this regard. The quality of performance of a sys-
tem would improve with its ability to atone the negative emotional effects by the use
of positive emotions accordingly. The act of emotion recognition may be achieved
either through physiological signals or through external gestures and facial expres-
sions of the individual. EEG signals, being the unmodified direct outcome of one’s
brain activity [3, 4] and independent of the hemodynamic of the brain, rather rely
on the electrical potentials obtained from scalp due to various activities in brain and
henceforth are not susceptible to voluntary suppression or modification. The proce-
dure involves sending information regarding emotional changes, consciousness, and
thinking to the frontal and prefrontal lobes of the cerebral cortex, which are then
recorded by electrodes placed on the scalp above these regions. Raw EEG signals
are needed to be processed and classified into different emotional categories, using
different features and intelligent classifier algorithms.

Various strategies used for the purpose of feature extraction are power spec-
tral densities, statistical parameters, wavelet transforms, Hjorth parameters, Fourier
transforms, short time Fourier transforms (STFTs), empirical mode decompositions,
higher order crossings, etc. [5–8] while the next step of emotion classification is
done using Bayes’ classifiers, support vector machines, fuzzy classifiers, genetic
algorithms, K-means [9–14].

The aim of this research is to classify the emotional states experimentally elicited
in the different subjects under consideration, by extracting the features from the
alpha, beta, and theta frequency bands using power spectral density (PSD), empiri-
cal mode decomposition (EMD), Hjorth parameters, and wavelet transforms and then
classifying the same using linear support vector machine (LSVM), linear discrimi-
nant analysis (LDA), and k-nearest neighbor (kNN) as classifiers. Thus categorizing
the elicited emotions into the emotional states of neutral, happy, sad, and disgust are
achieved in this work (Fig. 1).
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Fig. 1 The Approach

The paper is divided into six sections. The experimental setup and data organi-
zation is explained in Sect. 2. The feature extraction techniques and classifiers are
mentioned in Sects. 3 and 4, respectively. Performance analysis of the classifiers is
given in Sect. 5. Experimental results and conclusions are listed in Sect. 6.

2 Experimental Data Description
It has been noted that among various modes to stimulate emotions in subjects under
a controlled environment, audio-visual cues have the potential to elicit discrete
emotions more effectively [15]. Keeping in mind these findings and the age group and
cultural background of the subjects under study, after extensive search of movie clips,
20 movie clips are selected for eliciting happy, sad, and disgust emotions, 5 movie
clips of each category. The movie clips were first shown to ten subjects, and based
on their manual feedback which was recorded in the consent and feedback form, the
final eight movie clips (two clips for each emotion) were selected for these discrete
emotions. But these 10 subjects did not take part in the actual experiments.

The stimulus consisted of a blank screen for 10 seconds, followed by few soothing
pictures of total 30 seconds duration. This was given to relax the subjects so that their
neutral EEG baseline could be detected. This relaxing clip was followed by a movie
clip first of the corresponding emotion, followed by the relaxing clip in the end
(Fig. 2).

The experimental phase involved collection of EEG data from eight different
subjects who were subjected to audio-visual stimulus relating to the four emotional
states viz. neutral, happy, sad, and disgust. The subjects were given a brief introduc-
tion of the experimental procedure followed by filling up of consent form. The EEG
signals were recorded using the NEUROWIN EEG amplifier of Nasan Medicals with
a sampling rate of 250 Hz from electrodes positioned at F3, F4, Fp1 and Fp2, since
they lie over the frontal and prefrontal lobe [16, 17]. Common reference montage
was used for the recording purpose which represents the EEG signal as a difference
of potentials of each electrode to one reference point that is placed on either ear lobe

To extract the EEG signals free from these artifacts, the raw signals were pre-
processed in the MATLAB environment using an elliptical band pass filter of order
10 and bandwidth 4–32 Hz. The bandwidth of the filter is chosen as mentioned above
since the required frequency bands are theta (4–7 Hz), alpha (8–12 Hz) and beta (13–
32 Hz) that lie well within the chosen range.
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Fig. 2 Schematic representation of the stimulus

3 Feature Extraction

Five feature extraction techniques namely, power spectral density (PSD) [18, 19],
Hjorth parameters, empirical mode decomposition (EMD), wavelet transform (WT)
[20, 21], and the statistical parameters (STAT) [22, 23] of the wavelet coefficients
have been employed to extract features from the preprocessed EEG signal.

4 Classification

Our ultimate goal is to classify the features extracted from the EEG signal related to
various emotions into their respective classes with maximum attainable classification
accuracy. For this job we have used three different classifiers (1) Linear Discriminant
Analysis (LDA) [19, 22, 23], (2) Linear Support Vector Machine (LSVM) [22, 23]
and (3) k-nearest neighbor (kNN) [22, 23].

5 Performance Analysis

Features were extracted from the preprocessed stimulated EEG signals that had
been recorded from the subjects, using power spectral density (PSD), empirical
mode decomposition (EMD), Hjorth parameters, statistical parameters, and wavelet
coefficients. These features were then classified using LSVM (linear support vector
machine), LDA (linear discriminant analysis), and kNN (k-nearest neighbor) clas-
sifies into the respective emotional states of neutral, happy, sad, and disgust. The
overall classification results among all eight subjects for the four emotions using the
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Table 1 Classification accuracies of emotion classification

Emotions Classifiers Subjects Classifier
mean

Emotion
mean

01 02 03 04 05 06 07 08

Neutral LDA 84.5 80.23 76.7 77.43 80.6 77.07 73.0 74.61 78.05 81.65
LSVM 83.18 84.88 78.5 78.56 88.4 80.07 77.9 81.86 81.67
kNN 84.87 86.77 82.6 82.87 92.4 81.67 81.7 88.56 85.2

Happy LDA 69.6 67.15 71.1 66.43 75.9 65.59 62.7 71.13 68.71 73.42
LSVM 75.59 71.77 76.4 71.32 80.5 74.17 70.1 78.86 74.85
kNN 75.29 72.03 73.4 72.08 91.6 73.2 70.0 85.77 76.69

Sad LDA 75.31 70.93 71.2 69.44 77.0 63.59 66.4 75.51 71.18 76.20
LSVM 82.03 78.34 77.3 73.72 81.7 74.74 72.5 81.02 77.68
kNN 80.71 79.63 72.9 74.45 91.7 75.53 73.6 89.37 79.75

Disgust LDA 67.51 67.97 69.8 65.21 84.0 72.5 64.6 79.60 71.42 74.96
LSVM 74.95 72.47 77.0 69.55 83.1 75.91 70.7 80.71 75.56
kNN 75.92 71.39 75.5 70.52 96.1 74.43 71.2 88.15 77.91

three classifiers and all the five features are enlisted in Table 1. For all the eight sub-
jects, neutral emotional state is classified with an average classification accuracy of
81.65 %, highest among the four emotions under consideration. The negative emo-
tions including sad and disgust have better average classification accuracy of 76.20
and 74.96 % than the positive emotion i.e., happy emotional state whose average
classification accuracy is 73.42 %, being the lowest among the four emotions con-
sidered in this work. It is seen that with increase in average classification accuracy,
the variance decreased. kNN proved to be classifying the emotional states from EEG
signal better that LSVM followed by LDA when all the five features are considered
together. Subject 05 showed the highest CAs with all the four emotions in all the
different classifiers used. kNN was found out to be the most suitable classifier for
emotion classification with the four emotions being classified from the stimulated
EEG signals with an average classification accuracy of 76.6 %. Conclusively, A
combination of PSD, Statistical features and kNN classifier is found to perform most
efficiently for emotion classification.

6 Conclusion

This work presented a comparative study of classifying the different emotional
states from the stimulated EEG signals. Recognition of the emotions elicited in
different subjects with the usage of audio-visual stimuli has been a prerequisite for
achieving our final goal of developing a complete emotionally adaptive intelligent
system. Four emotions (viz. neutral, happy, sad, and disgust) were classified suit-
ably by three classifiers (viz. LDA, LSVM, and kNN) from five extracted features
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(viz. PSD, EMD, wavelet transforms, statistical parameters, and Hjorth parameters)
of stimulated EEG signals. Performances of all the classifiers were compared and an
overall classification accuracy of 76.6 % was found. PSD and statistical features were
found to be better feature extractors among the other techniques used. kNN classified
emotions with higher classification accuracy than the other classifiers when all the
features are considered together.

With the utility of other modalities like speech, facial expressions etc., developing
a multimodal emotion recognition system, that employs the emotional correlates of
other physiological signals, research in the area can be extended further to develop
an emotionally intelligent system lies.
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Propagation Delay Analysis for Bundled
Multi-Walled CNT in Global VLSI
Interconnects

Pankaj Kumar Das, Manoj Kumar Majumder, B. K. Kaushik
and S. K. Manhas

Abstract Multi-walled carbon nanotube (MWCNT) bundle potentially provided
attractive solution in current nanoscale VLSI interconnects. This research paper in-
troduces an equivalent single conductor (ESC) model for bundled MWCNT that con-
tains a number of MWCNTs with different number of shells. A driver-interconnect-
load (DIL) system employing CMOS driver is used to calculate the propagation de-
lay. Using DIL system, propagation delay is compared for bundled CNT structures
containing different number of MWCNTs. At global interconnect lengths, delay is
significantly reduced for the bundled CNT containing more number of MWCNTs
with lesser number of shells. It is observed that compared to the bundles containing
lesser number of MWCNTs, the overall delay is improved by 9.89 % for the bundle
that has more number of MWCNTs.

Keywords Carbon nanotube (CNT) · Multi-walled CNT (MWCNT) · Propagation
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1 Introduction

In recent years, carbon nanotubes (CNT) have aroused a lot of research interest for
their applicability as VLSI interconnects in future high speed electronics due to their
extremely desirable electrical and thermal properties [1, 2]. CNTs have long mean
free paths (MFPs) in the order of several micrometers that provide low resistivity and
possible ballistic transport. CNTs are formally known as allotropes of carbon. They
are made by rolling up graphene sheets in cylindrical form. Graphene is a monolayer
sheet of graphite with sp2 bonding of carbon atoms arranged in honeycomb lattice
structure. The sp2 bonding in graphene is stronger than sp3 bonds in diamond [2],
making graphene the strongest material. CNTs have unique atomic arrangement as
well as interesting physical properties that include large current carrying capability,
long ballistic transport length, high thermal conductivity, and mechanical strength
[1–3]. These remarkable properties make CNTs one of the most promising research
materials for the future nanoscale technology. These extraordinary physical prop-
erties of CNTs make them exciting prospects for a variety of applications in the
areas of microelectronics/ nanoelectronics, spintronics, optics, material science, me-
chanical, and biological fields [3, 4]. Particularly, in the area of nanoelectronics,
CNTs and graphene nanoribbons (GNRs) show a lot of research interest in their
applicability as energy storage (such as supercapacitors) devices, energy conversion
devices (including thermoelectric and photovoltaic devices), field emission displays
and radiation sources, nanometer semiconductor transistors, nano-electromechanical
systems (NEMS), electrostatic discharge (ESD) protection, interconnects, and pas-
sives [1–4]. The unique physical properties are mainly due to the structure of CNTs
that depends on the rolling up direction of graphene sheets. Depending on the num-
ber of rolled up graphene sheets, CNTs can be categorized as single-walled CNTs
(SWCNTs) and multi-walled CNTs (MWCNTs).

MWCNTs have similar current carrying capabilities compared to metallic SW-
CNTs but are easier to fabricate than SWCNTs due to easier control of the growth
process. In fact most of the CNT interconnect fabrication efforts have targeted multi-
walled CNTs (MWCNTs) [5]. The typical diameter of SWCNT is about 1 nm and
depending on its chirality, it can be either metallic or semiconducting [5, 6] in nature.
MWCNT consists of several coaxial CNT shells and each shell can have different
chirality depending on their rolled up direction. MWCNTs may have diameters in the
range of a few to hundreds of nanometers. Initially, most experiments have indicated
that only the outer shell in an MWCNT conducts. Recently, it has been confirmed
that all shells can conduct if they are properly connected to contacts [6, 7]. Ear-
lier experiments made contacts to outer shells only and the impact of inner shells
is very small on overall conduction. This research paper analyzes the propagation
delay for bundled MWCNT structures containing different number of shells. An
equivalent single conductor (ESC) model is introduced to estimate the delay using
driver-interconnect-load (DIL) system [7].

The paper is organized into four different sections. Section 1 provides details of the
current research scenario and briefs about the works carried out. Section 2 describes
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the geometry and ESC model of bundled MWCNT structure. Details of simulation
setup and comparison of delay for different bundled MWCNT structures is discussed
in Sect. 3. Finally, Sect. 4 concludes the paper.

2 Geometry and ESC Model of Bundled MWCNT

Consider the geometry of single and bundled MWCNT over ground plane as shown
in Fig. 1. The diameters of MWCNT are considered as D1, D2, D3, . . ..., Dn , where
D1 and Dn are the innershell and outershell diameters respectively. l is the nanotube
length, Si is intershell spacing, and H represents the distance between center of
MWCNT and ground plane. It is assumed that the spacing between each shell is
fixed, while diameter of outermost nanotube can change over a fixed interval. For
current fabrication technology, intershell spacing Si can be formulated as [6–8]

Si = Dn − Dn−1

2
≥ 0.34 nm (1)

Bundled MWCNT with width w and height h contains a number of MWCNTs
with spacing of Sp as shown in Fig. 1b. The total number of metallic MWCNTs in
bundle can be formulated as

NMWC N T = β [Nh Nw − (Nh/2)] (2)

where Nw and Nh are the number of MWCNTs in bundle at horizontal and vertical
directions respectively. The center to center distance between adjacent MWCNTs in
bundle can be expressed using the cross-section of bundle (Fig. 1b)

Sp = Si + Dn (3)

H

Si

D1

Dn
Dn-1

D2

Ground plane

l

(a) (b)

Fig. 1 Geometry of a single and b bundled MWCNT
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where Si = 0.34 nm [7] is the spacing between MWCNTs in bundle that depends
on the Vander Waals gap [8, 9]. Based on the geometry, ESC model of bundled
MWCNT is presented in Fig. 2b that is simply developed on the basis of multi-
conductor transmission line as shown in Fig. 2a.

For the ESC model, it is assumed that all the shells of MWCNTs are properly
contacted. Assuming the metallic to semiconducting tube ratio as β, the approximate
number of conducting channels per shell is given by [10]

Nchannel/shell (d) ≥ (ad + b) β, d > 4 nm

≥ 2β, d < 4 nm (4)

where a = 0.1836 nm−1 and b = 1.275 [10]. Typical value of β can be defined as
1/3 for an MWCNT bundle [10]. The number of conducting channels per shell in
any given shell j varies with respect to the shell diameter.

The ESC model of Fig. 2 exhibits p.u.l. resistance, capacitance, and inductances
that can be expressed as [8–10]

Ṙ≤ =


⎧
s⎨

j=1

⎩
2n j/R≤)



⎛

−1

= R≤/2ntot (5)

L̇ ≤
e = L ≤s, s

e andL̇ ≤
k =



⎧
s⎨

j=1

⎝
1/L ≤ j, j

k

)


⎛

−1

= L ≤
k/2ntot (6)

C ≤
e = C ≤s, s

e andĊ ≤
q ≥ 2ntot C

≤
q (7)

Fig. 2 a Basic transmission
line and b ESC model of
MWCNT bundle intercon-
nects
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where ntot is the total number of conducting channels in MWCNT that can be pre-
sented as ntot = n1 + n2 + . . . + n j + . . . + ns (8)

Using the equations from (5–8), it is observed that the interconnect parasitics
such as resistance, inductance and capacitance primarily depends on the number of
MWCNTs in bundle and can be expressed as [8, 11]

L ≤
k = h/2e2vF , C ≤

q = 2e2/hvF , R≤ = h/2e2vFτ (9)

where vF = 8 × 105 m/s is the Fermi velocity and τ is the diffusion time of CNT.
Apart from this, the ESC model considers terminal contact resistance Rcj of the
j th shell of MWCNT [8]. This resistance accounts the effect of voltage drop at the
metal-nanotube interface.

3 Performance Analysis

Propagation delay is compared using DIL system as shown in Fig. 3. A CMOS driver
with supply voltage Vdd = 1V is used for accurate estimation of delay. The ESC
model of bundled MWCNT represents interconnects line in the bus architecture.
The interconnect line ranging from length 100 to 1, 000 μm is terminated by a load
capacitance CL of 10 aF [7].

Using the above-mentioned setup, propagation delay is compared for different
bundled MWCNT structures. Figure 4 presents the variation of delay at different
interconnect lengths. It is observed that the delay increases with interconnect lengths,
whereas it reduces for the bundle containing more number of MWCNTs. The reason
is that the delay primarily depends on interconnect parasitic such as resistance and
capacitance that reduces for higher number of MWCNTs in bundle. With smallest
value of parasitic associated, the bundle containing MWCNTs of four shells results
in smaller delay as compared to other bundled MWCNTs that are presented in Fig.
5. Finally, Table 1 summarizes the percentage improvement in delay for the bundle
containing MWCNTs of four shells that shows an overall improvement of 7.93 %
compared to other bundles.

Fig. 3 Simulation setup for bundled MWCNT interconnects using DIL system
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Fig. 4 Propagation delays for bundled CNTs containing a 4, b 6, c 8-shell MWCNTs

Fig. 5 Propagation delay
with varying interconnect
lengths for different bundled
MWCNTs



Propagation Delay Analysis for Bundled Multi-Walled 1123

Table 1 Percentage
improvement in delay w.r.t.
8-shell bundled MWCNT

Interconnect Bundle with Bundle with
lengths (μm) MWCNT shell = 4 MWCNT shell = 6

100
5.00

4.00

200
6.98

5.57

500
8.14

7.65

800 13.23 8.82
1,000 15.79 9.19

4 Conclusion

This research paper presents a comparative analysis between bundled CNT contain-
ing MWCNTs with different number of shells. Based on the number of shells and
conducting channels, a generalized ESC model has been developed that primarily
follows basic transmission line theory. Using the ESC model, propagation delay has
been evaluated with the help of DIL system at different global interconnect lengths. It
has been observed that the bundle containing more number of MWCNTs exhibits sig-
nificant improvement in delay compared to other bundle structures. Therefore, from
fabrication point of view, it is desirable to use a bundle containing lesser number of
shells for future global VLSI interconnects.
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Improvement in Radiation Parameters Using
Single Slot Circular Microstrip Patch Antenna

Monika Kiroriwal and Sanyog Rawat

Abstract This paper investigates a new geometry of circular microstrip patch
antenna using rectangular slot which can be used for WLAN and Wi-Max appli-
cation. This geometry obtained bandwidth enhancement upto 9.58 % in comparison
with conventional design and there is also improvement in other radiation parame-
ters like gain, efficiency and return loss. For entire bandwidth the radiation pattern
is stable and uniform.

Keywords Bandwidth · Circular microstrip patch antenna · Return loss · Coaxial
probe feed · Radiation pattern

1 Introduction

Microstrip antennas are the most rapidly developing field in the last 20 years [1].
At present use of microstrip antennas are increasing day by day in wireless com-
munication due to their low profile structure and also other advantage of low cost,
light weight, ease of fabrication [2], conformable to mounting surface and being
integrated in active devices [3]. Microstrip patch antenna may be square, rectangu-
lar, circular, elliptical, triangular and other desired configuration [4]. Coaxial probe
fed microstrip antennas provide excellent isolation between the feed network and
the radiating elements and yield very good front to back ratios [5]. Among the con-
ventional microstrip antenna geometries, circular microstrip antenna is most widely
analyzed antenna due to easy modeling and applicable boundary conditions [6]. The
major drawback of circular microstrip patch antenna is narrow bandwidth and low
gain especially at lower microwave frequencies [7]. Drawbacks which are responsi-
ble for the limited application in consumer world and it was realized that after doing
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some changes in the geometry of the conventional patch, these limitations may be
removed [8]. To overcome this limitation, one of the methods is to cut slots in various
shapes. For example in circular patch antenna bandwidth was increased up to 4.13 %
of a skimmer shaped circular microstrip patch antenna [9] and in another example
bandwidth is improved by 2.3 times of the conventional antenna bandwidth (1.4 %)
using slots in circular microstrip patch antenna [10].

In this paper geometry is simulated using electromagnetic simulator, Zealand
IE3D software [11]. This software works on method of moment. This circular mi-
crostrip patch antenna has good thermal, emissivity and mechanical properties: light
weight, low profile, robust and it is easily constructed and it comes under the second
band (5.15–5.825GHz) of IEEE802.11 WLAN and high band (5.25–5.85 GHz) of
Wi-Max application. The Sect. 2 comprises of antenna geometry and in the Sect. 3
of this paper simulated and measured results are discussed followed by conclusion
in the Sect. 4.

2 Antenna Configuration

Here conventional circular patch microstrip antenna is considered the reference
antenna to compare the results of that simulated from single slot circular patch
antenna.

2.1 Antenna Design

The geometry of the proposed antenna structure is shown in Fig. 1a. The patch has the
diameter of 14 mm. A 50 π coaxial probe is used to connect the microstrip patch at
coordinates and it is made fixed for both the conventional and the single slot circular
microstrip patch antenna. The dimension of single slot is 0,−4 mm with 8 mm length
and 2.75 mm width. Impedance bandwidth of about 9.38 % can be obtained from the
above geometry.

2.2 Antenna Prototype

For validation of the proposed antenna geometry is fabricated as shown in Fig. 1b, on
a supporting substrate FR4 with dielectric constant, λt = 4.4 and the thickness of the
substrate, h = 1.59 mm. Many simulations are done for optimizing the length; width
and location of the slot and best result are obtained with defined length and width
of the slot. Due to existence of the slot, the current distribution changed and another
mode is excited, each mode has its own cut off frequency, so modified geometry
has a new resonant frequency, which is less than the conventional patch resonant
frequency.
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Fig. 1 a Proposed geometry of circular microstrip patch antenna. b Fabricated antenna prototype

3 Simulated and Measured Results

3.1 Return Loss and Bandwidth

Return Loss is a measure of how much power is delivered from the source to a load
and measured by S11parameters. Bandwidth is the range of frequencies over which
the antenna can operate effectively. Bandwidth can be calculated by going 10 dB
down in return loss.

As shown in Fig. 2 simulated return loss of the single slot circular microstrip patch
antenna is −38.3067 dBi at resonating frequency 5.32 GHz and from the return loss
curve the simulated bandwidth obtained is 9.38 % and measured bandwidth is 9.58 %
with −35 dBi return loss.

Fig. 2 Measured and simulated return loss for proposed circular x microstrip patch antenna
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Fig. 3 a Computed elevation radiation pattern. b Azimuth radiation pattern for proposed circular
microstrip patch antenna

3.2 Radiation Pattern

A plot through which it is visualizes where the antenna transmits or receives power.
The microstrip antenna radiates normal to its patch surface. So, the elevation pattern
for τ = 0 and τ = 90 degrees are important for the simulation. The simulated
elevation and azimuth radiation pattern of proposed antenna is illustrated in Fig. 3a
and b. Elevation radiation pattern is smooth and uniform over the band of frequencies
and azimuth radiation pattern is omni directional.

3.3 Smith Chart

Smith Chart provides the information about polarization and the impedance match
of the radiating patch. Figure 4 shows the smith chart for proposed antenna and the
input impedance of 49.68 π− j2.129 at resonant frequency 5.32 GHz. This smith
chart shows that the antenna is circularly polarized with some impurity.

3.4 Gain

Gain is basically measure of the effectiveness of a directional antenna as compared
to a standard non-directional antenna. The gain observed for the proposed circular
patch antenna is shown in Fig. 5. The gain is found to be uniform over the whole the
frequency band Tables 1 & 2.
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Fig. 4 Variation of input impedance with frequency for proposed circular microstrip patch antenna

Fig. 5 Computed variation
of gain with frequency for
proposed circular microstrip
patch antenna
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Table 1 Variation in antenna parameters with slot area

Sr. no. Slot area
(mm)2

Resonant fre-
quency (GHz)

Return loss
(dBi)

Gain
(dBi)

Band-width
(%)

Efficiency
(%)

1. 20 5.45 −32.01 2.85 7.9 42.26
2. 20.3 5.30 −31.61 2.67 8.1 40.66
3. 20.54 5.35 −35.77 2.81 9.1 41.91
4. 22 5.32 −38.30 2.75 9.38 41.45
5. 24 5.31 −35.98 2.73 8.8 41.21

Table 2 Comparison of conventional and proposed antenna

Sr.no. Patch antenna Resonant fre-
quency (GHz)

Return loss
(dBi)

Gain
(dBi)

Band-width
( %)

Efficiency
( %)

1. Conventional
patch
antenna

5.48 -27.43 1.28 2.53 29.99

2. Proposed
antenna

5.32 -35 2.75 9.58 41.45

4 Conclusion

In this paper, the radiation performance of single slot circular microstrip patch an-
tenna is simulated by applying IE3D full-wave electromagnetic simulator and re-
sults are compared with conventional circular patch antenna. Using optimization it
is observed that as we increase the slot area there is a decrement in the resonant fre-
quency. Measured results indicate that the antenna exhibits bandwidth up to 9.56 %
by optimizing the length and width of the slot in antenna geometry. There is also
improvement in radiation characteristics like gain 2.75 dBi and efficiency 41.45 %. In
radiation pattern, the direction of maximum radiation is normal to the patch geometry
and also found to be stable over the entire bandwidth.
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A �- Slot Microstrip Antenna with Band
Rejection Characteristics for Ultra Wideband
Applications

Mukesh Arora, Abha Sharma and Kanad Ray

Abstract Federal Communications Commission (FCC) revealed that a bandwidth of
7.5 GHz from 3.1 to 10.6 GHz is for Ultra Wideband (UWB) wireless communication.
UWB is a rapidly advancing technology for high data rate wireless communication.
The main challenge in UWB antenna design is achieving the very broad impedance
bandwidth with compactness in size. The proposed antenna has the capability of
operating between 1.1 and 11.8 GHz. In this paper, a rectangular patch antenna is
designed with truncated corners at the ground as well as at the patch. A

∏
-shaped

slot is cut out from the patch to get the complete UWB. After that two equal size of
slits on sides of the

∏
shape are cut out from the patch which dispends the WLAN.

The proposed antenna uses Rogers RT/duroid substrate with a thickness of 1.6 mm
and relative permittivity of 2.2. The aperture coupled feed is used for excitation. The
proposed antenna is simulated using HFSS 11 software.

Keywords Microstrip patch antenna · Ultra wide band · Dispend band · Aperture
coupled feed · I slot · WLAN

1 Introduction

The UWB technology is one of the most demanding technologies which provides
high data rate transmission. The FCC approved rules for the commercial use of
UWB in 2002. UWB uses the unlicensed spectrum from 3.1 to 10.6 GHz allocated
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by FCC [1, 2]. The FCC allocated a bandwidth of 7.5 GHz from 3.1 to 10.6 GHz
for UWB applications. Low-cost UWB antennas are required for various applica-
tions such as wireless communications, medical imaging, parking radars, and other
military applications and indoor positioning. It has many advantages over conven-
tional wireless communication technology such as low power consumption, high
speed transmission, and large impedance bandwidth. But within this range some
other licensed narrowband systems exist for which the UWB causes the potential
interference. Systems like WLAN for IEEE 802.11/a/b/g operate in 5.15 –5.35 GHz
and 5.725 –5.825 GHz. This band interferes with the UWB system, so it is desirable
to remove this band from ultra wideband [3]. In order to improve coexistence of
UWB with other wireless standards, research has been done to devise mechanisms
to reject certain bands within the pass band of the UWB [4].

One common and simple way to achieve this function is cutting a slot on the patch
[5]. This slot adds an extra path to the antenna’s current, eventually introducing, an
additional resonance circuit. As the resonance frequency of the slot depends on its
position and dimensions one can optimize them so that the rejected band can be
adjusted to cover the WLAN band. But often it is difficult to achieve sharp and
narrow stop band while the interference signals have narrow bandwidth usually.

According to Shannon- Nyquist criterion,

C = CC B log2 [1 + SNR] bits/sec.

where C is the maximum transmission data rate, B denotes bandwidth of the channel,
and SNR stands for the Signal-to-Noise ratio. The maximum achievable data rate or
capacity for the ideal band limited additive white Gaussian noise (AWGN) channel is
related to the bandwidth and the signal-to-noise ratio [6]. From above principle, the
transmit data rate can be increased either by enhancing the bandwidth or transmission
power. Since many portable devices are battery operated, the power cannot be easily
increased, so a large frequency bandwidth is a better solution to achieve a high data
rate.

Aperture coupled microstrip antenna couples patch to the feed line through a slot.
In this technique the radiating microstrip patch element is etched on the top of the
antenna substrate, and the microstrip feed line is etched on the bottom of the feed
substrate [7] (Fig. 1).

In this paper, a compact microstrip patch antenna with band-rejection characteris-
tics for UWB application is proposed. First, the ground as well as patch is truncated
at all its four corners, which reduced the size of the antenna. Second, a

∏
-shaped

slot is cut out from the patch which gives the continuous frequency band from 1.12
to 10.86 GHz covering the entire ultra wideband. To improve upon the sharpness of
stop band we explore the combination of slots with the insertion of slits on the patch
(another conventional method). After that two equal-sized rectangular slits are cut
out on the sides of the

∏
shape in the patch which notches the band from 5.07 to

5.84 GHz covering the WLAN band. By removing this band from UWB, a major
problem of interference associated with UWB band is resolved. The performance
characteristics of the proposed antenna are simulated using HFSS 11 software.
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Fig. 1 Microstrip antenna with aperture coupled feed [8]

Table 1 Antenna dimension of Fig. 2

Length of trunk corner in ground (L1) 5.3 mm
Width of trunk corner in ground (W1) 5.7 mm
Length of trunk corner in ground (L2) 6.65 mm
Width of trunk corner in ground (W2) 7.4 mm
Length of trunk corner in patch (L3) 3 mm
Width of trunk corner in patch (W3) 3 mm
Length of trunk corner in patch (L4) 3 mm
Width of trunk corner in patch (W4) 4 mm

2 Antenna Geometry and Design

In this design, a Substrate of Rogers RT/duroid of relative permittivity 2.2 is used to
design the antenna. The substrate dimension is 22.8× 26.6× 1.6 mm. A rectangular
patch is used with dimensions of 13.2 × 17 mm. The ground and patch is truncated
at all its four corners. The aperture coupled feed is used for excitation. The geometry
of proposed antenna is discussed in Table 1. The designed patch antenna is shown
in Fig. 2.

3 Measured Results

The measured return loss is shown in Fig. 3 while the VSWR plot and radiation
pattern are shown in Figs. 4 and 5. The measured return loss plot shows that there
one resonant frequency band from 1.08 to 8.42 GHz with return loss of −43.72 dB.
The measured VSWR is also less than 2.
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Fig. 2 Geometry of the antenna

Fig. 3 Simulated return loss S11V/s frequency

Fig. 4 The measured VSWR

4 UWB Antenna Geometry and Design

In this design, a
∏

-shaped slot is cut out from the truncated patch. This
∏

-shaped slot
gives frequency band from 1.12 to 10.86 GHz which covers the entire UWB band.
The dimensions of substrate and patch are the same as that used in the previous
design. The geometry is shown in Fig. 6. The dimensions of I slot are shown in
Table 2.
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Fig. 5 Radiation pattern

Fig. 6 Geometry of the antenna

Table 2 Antenna dimension of Fig. 6

Length of R1 10 mm
Width of R1 1 mm
Length of R2 1 mm
Width of R2 8 mm
Length of R3 1 mm
Width of R3 8 mm

5 Measured Results

The return loss plot gives the impedance bandwidth of 162.57 % from 1.12 to
10.86 GHz which is less than -10 dB as shown in Figs. 7, 8 and 9 show the VSWR
plot and radiation pattern for the proposed antenna.
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Fig. 7 Simulated return loss S11V/sfsrequency

Fig. 8 The measured VSWR

Fig. 9 Radiation pattern for UWB antenna

Figures 10, 11 and 12 show the current distributions at 3, 7, and 10 GHz frequencies
respectively.
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Fig. 10 Current distribution at 3 GHz

Fig. 11 Current distribution at 7 GHz

Fig. 12 Current distribution at 10 GHz

6 UWB Antenna with Band Notch

We have simulated and observed earlier that a
∏

-shaped slot cut out from the trun-
cated patch gives a continuous band from 1.12 to 10.86 GHz covering the complete
UWB. In this design we introduced two symmetric-sized rectangular slits P1 and
P2. It dispends a band from 5.07 to 5.84 GHz which covers WLAN. By removing
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Table 3 Antenna dimension of Fig. 13

Length of Rectangular Slit P1 1.5 mm
Width of Rectangular Slit P1 7 mm
Length of Rectangular Slit P2 1.5 mm
Width of Rectangular Slit P2 7 mm

Fig. 13 Geometry of Notched UWB antenna

Fig. 14 Geometry of completely WLAN dispended Notched UWB antenna

WLAN band from UWB band, interference problem associated with UWB band is
resolved. The dimensions of rectangular slits are shown in Table 3.

In Fig. 13, two rectangular slits equidistant from
∏

slot are introduced. These
rectangular slits at the present positions do not remove the band which covers the
complete WLAN band, by properly optimizing them we have obtained a complete
UWB —without WLAN band which resolves the interference problem. The com-
pletely WLAN dispended microstrip antenna is shown in Fig. 14.
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Fig. 15 Simulated return loss S11V/S frequency

Fig. 16 Simulated return loss S11V/S frequency

Fig. 17 Measured VSWR for UWB antenna

7 Measured Results

In the return loss plot shown in Fig. 15, two resonant bands exist. First, frequency
band existing from 1.02 to 5.05 GHz resulted in impedance bandwidth of 132.81 %
and another band— from 5.72 to 11.42 GHz gives the bandwidth of 66.54 %. From
the above analysis it is observed that it does not remove the complete WLAN.

From Fig. 16, it is observed that it covers the complete UWB along with the
removal of the WLAN band. The first resonant band is from 1.08 to 5.07 GHz and
the second band is from 5.84 to 11.82 GHz (Figs. 17 and 18).
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Fig. 18 Radiation pattern for completely WLAN dispended Notched UWB antenna

8 Conclusion

A small-sized ultra wideband microstrip patch antenna with band rejection character-
istics has been obtained and the results are simulated. These results are encouraging
and it is expected to produce a suitable structure for ultra wideband applications. The
proposed antenna resulted in wide bandwidth performance from 1.1 to 11.8 GHz.
This designed antenna can be used in any compact handheld devices as well as in
military applications, radar, etc., involving UWB applications without interference
with WLAN.

In most of the antennas, designed incorporating slots, it is fairly difficult to create
multiple frequency notches. We hope that the method will be helpful for creating
multiple frequency notches as well as achieving sharp stop band.
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A Technique to Minimize the Effect
On Resonance Frequency Due to Fabrication
Errors of MS Antenna by Operating Dielectric
Constant

Sandeep Kumar Toshniwal and Kanad Ray

Abstract This paper presents a method to minimize the effect on resonance
frequency due to fabrication error of microstrip patch antenna. When a patch antenna
is fabricated, dimension of the patch may be slightly differentfrom its calculated value
due to error in the fabrication operations, which causes into variation of its resonance
frequency. To overcome this problem this paper presents a new technique to mini-
mize the effect on resonance frequency due to fabrication error of MS antenna by
operating dielectric constant. Effective dielectric constant of substrate is changed in
such a way that the resonant frequency is set back to the calculated value.

Keywords Micro strip Antenna · Resonance frequency · Composite dielectric
constant · Multilayer structure.

1 Introduction

The rapid growth of communication system developed a great demand of small
antennas. The most commonly and popularly used small or miniature antenna is
microstrip patch antenna [1].

Nowadaysmicrostrip antennas are most popular antennas for HF applications.
The microstrip patch antenna posseses a number of important advantages such as
low profile, low weight, low manufacturing cost and having conformability. The main
advantage of this antenna is that we can easily change the frequency, bandwidth and
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Air-box

Feed-line

Wave-port

Patch

Air-Cavity (Blue 
colored)

Fig. 1 Layout of MS Antenna with air-cavity drown by HFSS

gain by changing the parameters of MS antenna [2]. We can modify the frequency,
bandwidth and gain by changing either the patch or dielectric width and length.
This paper investigates the effect of frequency variation with respect to the change
in dielectric constant [3]. For that we simply cut the material below the patch and
consider it as an air-cavity [4]. The new effective dielectric constant gives the new
value of resonance frequency. All analysis has been carried out using High Frequency
Structural Simulator (HFSS). Change in resonance frequency has been plotted against
area of cavity to take a broad view of the results. The paper is mainly divided into two
sections. Section 2, describes the design methodology explained in brief. Section 3,
describes results and discussion of the calculated parameters (Fig. 1).

2 Antenna Design and Simulation

Dimensions of antenna patch were calculated using standard equations. The essen-
tial parameters required for designing of MS antenna are fo = 2.4GHz, πr = 4.4,

h = 6.4 mm.
The length, width and other parameters related to designing of the MS antenna

are calculated by EM Calculator.
Here are the calculated parameters:

W = 38.036 mm

πreff = (πr + 1/2) + (πr − 1/2)[1 + 12h/w]−1/2

Leff = 32.5 mm,λL = 2.8215 mm, L = 27 mm

Simulations have been done for two values of resonance frequency (fo)–2 GHz
and 2.4 GHz. For each value of resonance frequency (fo) two values of substrate
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Fig. 2 Variation of resonance frequency (fo) with various values of area of air cavity1
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Fig. 3 Variation of resonance frequency (fo) with various values of area of air cavity2

height (h)–1.2 mm and 6.4 mm have been investigated. A cavity has been created in
the antenna dielectric just below the patch. Various values of cavity area have been
considered. HFSS simulations yielded the resonance frequency (fo) of the structure.
Figures 2 and 3 are the simulation results which show variation in fo with area of the
air cavity 1 and air cavity 2 respectively.

3 Results and Discussion

Figures 4 and 5 shows dependence of resonance frequency with the area air cavity
1 (When we inserted air-cavity in only one layer of dielectric) and air cavity 2
(When we inserted air-cavity in two layers of dielectric).
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Fig. 5 Change in dimension of air cavity2 (vary in area)

Here we see the effects of change of area of cavity with respect to frequency,
which is as in Table 1.

The result we are getting through inserting air-cavities in two layers is different
from when we are inserting air-cavity in one layer because there is a variation in
thickness of the air-cavity. Difference is only that the initial frequency is different in
both of them. But both the frequencies linearly increased with area below 6 mm and
after that frequency is constant.

Above results indicate that when a cavity is made in the antenna dielectric just
below the patch, the resonance frequency fo of the structure increases.

Table 1 Effect of area
of cavity with respect to
frequency

Area Frequency

< 6mm2 Linearly increase
>= 6mm2 Constant
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4 Conclusion

Through our simulation we conclude that, to enhance the range of frequencies, there
is no need to change in the basic structure of the MS antenna, instead of that we can
directly cut the material equal to the dimension of the air-cavity and find the change
in the frequency. Effective dielectric constant of the substrate is changed in such a
way that the resonance frequency is set back to the calculated value if change occurs
due to error in fabrication process. Results indicate that when a cavity is made in the
antenna dielectric just below the patch, the resonance frequency fo of the structure
increases.

These results are found here only for FR-4 epoxy but are equally valid for other
dielectric materials (i.e. duroid, Rogers) also.
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ment to pursue this work and for providing the supporting materials.
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Artificial Neural Network Model for Forecasting
the Stock Price of Indian IT Company

Joydeep Sen and Arup K. Das

Abstract The central issue of the study is to model the movement of stock price
for Indian Information Technology (IT) companies. It has been observed that IT
industry has some promising role in Indian economy. We apply the artificial neural
networks (ANNs) for modeling purpose. ANNs are flexible computing frameworks
and its universal approximations applied to a wide range with desired accuracy.
In the study, multilayer perceptron (MLP) models, which are basically feed-forward
artificial neural network models, are used for forecasting the stock values of an Indian
IT company. On the basis of various features of the network models, an optimal
model is being proposed for the purpose of forecasting. Performance measures like
R2, standard error of estimates, mean absolute error, mean absolute percentage error
indicate that the model is adequate with respect to acceptable accuracy.

Keywords Artificial neural network · Financial forecasting · Stock price · Indian
IT companies · Multilayer perceptron.

1 Introduction

The study considers modeling the movement of stock price for Indian Information
Technology (IT) companies. It has been observed that IT industry has some promis-
ing role in Indian economy. A number of profitable Indian companies today belong
to the IT sector and a great deal of investment interest is now being focused. Com-
panies in BSE IT index are those that have more than 50 % of their turnover from IT
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related activities like IT infrastructure, IT education, software training, telecommu-
nication services, networking infrastructure, software development, hardware man-
ufacture, vending, support and maintenance. BSE IT index constituents represent
about 10.22 % of the free float market capitalization.

In the literature, Box-Jenkins ARMA and ARIMA models [1] have respectively
been adopted for financial forecasting. These traditional models do not learn imme-
diately as the arrival of new data, instead they must be re-estimated periodically.

De Groot and Wurtz [2] analyzed univariate time series forecasting using feed-
forward neural networks. Due to the inherently noisy, non-stationary and chaotic
nature of financial time series, it is often difficult to forecast based on the restricted
statistical models. Therefore, artificial neural networks (ANNs) have received an
increasing attention in time series forecasting in recent years.

El-Hammday and Abo-Rizka [3] developed a recurrent neural network model
trained by ARIMA analysis for forecasting stock price in Egyptian Stock Market.
Zhang and Wu [15] proposed an improved bacterial chemotaxis optimization (IBCO),
which is later integrated into back-propagation (BP) artificial neural network to
develop an efficient forecasting model for predicting various stock indices. Panahian
[9] used a multilayer perceptron (MLP) neural network to determine the relationship
between some variables as independent factors and the level of stock price index
(TEPIX) as a dependent element in Iranian stock market. Kara et al. [6] observed
that the average performance of ANN model in predicting the daily Istanbul Stock
Exchange (ISE) National 100 Index was found significantly better than that of SVM
model.

Several attempts [7, 8, 13, 14] have been done to implement artificial neural
network to model Indian financial indexes like BSE SENSEX and NIFTY. But only
a few studies have been done for the different Indian IT companies. The purpose of
the study is to model the stock price of Indian IT companies using artificial neural
network and forecast the same.

We organise the rest of this paper in the following way. In Sect. 2, a brief exposition
of the methodology used in the study is discussed. Section 3 provides the analysis
and results along with discussion. A conclusion of the study is presented in Sect. 4.

2 Methodology

Artificial neural networks are computational structures modeled on the gross structure
of human brain. Neural network can model the behavior of known systems without
being given any rule or models. Moreover neural networks may be considered as
flexible nonlinear non-parameterized models where the parameters may be adopted
according to the available data.

As the design is based on the human brain, they are made to obtain knowledge
through learning. The process of learning for a neural network consists of regulating
the weights of each of its node considering the input of the neural network and its
expected output.
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Fig. 1 Multilayer Perceptron

The model is characterized by a network of three layers (viz. input, hidden and
output) of simple processing units connected by acyclic links. The relationship be-
tween the output (yt ) and the inputs (yt−1, . . ., yt−p) has the following mathematical
representation :

yt = w0 +
q∑

j=1

w j g

(

woj +
p∑

i=1

wi, j yt−i

)

+ et

wherewi, j (i = 0, 1, 2, . . . , p; j = 1, 2, . . ., q) andw j ( j = 0, 1, 2, . . . , q) are model
parameters often called connection weights, p is the number of input nodes, q is the
number of hidden nodes. Identity, sigmoid, tanh, logistic, exponential functions are
used as the hidden layer activation function and output activation function. The choice
of q is data dependent and no systematic, well-accepted rule exists in deciding q.
Experiments are conducted to find p.

MLP is one of the most popular network architectures used today, due to Rumel-
hart and McClelland [11]. Each performs a biased weighted sum of inputs and passes
this activation level through a transfer function to produce the outputs, and the units
are arranged in a layered feed-forward topology. The network thus has a simple in-
terpretation in a form of input–output model with weights and thresholds (biases)
as the free parameters of the model. Such networks can model functions of almost
arbitrary complexity. MLPs are variable tools when one has less knowledge about
the form of the relationship between inputs and outputs. The architecture of a MLP
is shown in Fig. 1.

To adjust weights properly, we apply a general method for non-linear optimiza-
tion, called Broyden–Fletcher–Goldfarb–Shanno (BFGS) algorithm. Sum of squares
(SOS) is used as error function.

The accuracy of the prediction for each ANN model has been compared by the
indexes of training performance and the testing perfection. The efficiency of ANN
models varies with the number of input layers (p) and hidden layers (q). The residual
of the proposed ANN model is tested for the presence of autocorrelation and white
noise property.
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Table 1 Summary of the
selected ANN model for
INFOSYS limited

Network name MLP 6-7-1

Training perfection 0.99762
Training error 0.00013
Testing perfection 0.99772
Testing error 0.00014
Algorithm BFGS 26
ERROR function SOS
Hidden activation function Tanh
Output activation function Identity

3 Analysis and Results

To analyze the stock market price, we consider the daily data of consecutive five
financial years from 2006 to 2011 of the stock-values of INFOSYS Limited. The
data is collected at a particular time interval on every working day. On Saturday,
Sunday and other national holidays, Bombay Stock Exchange remains closed and
also there is no transaction in stock exchange market.

The closing price represents the most up-to-date valuation of a security until
trading commences again on the next trading day. Closing prices provide a useful
marker for investors to assess changes in stock prices over time. The closing price
of a day can be compared to the previous closing price in order to measure market
sentiment for a given security over a trading day. So we consider only closing price
of the stock for our analysis.

The accuracy of prediction for each ANN model has been compared by the indexes
of training performance and the testing performance. The efficiency of ANN models
vary with the number of input layers (p) and hidden layers (q). p and q are chosen
based on experimentation.

The whole data set is being divided into three groups as 80, 15 and 5 % of
the total observations for the purpose of training, testing and validation to develop the
ANN model. For having the least training performance and testing performance, the
multilayer perceptron model with six input nodes, seven hidden nodes and one output
node (i.e. MLP 6-7-1 model) is chosen to model and forecast the daily stock price
of INFOSYS Limited. Summary of the selected ANN model is depicted in Table 1.

The actual close-price and the predicted close-price obtained by using the selected
ANN model are shown in Fig. 2. The weight of the network parameters of MLP 6-7-1
is presented in Table 2.

The Var1 indicates the actual close-price and 2.MLP 6-7-1 indicates the predicted
close price based on the ANN model of MLP 6-7-1.

Following the similar methodology discussed earlier, we apply the multilayer
perceptron model for forecasting the daily stock prices of two other Indian IT com-
panies: Tata Consultancy Services Ltd. (TCS Ltd.) and WIPRO Ltd. A performance
summary of the optimum multilayer perceptron model for each of these three Indian
IT companies is given in Table 3.
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Fig. 2 Actual and predicted (by MLP 6-7-1) closing stock price of INFOSYS Limited

Table 2 Network weights of MLP 6-7-1

Serial number Connections (MLP 6-7-1) Weight values (MLP 6-7-1)

1 Input bias –> hidden neuron 1 0.137006
2 Input bias –> hidden neuron 2 0.144430
3 Input bias –> hidden neuron 3 −0.178096
4 Input bias –> hidden neuron 4 −0.340784
5 Input bias –> hidden neuron 5 −0.058491
6 Input bias –> hidden neuron 6 −0.264130
7 Input bias –> hidden neuron 7 −0.072084
8 Hidden neuron 1 –> Var1 −0.323277
9 Hidden neuron 2 –> Var1 0.327605
10 Hidden neuron 3 –> Var1 0.290812
11 Hidden neuron 4 –> Var1 0.710852
12 Hidden neuron 5 –> Var1 0.191150
13 Hidden neuron 6 –> Var1 0.151419
14 Hidden neuron 7 –> Var1 −0.610038
15 Hidden bias –> Var1 0.292043

Fisher’s Kappa=7.352384 (for Infosys Ltd.) indicates that the MLP residual of
Infosys Ltd. is white noise. We obtain similar results for the TCS Ltd. and WIPRO
Ltd. Performance measures presented in Table 3 show that MLP models provide
excellent prediction and these models are adequate for modeling the stock price.
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Table 3 Performance summary of INFOSYS Ltd., TCS Ltd. and WIPRO Ltd

Indian IT company Infosys Ltd. TCS Ltd. WIPRO Ltd.

Fitted model MLP 6-7-1 MLP 5-6-1 MLP 6-6-1
Standard error of the fitted model 39.55929 22.57515 28.46415
R2 of the fitted model 0.99531 0.99135 0.99395
MAE of the fitted model 29.91343 14.67768 18.65332l
MAPE of the fitted model 0.01547 0.01831 0.02303

4 Conclusion

The present study is designed to model the stock price for the Indian IT companies
using artificial neural network for the purpose of prediction. We observe that artificial
neural network performs well to model stock price. This phenomenon is true in the
sense that ANN may capture the non-linear and chaotic behavior as compared to
other conventional time series models. Our experiment has shown that the multilayer
perceptron model is capable of predicting the stock price with acceptable accuracy.
In this study it has been observed that multilayer perceptron model has ability to
explain the time series pattern of the stock market data.
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V/f-Based Speed Controllers for an Induction
Motor Using AI Techniques: A Comparative
Analysis

Awadhesh Gupta, Lini Mathew and S. Chatterji

Abstract This paper presents a comparative analysis of speed controllers for three-
phase induction-motor scalar speed control. The control strategy consists in keep-
ing constant the voltage and frequency ratio of the induction-motor supply source.
First, a conventional control loop including a PI controller is realized. Then a fuzzy-
control system is built on a MATLAB platform, which uses speed and difference
in speed variation to change both the fundamental voltage amplitude and frequency
of a sinusoidal pulse width modulated inverter. An alternative optimized method
using Genetic Algorithm is also proposed. The controller performance, in relation
to reference speed and step change of speed variations with constant load-torque, is
evaluated by simulating it on a MATLAB platform. A comparative analysis of these
with conventional proportional-integral controller is also presented.

Keywords Artificial intelligence (AI) · Adjustable speed drives (ASDs) ·
Proportional-integral (PI) · Fuzzy Logic Controller (FLC) ·Genetic Algorithm (GA)

1 Introduction

Adjustable speed drives (ASDs) are the essential and endless demand of indus-
tries and researchers. These are widely used in industries to control the speed of
conveyor systems, blower speeds, machine tool speeds, and other applications that
require adjustable speeds. In many industrial applications, traditionally, dc motors
were the workhorses for the ASDs due to their excellent speed and torque response
[1, 2]. These however have the inherent disadvantage of commutator and mechanical
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brushes, which undergo wear and tear with the passage of time [3]. An induction
machine is the most widely used motor in the industry because of its high robust-
ness, reliability, low cost, high efficiency, and good self-starting capability. In spite
of these capabilities induction motors suffer from two disadvantages. First, the stan-
dard motor is not a true constant-speed machine; its full load slip varies from less
than 1 % (in high horse power motors) to more than 5 % (in fractional horse power
motors). Second, it is not inherently capable of providing variable-speed operation.
These limitations can be solved through the use of adjustable speed controllers [4].
The basic action involved in adjustable speed control of induction motor is to apply
a variable voltage magnitude and variable frequency to the motor so as to obtain
variable speed operation. Voltage source inverter can be used to meet the aforesaid
purpose. Induction motors offer a very challenging control problem due to its nonlin-
earity of dynamical system, motor parameter variation, and difficulty in measuring
rotor variables. Moreover, the widely used PID controller does not offer satisfactory
results when adaptive algorithms are required [5–8]. This problem can be solved by
using artificial intelligent control techniques such as neural network, fuzzy logic,
genetic algorithms, and particle swarm optimization techniques which can enhance
the performance of the system to a great extent without requiring an exact model of
induction motor.

2 Controller Design

The conventional closed loop PI control scheme is developed using the MAT-
LAB/SIMULINK for V/f-based speed control of induction motor which is shown in
Fig. 1. The various parameters required for the model of Fig. 1 saved in an m-file is

Fig. 1 SIMULINK model of IMD with PI controller
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Fig. 2 SIMULINK model of IMD with Fuzzy Logic Controller

run first. Then SIMULINK model of Fig. 1 is run to get the response of conventional
P-I controller. Another approach namely Fuzzy Logic Controller design is shown in
Fig. 2. The actual speed of the induction motor is sensed and is compared with the
reference speed. The error so obtained is processed in a P-I controller and its output
sets the inverter frequency. The synchronous speed, obtained by adding actual speed
ωm and the slip speed ωslip determines the inverter frequency. The reference signal
for closed loop control of machine terminal voltage is generated from the frequency.

3 Results and Discussions

The induction motor drive system has been simulated with P-I controller and then a
fuzzy controller is employed in place of P-I controller. After that the P-I controller
parameters have been optimized using genetic algorithm. The optimum value of Kp
and Ki have been chosen for the controller. All the controllers are tested for speed
tracking with constant load torque conditions. Results obtained by employing the
different controllers have been finally compared. The drive is subjected to operate
at different speeds with constant load torque to test the robustness of the different
controllers. The rating and parameters of the three-phase induction motor which has
been considered as the test case is given in Table 1.

Different cases under which the simulation tests have been carried out are

(i) Step change in reference speed.
(ii) Tracking of reference speed.

(iii) Robustness test against constant load torque.
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Table 1 Induction motor parameters

Rated value Power (P) 3,730 VA
Voltage (V) 460 V
Frequency (f) 60 Hz
Speed (N) 1,760 rpm
Pole pairs 2

Constants Stator resistance (Rs) 1.115 π

Rotor resistance (Rr) 1.083 π

Stator inductance (Ls) 0.005974 H
Rotor inductance (Lr) 0.005974 H
Mutual inductance 0.2037 H
Inertia constant (J) 0.02 kg m2

Damping constant (B) 0.005752 Nm s

The simulation responses of the drive system with P-I controller, Fuzzy con-
troller and Genetic Algorithm (GA) optimized P-I controller are shown in Figs. 3, 4
and 5, respectively. The reference speed is changed from 1,000 to 1,200 rpm at time,
t = 2 s, and again from 1,200 to 1,500 rpm at time, t = 4 s and after that the motor
is continued to run at this speed till, t = 6 s. The load torque is kept constant. The
responses of stator current, speed, and electromagnetic torque are also shown in
Figs. 3, 4 and 5. It can be seen from the response of Fig. 3 that the current ripples and
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Fig. 3 Simulation results with PI controller
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Fig. 4 Simulation results with fuzzy controller

torque ripples at 1,200 and 1,500 rpm are quite high while at 1,000 rpm the ripples
are less. From Figs. 3 and 4, it is clear that, in case of fuzzy controller, the speed
response is smoother than P-I controller. Also, the torque ripples and current ripples
are minimized with fuzzy controller. From Figs. 3, 4 and 5, it is clear that, in case
of GA optimized P-I controller the speed response is further smoother than P-I con-
troller and fuzzy controller. The torque ripples and current ripples are also greatly
minimized.

The simulation response of the drive system with P-I and GA optimized P-I
controller at different set points are shown in Figs. 6 and 7. In case of P-I controller,
it is observed that the reference speed is changed from 1,500 to 1,000 rpm at time,
t = 2 s, and again from 1,000 to 1,200 rpm at time, t = 4 s and after that the
speed reference of motor is changed from 1,200 to 900 rpm at t = 5 s. In case of GA
optimized P-I controller, it is observed that the reference speed is changed from 1,500
to 1,200 rpm at time, t = 2 s and again from 1,200 to 1,000 rpm at time, t = 3 s and
after that the speed reference of motor is changed from 1,000 to 600 rpm at t = 5 s.
The load torque is kept constant in both the cases. The response of stator current,
speed and electromagnetic torque are also shown in Figs. 6 and 7. From Figs. 6, 4
and 7, it is clear that the induction motor has run up to 900 rpm with P-I controller,
up to 1,000 rpm with fuzzy controller and up to 600 rpm with GA optimized P-I
controller. Thus the speed control range has been increased with GA optimized P-I
controller.
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Fig. 5 Simulation results with GA optimized controller

4 Comparative Analysis of Results

The different controllers were tested for their speed response at different set points.
The results obtained for the drive with P-I controller, Fuzzy controller, and GA
optimized P-I controller are shown in Figs. 8, 9 and 10, respectively. For all the
three controllers the reference speed is changed from 1,000 to 1,200 rpm at time,
t = 2 s, and again from 1,200 to 1,500 rpm at time, t = 4 s and after that the motor
is continued to run at this speed till, t = 6 s.

The speed response of the drive with conventional controller shows the rise time
of 0.6 s as shown in Fig. 8. The overshoot value at 1,000 rpm is within reasonable
limits but at 1,200 and 1,500 rpm, there exists sustained oscillations. The steady-state
response of the drive is found to be poor. This could be due to the improper choice
of integral gain. Table 2 shows the parameters of the P-I Controller.

The speed response of the drive with fuzzy controller as shown in Fig. 8 shows
smoother response as compared to the conventional controller. Comparing Figs. 8
and 9, it is observed that the speed ripples are suppressed to a great extent but the
steady-state error of the drive is found to be poor. Although the drive shows smoother
response it generates appreciable offset. The speed ripples in the steady-state as well
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Fig. 6 Simulation results with PI controller with different set points

as in dynamic conditions are found to be reduced. This offset error can be resolved
by making the fuzzy rule base more exhaustive.

The speed response of the drive with GA optimized controller as shown in Fig. 10
shows much smoother response as compared to the conventional controller and fuzzy
controller. The speed ripples are greatly suppressed with respect to the other con-
trollers’ response mentioned earlier. The steady-state error of the drive at speeds
1,000, 1,200, and 1,500 rpm is almost negligible, depicted in Fig. 10. In case of GA
optimized controller, the steady-state response as well as dynamic response is con-
siderably improved with no torque ripples, as compared to the other controllers, thus,
making the drive robust. Table 3 shows the parameters of the P-I controller which
is obtained by the optimization process with the help of GA toolbox of MATLAB
software with IATE considered as objective function.

5 Comparison Among Controllers

Table 4 shows the summary of comparative assessment of all the controllers consid-
ered here.
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Fig. 7 Simulation results with GA optimized controller with different set points
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Fig. 8 Speed response with P-I controller

In view of the above discussions, it is clear that the transient as well as dynamic
performance of the GA Optimized P-I controller is far superior to the conventional
and fuzzy controllers. The speed control range obtained is also more as compared
to the other controllers mentioned. The torque ripples and current ripples have also
been minimized. Thus, GA-Optimized P-I controller is inferred as the best choice.
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Fig. 9 Speed response with fuzzy controller
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Fig. 10 Speed response with GA optimized controller

Table 2 P-I controller
parameters

Sr. No. Parameter Value

1. Kp 39
2. Ki 50

Table 3 GA optimized P-I
controller parameter

Sr. No. Parameters Value

1. Kp 09
2. Ki 10

Table 4 Comparative assessment of the controllers

Property Conventional P-I Fuzzy controller GA-optimized P-I

Starting transient performance Poor Good Very Good
Steady-state performance Poor Poor Very Good
Speed-control range Up to 900 rpm Up to 1,000 rpm Up to 600 rpm
Robustness Average Good Very Good
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6 Conclusion

In this work, artificial intelligence-based scalar speed control for an induction motor
has been examined. First, a PI algorithm was thoroughly explored. After this, fuzzy
and GA control system have been investigated to cope better with the dynamic
conditions. The main conclusions are listed below:

(i) Conventionally, P-I controller is suited for the speed control of induction motor.
(ii) The unique characteristics of the proposed GA-based tuning technique are found

to be completely model independent.
(iii) This study demonstrates that GA technique can solve tuning problem of the

controller more efficiently.
(iv) The conventional PID control mechanism performs poorly. If the system has to

be controlled without assumption and linearization, the heuristic search algo-
rithm, especially GA is found to be the best choice.

(v) Unlike the other methods, the GA technique is simple, fast, and easy to imple-
ment in a variety of control loops and yields much better results as compared to
the currently available conventional tuning methods.

(vi) The simulation results have shown that the performance of the system under
dynamic conditions have improved significantly which is the main drawback of
the scalar speed control.

(vii) The simulation results have shown that the speed control range is considerably
increased by using the GA optimization technique to the P-I controller.

(viii) The dynamic response with the Fuzzy controller shows much more improvement
but at the same time the offset error is not completely eliminated.

(ix) In the simulation response with the GA optimization, the offset error is elimi-
nated considerably.

The investigator attempts to modernize the V/f control strategy, which already
exists in various industries, by incorporating artificial intelligent control techniques
such as Fuzzy Logic and GA, so as to give good dynamic performance along with
the steady-state performance.
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Enhanced Technique to Identify Higher Level
Clones in Software

S. Mythili and S. Sarala

Abstract Code copy and reuse are the most common way of programming practice.
Code duplication occurs in every software program. A function, a module, or a
file is duplicated for various reasons. The copied part of the source code with or
without modification is called a code clone. Several tools have been designed to
detect duplicated code fragments. These simple code clones assists to identify the
design level similarities. Recurring patterns of simple clones indicate the presence
of design level similarities called higher level clones. In this work we describe a
new technique using fingerprinting to find higher level clones in software. Initially
the simple clones are found, and then using LSH, we compare the fingerprints to
find recurring patterns of method level, file level, and directory level clones. Finally,
experiments and results shows that the proposed method finds all higher level clones
in the software.

Keywords Software clones · Clone detection · Similarity hashing · Fingerprinting

1 Introduction

Recent research suggests that most of the codes in large software system are dupli-
cated. Programmers normally clone the software by simple copy and paste method.
After copying, the original code is modified according to the programmer’s need.
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Fig. 1 Higher level clones

This copy and paste programming practice often creates exactly matched or similar
portion of the code, which are called as code clones. Several tools are available to
find these code clones. DECARD [1], Cp-Miner [2], CCFinder [3] and CloneDR [4]
are some of the best clone detection techniques to find clones in the software and
the Web applications. The drawback of most of the clone detection tools are that
they concentrate on finding simple clones and do not concentrate on a wider picture
looking for design level similarities. Simple clones are lower level clones with sim-
ilar code fragments. These lower level clones when combined to form design level
similarities are called as Higher Level Clones. Examples of higher level clones are
shown in Fig. 1.

2 Literature Review

This section describes the various categorizations of code clones that have been
proposed by different authors.

One of the first categorizations of clones in software was proposed by Mayrand
et al. [5]. This categorization classifies candidate code clones according to the types
and degrees of differences between code segments. The type of differences consid-
ered are function names, layout, expressions, and control flow. Using these attributes,
clones are categorized in to eight types.

Balazinska et al. [6] created a schema for classifying various cloned methods
based on the differences between the two functions that are cloned The differences
are accounted in five groups. These categories are used by Balazinska et al. to produce
software-aided reengineering systems for code clone elimination.

Major limitations of the above categorizations are that they concentrate only
on function clones. These function clones will cover only 30–50 % of the cloning
activity. As an improvement to this a new taxonomy was designed by Cory Kapser [7]
and the new scheme is based on different attributes of the clone including similarity,
locality within the software system, scope of the cloned code, degree of similarity of
regions the clones exist in, and the type of region the clone occurs in. This taxonomy is
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a hierarchical classification of code clones which helps in finding Same File Clones,
Same Region Clones, Function to Function Clones, Structure Clones, Macro Clones.
Heterogeneous Clones, and Misc. Clones.

Koschke et al. [8] define another clone classification using only the types of differ-
ences between clones. In this classification only three types of clones are considered,
as described above for its use in the Bellon benchmark. Basit et al. [9] have produced
a clone classification scheme that groups clones according to higher level structures
such as files or classes. The data mining techniques “market basket analysis” is used
for searching frequently co-occurring clones.

3 Proposed Model for Finding Higher Level Clones

Figure 2 represents an idea of the new technique for finding the higher level clone
patterns in the software system. The software system taken into consideration is
a sample java system. The first step in the above technique is the preprocessing
and formattings. It accepts the source code to be compared and preprocesses. This
involves white space removal, comment removal and converting the lines of code
into general format. In the general format conversion the source code is traversed
for data types and variable names. Then the data types and the variable names are
converted into a general format for, e.g., void sum(int a, int b) ≥ void sum($v, $v);

The next step of the above technique is to split the source code considered into
tokens. After tokenizing the tokens of the arbitrary length are converted into fin-
gerprints using the Message Digest Algorithm. Most of the clone detection methods
uses various algorithms which compares the literals and the identifiers for finding the
clones. The proposed technique finds the code clones using fingerprinting technique.

Fig. 2 Proposed technique
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Fig. 3 Fingerprints for the methods

Figure 3, shows the fingerprints generated for the methods. In the same way finger-
prints are generated for files and directories.

The major idea of our proposed technique is to find the similarity using finger-
prints. One of the advantages of this technique is to map a large dataset of arbitrary
length into a same bit sequence. We use the Message Digest Algorithm [10] for this
purpose. Fingerprints are computed for every token at the method level, file level,
and the directory level. The Message Digest Algorithm generates unique fingerprints
for every token. At the method level the fingerprints are calculated for the tokens
and the similar tokens will have the similar fingerprint. At the file level fingerprints
are calculated for the sequence of statements and similar files will have similar fin-
gerprints which gives the File Level clones. And at the directory level fingerprints
are calculated for the group of file in the same directory and such similar directories
will have similar fingerprints.

The next step in the above process is to find the similarity between the fingerprints.
The similarity is calculated using a hash function called Locality Sensitive Hashing.
A LSH function is a hash function which hashes for vectors such that the probability
that two vectors having the same hash value is strictly decreasing function of their
corresponding distance. In other words we can say that two vectors having the smaller
distance will have the higher probability of having the same hash code. Let a hashing
family be defined as

hi = (pi)where pi = ith bit of p.

PrH [h(p) ≤= h(q)]. = ||p, q||H
d

. (1)

PrH [h(p) = h(q)]. = 1 − ||p, q||H
d

. (2)
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When similar points collide Pr must be ↓ 1 −
(

1 − 1
p1

)K

When dissimilar points collide Pr must be ∈ PK
2

The LSH function [11] is used to hash the fragments into smaller sets called
buckets based on their hash code. The cloned fragments having similar hash codes
are mapped into same buckets. LSH similarity comparison is computed using the
formula Fig. 2. After finding the similarity the values are compared with a threshold
value to classify them as Exactly Similar Clones, Most Similar Clones and Least
Similar Clones. Under each threshold value method level, file level, and directory
level are identified. The last process is to form clone pairs and form the clone set.
The clones which come under the same classification are compared to form clone
pairs. From the clone pairs method level, file level and directories level clone sets
are formed.

3.1 Algorithm for Finding Higher Level Clones

4 Implementation and Evaluation

Experiments were carried over on the Sample Java System given in Table 2. The
system includes the following contents.

Table 1 Detection algorithm

Algorithm for finding Higher-Level Clones

1. For every file in the software
a. Find for files
b. Find for directories

2. For every file in the directory
a. Collect all the methods

3. Generate the Fingerprints for methods, files, and directories
4. Find the similarity using LSH
5. Find the ClonePair and CloneSets for recurring patters of methods, files, and directories.

The algorithm for finding higher level clone is given in Table 1

Our main aim is to find the cloned code in terms of higher level patterns, i.e., meth-
ods, files and directories. In the method level two similar methods of the same content
will have the same fingerprints and will be identified as method level clones. Simi-
larly, the file level and the Directory level clones are identified. The new technique
proposed by us enables to find the Clone Pairs and their corresponding CloneSets
for a particular threshold value. Figure 4. shows the Clone Pairs identified for the
exactly similar clones at the method level.

To find the exactly similar clones the threshold (Th) values are varied from 1.0,
0.9, and 0.8. To find the Most Similar Clones the Th values are 0.6, 0.7, and 0.75.



1180 S. Mythili and S. Sarala

Table 2 Sample Java system Sample Java System Contents

No of files 129
No of methods 181
No of directories 3

Fig. 4 Clone pairs for exactly similar clones

Table 3 Exactly and most
similar clone pairs

Threshold value Methods Files Directory
ES MS ES MS ES MS ES MS

0.8 0.6 221 814 76 1 4 0
0.9 0.7 89 451 70 2 4 0
1.00 0.75 57 170 62 2 4 0

Table 4 Exactly and most
similar clone sets

Threshold value Methods Files Directory
ES MS ES MS ES MS ES MS

0.8 0.6 57 57 110 0 2 0
0.9 0.7 54 42 99 3 2 0
1.00 0.75 53 43 90 3 2 0

The same process is continued to find the Least Similar Clones. By changing the
threshold values the following Clone Pairs and the Clone Sets are detected and the
results are shown in Tables 3 and 4. The graph for the Exactly Similar Clone pairs
and clone sets are shown in Figs. 5, 6.

5 Conclusion and Future Work

In this work, a technique has been presented to detect the higher level clones in
the softwares such as File Level, Method level, and the Directory level clones. This
technique uses Message Digest Algorithm to find out the fingerprints and uses LSH
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Fig. 6 Exactly similar clone sets

to compare it. The output produced by this system is a group of Clone pairs and
Clone sets for Files, Methods and Directories. From the clone sets the number of
Methods, Files, and directories which belong to the Exactly Similar, Most Similar
and the Least Similar category are identified. The algorithm is tested using a sample
java system. According to our sample system 53 out of 181 methods, 90 out of 129
files, and 2 out of 3 directories are cloned. In future, clone pairs can be clustered
using the clustering techniques and the structural similarities can be found. Further
the algorithm can be extended to detect clones in other data structures.
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Privacy Protected Mining Using Heuristic Based
Inherent Voting Spatial Cluster Ensembles

R. J. Anandhi and S. Natarajan

Abstract Spatial data mining i.e., discovery of implicit knowledge in spatial data-
bases, is very crucial for effective use of spatial data. Clustering is an important task,
mostly used in preprocessing phase of data analysis. It is widely recognized that
combining multiple models typically provides superior results compared to using a
single, well-tuned model. The idea of combining object partitions without accessing
the original objects’ features leads us to knowledge reuse termed as cluster ensembles.
The most important advantage is that ensembles provide a platform where vertical
slices of data can be fused. This approach provides an easy and effective solution for
the most haunted issue of preserving privacy and dimensionality curse in data mining
applications. We have designed four approaches to implement spatial cluster ensem-
bles and have used these for merging vertical slices of attribute data. In our approach,
we have brought out that by using a guided approach in combining the outputs of
the various clusterers, we can reduce the intensive distance matrix computations and
also generate robust clusters. We have proposed hybrid and layered cluster merging
approach for fusion of spatial clusterings and used it in our three-phase clustering
combination technique. The major challenge in fusion of ensembles is creation and
manipulation of voting matrix or proximity matrix of order n2, where n is the number
of data points. This is very expensive both in time and space factors, with respect
to spatial data sets. We have eliminated the computation of such expensive voting
matrix. Compatible clusterers are identified for the partially fused clusterers, so that
this acquired knowledge will be used for further fusion. The apparent advantage is
that we can prune the data sets after every (m−1)/2 layers. Privacy preserving has
become a very important aspect as data sharing between organizations is also diffi-
cult. We have tried to provide a solution for this problem. We have obtained clusters
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from the partial datasets and then without access to the original data, we have used
the clusters to help us in merging similar clusters obtained from other partial datasets.
Our ensemble fusion models are tested extensively with both intrinsic and extrinsic
metrics.

Keywords Cluster ensembles ·Degree of agreement ·Performance metrics ·Spatial
attribute data

1 Introduction

Clustering ensembles can be applied in various application environments and can be
summarized based on the final clusters formed. The foremost utility of cluster ensem-
bles is its ability to cluster categorical data. A noteworthy capability of clustering
ensembles is that it provides a very natural and elegant way to cluster categorical data
without any external labeling and uses the underlying data structure. Let us consider
a data set with tuples t1, ..tn over a set of categorical attributes A1...Am. The basic
idea here is to view each attribute Aj as a way of producing a simple clustering of
the data. If Aj contains kj distinct values, then it is considered as Aj partitions the
data into kj clusters, one cluster for each value. Then, clustering fusion considers all
those m clusterings produced by the m attributes and tries to find a consensus clus-
tering that agrees as much as possible with all of them. Cluster ensemble approaches
for fusing clusterings can also be extended to incorporate domain knowledge along
with human guidance, when available. The clustering ensembles framework provides
several ways for dealing with missing values in categorical data. One of the most
important features of the usage of clustering ensembles is that there is no need to
specify the number of clusters in the result. The formulation of clustering ensembles
or aggregation [1] gives one inherent way of automatically selecting the number of
clusters. If majority of the input clusterings place two objects in the same cluster,
then it will not be beneficial for a clustering fusion solution to split these two objects.

Privacy-preserving data mining is a most studied subject in the last decade. There
can be a common situation where a database table is vertically split and different
attributes are maintained in different sites. For such cases, ensembles offer a nat-
ural model for clustering. the data maintained in all sites as a whole and also in a
privacy-preserving manner. The only information revealed is which tuples are clus-
tered together and no information is revealed about data values of any individual
tuples. This becomes a welcome boom for the privacy preserving related issues.

The rest of the paper is organized as follows. The related work is in Sect. 2. The
proposed knowledge guided fusion ensemble technique and its application in vertical
slices merging, thereby favoring privacy protected data mining, is discussed in Sect. 3.
In Sect. 4, we present experimental test platform and results with discussion. Finally,
we conclude with a summary and our planned future work in this area of research.
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2 Literature Survey

2.1 Work Done in Cluster Ensembles

The goal of cluster ensemble is to combine the clustering results of multiple clus-
tering algorithms to obtain better quality and robust clustering results. Even though
many clustering algorithms have been developed, not much work is done in cluster
ensembles in data mining and machine learning community. There are few special
categories of consensus function such as Voting Approach, Hyper graph Partition-
ing, Mutual Information Algorithm, Finite Mixture model and Co-association based
functions, all of which we have studied and consolidated during our literature survey.

Strehl and Ghosh [2] have considered three different consensus functions for
ensemble clustering. The Cluster based Similarity Partitioning Algorithm (CSPA)
and HyperGraph Partitioning Algorithm (HGPA) proposed by them has a computing
complexity of O(kn2H) and O(knH). Their proposed algorithms improved the quality
and robustness of the solution, but their greedy approach is the slowest and often is
intractable for large n. Moreover all their algorithms are based on static approaches,
in the sense they do not reuse the gained knowledge during fusion.

Azimi et al. [5], proposed a new clustering ensemble method, that generates a
new feature space from initial clustering outputs. Multiple runs of an initial clus-
tering algorithm like k-means generate a new feature space, which is significantly
better than pure or normalized feature space and also reduces the local maxima
effect. Then, applying a simple clustering algorithm on this generated feature space
can obtain the final partition significantly better than pure data or the initial cluster-
ings.Fischer and Buhmann [6], and also Dudoit and Fridlyand [4], have implemented
a combination of partitions by re-labeling and voting. Their works practiced direct
re-labeling approaches to the correspondence problem. A re-labeling can be done
optimally between two clusterings using the Hungarian algorithm as in basic voting
approaches. Topchy et al. [7] have developed a different consensus function based on
information theoretic principles, using generalized Mutual Information (MI). Fred
[3] proposed to summarize various clustering results using a co-association matrix.
The rational of the his approach is to weigh associations between sample pairs by the
number of times they co-occur or repeat in a cluster from the set of data partitions
produced by independent runs of clustering algorithms.

2.2 Motivation for the Current Work in Ensembles

Many clustering algorithms are capable of producing different partitions of the same
data because they capture various distinct aspects of the data. Due to the lowest
computational complexity in mutual information based clustering ensembles tech-
nique and simplicity in voting technique we have a hybrid combination of both of
these, resulting in a new heuristic algorithm called Hybrid Inherent Voting Ensemble
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Fusion technique [8–10]. We have tried to find answers for which clusterers to merge
first, how to merge and how to reuse the gained intelligence during merge in an effec-
tive way [12].

3 Proposed Hybrid Inherent Voting Spatial Cluster Ensembles

3.1 Motivation and Challenges

To achieve compromise between individual yet conflicting clusterings is an impor-
tant aim of cluster ensembles. The problem of combination of multiple clusterings
brings its own new and tough challenges. The major difficulty is in arriving at a con-
sensus partition from the various output partitions of different clustering algorithms.
Unlike supervised classification and the classifier ensembles, here the patterns are
unlabeled. This implies that there is no explicit correspondence of label information
that is available from different clusterings. An extra complexity arises when differ-
ent partitions contain different numbers of clusters, often resulting in an intractable
label correspondence problem. This results in either under fitting or over fitting the
data. Most of the existing methods consider all generated partitions, for deciding the
concluding clusters. This may not be the optimal solution because some ensemble
members are less accurate than others and these in turn may have detrimental effects
on the final performance. It is to be noted that technique we have used are funda-
mentally different from the existing methods because we aim to design and employ
heuristics for selection of ensemble members, without considering the characteris-
tics of the data sets and the clusterings. Our goal is to select ensembles based on
the underlying implicit clusters of the data set and also to make use of the various
approaches available in the clustering algorithm themselves.

3.2 The Inherent Voting Approach in Spatial Cluster Ensembles

The hybrid inherent Voting approach has two phases, ensemble initialization process
and the fusion process. Basically, there are two basic possibilities for fusion namely
static and dynamic approaches. In the static approach, all the compatible pairs for
fusion are found using methods like co-association and then the actual merge takes
place. The second method does not have that kind of clear cut demarcation between
the merging pairs ahead of the fusion process. This dynamic approach follows the
simultaneous select and fuse process, so that any added knowledge gained during the
fusion process can further guide in selection of better fusion points. Our approach
is based on the dynamic fusion method. The layer based merging uses the clusterers
as layers and selects two layers at a time for the fusion. This technique avoids the
need for generation of the costly distance matrix, thereby exploiting the inherent
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voting advantages. We felt that the knowledge gained during the intermediate merge
stages, is not at all considered nor utilized till now in any of the existing work. None
of the existing approaches use the merged knowledge to guide the fusion of the
remaining clusterers. But, we had an intuition that this knowledge can actually help
in guiding the fusion process and will be very useful in an unsupervised clustering
scenario. Combination of approaches like voting model, mutual information model
and co-association model might lead to overcome the weakness of each one of them.
Hence we have tried a hybrid combination of all these approaches, resulting in a new
heuristic algorithm called Hybrid Inherent Voting Ensemble Fusion technique.

We have used Shannon entropy measure to calculate the entropy between all the
clusterers and form a Clusterer Compatibility Matrix (CCM) of the order m x m,
where ‘m’ is the number of clusterers. The corresponding i and j values for the
maximum ‘CCM(i,j)’th value indicates that these two clusterers (i and j), if selected
as initial clusterers for fusion, will provide a stronger base information for guiding
further fusions. We have built two fusion models using the above mentioned CCM
technique termed as Slice and Dice Ensemble Model [8] and other without using
CCM technique, as in Inherent Voting Depth First Merge and Cyclic Merge [11].

Selecting the best clusterer pair with whom the fusion can commence, based on
the clusterer compatibility has given the initial head start for the whole fusion process
resulting in more accurate clusters. Extra knowledge about the underlying data struc-
ture is already available in the form of label vectors. Hence highly computational
intensive methods like normalized mutual information computation or counting the
number of all the co associations or checking for complete majority votes are not
needed for selection of fusion joints. The merge and purge technique, where we
keep purging the input data set once their confidence levels are above a threshold,
along with the process of merging the data points, helps in fast convergence of the
algorithm as well as leads to the effective use of the memory resources. Validation
of the ensemble fusion results of clusters, generated in this unsupervised manner has
been done using both intrinsic and extrinsic metrics.

We have formulated four greedy and heuristics approaches [8–12] to exploit the
hidden knowledge in the spatial data clusterings.

During the second phase of fusion, we have framed four models for fusing the
clusterings formed in first phase, using the dynamic approach. This phase comprises
of activities like (i) computation of clusterer compatibility matrix, (ii) finding the
initial fusion seed from clusterer compatibility matrix using partition entropy. Then,
the fusion joints are identified, for those clusterings of the clusterers, selected by the
fusion seed component, using the proposed similarity measures. The main compo-
nent of the ensemble fusion model is the consensus functions based on the various
heuristic models like Inherent Voting Depth First merge model, Cyclic Merge model,
Slice and Dice Ensemble Merge model and the Nebulous Pool merge model. Fram-
ing different similarity measures for finding the fusion joints, elegant but effortless
approximation base methods for identifying the prime fusion seed, i.e., clusterer
compatibility identification, usage of different consensus techniques are the key
techniques in this work. We have also categorized the experimental data sets into
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small, medium and large based on the number of instances, number of dimensions
and number of underlying classes.

3.3 Parameters and Definitions for the Hybrid Fusion

Fusion Joint Set—FJij: Set of probable matching pairs of ith clusterer with the jth
clusterer, based on the maximum entropy factor or maximum degree of overshadow
factor. The cardinality of this fusion set is equal to the maximum number of clusters
in i or j. This set will be used for deciding where the fusion, if happens, will most
likely yield optimal information gain in the resultant clusters.

Clusterer Compatibility Matrix—CCM(m x m): Symmetric matrix where m is
the total number of clusterers considered for fusion.CCM(i, j): An integer value rep-
resenting the Shannon entropy between ith clusterer and jth clusterer. The maximum
value in a cell of the matrix, say CCM(i,j), indicates that there is maximum partition
entropy between clusterer ‘i’ and ‘j’, indicative of probable profitable fusion. This
value forms the seed for the fusion.

DegreeofAgreement(DoAfactor): Cumulative ratio of the index of the merging
level to the total number of clusterers.

3.4 Proposed Models for the Hybrid Fusion

Inherent Voting Depth First Merge (IVDFM) algorithm is framed with the notion that
if normally a clustering with maximum number of data points is handled properly
then the convergence of such fusion will happen faster. This is seen even during
manually clustering objects, where we tend to handle the bigger components first by
intuition. And also the clusterings with comparatively lesser number of data points
will tend to disturb the bigger clusterings’ co-occurrence measure. Another feature of
this model is that we will not be explicitly building the complete static voting matrix
though we will rely on majority opinions. The IVDFM fusion model starts with the
first clusterer’s clustering which has maximum data points (Lmax1). The selection
of the order of the clusterer goes with the way input is provided. That is, we have
considered first come first serve basics during selection of clusterers. The IVDFM
model uses both the similarity measures i.e., MeCos co-efficient based on, Minimum
enclosing circle’s over shadow and the measure based on partition entropy, separately,
for finding the compatible clustering fusion joint. In Cyclic Merge Model (CycM),
the clustering ensembles are combined in sliced pair, called Matching Groups set,
MGmk, using clusterer compatibility matrix. The main difference between this model
and the IVFDM model is that equal and fair chances are given to all the clusterings
in the first layer to choose their fusion joints. The layered Slice and Dice Ensemble
Merge model (SDEM) is an enhanced model from the earlier IVDFM and CycM, in
the sense that it incorporates heuristics in selection of clusterers as well as clusterings
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for the fusion. And also it tries to make the model more efficient both in the terms
of run time as well as space complexity. During the merge phase, fusion joint sets
are formed by using either MeCos coefficient or the partition entropy between the
data elements of the clusterings. The usage of similarity between core points is a
normally used approach, which is very sensitive to the presence of outliers. The co-
association based approach is computationally intensive with regard to spatial data.
Instead we have found that the usage of cardinality of set intersection in association
with partition entropy performs better in respect to identifying the concluding cluster
partitions as well as resolves the label naming issues very easily and elegantly.

During the merging phase, initially, for each data point in the clusterer in focus,
the Degree of Agreement (DoA) is calculated. There are two types of merge that we
have used in the fusion step. Normal merge takes place between two clusterers when
the DoA value is less than the threshold. Pruned Merge occurs when the DoA value
is equal to or greater than the threshold DoA value. This ensures that once, certain
data points have the marginal majority, they can be placed in the corresponding
concluding clusters. This type of pruned merge helps to drastically reduce the data
points half way through the fusion process. Spatial data with spatial auto correlated
elements tends to benefit from this pruned merging approach.

4 Experimental Platform, Results and Inferences

4.1 Metrics Used in the Study

In the study of the hybrid inherent voting ensembles, we have used intra cluster
density, inter cluster density and Dunn indices from the group of intrinsic measures
as metrics. Dunn’s index is a metric of, how well a set of clusters represent compact
separated clusters. The Dunn index defines the ratio between the minimal inter cluster
distances to maximal intra cluster distance. The Dunn index is limited to the interval
[0, 1] and should be maximized. Dunn’s index ( α ) for a partition U is defined as in
Eq. (1)

α(c,U)=
min1 ≥ q ≥ cmin1 ≥ r ≥c,r ≤= q dist(Cq ,Cr )

max1 ≥p≥c diam(Cp)
(1)

These metrics measure the goodness of a clustering structure without referring to
any external information and depends on the under lying data structure itself. Inter
cluster density, an intrinsic metric is based on how distant are the data elements in one
cluster from elements in other clusters. This metric comes under More-The-Better
category of factor values in the performance study. Intra cluster density, an intrinsic
metric is based on proximity of elements are within one cluster to each other.
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4.2 The Experimental Test Platform

In the test platform, both homogeneous as well as heterogeneous ensembles are con-
sidered. For the clusterings in homogeneous ensembles, we have used k-means with
different values of k. For the heterogeneous ensembles, we have created the ensem-
ble clusters using k-means, CLARA, Average Link agglomerative algorithm, fuzzy
clustering and Wards divisive algorithms. The entire ensembles are from different
clustering techniques; hence we have made the test platform with as much diver-
sity as possible. The resources needed for executing the above process is a PC with
Pentium Dual Core processor with 4 GB RAM and the code for implementing the
ensemble fusion models is written using Matlab 7.0.

4.3 Data Sets Used in the Experiments

The cluster ensemble applications were tested on both real and synthetic data-sets.
The data sets were downloaded from University of California, Irvine (UCI) Machine
Learning repository and http://www.Strehl.com. As an indication of the impact of
the archive, it has been extensively cited, making it one of the top 100 most cited
"papers" in all of Computer Science research. These data sets serve as a benchmark for
most of the algorithm verification and validation in Data Mining. We have collected
the experimental data sets in such way that it includes as much diversity as possible.
Based on the properties of the data sets, we have categorized them into small, average
and large groups. This will help us to get the insight of which ensemble fusion
approach will be more suitable for a particular data set. We have also chosen data
sets with more number of dimensions and instances and classes, which reflects the
basic traits of spatial data.

4.4 Experimentation Results and Inferences

The input for the ensemble algorithms are from base clusterers. Each of these algo-
rithms was executed at least 15 times to see that no discrepancy due to the base
algorithm is passed on as inputs. To check how useful homogenous ensembles can
be, while handling huge dimensions in data set and to verify the quality and robust-
ness of the final clusters, metrics like Cluster Purity and Dunn Indices were used.
Initially the data set is divided vertically, simulating partial attributes and cluster-
ings are formed for ensembles, using k-means clustering algorithm. This way the
availability of partial attributes is simulated and homogenous base clusterers are
formed based on different disjoint attributes of the same data set and is used for base
clustersers’ formation. The clusterings are merged using the hybrid fusion model. A

http://www.Strehl.com
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comparison of the base clusterers’ values against the fused clusters generated from
partial view data sets is done to check for the deviations between them.

The graphs shown in the Figs. 1 and 2 bring out the deviations of the Cluster Purity
and Dunn Index values between the clusters formed from the complete data set and
clusters formed from partial view of data. We can see that the purity of the clusters has
been reduced in the cases where the dimensions are low. In data sets like Ionosphere
(34 D), Sponge (45 D), Libra (91 D) and Landsat (36 D), we have achieved almost
the same purity. Similarly, the Dunn indices are 38 % better in Ionosphere data set,
revealing that robust clusters can also be formed from having partial view of the data
set attributes using our fusion process. This is graphically shown in Figs. 3 and 4.
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5 Conclusion and Future Work

The concept of fusion of clusterers derived from different clustering algorithms
ensures that we have robust, novel and compact cluster outputs. And also clustering
is an important functionality and also most of the times it used as pre processing
step in the field of Data Mining. First, we have tested several non-spatial datasets
which are normally used as bench marks for data clustering. Then we tested how
our layer based methodology can work with spatial data. We have evaluated our
work incorporating spatial feature spaces. The proposed automated layered merge
approach was able to provide the acceptable accuracy with more efficiency both in
space constraint and in computations. The results of the fusion of vertically sliced
attribute data against the clusters derived from complete data was promising and
proves that cluster compactness of the fused clusters derived from partial data is
also in acceptable margin, when the dimensions are large. This is a promising result
for data analysts who are concerned about the privacy of data attributes and who
are deprived of some fields in their data due to privacy issues. However, more work
should be carried out to provide support for more real life data from satellites and
incomplete data. Future work in the short term will focus on how to acquire such
datasets, and continue with more testing, in spite of current security concerns in
distributing such data.
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Smart Relay-Based Online Estimation
of Process Model Parameters

Bajarangbali and Somanath Majhi

Abstract This paper presents online estimation of unstable and integrating time
delay process model parameters using a smart relay. The describing function (DF)
approximation of relay not only results in simpler analytical expressions but also
enables one to estimate the model parameters with significant accuracy. Measurement
noise is an important issue during estimation of process model parameters. The
smart relay is capable of emulating the dynamics of a conventional relay and also of
rejecting the ill effects of measurement noise. Simulation results show the usefulness
of the identification technique.

Keywords Relay · Hysteresis · Smart relay · Process model

1 Introduction

Industrial controllers are tuned offline or online depending upon the ways process
model parameters are estimated. In online identification, relay is connected in par-
allel with a controller to extract the process information from the measurements
made on the limit cycle output. A sustained oscillatory output can be obtained from
relay feedback test. Several authors have used the describing function analysis for
estimation of integrating and unstable time delay process model parameters. Since
Relay is a nonlinear device it is approximated by an equivalent gain using describing
function technique. Initially, Åström and Hägglund [1] proposed the use of relay feed-
back technique combined with describing function approximation to determine the
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ultimate gain and frequency. Later Luyben [2] pioneered the use of relay feedback
with describing function analysis for process identification. Accurate process model
parameters cannot be estimated because of the measurement noise, which may even
fail the test. Sources of measurement noise are many subsystems those do not pos-
sess low-pass characteristics. Using a relay with hysteresis, the effect of measurement
noise can be reduced [1]. Majhi [3] proposed relay-based identification of integrating
process model parameters by state space technique. Recently Panda et al. [4] pro-
posed estimation of integrating and time delay processes using single relay feedback
test. Liu and Gao [5] derived exact relay response expressions for integrating and
unstable processes by using Newton-Raphson iteration method. Estimation of para-
meters of unstable processes with time delays is a difficult task. Because the limit
cycle exists only when the ratio of time delay to unstable time constant is less than
0.693 [6, 7]. Majhi and Atherton [8] proposed online tuning of process controllers
for an unstable first order plus time delay systems by using single relay feedback test
and state space technique. Li et al. [9] used two relay tests for estimation of stable
and unstable process model parameters. But in their method the use of an additional
relay test is tedious and time consuming. Later some authors improved relay auto-
tuning by using Fourier analysis or by exact analysis. These improvements do not
get rid of the practical constraints of relay-based estimation. The conventional relay
method is an offline identification method. But sometimes offline identification may
be dangerous since it affects the operational process regulation which may not be
acceptable for certain critical applications. Therefore, the tuning under tight contin-
uous closed loop control often known as online tuning is preferred. Marchetti et al.
[10] developed identification method for open-loop unstable processes by using two
relay tests. But the above-mentioned methods are not simple and straightforward
like the describing function method, and also they are time consuming. It becomes
extremely difficult to obtain simple explicit expressions for unstable and integrating
process model parameters by exact analysis methods.

This paper, proposes a smart relay and a straightforward method to estimate the
process model parameters. The mathematical analyses of the authors’ recent pub-
lication [11] have been extended here to estimate online parameters of unstable
and integrating time delay process models. This paper is organized as follows. Sec-
tion 2 describes the proposed identification methods and estimation of process model
parameters. Simulation examples are presented in Sect. 3. And conclusions are given
in Sect. 4.

2 Proposed Identification Methods

This section presents the procedure for online estimation of unstable and integrating
process model parameters by relay-based closed loop tests.

The conventional online identification scheme is shown in Fig. 1. Here it can
be seen that relay is connected in parallel with a PID controller Gc(s) in the loop.
Figure 2 shows equivalent representation of Fig. 1. For the purpose of identification,
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reference input in Fig. 2 is considered to be zero. The process gets stabilizing sig-
nal from the inner feedback controller Gc(s) thereby improving its stability during
identification.

Switching function such as ideal symmetrical relay encounters practical problems
under real-time implementation. Multiple switching of relay may occur due espe-
cially to the measurement noise. Rustamov et al. [12] have proposed a method for
synthesis of a relay regulator with fuzzy switching times on the basis of a macro-
variable. A smart relay to overcome the problems associated with multiple switching
is implemented with the help of fuzzy rules. The smart relay is assumed to have a
nonlinear gain, M , expressed as

M = 4h(
≥

A2 − ε2 − jε)

π A2 (1)

where h and ε are parameters of the relay and Ais the amplitude of the relay input
signal.
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2.1 Unstable FOPDT Process Model

Let the dynamics of G(s) be represented by the unstable FOPDT transfer function
model

Gm(s) = K1e−θ1s

T1s − 1
(2)

Here, the model has three unknown parameters K1, T1 and θ1. where K1, T1 and
θ1 are the steady-state gain, time constant, and the time delay respectively. Let the
form of the PID controller be

Gc (s) = K p

(
1 + 1

Ti s
+ Tds

γ Tds + 1

)
(3)

where K p, Ti, Td and γ are proportional gain, integral time constant, derivative
time constant and derivative filter constant respectively. Since γ is very small, the
derivative filter term in Eq. (3) is neglected in the following analysis.

2.1.1 Estimation of T1 and θ1

Here T1 and θ1 of the process model are estimated online from the measurements
of peak amplitude (A) and time period (P) of the limit cycle output signal, for any
non-zero settings of the relay height and hysteresis, i.e., h ≤= 0 and ε ≤= 0 . The
following condition should be satisfied for a periodic solution to correspond to a
stable limit cycle,

MḠm( jω) = −1 (4)

where ω = 2π
P and

Ḡm( jω) = Gm ( jω)

1 + Gc ( jω) Gm( jω)
(5)

Then, Eq. (4) can be written as

Gm ( jω) [M + Gc( jω)] = −1 (6)

Substitution of Gm (jω), M and Gc (jω) in Eq. (6) and solving gives

K1e− jωθ1

jωT1 − 1
(a + jb) = −1 (7)
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where

a = 4h
≥

A2 − ε2

π A2 + K p

b = K pωTd − K p

ωTi
− 4hε

π A2

The steady-state gain K1 can be estimated by several methods. Equating the
magnitude and phase angle of both sides of Eq. (7), gives

T1 =
√

K 2
1 (a2 + b2) − 1

ω
(8)

θ1 = tan−1
( b

a

) + tan−1 (ωT1)

ω
(9)

T1 and θ1 are estimated using Eqs. (8) and (9), respectively.

2.2 Integrating SOPDT Process Model

Next, let the dynamics G(s) be represented by an integrating SOPDT process model
transfer function as

Gm(s) = K2e−θ2s

s(T2s + 1)
(10)

The model parameters are K2, T2 and θ2.

2.2.1 Estimation of T2 and θ2

The steady-state gain K2 can be estimated by several methods. Measurements of
peak amplitude (A) and time period (P) made on the limit cycle output signal for
any non-zero settings of the relay height and hysteresis, i.e., h ≤= 0 and ε ≤= 0 are
used to estimate the model parameters. Repeating the procedure given in Sect. 2.1
the loop gain is expressed as

K2e− jωθ2

jω( jωT2 + 1)
(a + jb) = −1 (11)
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where

a = 4h
≥

A2 − ε2

π A2 + K p

b = K pωTd − K p

ωTi
− 4hε

π A2

Equating the magnitude and phase angle of both sides of Eq. (11), gives

T2 =

√
K 2

2 (a2+b2)

ω2 − 1

ω
(12)

θ2 =
π
2 + tan−1

( b
a

) − tan−1 (ωT2)

ω
(13)

Thus the parameters T2 and θ2 are estimated from Eqs. (12) and (13) respectively.

2.3 Initial PID Controller Parameters

The relay induces stable limit cycle output when the fictitious process model Ḡm(s)
satisfies the condition in Eq. (3). Extensive simulation studies show that the choice
of initial controller parameters K p = 0.01, Ti = 1 and Td = 0.25, results in a stable
limit cycle output. The relation Ti = 4Td is maintained for good transient response
of the closed loop system.

3 Simulation Results

Example 1
Consider the unstable FOPDT process transfer function [10]

G(s) = e−0.4s

s − 1

The smart relay with the parameters (h, ε) = (1, 0.1) induces the limit cycle output
as shown in Fig. 3. Substituting the peak amplitude and time period of the output
signal in Eqs. (8) and (9), the model parameters are estimated as T1 = 0.8293 and
θ1 = 0.4285. Initial PID controller parameters chosen are K p = 0.01, Ti = 1 and
Td = 0.25. To validate the proposed method, Nyquist plots of actual process transfer
function, and the identified model are shown in Fig. 4. It is evident from the plots that
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Fig. 3 Limit cycle output for Example 1

Fig. 4 Nyquist plots for Example 1

the proposed method can be used to estimate online the process model parameters
of unstable FOPDT systems.
Example 2

Consider the integrating SOPDT process transfer function [3]

G(s) = e−1.5s

s(5s + 1)
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Fig. 5 Limit cycle output for Example 2

The peak amplitude and time period are measured from the limit cycle output
shown in Fig. 5 resulting from the autotuning test with the relay parameters (h, ε) =
(1, 0.1). Substituting the measured values in Eqs. (12) and (13), the model parameters
T2 = 5.0344 and θ2 = 1.636 are estimated. K2 is assumed to be known apriori.
Initial PID controller parameters chosen are K p = 0.01, Ti = 1, and Td = 0.25.

The Nyquist plots of actual process transfer function, and that of the process model
are compared in Fig. 6. It can be concluded from the proximity of the plots that the
proposed method can be used to estimate the process model parameters of integrating
SOPDT systems online.

4 Conclusion

Online estimation technique for process model parameters of integrating and unsta-
ble processes with time delay is presented. A smart relay is used to overcome the
difficulties associated with the conventional symmetrical relay. Two examples, one
each for an integrating process and unstable process, are considered to validate the
proposed method and results are compared using Nyquist plots. Automatic tuning
of the controllers, as and when required, can be done employing the smart relay that
induces sustained oscillatory output.
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Fig. 6 Nyquist plots for Example 2
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Software Cost Estimation Using Similarity
Difference Between Software Attributes

Divya Kashyap and A.K. Misra

Abstract The apt estimate of the software cost in advance is one of the most
challenging, difficult and mandatory task for every project manager. Software devel-
opment is a critical activity which requires various considerable resources and time. A
prior assessment of software cost directly depends on the expanse of these resources
and time, which in turn depends in the software attributes and its characteristics.
Since there are many precarious and dynamic attributes attached to every software
project, the accuracy in prediction of the cost will rely on the prudential treatment of
these attributes. This paper deals with the methods of selection, quantification and
comparison of different attributes related to different projects. We have tried to find
the similarity difference between project attributes and then consequently used this
difference measurement for creating the initial cost proposals of any software project
that has some degree of correspondence with the formerly completed projects whose
total cost is fairly established and well known.

Keywords Software development cost · Software attributes · Cost estimation ·
k-nearest neighbor classifier · Analogy and similarity difference

1 Introduction

Accurate software cost approximation is a widely researched issue related to every
industry engaged in software design and development. Despite many estimation
models that have been proposed till date, there is a continuous requirement of new
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systems to forecast the software cost because of continuous and swift changes occur-
ring in the sphere of information technology and software development life cycle.
A prototype is always needed that span through all the factors or attributes that are
consequent with the project and consequently forms precise development cost esti-
mate. “Cost estimation is a critical and arduous job which is mandatorily required
to silhouette the future software development activities” [1]. It is also required for
software overall project management, contract negotiations, scheduling, resource
allocation and project planning [2, 3]. Thus it may be informed that the timely
production of fully-functional and quality software directly depends on the initial
estimates of the required cost, effort and resources.
All of the cost prediction models [4], proposed till date, fall in one of the two cate-
gories:

(a) Parametric or Algorithmic models.
(b) Non-Algorithmic methods.

Tables 1 and 2 lists various models/methods belonging to these categories.
Algorithmic models [4] are based on the mathematical formulas and depend on the

measurements and processing of certain project attributes. Most of the algorithmic
models are of the form of:

Table 1 Parametric or
algorithmic models

1 COCOMO–II [4–6]

2 Function points [7, 8]
3 Putnam slim [9]
4 SEER SEM [10]
5 SLOC [11]
6 The Doty model [12]
7 Price-S model [13]
8 Walston-Felix multiplicative model [14]
9 Estimacs [15, 16]
10 Checkpoint [17]

Table 2 Non-algorithmic
methods

1 Analogy costing [18–20]

2 Expert judgment [21, 22, 24, 25]
3 Parkinson method [26–28]
4 Price-to-win [29]
5 Bottom-up approach [30]
6 Top-down approach [30]
7 Delphi [31]
8 Machine learning [32]



Software Cost Estimation Using Similarity 1207

Size (KLOC) = f (cost affecting factors)
Effort (person months) = f (size)
Software cost (INR) = f (Effort)

Cost factors are the variables or project attributes, numerous in numbers that
simultaneously effect the software development and the form of function f varies
from model to model.

Non-Algorithmic models are the proposed heuristics that requires a considerable
reasoning, logic and a large knowledge base. These methods are generally based
on the terminologies like “learning by experience” or “trial by case studies”. Non-
algorithmic methods are based on discovery while algorithmic methods focus on
calculation.

Algorithmic methods are good because they have fixed and well defined step by
step procedure to deliver out the estimate.

Non-Algorithmic models are good because they do not require extraneous para-
meters that require tuning or calibration according to the measurement environment.
In this paper combined both of these approaches in order to enjoy the benefits of
both strategies.

A previously completed software project may shed some light on the cost estima-
tion of the current project if both of them have similar attributes and characteristics.
Although there exists many factors that describe software project; tried to sort out
some the essential nominal, linguistic and numerical attributes [33–35] that promi-
nently affect the software development effort. Then, to find the cost of new software,
we find the previously completed projects that have a least similarity difference with
the new project in terms of these attributes. To collect these similar projects we have
used clustering algorithm to create a cluster of similar projects. Then, we have tried
to deliver out the possible cost range of the new project based on the costs of these
clustered projects. The flow of our paper goes in the following manner: In section two
we have discussed various types of attributes and the operation that can be applied on
them. In section three we have proposed and algorithm to create a cluster of projects
that has a least similarity difference. Later on in section four we have tried to figure
out the performance of our algorithm on some predefined project datasets.

2 Software Attributes

Obviously, the similarity between the bygone projects and the current project is
gauged on the basis of some parameters or project characteristics. To find out these
cost affecting attributes is a separate area of research in itself and researchers have
proposed various factors that potentially affect the software development cost. For
more information on software attributes we redirect the reader to [36–38].

To establish a correspondence between two projects we have divided various
attributes into three categories, nominal attributes, linguistic attributes and numerical
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attributes. The following sub-section describes these categories and the attributes of
interest covered under each category.

2.1 Nominal Attributes (No)

A nominal scale is the lowest level of measurement scale. The attributes covered
under this category are categorical. This scale is used to classify a measurement into
one of the predetermined class [34, 39]. The attributes covered under this category
are:

Name: Implementation programming language.
Values: C, C++, Java, .Net, Scripting, PL/SQL or PHP

Name: Development platform.
Values: Mainframe, mid-range, personal computer or mobile.

Name: Type of software.
Values: System software, application software, programming software, operating
system or embedded system.

Name: Existence of overall schedule or plan.
Values: Yes or no.

Name: Use of modern programming practices.
Values: Yes or no.

Name: Software development model in practice.
Values: Waterfall model, prototype model, spiral model, agile development or itera-
tive model.

Name: Project priority.
Values: High or low.

Name: Risks associated with the project.
Values: Low, medium or high.

Name: Type of software release.
Values: Firsthand release or next version.

Similarity difference Dno between two projects P1 and P2 in the nominal
attributes space on any nominal attribute (Noi ) is calculated as below:

Dno (P1 → Noi · P2 → Noi ) =

⎧

⎨

if (P1 → Noi · value = P2 → Noi · value)
then 0
else 1
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In this category each attribute can have a predefined fixed value or we may say that
it belong to a fix class. So to calculate the similarity difference on the basis of some
attribute belonging to this category, we directly compare their values. If their values
are identical i.e. they can be mapped to same class, the similarity difference between
the projects is 0 otherwise the similarity difference would be 1.

2.2 Linguistic Attributes (Li)

Some software attributes neither have a concrete class, into which they can be classi-
fied nor have a fix numerical value. These attributes are known as linguistic attributes
and these can be measured on a relative scale, like: (very low, low, medium, high, and
very high) [40, 41]. Although this scale is partial and imprecise but it is quick, easy
and less efforts are made to optimize it. For maintaining standards we have taken all
the COCOMO-II [29] cost drivers under this category. It uses 17 cost drivers [5, 30,
42] named as: RELY, CPLX,DOCU,DATA,RUSE,TIME,PVOL,STOR,ACAP,PCON,
PCAP,PEXP, AEXP, LTEX,TOOL,SCED,SITE and five scaling factors named as:
Precedentedness (PREC), Development Flexibility (FLEX), Risk Resolution (RESL),
Team Cohesion (TEAM), Process maturity (PMAT). Out of these five scale factors
four will be assumed nominal, while the remaining fifth (PMAT) rating will based on
the development process maturity level, and hence, will vary according to the rating
of process maturity level.

Similarity difference Dls between two projects P1 and P2 in the linguistic
attributes space on any linguistic attribute (Lii ) is calculated as below:

DLi (P1 → Lii , P2 → Lii ) =


⎩⎩⎩⎧

⎩⎩⎩⎨

if (P1 → Lii , value = P2 → Lii , value)
then 0

elseif (P1 → Lii , value = P2 → Lii value,±1)
then 0.5
else 1

In this category each attribute is measured on a relative scale varying from 1 to 5.
If the compared attribute have the same value then the similarity difference between
projects is 0. Or if according to attribute values, they belong to neighbor classes (very
low and low or low and medium or medium and high or high and very high) their
similarity difference is 0.5. Otherwise the similarity difference is 1.

2.3 Numerical Attributes (Nu)

Software attributes for which we can associate a fix and precise numerical value, can
be termed as numerical attributes. Some of the software numerical attributes that we
have considered are as follows:
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Name: Functions points [7, 8]
Name: Quality index [43, 44]
Name: Project duration (in months)
Name: Team size
Name: Number of consultants.
Name: Number of intended users.

Similarity difference Dnu between two projects P1 and P2 in the numerical
attributes space on any numeric attribute (Nui ) is calculated as below:

Dnu (P1 → Nui , P2 → Nui ) =


⎩⎩⎩⎩⎩⎩⎩⎩⎩⎩⎩⎩⎧

⎩⎩⎩⎩⎩⎩⎩⎩⎩⎩⎩⎩⎨

if (P1 → Nui , value = P2 → Nui , value)
then 0

elseif (P1 → Nui , value = P2 → Nui , value ±5 %)

then 0.25
elseif (P1 → Nui , value = P2 → Nui , value ±10 %)

then 0.5
elseif (P1 → Nui , value = P2 → Nui , value ±20 %)

then 0.75
else 1

In this category each attribute can have any numerical value. If the value of
the attribute of the source project and the target project is same then the similarity
difference between the projects would be 0 otherwise the similarity difference would
be 0.25 or 0.5 or 0.75 if the target projects attribute value lies in the range of ±5 % or
±10 % or ±20 % target projects attribute value respectively. In the absence of both
of the above cases the similarity difference would be 1.

3 Similarity Difference Measurement

Hitherto, we have the target software described in the form of various attributes
and we have a set of bygone software projects whose cost is properly established
and these projects also have the required set of attributes. Now we have to find the
projects from the database that are similar to target software on the basis of these
attributes. Apparently we are estimating the cost using analogy. Although human
intelligence is the best live example of analogy based reasoning, lot of software
tools like ANGEL [45], ESTOR [46], DD-EbA [47], ANALOGY-X [48] and Fuzzy
classification [34] are also present in the market for software cost estimation. By
combining the results from various algorithms that are using analogy and some
latest researches on improving these results in presence of imprecisions, noise and
outliers [49], we are in a position to say that these methods have outperformed many
of the parametric and non-algorithmic methods we quote in Sect. 1.

Our algorithm is a further improvement over the other methods because all the
existing methods have not explored various categories of attributes. So, they didn’t
have separate methods to map attributes belonging to different categories. Also, we
have used k-nearest neighbor [50] classifier [49] to form a cluster of k-similar projects
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in the attribute space. These projects form a set of k closest projects which have the
least similarity difference. Finally the cost of target project is proposed according to
the cost of these k similar projects. The following paragraphs we have discussed the
mathematical model of the problem.

Any entity SP (No1...i , Li1... j , Nu1...p) is defined as a software project SP,
described on the basis of three categories of attributes i.e. Nominal attributes (No),
Linguistic attributes (Li) and Numerical attributes (Nu). Nox , Liy and Nuz , speci-
fies the value of x th, yth and zth attribute in the respective category. In context to
the above statement the following algorithm tends to find out the cost estimate of a
target software project S PT according to the cost of k most similar projects from the
database of n old projects S P1...n . The value Dtn is the similarity difference between
the target software project and the nth old project present in the database and it is
calculated according to the following algorithm.

Algorithm 1: Finding k-similar projects.
After execution of Algorithm 1, we get a cluster of k existing projects in the

similarity difference space. This cluster contains the projects that are most similar to
the target project when the projects are compared against the set of attributes describes
in the previous section. And the cost of target project S PT (No1...i , Li1... j , Nu1...p)

can be estimated cost as the average cost of a project that belongs to the formed
cluster, and this relationship can be mathematically expressed as:

Cost
(

S PT
)

= 1

k

⎛k

i = 1
Cost (S Pi ) (1)

4 Performance Analysis

To scrutinize the performance of our model, we have used Mean Magnitude Relative
Error (MMRE) [51], as a benchmark.

MMRE = 1

I

⎛I

i=1

|Actual_costi − Etimated_costi|
actual_costi

(2)

i is the total number of fitness cases. Actual_costi and Estimated_costi represent
the value of actual cost and model calculated cost respectively for the i th project. To
set up the test-bed we have used 120 sample projects from ISBSG data repository
[52]. Out of these 120 projects, 20 (the value for I is 20) are used as the target projects
for which we only know the attributes and rest 100 are used as the data repository
of old projects for which the cost as well as the value of software attributes is well
known. To recognize importance of number of old projects, we increase the number
of old projects gradually in our test from 50 to full 100 with an interval of 5. And
from the results we can conclude that MMRE of the similarity difference method is
very less and it decreases with an increase in the number of old projects (Fig. 1). It
can also be clinched that given a very large database of old projects, MMRE may
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Parameters:
Inputs:
i : Total number of Nominal Attributes (No).
j : Total number of Linguistic Attributes (Li).
p: Total number of Numerical Attributes (Nu).
Nox : Value of xth Nominal Attributes; 1 ≤ x ≤ i .
Liy : Value of yth Linguistic Attributes; 1 ≤ y ≤ j .
Nuz : Value of zth Numerical Attributes; 1 ≤ z ≤ p.
S PT (No1...i , Li1... j , Nu1...p): Target Software Project.
S P1...n(No1...i , Li1... j , Nu1...p): n old projects.
k: Variable; k << n.
Output:
Set S P S of k most similar projects.
Local variables:
Dno: Similarity difference in nominal attributes space
Dli : Similarity difference in linguistics attributes space
Dnu : Similarity difference in numerical attributes space
Dtn : Total Similarity difference between S PT and S Pn
Procedure:

Step 1. set S P S = {ø}
Step 2. for each project pr in database (1 . . . n)

set Dno = 0
set Dli = 0
set Dnu = 0
for each nominal attribute at (1 . . . i)
set Dno+ = Dno(S PT → Noat , S Ppr → Noat )

end for
for each linguist attribute at (1 . . . j)
set Dli + = Dli (S PT → Liat , S Ppr → Liat )

end for
for each numerical attribute at (1 . . . p)
set Dli + = Dli (S PT → Nuat , S Ppr → Nuat )

end for
set Dtn = Dno + Dli + Dnu
end for

Step 3. sort S Pn on the values of Dtn in increasing order
Step 4. move the top k elements into set S P S

Step 5. return S P S

cease to trifle value. In our executions we have taken the value of parameter k as five
i.e. we have estimated the cost of a project from the cost of its five nearest neighbors.
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Fig. 1 Performance of cost estimation algorithm based on similarity difference measurement

5 Conclusion and Future Work

Despite of the presence of various software estimation models, software project man-
agers are still encountering the complications and challenges in predicting the cost of
forth coming software. It is so because of inherent vitality in the software attributes
and wide dimensions of software development methodology. In our present paper
we have described a method based on ‘similarity difference measure’ to estimate
the cost of a software project. To calculate the similarity difference between sof
twares we have defined any software on the basis of three aspects, namely Nominal
Attributes, Linguistic Attributes and Numerical Attributes. We have described the
methods to calculate the similarity difference for each category. Then we have used
this difference to find out k most similar projects or nearest neighbors in the similarity
difference space. We have also tried to validate this procedure using MMRE as the
error benchmark.

To extend this model in future we are trying the find out more cost affecting
attributes in each category, to increase the precision of the model. Secondly we are
also trying to reframe the similarity difference measurement procedure by assigning
the weights to attributes
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Mining Knowledge from Engineering Materials
Database for Data Analysis

Doreswamy and K. S. Hemanth

Abstract With growing science and technology in manufacturing industry, an elec-
tronic database as grown in a diverse manner. In order to maintain, organizing and
analyzing application-driven databases, a systematic approach of data analysis is
essential. The most succeeded approach for handling these problems is through
advanced database technologies and data mining approach. Building the database
with advance technology and incorporating data mining aspect to mine the hidden
knowledge for a specific application is the recent and advanced data mining applica-
tion in the computer application domain. Here in this article, association rule analysis
of data mining concepts is investigated on engineering materials database built with
UML data modeling technology to extract application-driven knowledge useful for
decision making in different design domain applications.

Keywords Data mining · Object-oriented · Advanced engineering materials ·
Association rule

1 Introduction

Advancement in sensing and digital storage technologies and their dramatic growth
in the applications ranging from market analysis to scientific data explorations have
created many high-volume and high- dimensional data sets. Most of the data stored in
electronic media have influenced the development of efficient mechanisms of main-
taining and automatic information retrieval for data analysis and data summarize.
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In order to maintain and efficiently analyze the high-dimensional data, the advanced
DBMS and the data analysis methods respectively contribute the data organizing
methods and knowledge discovery from large database. To represent the concept
of both technologies a growing advance engineering materials property database is
considered. Increasing engineering technology in civil construction, automobiles,
and aerospace, etc., emerges with new engineering materials with new features.
This leads complexity in maintaining the database through relational data model.
This motivates for the construction of an advanced object-oriented database model
(OODM) for engineering materials data [1]. By constructing the OODM for materials
data, it is possible to maintain and extract the information from the large database in
an efficient manner. Extracting knowledge from the OODM database for the selection
of materials for different applications required an efficient and modern technology.
Most popular and effective method for extracting hidden knowledge from the compli-
cated database is by using data mining technique [2]. Construction of highly effective
data mining rules for the selection of materials is investigated. Quantitative associa-
tion rules are built on performance of mechanical behavior of materials. These rules
filter the materials according to the application and support to process of selection
of materials.

The remaining sections in the paper are organized as follows: in Sect. 2 a brief
review of advanced engineering materials database and construction of a database is
discussed. Extraction of relevant information through mining concept is presented
in Sect. 3. Implementation and experimental results are discussed in the Sect. 4. And
the conclusion is discussed in the Sect. 5.

2 Advanced Engineering Materials’ Database

An engineering materials database is a database used to store empirical data of
materials in such a way that they can be retrieved efficiently by humans or computer
programs. Engineering materials databases are the basis of materials informatics [3],
manufacturing industries [4], and the related disciplines [3]. Design and development
of materials databases are done to enrich the availability and accessibility of mate-
rials data to materials scientist, researcher, and design engineers in manufacturing
industries [5, 6].

Materials database consist of a variety of information about materials behaviour
and manufacturing process [7]. Currently, in the market a few major online materi-
als’ databases provide rich information about material properties and manufacturing
processes in an ad hac manner. The major advantages of materials database are to
provide information about materials behavior to engineer while selecting the material
for engineering applications.

Thus, it is an important task in engineering materials field (Material Informatics),
especially in informatics to investigate searchability and comparability in existing
knowledge. Developing an advanced database, which supports for knowledge system,
is the core task of the research in computer application.
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One of the most promising approaches to advanced database support for engineer-
ing applications is the concept of advanced object-oriented database management
systems (AOODBMS) [8]. Due to the object-oriented nature of the database model,
it is much simpler to approach a problem with these needs in terms of objects. Code
can be directly applied to a database, and thus saves time and money in development
and maintenance [9].

The main intention of developing an object-oriented database models for advance
engineering materials data is to (1) increase searchable and comparable of existing
knowledge about materials data in large databases, (2) increase availability of infor-
mation and expandability of database for future, and (3) expanding the knowledge
on proper application of estimation methods of material behavior and mainly for
mining prospective.

An object-oriented database model for advanced engineering materials is imple-
mented in C# .Net technology. A GUI model is designed for accessing and analyzing
the data without interacting the back end database, the database can be retrieved;
updated and new data can be inserted from the GUI module. Complete process
of construction of object-oriented database is explained in the form of UML class
diagram. The class diagram consists of 12 classes (Engineering materials (), Rein-
forcement Materials (), Matrix Materials (), Thermal_Prop (), Environment _Prop (),
Mechanical_Prop (), Electrical _Prop (), Chemical_Prop (), Optical_Prop (), Mag-
netic_Prop (), Manufacturing_Prop (), and Acoustical_Prop (). Engineering materials
class is the main class where the information of requested materials is being retrieved.
Engineering materials class is associated with metric and reinforcement class, there-
fore objects of reinforcement and matrix class can be described through engineering
materials class. Engineering materials class is also associated with Thermal_Prop,
Environment_Prop, Mechanical_Prop, Electrical_Prop, Chemical_Prop, Optical_
Prop, Magnetic_Prop, Manufureturing_Prop, and Acoustical_Prop classes. Simi-
lar to the other class, certain objects can be desirable through engineering materials
class. The class diagram of the object-oriented data model for engineering materials
is shown in Fig. 1.

3 Extraction of Relevant Information Through Quantitative
Association Rules Mining

Selection of materials for application requirement is purely depending on the perfor-
mance and the cost of materials. Here, we consider the performance-based selection
through quantitative association rule mining. Usually materials are analyzed by their
performance like strength, toughness, rigidity, durability, and formability [4, 6].
This performance is analyzed by their experimental results stored in the database
as different features(Table 1). The availability of detailed information on materials
experimental values has led to the development of techniques that automatically look
for association between each behavior that are quantitatively stored in the database
[10, 11].
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Manufacturing_Prop

*M_ID
*Machining speed for 
feeds
*Machinability rating
*Extruding temperature 
and pressure
*Castabitity

Manage table with M_ID

Acoustical_Prop

*M_ID
*Acoustical abserption
*Speed of sound

Manage table with M_ID

Magnetic_Prop

*M_ID
*Permeability
*Hystersis
*Curie point

Chemical_Prop

*M_ID
*pH
*Hydroscopy
*Surface tension
*Specific internal sur-
face area
*Reactivity
*Corrosion resistance

Manage table with M_IDThermal_Prop

*M_ID
*Heat of Fusion
*Pyrophoricity

*Flammability
*Vapor Pressure
*Phase diagram
*Binary phase diagram
*Autoignition tempera-
ture
*Inversion temperature
*Eutectic point

*Glass transition tempera-
ture
*Critical temperature
*Melting point
*Vicat softening point
*Boiling point
*Curie point

Manage table with M_ID

Engineering_Material

*M_ID
*Mat_Name
*Mat_Class
*Matrix_type
*Reinforcment_type
*Mat_Prop

_(Composite Prediction)

Mechanical_Prop
*M_ID
*Specific Modulus
*Young's Modulus
*Tensile  Strength
*Compressive Strength
*Shear Strength
*Yield Strength
*Bulk Modulus
*Poisson's ratio
*Specific Weight
*Creep Strength
*Hardness
*Elongation at break

Manage table with M_ID

Optical_Prop

*M_ID
*Absorptivity
*Reflectivity
*Curie point
*Refration Index
*color
*PhotoSensitivity
*Transmittance
*Luminosity
*Scattering

Manage table withM_ID

Enivernamen-
tal_Prop 

*M_ID
*Embodied energy
*Embodied water
*RoHS Compliance

Manage table with M_IDMatrix

*Matrix_type
*Metal
*Polymer
*Ceramic
(Create Matx_Mat )
(Set MatName)
(Get Mat Name)
(Is Composite)

Reinforcement

*Reinforcement_type
*Plastic fiber
*Carbon fiber
*Glasses
*Ceramic
*Metal
(Create ReinfoMat)
(ReinfoMat_Prop)
(Delete ReinfoMat)
(Selection of 
Reinforcement type)

_(Reinforcement type)
_(Polymer matrix type)
_scope operation
Update existing properties.
Queries.

Constructor of new 
material.

(Selection of materials
 Properties).

Manage table with 
M_ID

(Selection of Matrix 
type)

Fig. 1 The static structure of classes in the system with its relationship through UML notation

4 Implementation and Experimental Results

In this article an advanced object-oriented engineering material database is imple-
mented in C# .Net technology. Materials data are collected from website and hand-
books of engineering materials and materials science books and blogs [6, 12–14].
Mainly engineering materials data supporting for Civil engineering, Automobiles,
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Table 1 The database samples

Mat_type bM cS eB sS sM tS yS yM Hrds

Polymer 0 0 2 0.004 0.015 0.9 11.24 0.016 1,165
Polymer 0 0 8 1.2 0.147 11 12.3 0.14 1,035
Ceramic 15 23.47 0 1.7 3 421.1 0 10.2 905
Ceramic 23 42.11 0 5.6 5.95 463.1 0 32.1 775
Metal 0 0 4.3 5.1 1.6 19.6 1.3 3.1 645
Composite 0.0018 0 255 2 41.6 200 90 20 385
Composite 235 950 0 10 45.3 1500 0 250 255

Minimum support = 50 % and Minimum Confidence = 60 %
Where bM Bulk Modulus, cS Compressive Strength, eB Elongation at Break, sS Shear strength,
sM Specific Modulus, tS Tensile Strength, yS Yield Strength, yM Young Modulus Strength, Hrds
Hardness

Table 2 Representation of qualitative association rules constructed for selecting the materials for
different application requirements

Rules Support (%) Confidence (%)

Strength => <Material(), tS :1000..1500> And <Material(),
yS:500..1000> And <Materials(), sS:0.1..100> And
<Materials(),cS:18..200>

50 100

Strength=> <Material(), tS:…> And <Materials(),yS:..> 50 70
Rigidity=><Materials(),yM:10..100> And

<Materials(),sM:0.1..100)
50 100

Rigidity=><Materials(),yM:10..100> 50 50
Formability=><Materials(),eB:100..500> And

<Materials(),Dsty;0.1..3>
50 100

Formability=><Materials(), Dsty:0.1..3> 50 50
Toughness=><Materials(),eB:100..500> And

<Materials(),yS:0.85..70>
50 100

Toughness=> <Materials(),eB:100..500> 50 50
Durability=> <Materials(),Hrds:1000..2000> And

<Materials(),tS:0.85..200>
50 100

Durability=> <Materials(),tS:0.85..200> 50 50

and Aerospace applications are collected. The database consists of 1,299 materi-
als dataset with eight properties tables. Total of 32 behaviors are considered and
organized in eight property tables, which are related to Engineering applications.
In this experiment performance criteria are depend on mechanical properties. In
mechanical property table, nine behaviors (attribute) are used to construct the rules.
Each time different application is selected through the GUI and the corresponding
materials are analyzed. The Table 3 shows the percentage of materials selection under
different classes for different applications.s
Experimental results are shown in Table 2 which represent materials which satisfy
the qualitative association rules that supports the required performance by a different
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Table 3 The percentage of materials satisfying QA rules under different classes’ database for
different applications

Materials
class

Civil
engineering
materials (%)

Aerospace
engineering
materials (%)

Automobiles
engineering
materials (%)

Polymer 5 68 30
Ceramic 30 2.5 00
Metal 58 20 35
Composite 10 70 62

Fig. 2 A GUI model for QA rule analysis

application. A GUI interface for selecting materials for engineering application is
represented in Fig. 2.

5 Conclusion

In this paper advanced object-oriented data model for advanced engineering mate-
rials data is constructed in order to maintain and summarizing the materials data
effectively and user friendly. Through data mining approach, quantitative associa-
tion rules are investigated on materials datasets for selecting the materials based on
their performance for different engineering applications. The model is compatible
with effective data analysis rules. The proposed quantitative association rules can
be used for the retrieval of effective information from the large application-driven
engineering materials database.
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Rule Based Architecture for Medical
Question Answering System

Sonal Jain and Tripti Dodiya

Abstract As the wealth of online information is increasing tremendously, the need
for question-answering systems is evident. Current search engines return ranked lists
of documents to the users query, but they do not deliver the precise answer to the
queries. The goal of a question-answering system is to retrieve answers to questions
rather than full documents or best-matching passages, as most information retrieval
systems currently do. Patients/Medical students have many queries related to the
medical terms, diseases, and its symptoms. They are inquisitive to find these answers
using search engines. But due to keyword search used by search engines it becomes
quite difficult for them to find the correct answers for the search item. This paper
proposes the architecture of question-answering system for medical domain and
discusses the rule-based question processing and answers retrieval. Rule formation
for retrieval of Answers has also been discussed in the paper.

Keywords Question answering · Question processing · Document processing ·
Answer processing

1 Introduction

Internet has made a tremendous wealth of information available which is accessi-
ble through information retrieval (IR) search engines. The search engines return
ranked lists of documents to the users query, but they do not deliver the pre-
cise answer to the queries. Question-answering (QA) systems are a step ahead of
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Information retrieval systems [3]. The goal of a question-answering system is to
retrieve answers to questions rather than full documents or best-matching passages,
as most information retrieval systems currently do. They take as input a natural lan-
guage question (e.g., “what is the capital of India?”) and return a short passage or the
precise text (e.g. “New Delhi”) that provide the answer. They combine techniques
from the Information Retrieval (IR), Information Extraction (IE), and more broadly
Natural Language Processing (NLP) fields [3].

Research and development of QA systems have been evaluated since 1999 in the
yearly TREC (text retrieval conference) evaluations conducted by NIST and have
been supported in the U.S by AQUAINT program. QA systems are also evaluated
by two other workshops namely CLEF and NTCIR.

Patients/Medical students have many questions related to the medical terms, dis-
eases, and its symptoms. They frequently need to seek answers for their questions.
Medical information retrieval systems (e.g., PubMed) are used by physicians and
medical students to retrieve information [2]. But studies indicate that as the average
time taken to find the answer is more, the question is likely to be abandoned. Also,
it has been surveyed in [8] that most of the current QA systems though found to
be useful to obtain information, showed some limitations in various aspects which
can be resolved for the user satisfaction. QA systems in the medical field can bring
significant time saving to the patients as well as students who are often unhappy with
the complexity of the IR systems.

2 Process Model

Most of the QA systems contain three process modules namely question processing,
document processing, and answer processing [2, 4–7] as shown in the Fig. 1.

2.1 Question Processing

Question processing is performed to understand the question posed by the user. It
can be further classified into (a) Question Analysis and Classification and (b) Query
Reformulation.

Question analysis and classification require several steps such as parse the ques-
tion, classify the question on one of the following types such as who, what, when,

Fig. 1 Three main process models of QA systems
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which, why, and where [4]. It is used to find the type of question and the expected
answer which further helps in searching the right passages from a large number of
documents. For answer extraction from large documents, patterns should be provided
by the system to find the correct answer and then send the query for further document
processing [5].

Query reformulation transforms input question to a set of queries which acts as
input to a document retrieval engine. Thus syntax and the semantic relations between
the words in the question can be used [5]. A very important part of the system “usage
knowledge” database saves the previously asked questions and their answers. If a
new question matches a previously asked question then the answer can be extracted
from the usage knowledge and presented to the user. But if there is some difference
between the user question and the saved question in terms of name, adverb, adjective,
or preposition then the system searches the ontology to find the similarity between
the words. Usage knowledge helps in reducing the time to search the answer.

2.2 Document Processing

Document processing relies on the extraction of the documents keeping in focus
the question. The query generated from the question processing module acts as an
input to a document retrieval engine. A set of relevant documents are selected from
which the candidate answer passages are extracted containing the relevant text. These
candidate answers will acts as input to the answer processing module.

2.3 Answer Processing

The answer processing module consists of (a) answer matching and ranking (b) user
answer voting.

In answer matching the candidate answers extracted from the document process-
ing modules are matched against the type of expected answer generated in the ques-
tion processing module. Some of the passages will be removed from the collected
candidate answers and the most relevant ones will be further send for ranking. The
ranking component classifies the answers and gives each of them a priority number.
The answers are ranked based on the distance of the keywords, answer type and the
answer repetition in the candidate answers [5]. The answers ranked as highest to
lowest will be displayed as the answer list to the users for further voting.

In answer voting, the users will be shown the list of answers generated from
the answer matching and ranking component. The users will vote the best answer
generated by the system. If the users votes for the topmost answer, then the question-
answer pair will be saved in the usage knowledge for further use. A validation grade
will be assigned to the [q, a] pair. The next time [q, a] pair is selected by the user, the
system increments the validation grade. If the user does not find any of the answers
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relevant to be voted from the list, then the system asks for a new question with some
additional information and sends it back to question processing module.

A detailed architecture of the medical QA system is described in the next section.
This architecture has used the process model outlined in this section.

3 Medical QA System Architecture

Figure 2 shows the architecture of our system. Each module in the system is described
in further section.

1. Query Interface In this part the user will input the question using the interface.
A list of questions will be presented in the interface to give idea on how to
formulate questions. If the user question matches the one in the list he can select
it and the answer is retrieved from the usage knowledge. Also, if the question
is similar to the one that is saved in the usage knowledge, the highest ranked
answers are extracted and presented. If the user is not satisfied with the answer
he/she can reformulate the question.

2. Query Analyser It segments the question into subjects, verb, adjectives, preposi-
tional phrases, and objects. The type of words and their synonyms are searched
in the WordNet lexical database and domain specific ontology. The subjects form
as the keywords and are used in query reformulation.

Fig. 2 Architecture for medical question answering system
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3. WordNet This part acts like a dictionary containing all the words that are in
related domains and used to search the type of words and their synonyms. It will
be used as lexical database whose building block is synset, a set of synonym
words representing the underlying lexical concept [9].

4. Ontology This part helps in surveying the questions and the answers semanti-
cally. Ontology for medical domain will be created for semantic analysis of the
questions and answers.

5. Usage knowledge It acts like FAQ and is domain specific. First, the user question
will be searched in usage knowledge. If the question structure is the same as
the one in usage knowledge, the answer is presented to the user. If there are
differences between the words, then domain ontology will be searched to find
the synonyms. For example, the two questions will seem to be different if the
new question uses the word “operation” and the saved question uses “surgery”.
But if in the domain ontology they both are saved as synonyms, then the system
consider the two questions and the type of their answers as same.

6. Question classification This part will be used to find the type of question and
answers. The question is classified according to the type likewho, what, when,
which, why, and where. In some cases the type of question does not clearly
indicate the expected answer. For example, the type of answer for questions
starting with “when” will be “date” but for questions starting with “what” the
expected answer can be a definition, number or procedure. Table 1 shows the
question classification and the answer type.

7. Question reformulation The user question (Q) will be reformulated to (Q’) by
using the rules. The input question will be transformed to a set of keyword
queries which acts as input to a document retrieval engine. The keywords from
the question can be words that are noun, adverbs, objects, subject, or words in
quotation. To find the correct answer, the system uses patterns. Also use of syntax
relations, semantic relations, and usage knowledge are important for question
reformulation.

8. Search engine It searches for the documents based on the set of keywords in the
reformulated query and the answer patterns.

9. Answer extraction The documents from the search engine will be sent to answer
extraction module which will extract the information satisfying the reformulated
question (Q’) from the collected documents.

10. Answer matching and ranking In this part the candidate answers extracted will
be matched against the answer type and the co-occurrence patterns. Rule-base
will be designed for the answer retrieval as shown in Table 2. Irrelevant passages
will be removed and the most relevant ones will be ranked. Answer ranking can
be based on keywords distance and rate of keywords in the answer. The answers
will be listed and shown to the user from the highest to the lowest rank.

11. User voting Here the user will check the listed answers and give a validation
answer grade to them. This will be further saved in the usage knowledge. If the
user does not find the answer to be relevant and gives no validation grade, then
the system will ask for a new question or to give more information about the
question asked which will be again passed to the question processing module.
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Table 1 Question classification and answer type

Question Sub classification Answer type Example
classification

What With preposition Procedure What is the
procedure/process for
kidney stone removal?

Definition What is the meaning of
pancreas?

Advantages/ Disadvantages What are advantages of
chemoprophylaxis?

Digits What is length of large
intestine?

What is normal blood
pressure in adult?

Without preposition Definition What is obesity?
When Date When was penicillin

invented?
Which Which-when Date Which date is celebrated as

world cancer day?
Which-what Methods Which are the methods for

kidney stone treatment?
Which List Which are the reproductive

organs of the body?
Who Person/ Authority Who received noble prize

for Prostate cancer
treatment?

Who did first kidney
transplant?

How Procedure How to calculate BMI?
Where Place Where is thyroid gland?

Where is mayo clinic?
How many Digits How many bones are there

in human body?
How many teeth does an

adult have?
Other than

‘Wh’
questions

With or without
preposition

Procedure/Process Procedure/Process for
kidney stone removal

Date World cancer day
Define Define obesity
List List of salivary glands
Rules Rules of murphy
Benefits Benefits of exercise
Hazards Hazards of smoking
Difference Difference between

constipation and
diarrhea

Describe Describe peripheral smear
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Table 2 Rules for answer retrieval

Pattern type picked
up from question

Answer retrieval Examples of answer

Definition/ a. Subject is………. Obesity is defined
Define/ i. Obesity is…… as the body mass
Defining/ b. Subject is defined as index greater than
Mean/ i. Obesity is defined as ………….. 28
Meaning c. Subject called ………..

i.Obesity called
d. Subject known as ……….

i. Obesity is known as…….
e. Subject means……

i.Obesity means …
f. ………….is called subject ……………is called
obesity
Sentence containing the said pattern will be displayed.
In addition sentence in continuation will be checked,
if it starts with pronoun, it is presumed that it is
related with the sentence containing pattern and hence
will be displayed. The process of displaying sentence
would be stopped once a sentence starting with noun
is fetched

Benefits/ Advantages Advantages of
Advantages/ a. Advantages of subject…. regular exercise
Merits and (include further) 1. Stay fit
Demerits/ b. It/Subject helps in…. 2. Strengthen
Disadvantages c. It/Subject benefits in…. muscles and

d. It/Subject can/would help to …. bones
e. It/Subject use in…….. 3. Improves

digestion
Disadvantages
a.Disadvantages of subject….
b. It/Subject can’t help in….
c. It/Subject can’t use in….
d. It Restricts to………..
e. Itcan’t apply to……

Sentence containing the said pattern will be displayed.
In addition sentence in continuation will be checked,
if it starts with pronoun, it is presumed that it is
related with the sentence containing pattern and hence
will be displayed. The process of displaying sentence
would be stopped once a sentence starting with noun
is fetched. Here “It” in the sentence is considered as
subject

(continued)
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Table 2 (continued)

Pattern type picked
up from question

Answer retrieval Examples of answer

Date Sentence should contain subject and any Date of penicillin
combination of below: invention
-Day/Day of month
-Month
-Year

Describe Apply All the rules for definition, 1.Definition
characteristics, process, advantages and 2.Characteristics
disadvantages 3.Process

4.Advantages and
disadvantages

Key phrase Follow the rules as discussed in describe

4 Conclusion and Future Work

The medical QA system addresses patients’ and medical students’ information needs.
Corresponding to the growth of medical information there is a growing need of QA
systems that can utilize the ever-accumulating information. In this paper, we have
described the architecture for medical QA system. The question classification and
the rule-base for answer retrieval are designed. Answers to medical questions should
be searched in the most reliable data available. Also, answers to complex medical
questions often need to span more than one sentence. The extraction of the answers
can be performed from single documents or from multiple documents. Building the
usage knowledge improves the system performance to a great extent. Also, continued
research on using semantic knowledge in the QA systems is required.

The medical domain poses a particular challenge for QA with its highly complex
terminology. As the first step toward building the proposed system, we have con-
structed the rules for question type and expected answer. We envisage the following
tasks ahead for the development of the medical QA system.

• Construction of medical ontology.
• Development of more sophisticated techniques for natural language question

analysis and classification.
• Development of effective methods for answer generation.
• Extensive utilization of semantic knowledge throughout the QA process.
• Incorporation of logic and reasoning mechanism.
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Adaptive Mutation-Driven Search for Global
Minima in 3D Coulomb Clusters: A New
Method with Preliminary Applications

S. P. Bhattacharyya and Kanchan Sarkar

Abstract A single-string-based evolutionary algorithm that adaptively learns to
control the mutation probability (pm) and mutation intensity (πm) has been de-
veloped and used to investigate the ground-state configurations and energetics of 3D
clusters of a finite number (N) of ‘point-like’ charged particles. The particles are
confined by a harmonic potential that is either isotropic or anisotropic. The energy
per particle (EN /N ) and its first and second differences are analyzed as functions
of confinement anisotropy, to understand the nature of structural transition in these
systems.

Keywords 3D Coulomb clusters · Genetic algorithm · Simulated annealing ·
Mutation probability · Mutation intensity

1 Introduction

Coulomb clusters, having concentric multi-shell structures, are observed in laser-
cooled trapped ion systems. Three-dimensional (3D) multi-shell structures of dust
particles under spherically symmetric potential have been extensively investigated
[1–4] partly because of their analogy to other physically interesting systems, e.g.,
cold ionic systems, classical artificial atoms, and one or multi-component plasmas.
Dust grains, or solid particles of μm to sub-μm sizes, are observed in various low-
temperature laboratory plasmas such as process plasmas, dust plasma crystals, space
plasmas (e.g., planetary rings, comets, noctilucent clouds), ‘plasma crystals,’ or
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Coulomb lattices of charged dust grains in a plasma. The massive dust grains are
generally highly charged. Dust grains that are immersed in plasma and/or radiative
environments are electrically charged owing to processes such as plasma current
collection, photoemission, or secondary emission. The first experimental realization
of a spherical 3D cloud of monodisperse dust particles was achieved [2] by clever
manipulation of thermophoretic forces and the plasma-induced field to counter the
action of gravity, and the application of lateral external potential resulting in parabolic
confinement.

It is important to understand how the global (local) minimum energy configura-
tions emerge in such systems, how their energetics, stabilities, and other attributes
change as functions of varying strength and symmetry of the confining potential,
number and types of particles trapped, etc. Some theoretical investigations of struc-
tural properties and melting behavior in 3D Coulomb clusters have been very recently
reported in [5]. The minimum energy structure of an assembly of cold charged parti-
cles depends on the delicate balance between inter-ionic Coulomb energy (two body)
and the confining potential (one body). Since many local minima are possible, it is
always challenging to locate the lowest energy structure. It is possible to invoke a
population (npop) based method like the genetic algorithm (GA) [6] to handle the
problem. GA has been very successful and popular among the cluster physics com-
munity [7, 8]. The use of a population of strings makes the search thorough, although
the necessity of evaluating npop number of configurations in every generation could
make the search costly relative to a single-string method (e.g., simulated annealing
method) unless the GA hits the solution at least npop times faster than any method
using a single string. Parallelization of the string evaluations step can make the GA
more efficient [9]. For problems with rugged energy landscapes, simulated anneal-
ing (SA) [10] may encounter what has been known as the ‘freezing’ problem [11],
because the escape rate from local minimum diverges with decreasing temperature
(can be amended at the expense of introducing additional parameters). It could be
profitable to develop a single-string-based evolutionary strategy [12–15] that could,
in principle, outperform a GA-based search through the complex potential energy
landscape. We propose an adaptive mutation-only algorithm and evaluate its perfor-
mance vis-a-vis that of GA and SA in the context of search for the global minimum
on the potential energy surfaces of Coulomb clusters.

2 The Method

The configuration of the system of N−confined charges is completely defined by a
geometry string S containing the Cartesian coordinates (xi , yi , zi ) of the N charges
(qi ):

Sk = s(xk
1 , yk

1 , zk
1; xk

2 , yk
2 , zk

2; . . . ; xk
N , yk

N , zk
N ) ≥ (ξk

1 , ξk
2 , . . . , ξk

3N−1, ξ
k
3N ) (1)
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The initial coordinate values are generated randomly within a specified range. The
fitness ( fk) of Sk is determined by computing the potential energy Vk(ξ1, . . . , ξ3N )

for the kth configuration of charges encoded by Sk as follows:

fk = 1

(Vk − V k
L )2 + δ

(2)

where,

Vk =
N−1∑

i=1

N∑

j>i

qi q j

(ri j )k
+ 1

2
K

N∑

i=1

(r2
i )k (3)

and

(ri j )k =
√

(xk
i − xk

j )
2 + (yk

i − yk
j )

2 + (zk
i − zk

j )
2

(ri )k =
√

(xk
i )2 + (yk

i )2 + (zk
i )

2 (4)

V k
L is an updatable lower bound to the current potential energy Vk . δ is a small constant

(≤ 10−12) that takes care of exponential overflow. We start with a randomly chosen
geometry string S0 (k = 0) and allow it to undergo a mutation in geometry with a
current mutation probability Pk

m and intensity πk
m . Supposing that the pth coordinate

(ξp) in Sk has been selected for mutation, the mutated coordinate becomes

ξk+1
p = ξk

p + (−1)Mπk
mr (5)

where M is a random integer, and r is a uniformly distributed random number in the
range (0, 1). πk

m is the current mutation intensity. The mutated-geometry string Sk+1
is used to compute Vk+1 and the fitness fk+1. If fk+1 ↓ fk the mutation is retained;
if not, it is rejected and another mutation is attempted. The current mutation intensity
is automatically determined from the experience so far by the following heuristics.
If more than 20 % of the mutations were accepted in the last 100 trials, we set
πl

m = πl−1
m × (1 + r), where r is a random number in the range (0, 1). If less than

10 % of the trials were accepted during the same span, we set πl
m = πl−1

m × 1
1 + r .

In all other cases, πl
m = πl−1

m , π0
m being set equal to 0.5.

The adaptive adjustment of Pm is also done following a similar logic:

Pl
m = Pl−1

m × 1

1 + r
(6)
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if less than 10 % of the trials led to successful mutation during the last 100 generation,
else

Pl
m = Pl−1

m × (1 + r) (7)

if more than 30 % of the trials produced successful mutations. Otherwise, Pl
m is set

equal to Pl−1
m . P0

m is chosen to have an initial value between 1
3 and 1

4 randomly. The
value of Pk

m is kept fixed once it is ∈ 1
3N , N being the number of charges in the cluster.

The logic of adaptive control of πk
m and Pk

m can be found it the fact that if a large
number of trials are producing successful mutations (fitness-increasing mutations),
then it would be reasonable to allocate higher values of probability and intensity of
mutation. If too few trials are leading beneficial mutations, both πk

m and Pk
m should

be reduced from their current values.

3 Results and Discussion

We consider a 3D cluster of 200 unit charges randomly distributed in space. Values of
π0

m and P0
m are chosen to be 0.5 and 0.25, respectively. Initially, VL is approximately

chosen and lowered if (Vk − VL) ∈ ε, (ε = 10−2). The confinement is harmonic
and isotropic with k = 1.0.
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Fig. 1 Comparison of fitness evolution profiles for 200 unit positive charges confined in a harmonic
trap obtained in CARMHC, NM, SA, and GA. The evolution in the GM region in an expanded scale
has been shown in the inset. Compared to the CARMHC, SA requires much longer run (with multiple
cooling and heating) in order to reach the desired optimum. NM ends up in a relatively higher energy
structure. GA reaches the GM in a fewer number of ‘generations,’ each generation involving 20–30
fitness evaluation
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Fig. 2 Energy and structural evolution in CARMHC as the search proceeds to locate the GM

Fig. 3 Structural evolution for a system consisting of 50 charged particles with varying confinement
strength along the z-axis (Kz). The point symmetry of each structure is also displayed

Figure 1 shows the growth of fitness as a function of the number of the success-
ful trials (generations), while Fig. 2 displays the energy evolution profile along with
snapshots of the mutated structures at different stages of evolution. For compari-
son, we have also included the GA energy evolution profile for the best string in a
population of size (30) using tournament selection, arithmetic mutation, and BLX-α
crossover. The crossover probability was kept fixed at pc = 0.7, while the mutation
probability pm was set at 0.05. The initial mutation intensity used is πm = 0.02. It is
clear that our single-string adaptive random mutation hill climbing method performs
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Fig. 4 a Energy evolution profile for a system consisting of 50 charged particles with varying
confinement strength along the z-axis (Kz) and b first and second differences in energy

better than the GA as far as the rate of convergence to the global minimum is con-
cerned. We have also compared the performance of our CARMHC method with that
of simulated annealing (SA) applied to the same problem. SA as usual takes longer
time as well as several heating and cooling schedules to reach the final structure,
often requiring multiple starts.

Figure 3 displays the structural evolution in a Coulomb cluster with N = 200
when kx = ky →= kz . The anisotropy destroys the symmetry of the structures that
were produced in isotropic confinement. The optimal energy (En) and the first and
second differences of energy have been analyzed as functions of kz (Fig. 4a, b).
Apparently, there is a continuous structural phase transition as Kz attains a high
value.

We are extending these studies to monodisperse clusters of much larger sizes and
looking into the effects of charge anisotropy in polydisperse clusters on the possibility
of structural phase transition.
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A New Rough-Fuzzy Clustering Algorithm
and its Applications

Sushmita Paul and Pradipta Maji

Abstract Cluster analysis is a technique that divides a given data set into a set
of clusters in such a way that two objects from the same cluster are as similar
as possible and the objects from different clusters are as dissimilar as possible.
A robust rough-fuzzy c-means clustering algorithm is applied here to identify clusters
having similar objects. Each cluster of the robust rough-fuzzy clustering algorithm
is represented by a set of three parameters, namely, cluster prototype, a possibilistic
fuzzy lower approximation, and a probabilistic fuzzy boundary. The possibilistic
lower approximation helps in discovering clusters of various shapes. The cluster
prototype depends on the weighting average of the possibilistic lower approximation
and probabilistic boundary. The reported algorithm is robust in the sense that it
can find overlapping and vaguely defined clusters with arbitrary shapes in noisy
environment. The effectiveness of the clustering algorithm, along with a comparison
with other clustering algorithms, is demonstrated on synthetic as well as coding and
non-coding RNA expression data sets using some cluster validity indices.

Keywords Cluster analysis · Robust rough-fuzzy · C-means clustering algorithm

1 Introduction

Cluster analysis is one of the important problems related to a wide range of engi-
neering and scientific disciplines such as pattern recognition, machine learning, psy-
chology, biology, medicine, computer vision, web intelligence, communications, and
remote sensing. It finds natural groups present in a data set by dividing the data set
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into a set of clusters in such a way that two objects from the same cluster are as sim-
ilar as possible and the objects from different clusters are as dissimilar as possible.
Hence, it tries to mimic the human ability to group similar objects into classes and
categories [5].

A number of clustering algorithms have been proposed to suit different require-
ments [5, 6]. One of the most widely used prototype based partitional clustering
algorithms is Hard C-Means (HCM) [10]. The hard clustering algorithms generate
crisp clusters by assigning each object to exactly one cluster. When the clusters are
not well defined, that is, when they are overlapping, one may desire fuzzy clusters.
In this regard, the problem of pattern classification is formulated as the problem of
interpolation of the membership function of a fuzzy set in [2], and thereby a link with
the basic problem of system identification is established. A seminal contribution to
cluster analysis is Ruspini’s concept of a fuzzy partition [12]. The application of
fuzzy set theory to cluster analysis was initiated by Dunn and Bezdek by developing
fuzzy ISODATA [4] and Fuzzy C-Means algorithms (FCM) [3].

The FCM relaxes the requirement of the HCM by allowing gradual memberships
[3]. In effect, it offers the opportunity to deal with the data that belong to more than
one cluster at the same time. It assigns memberships to an object those are inversely
related to the relative distance of the object to cluster prototypes. Also, it can deal with
the uncertainties arising from overlapping cluster boundaries. Although the FCM is a
very useful clustering method, the resulting membership values do not always corre-
spond well to the degrees of belonging of the data, and it may be inaccurate in a noisy
environment [7]. However, in real data analysis, noise and outliers are unavoidable.
To reduce this weakness of the FCM, and to produce memberships that have a good
explanation of the degrees of belonging for the data, Krishnapuram and Keller [7]
proposed Possibilistic C-Means (PCM) algorithm, which uses a possibilistic type
of membership function to describe the degree of belonging. However, the PCM
sometimes generates coincident clusters [1].

Rough set theory is a new paradigm to deal with uncertainty, vagueness, and
incompleteness. It is proposed for indiscernibility in classification or clustering
according to some similarity [11]. In this regard, a rough-fuzzy clustering algorithm,
termed as robust Rough-Fuzzy C-Means (rRFCM) [9], is applied in the current study.
It integrates judiciously the merits of rough sets, and probabilistic and possibilistic
memberships of fuzzy sets. While the integration of both membership functions of
fuzzy sets enables efficient handling of overlapping partitions in noisy environment,
the concept of lower and upper approximations of rough sets deals with uncertainty,
vagueness, and incompleteness in cluster definition. Each cluster is represented by a
set of three parameters, namely, a cluster prototype or centroid, a possibilistic lower
approximation, and a probabilistic boundary. The cluster prototype depends on the
weighting average of the possibilistic lower approximation and probabilistic bound-
ary. Integration of probabilistic and possibilistic membership functions avoids the
problems of noise sensitivity of the FCM and the coincident clusters of the PCM.
The reported algorithm is robust in the sense that it can find overlapping and vaguely
defined clusters with arbitrary shapes in noisy environment.The effectiveness of the
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reported algorithm, along with a comparison with other clustering algorithms, is
demonstrated on synthetic as well as coding and non-coding RNA expression time-
series data sets using some standard cluster validity indices.

2 Robust RFCM Algorithm

This section reports a new c-means algorithm, termed as rRFCM. Let X =
{x1, · · · , x j , · · · , xn} be the set of n objects and V = {ν1, · · · , νi , · · · , νc} be the
set of c centroids, where x j ≥ ≤m and vi ≥ ≤m . Each of the clusters βi is repre-
sented by a cluster center νi , a lower approximation A(βi ) and a boundary region
B(βi ) = {A(βi ) \ A(βi )}, where A(βi ) denotes the upper approximation of cluster
βi . According to the definitions of lower approximation and boundary of rough sets,
if an object x j ≥ A(βi ), then x j /≥ A(βk),↓k ∈= i , and x j /≥ B(βi ),↓i . That is,
the object x j is contained in βi definitely. Hence, the memberships of the objects
in lower approximation of a cluster should be independent of other centroids and
clusters. Also, the objects in lower approximation should have different influence on
the corresponding centroid and cluster. From the standpoint of “compatibility with
the cluster prototype”, the membership of an object in the lower approximation of a
cluster should be determined solely by how far it is from the prototype of the cluster,
and should not be coupled with its location with respect to other clusters. As the
possibilistic membership νi j depends only on the distance of object x j from cluster
βi , it allows optimal membership solutions to lie in the entire unit hypercube rather
than restricting them to the hyperplane given by FCM. Whereas, if x j ≥ B(βi ),
then the object x j possibly belongs to cluster βi and potentially belongs to another
cluster. Hence, the objects in boundary regions should have different influence on
the centroids and clusters, and their memberships should depend on the positions of
all cluster centroids. So, in the rRFCM, the membership values of objects in lower
approximation are identical to the PCM, while those in boundary region are the same
as the FCM, and are as follows:

μi j =


⎧
c⎨

k=1

⎩
di j

2

dkj
2

) 1
ḿ1−1



⎛

−1

; νi j =


⎧1 +
⎝

di j
2

ηi

} 1
(ḿ2−1)



⎛

−1

subject to
c⎨

i=1

μi j = 1,↓ j, and0 <

n⎨

j=1

μi j < n,↓i,

also 0 <

n⎨

j=1

νi j → n,↓i; and max
i

νi j > 0,↓ j;

where ηi is the scale parameter. The centroid for the rRFCM is computed as:
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vi =
⎞
⎠

⎭

wC1 + (1 − w)D1 if A(βi ) ∈= ∗, B(βi ) ∈= ∗
C1 if A(βi ) ∈= ∗, B(βi ) = ∗
D1 if A(βi ) = ∗, B(βi ) ∈= ∗

(1)

where C1 =

⎨

x j ≥A(βi )

(νi j )
ḿ2 x j

⎨

x j ≥A(βi )

(νi j )
ḿ2

; D1 =

⎨

x j ≥B(βi )

(μi j )
ḿ1 x j

⎨

x j ≥B(βi )

(μi j )
ḿ1

.

The process starts by choosing c objects as the initial centroids of the c clus-
ters. The possibilistic memberships of all the objects are calculated. Let νi =
(νi1, · · · , νi j , · · · , νin) represents the possibilistic cluster βi associated with the cen-
troid vi . After computing νi j for c clusters and n objects, the values of νi j for each
object x j are sorted and the difference of two highest memberships of x j is com-
pared with a threshold value δ1. Let νi j and νk j be the highest and second highest
memberships of x j . If (νi j − νk j ) > δ1, then x j ≥ A(βi ), otherwise x j ≥ B(βi )

and x j ≥ B(βk) if νi j > δ2. After assigning each object in lower approximations or
boundary regions of different clusters based on the thresholds δ1 and δ2, the proba-
bilistic memberships μi j for the objects lying in the boundary regions are computed.
The new centroids of different clusters are computed as per (1). The thresholds δ1 and
δ2 control the size of granules of rough-fuzzy clustering. In practice, the following
definitions work well:

δ1 = 1

n

n⎨

j=1

(νi j − νk j ) δ2 = 1

ń

ń⎨

j=1

νi j (2)

where n is the total number of objects, νi j and νk j are the highest and second highest
memberships of object x j . On the other hand, the objects with (νi j − νk j ) → δ1 are
used to calculate the threshold δ2; where ń is the number of objects those do not
belong to lower approximations of any cluster and νi j is the highest membership of
object x j .

3 Experimental Results and Discussions

The performance of the rRFCM algorithm is compared extensively with that of dif-
ferent c-means algorithms on 1 synthetic (X32), 1 mRNA, and 1 miRNA expression
data sets, which are downloaded from Gene Expression Omnibus (www.ncbi.nlm.
nih.gov/geo/) with accession numbers GDS1013, and GSE9449. The synthetic data
set X32 consists of n = 32 objects in ≤2 with two clusters. The object x30 is outlier
or noise, and the object x7 is the so called inlier or bridge. The objects belong to
either of two groups and both the clusters are overlapping in nature.

www.ncbi.nlm.nih.gov/geo/
www.ncbi.nlm.nih.gov/geo/
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Fig. 1 Example data set X32 and clusters prototypes of different c-means algorithms
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The algorithms compared are HCM [5, 10], FCM [3], and rough-fuzzy c-means
(RFCM) [8]. The input parameters used, which are held constant across all runs, are
values of fuzzifiers ḿ1 = 2.0 and ḿ2 = 2.0, value of w, used in the rRFCM algorithm
is set to 0.99. For expression data sets the value of c for each data set is decided by
using the cluster identification via connectivity kernels (CLICK) algorithm [13].

Two randomly generated initial centroids, along with two scale parameters and
the final prototypes of different c-means, are reported in Table 1 for the synthetic data
set. Fig. 1 depicts the scatter plot of the X32 synthetic data set. Fig. 1 also represents
the scatter plots of X32 synthetic data set along with the clusters prototypes obtained
using different c-means algorithms. The objects of synthetic data sets are represented
by +, while × depicts the positions of cluster prototypes.

Finally, Table 2 presents the performance of different c-means algorithms for
optimum values of λ. The results are presented for one synthetic data set, one mRNA
and one miRNA expression data sets with respect to Silhouette index, DB index,
Dunn index, and β index. All the results reported in this table establish the fact that
the rRFCM algorithm is superior to other c-means clustering algorithms, irrespective
of the cluster validity indices and data sets used.

Table 1 Cluster prototypes of different c-means for data set X32

Different algorithms X32
Centroid 1 Centroid 2

Initial 11.088 2.382 14.100 2.000
Scale η1 = 7.090 η2 = 7.090
HCM 10.353 2.294 14.000 1.969
FCM 10.585 1.919 13.770 1.924
RFCM 10.798 1.525 14.168 1.530
rRFCM 10.844 1.500 14.156 1.500

Table 2 Performance of different c-means algorithms on different data sets

Different data sets Different algorithms Cluster validity indices
Silhouette index DB index Dunn index β index

Synthetic HCM 0.408 1.306004 0.993485 1.376322
FCM 0.416 1.779841 0.907058 1.366696
RFCM 0.416 1.667268 0.987276 1.301975
rRFCM 0.628 0.131575 13.862039 19.259300

mRNA HCM 0.240 0.771935 0.001268 22.379993
FCM 0.250 1.432223 0.002458 22.454958
RFCM 0.255 0.769563 0.001619 22.666529
rRFCM 0.580 0.364647 0.154374 263.586884

miRNA HCM 0.256 0.907291 0.199289 2.745963
FCM 0.192 4.979097 0.005345 2.007121
RFCM 0.345 0.816723 0.103278 2.427899
rRFCM 0.427 0.595101 1.030297 6.110056
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4 Conclusion

In this paper, the application of the rRFCM algorithm on three different types of data
has been demonstrated. Integration of the merits of rough sets, fuzzy sets, and c-
means algorithm generates better results as compared to other c-means algorithms.
The effectiveness of the rRFCM algorithm, along with a comparison with other
algorithms, is demonstrated on one synthetic data set, one mRNA, and one miRNA
microarray data sets.
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A Novel Rough Set Based Clustering
Approach for Streaming Data

Yogita and Durga Toshniwal

Abstract Clustering is a very important data mining task. Clustering of streaming
data is very challenging because streaming data cannot be scanned multiple times
and also new concepts may keep evolving in data over time. Inherent uncertainty
involved in real world data stream further magnifies the challenge of working with
streaming data. Rough set is a soft computing technique which can be used to deal
with uncertainty involved in cluster analysis. In this paper, we propose a novel rough
set based clustering method for streaming data. It describes a cluster as a pair of
lower approximation and an upper approximation. Lower approximation comprises
of the data objects that can be assigned with certainty to the respective cluster,
whereas upper approximation contains those data objects whose belongingness to
the various clusters in not crisp along with the elements of lower approximation.
Uncertainty in assigning a data object to a cluster is captured by allowing overlapping
in upper approximation. Proposed method generates soft-cluster. Keeping in view
the challenges of streaming data, the proposed method is incremental and adaptive
to evolving concept. Experimental results on synthetic and real world data sets show
that our proposed approach outperforms Leader clustering algorithm in terms of
classification accuracy. Proposed method generates more natural clusters as compare
to k-means clustering and it is robust to outliers. Performance of proposed method
is also analyzed in terms of correctness and accuracy of rough clustering.

Keywords Clustering · Streaming data · Cluster approximation · Rough set
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1 Introduction

Digital data is increasing enormously in the present times. Applying data analysis
techniques to such huge data repositories is thus very important currently. Data
mining aims to extract useful information and patterns from huge quantities of data
and can be applied on a variety of data types.

Nowadays many applications are generating streaming data for an example real-
time surveillance, medical systems, internet traffic, online transactions and remote
sensors. Data streams and streaming data are synonymous. Data streams are tem-
porally ordered, fast changing, massive, and potentially infinite sequence of data
objects [6]. Unlike traditional data sets, it is impossible to store an entire data stream
or to scan through it multiple times due to its tremendous volume. New concepts
may keep evolving in data streams over time. Evolving concepts require data stream
processing algorithms to continuously update their models to adapt to the changes.

Clustering is an important data stream mining technique. Inherent uncertainty
involved in real worlds streaming data increases the challenge of cluster analysis of
data streams.

Rough set theory was introduced by Pawlak [10]. Rough sets have its application
across a wide range of fields such as: data mining, medical data processing, infor-
mation retrieval, machine learning, knowledge based systems etc. Rough set can be
used to deal with uncertainty and vagueness involved in real world cluster analysis
[5, 11]. It describes a cluster by a pair of two crisp set one is lower approximation
and another is upper approximation. Lower approximation comprises of the data
objects that are the sure members of a cluster. Upper approximation contains those
data objects whose belongingness to clusters is uncertain along with the elements of
lower approximation. In Rough Set based clustering [5, 8] an object must satisfy the
following properties:

1. An object can be part of at most one lower approximation.
2. For a cluster C and object x , if x belongs to lower approximation of cluster C ,

then x also belongs to upper approximation of C .
3. If an object is not part of any lower approximation, then it belongs to two or

more upper approximations.

There are many algorithms in literature for clustering of static and stored data sets
which are based on a variety of approaches like Partitioning approach, hierarchical
approach, density based approach, model based approach. Most of existing clustering
methods require multiple scanning. Such methods cannot be used for clustering
streaming data. Though some research work has been done on clustering of streaming
data [1, 2, 4] but most of these methods do not deal with the uncertainty involved
due to the lake of information.

In this paper we have proposed a novel rough set based clustering method for
streaming data. This method uses rough sets for handling the uncertainty involved
in clustering. It describes a cluster as a pair of lower approximation and an upper
approximation. As oppose to most of existing clustering methods, keeping in view the
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streaming data environment proposed clustering method is incremental and adaptive
to evolving concepts of data.

The rest of this paper is organized as follows: Section 2 discusses related work.
Section 3 describes proposed method. Section 4 presents experimental results.
Section 5 concludes the paper.

2 Related Work

Several clustering methods for streaming data have been proposed recently. A brief
description of some of them is given here. STREAM [9] is very first algorithm for
data stream clustering. It scans data once and organise them in buckets. Median of
each bucket is taken and weighted by number of objects in a bucket. In next step
theses weighted medians are clustered. CluStream is proposed by Aggarwal et al. [2].
It divides the clustering process in online phase and offline phase. Summary statics
are stored in online phase and based on that clustering is done in offline phase.
HPStream is proposed in [1] it uses a fading function and dimention projection for
high dimensional data. It performs better then CluStream and STREAM. Cao et al.
has proposed DenStream [4]. It is a density-based clustering algorithm. DenStream
also involves two phase clustering. It uses the concept of micro-cluster to store an
approximate representation of the data points. DenStream is able to identify clusters
with arbitrary shapes. E-Stream is introduced by Udommanetanakit in [13] for data
stream clustering. It supports the concept evolution of data over time.

Pawlak has proposed the rough sets [10]. Rough-K -means is proposed by Lingras
in [8]. It is rough set based extension of K -means clustering algorithm. Represent
a cluster by lower and upper approximation. Zhou et al. has suggested an approach
for adapting the parameters of rough-K -means based on the number of iterations
[15]. Wang in [5] has proposed a new type of adaptive weights based on the rough
accuracy relating to different rough clusters and a new hybrid threshold by combin-
ing the difference and distance thresholds, refine the algorithm for assigning objects
into lower and upper approximations. Asharaf et al. in [3] proposed a incremental
approach for clustering interval data by employing rough set to deal with uncertainty
involved in clustering. Yogita et al. in [14] has proposed a rough set based frame-
work for exception discovery. Joshi et al. in [7] has presented interval-K -mean and
compared the Rough-K -mean, Fuzzy-K -mean and interval-K -means.

3 Proposed Method Rough Set Based Clustering
Approach for Streaming Data

In this section preliminary concepts and proposed scheme is described. Abstract
pictorial representation of proposed technique is given in Fig. 1.
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Fig. 1 Block diagram–rough set based data stream clustering

3.1 Preliminary Concepts

• Data Stream–A DataStream DS = x1, x2, ........., xn is a unbounded sequence of
data objects. Object xi = (x1i , x2i , ..........., xmi ) is characterize by a set of m
attributes.

• Rough Cluster It is represented by a pair of lower approximation and upper ap-
proximation.

• Lower Approximation (LA(Ci )) Lower approximation of a cluster comprises of
the data objects that definitely belongs to that cluster.

• Upper Approximation (UA(Ci )) UA of a cluster contains those data objects whose
belongingness to that cluster is not crisp along with the elements of LA.

• Mean of LA Mean of the LA of a cluster Ci is represented by MLA(Ci ). Its value
is the average of the all elements of LA(Ci )
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• Mean of UA Mean of the UA of a cluster Ci is represented by MUA(Ci ). Its value
is the average of the all elements of UA(Ci )

• Mean of Cluster Mean of a cluster Ci is the weighted sum of MLA(Ci ) and
MUA(Ci ) as given by following Eq. [15]

Mean of Cluster(Ci ) = W1 × MLA(Ci ) + Wu × MUA(Ci )

with W1 + Wu = 1.W1 and Wu specifies the importance of LA and UA in cluster
mean calculation.

• Standard Deviation of Cluster (SD(Ci ))- It is the standard deviation of LA of a
cluster. We have considered only definite members of cluster for calculation of
value of (SD(Ci )).

• Cluster Feature Vector (CF-Vector) It is a six tuple vector defined as < nl, sl, ssl,
nu, su, ssu > where nl is the number of data objects in LA, sl is the sum of all
the data objects of LA in each dimension, ssl is the sum of square of all the data
objects in each dimension, nu is the number of data objects in UA, su is the sum
of all the data objects of UA in each dimension, ssu is the sum of square of all the
data objects in each dimension U.

• Time Stamp of Cluster (TS(Ci )) It represent the last time a data object is assigned
to the lower approximation of a cluster.

3.2 Proposed Technique Phases

Proposed method comprises of the following steps:
Initial cluster can be generated by any static clustering algorithm on a small

fraction of data. At that time LA is equal to UA and CF vector is stored and then
following steps starts.

• Step1: Data stream is input to this phase. It retrieves the new data object from
data stream and calculates the dissimilarity of new object to all the clusters using
Euclidean measure.

• Step 2: In this phase, minimum dissimilarity of new data object out of all clusters
is found and compared to a threshold (OT). If minimum dissimilarity is to nearest
cluster is smaller than OT then go to Step 3 otherwise go to Step 4.

• Step 3: In this phase, new data object is assigned to LA and UA of cluster based
on following conditions: Let d(x,Ci) be the dissimilarity between new object x
and the cluster Ci . The difference between d(x,Ci) − d(x,Cj), 1 ≤ i, j ≤ K, k
is the number of clusters, is used to determine the membership of x as follows:

– If d(x,Ci)−d(x,Cj)≤ threshold, then x ε UA (Ci) and x ε UA (Cj). Furthermore,
x will not be a part of any LA.

– Otherwise, xε LA(Ci4) ,such that d(x,Ci) is the minimum for 1 ≤ i ≤ K. In
addition, xε UA(Ci).
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Go to Step 7 by skipping Steps 4, 5 and 6.
• Step 4: In Step 2 if minimum dissimilarity of new object is to nearest cluster is

larger than threshold (OT) than control flow directly jump to this step. Because
such new object can be an outlier or it may be a member of new emerging cluster
that appear as outlier currently. Outlying objects are stored as groups in outlier
repository. New object is assigned to most similar outlier group. Go to Step 5.

• Step 5: In this phase, size of largest group is compared to user specified size if it
is greater then got to Step 6 otherwise go to Step 9.

• Step 6: Largest group from outlier repository is considered as new emerged clus-
ter [13] and number of clusters is increased by one. Let K is the number of clusters
the K = K + 1.

• Step 7: It is the updation phase. It updated in following manner:

– If new object is assigned to LA(Ci) then update MLA, MUA, complete CF
vector, Time stamp, Mean and SD of corresponding cluster.

– If new object is assigned to UA of two or more cluster then update MUA, only
<nu, su, ssu> portion of CF vector, Mean of all clusters.

– If new cluster has emerged then initialise its summary statistics that are MLA,
MUA, CF vector, Time stamp, Mean and SD. Her LA = UA is assumed.

• Step 8: In streaming data some clusters may disappear over the time as no new data
is assigned to them. Such clusters represent the disappearing concepts of data [13].
To keep a track of such clusters a time stamp is associated with cluster and updated
whenever a data object is assigned to LA of that cluster. If time stamp of a cluster
is older than an allowed time then that cluster is considered as obsolete cluster and
it discarded and number of clusters decreased.

• Step 9: If more streaming data is available then for processing that go to Step 1
otherwise stop.

3.3 Difference Between Proposed Clustering Technique
and Rough K-Means

• Proposed clustering technique is incremental in nature as oppose to Rough
K-means which is iterative in nature.

• Proposed clustering technique performs well on streaming data as proved by results
in Sect. 4 and it requires only single scan of data. But Rough K-means requires
multiple scanning of data which is not possible in case of streaming data.

• Proposed clustering technique is adaptive to concept evolution as it focuses on
new upcoming clustering and discards the obsolete clusters. But there is no such
feature in Rough K-means as it is meant for static data.

• Rough K-means is sensitive to outliers that can worsen its performance as oppose
to this Proposed clustering technique is robust to outliers.
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4 Experimental Results

We have done all implementation in matlab R2010a. We have compared our results
with Leader clustering algorithm which is an incremental method of clustering. In
next coming subsection we will focus on performance analysis of proposed method.

4.1 Data Sets

Experiments are conducted on synthetic as well as real data sets (Table 1). Real data
sets were taken from UCI machine learning repository [12].

There are total 10 classes in yeast data that are following: CYT, NUC, MIT, ME3
ME2, ME1, EXC, VAC, POX, and ERL. These classes represent the localization
site of protein. Out of these classes we have not considered ERL as a cluster instead
consider as outliers because its size is very small. Sequence number attribute of
yeast dataset is not used as it is not relevant. In abalone data set there are in all 29
classes that corresponds to the age of abalone. In our experiments only large sized
20 classes are taken as clusters others are of very small size assumed as outliers. In
synthetic data there are five clusters each having 2,000 samples and 20 outlier. This
data is generated by a mixture of normal distribution and then based on statistical
characteristics like mean, standard deviation, class distribution outliers are planted.
In all experiments Wl = 0.75, Wu = 0.25, OT = 2 ∗ SD, ST = 5 for yeast data set,
ST = 9 for abalone and ST = 10 for synthetic data set.

4.2 Comparison of Proposed Method with K-Means Clustering

In this section, we will analyse the result of proposed clustering method and K -means
clustering. For visual representation, we have used a synthetic data consisting of total
150 samples. Original data set is shown in Fig. 2.

There are clusters in the data seta. From Figs. 3 and 4. It is clear the proposed
method gives move natural clusters as compare to K -means method because proposed

Table 1 Characteristics of the data sets

Data set name Number of Number of Number of Outliers
instances attributes clusters

Yeast 1,484 8 9 5
Abalone 4,177 8 20 24
Synthetic dataset 10,020 6 5 20
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Fig. 2 Original data

Fig. 3 K -means clustering results (Red, Blue, yellow colored are clusters and it does not give any
overlapping points

Fig. 4 Proposed method clustering results (Red, Blue, yellow colored are clusters and green color
represent the overlap of yellow and red cluster)
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method can handle uncertainty of belongingness of a data objects by allowing over-
lapping cluster( see Fig. 4) which is not allowed in K -means.

4.3 Effect of Outlier on Proposed Method
and K-Means Clustering

In this section, we will analyse the effect of outlier on proposed clustering method
and K-means clustering. For visual representation, we have used a synthetic data
consisting of total 158 samples. Out of which 8 are outliers other 150 represent 3
clusters. Original data set is shown in Fig. 5.

From Fig. 6, it is concluded that due to the presence of outliers K-means clusters
centers are get distorted because K-mean clustering algorithm cannot handle outliers
and assign them to clusters. Proposed method is robust to outliers so it can be seen
from Fig. 7 that cluster centers are more natural.

It is concluded the proposed method generates more intuitive and better quality
clusters as compare to K-means.

4.4 Performance Comparison in terms of Classification Accuracy

In this section classification accuracy of proposed and leader clustering algorithm
is compared on all three data sets. For this datasets are divided in a ration of 70 %
for cluster generation training and 30 % for testing. Cluster prototypes (Center of
clusters) are used for nearest neighbour classifier.

Fig. 5 Original data with outliers
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Fig. 6 K -means clustering results in presence of outliers (Red, Blue, yellow colored are clusters
and magenta color represent the centers of clusters)

Fig. 7 Proposed method clustering results in presence of outliers (Red, Blue, yellow colored are
clusters and green color represent the overlap of yellow and blue cluster, black color are outliers,
magenta color cluster centers )

Figure 8 shows that classification accuracy of proposed method is much better than
the leader clustering algorithm. It is because proposed scheme allow the overlap and
more importance is given to sure members in finding the prototype of clusters.

4.5 Performance Analysis of Proposed Method

In this section, the performance of proposed method is analysed in the terms of
correctness and accuracy. The correctness of rough clustering is defined as the correct
rate of lower approximations, because the objects in the lower approximation of a
rough cluster are the representative members of this cluster [5].
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Fig. 8 Classification accuracy

Table 2 Performance of
proposed method in terms of
accuracy and correctness

Data set name Correctness in % Accuracy in %

Yeast 76.11 70.67
Abalone 79.84 68.89
Synthetic dataset 88.91 91.3

The correctness of rough clustering:

Correctness =

K∑

j=1
|LA(C j) ∩ A(C j)|

K∑

j=1
|LA(C j)|

× 100

The accuracy of rough clustering describes the classification ability of rough clus-
tering. A rough clustering with higher correctness and accuracy is better than that
with lower values.

The accuracy of rough clustering:

Accuracy =

K∑

j=1
|LA(C j)|

K∑

j=1
|UA(C j)|

× 100

In above equations K number of clusters and A(Cj) is the set of objects of that are
actually labelled as class Cj .

The higher the value of correctness and accuracy better is the performance of
rough clustering. It can be analysed from Table 2 that the performance of proposed
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method is good on all three data sets. Correctness and accuracy both are highest for
synthetic data sets.

5 Conclusion

In this paper, we have presented a rough set based clustering technique for streaming
data. Rough set is employed to capture the inherent uncertainty involved in cluster
analysis. To face the challenges of data stream processing our proposed scheme is
incremental and dynamic in nature. Proposed clustering method is robust to outliers
and generates soft-clusters.

Experimental results show that the proposed method generates more meaningful
clusters as compare to K-mean. It performance is better than leader clustering in terms
of classification accuracy on all three datasets. Performance of proposed method is
also good in terms of correctness and accuracy of rough clustering on all used data
sets.

Thus the results show that the proposed technique is very promising for clustering
streaming data. Further analysis of the performance of the proposed method is being
further examined by using more real world and larger datasets.

References

1. Aggarwal, C., Han J., Wang J., Yu P.S.: A framework for projected clustering of high dimen-
sional data streams. In: Proceedings of the 30th VLDB Conference (2004)

2. Aggarwal, C., Han, J., Wang, J., Yu, P.S.: A framework for clustering evolving data streams. In:
Proceedings of 2003 International Conference on Very Large Data Bases (VLDB03), Berlin
(2004)

3. Asharaf, S.: Narasimha Murty, M., Shevade, S.K.: Rough set based incremental clustering of
interval data. Pattern Recogn. Lett. 27(6), 515–519 (2006)

4. Cao, F., Ester, M., Qian, W., Zhou, A.: Density-based clustering over evolving data tream with
noise. In: Proceedings of the 6th SIAM International Conference on Data Mining (SIAM 2006),
pp. 326–337 (2006)

5. Hailiang, W., Mingtian, Z.: A refined rough k-means clustering with hybrid threshold. Rough
Sets and Current Trends in Computing. Lecture Notes in Computer Science, vol. 7413, pp.
26–35 (2012)

6. Jiawei, H., Mieheline, K.: Data Mining, Concepts and Techniques. 2nd edn. Morgan Kaufmann,
Massachusetts (2006)

7. Joshi, M., Yiyu, Y., Lingras, P., Virendrakumar, C.B.: Rough, fuzzy, interval clustering for web
usage mining. In: Proceedings of 10th International Conference on Intelligent Systems Design
and Applications (ISDA), pp. 397–402 (2010)

8. Lingras, P.: Rough set clustering for web mining. In: Proceedings of 2002 IEEE International
Conference on Fuzzy Systems, pp. 1039–1044 (2002)

9. OCallaghan, L., Mishra, N., Meyerson, A., Guha, S.: Streaming data algorithms for high-quality
clustering. In: Proceedings of ICDE Conference, pp. 685–704 (2000)

10. Pawlak, Z.: Rough Sets. Int. J. Inf. Commun. Comp.Sci. 11, 145–172 (1982)
11. Pawlak, Z.: Some Issues on rough sets. Trans. Rough. Sets. 3100, 1–58 (2004)



A Novel Rough Set Based Clustering Approach for Streaming Data 1265

12. UCI Machine Learning Repository Irvine: CA University of California, School of Information
and Computer, Irvine, CA (2010)

13. Udommanetanakit, K., Rakthanmanon, T., Waiyamai, K.: E-Stream. In: Evolution-Based Tech-
nique for Stream Clustering, pp. 605–615. Springer, Heidelberg (2007)

14. Yogita, Saroj, Kumar, D., Pal, V.: Rules + Exceptions: automated discovery of comprehensible
decision rules. In: Proceedings of IEEE International Advance Computing Conference, pp.
1479–1484, TIET Patiala, India (2009)

15. Zhou, T., Zhang, Y.N., Lu, H.L.: Rough k-means cluster with adaptive parameters. In: 6th
International Conference Machine on Learning and Cybernetics, pp. 3063–3068 (2007)



Optimizing Number of Cluster Heads
in Wireless Sensor Networks for
Clustering Algorithms

Vipin Pal, Girdhari Singh and R P Yadav

Abstract Clustering of sensor nodes is an energy efficient approach to extend
lifetime of wireless sensor networks. It organizes the sensor nodes in independent
clusters. Clustering of sensor nodes avoids the long distance communication of nodes
and hence prolongs the network functioning time. The number of cluster heads is an
important aspect for energy efficient clustering of nodes because total intra-cluster
communication distance and total distance of cluster heads to base station depends
upon number of cluster heads. In this paper, we have used genetic algorithms for
optimizing the number of cluster heads while taking trade-off between total intra-
cluster distance and total distance of cluster heads to base station. Experimental
results show that proposed scheme can efficiently optimize the number of cluster
heads for clustering of nodes in wireless sensor networks.

1 Introduction

Wireless sensor networks [1, 2] are application specific and consist of large number
of sensor nodes deployed in a harsh environment/area. Sensor nodes sense area and
send information to base station located outside/inside of area via single or multi-
hop. Lifetime of network depends upon limited battery power of nodes. Due to harsh
working area, it is not possible to change or replace battery of nodes. Hence, energy
efficiency is critical issue for wireless sensor networks.
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Clustering of nodes is an energy efficient approach for wireless sensor networks.
Clustering approaches [3, 4] increases energy efficiency of network by avoiding
long distance communication of nodes. Nodes are organized in independent sets or
clusters. At least one cluster head is selected for each cluster. Clustering algorithms
apply data aggregation techniques [5] which reduce the collected data at cluster head
in the form of significant information. Cluster heads then send the aggregated data
to base station.

For energy efficiency in wireless sensor network, the number of cluster heads is an
important issue for clustering algorithms. Value of total intra-cluster communication
distance and total distance of cluster heads to base station depends upon number of
cluster heads. If numbers of cluster heads are less, total distance of cluster heads to
base station decreases, while total intra-cluster communication distance increases.
When numbers of cluster heads are more, total intra-cluster communication distance
decreases, but there is increase in total distance of cluster heads to base station.

In this paper, genetic algorithm is applied for finding optimal number of cluster
head while taking trade-off of total intra-cluster communication distance and total
distance of cluster heads to base station. Experimental results show that proposed
solution is effective to optimize number of cluster heads.

Rest of paper is organized as: Sect. 2 describes related work for energy efficient
clustering algorithms. Section 3 describes genetic algorithm to optimize number of
cluster heads. Section 4 describes results, and Sect. 5 concludes the work of paper.

2 Related Work

Low energy adaptive cluster hierarchy (LEACH) [6] is fully distributed algorithm.
In setup phase cluster heads selection, cluster formation and TDMA scheduling
are performed. In steady phase, nodes send data to cluster head and cluster head
aggregate the data. Aggregated data are sent to base station. After a fix round time,
re-clustering is performed. Role of cluster head is rotated to all the sensor nodes
to make the network load balance. LEACH scheme does not guarantee about equal
number of cluster heads in each round and number of nodes in each cluster.

LEACH-C [7] is centralized algorithm to form cluster and to assign duty of cluster
heads. During setup phase, nodes send information about respective location and
energy level to BS. BS formulates clusters using simulated annealing algorithm [8].
Algorithm provides CHs such that nodes minimize their transmission distance and
conserve energy. After the formation of clusters and cluster heads, BS broadcasts a
message that contains the information of CH ID for each node. The steady phase is
same as of LEACH.

Adaptive decentralized re-clustering protocol (ADRP) [9] selects a cluster head
and set of next heads for upcoming few rounds based on residual energy of each
nodes and average energy of cluster. A round of ADRP has two phases: initial phase
and cycle phase. In the initial phase, nodes send status of their energy and location
to base station. Base station partitions the network in clusters and selects a cluster
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head for each cluster along with a set of next heads. In the cycle phase, cluster head
aggregates the data and sends to the base station. In the re-cluster stage, nodes transit
to cluster head from set of next heads without any assistance from base station. If
the set of next heads is empty, initial phase is executed again. Re-clustering energy
consumption is avoided for few rounds, but node death from next cluster head list
makes network unbalanced.

References [10–13] applies genetic algorithm to clustering algorithm to find better
cluster formation. All these approaches combined effect of total intra-cluster com-
munication distance and total distance of cluster heads to base station. Two adverse
factors are combined in one factor for fitness function. So, work of this paper takes
effect of these two papers independently to find optimal number of cluster heads.

3 Genetic Algorithm to Optimize Number of Cluster Head

Genetic algorithms are heuristic search-based algorithms and are useful for searching
and optimizing problems. GAs are based on theory of survival of the fittest. GA has
population of individuals, and each individual represents a solution. Fitness value of
each individual is calculated, and best-valued individual always has better chance
of survival. Survived individuals go under genetic transformations, crossover, and
mutation. Then, there is new population of individuals that is fitter to previous one.
Procedure of GA is shown in Fig. 1.

• Population: Population consists of various individual solutions for the problem.
Larger the size of population, higher is the accuracy of algorithm. Length of indi-
vidual depends upon number of nodes in network as a 1 in individual represents
node as cluster head, while a 0 means nodes is member node. Initial population is
generated randomly.

• Fitness Function: Survivability of an individual depends upon its fitness value.
Fitness value of each individual is calculated according a fitness function. In our
work, fitness function consists of following three parameters.

– Number of cluster heads (CH)
– Total intra-cluster communication distance (IC)
– Total distance from cluster heads to base station (BSD)

Value of last to parameters depends upon first. Less number of cluster heads has
less total distance from cluster heads to base station but has high total intra-cluster
communication distance. While high number of cluster heads has less total intra-
cluster communication distance but has more total distance from cluster heads to
base station. After scaling the fitness function, we have fitness function as:

Fitness = (N − CH)+ IC

100
+ BSD

100
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Fig. 1 Genetic algorithm

where N is total number of nodes in network. Fitness function shows that there is
more emphasis on decreasing total distance from cluster heads to base station.

• Selection: Selection is the process of choosing individuals from current population
for new population. The purpose of the selection process in a genetic algorithm is
to give more reproductive chances to those population members that are better fit.
The selection procedure may be implemented in a number of ways like roulette
wheel selection, tournament selection, Boltzmann selection, rank selection, and
random selection. In this work, roulette wheel selection procedure is applied to
select chromosomes for generating new population.

• Crossover: In this paper, one-point crossover method is used. The crossover opera-
tion takes place between two chromosomes with probability specified by crossover
rate. These two chromosomes exchange portions that are separated by the crossover
point. The following is an example of one-point crossover.

Individual 1 0 1 1 1 0 0 1 1 1 0 1 0
Individual 2 1 0 1 0 1 1 0 0 1 0 1 0

After crossover, two offsprings are created as below:
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Offspring 1 0 1 1 1 0 1 0 0 1 0 1 0
Offspring 2 1 0 1 0 1 0 1 1 1 0 1 0

• Mutation: The mutation operator is applied to each bit of a chromosome with a
probability of mutation rate. After mutation, a bit that was 0 changes to 1 and vice
versa.

Before mutation 0 1 1 1 0 0 1 1 1 0 1 0
After mutation 0 1 1 0 0 0 1 1 1 0 1 0

4 Results

Genetic algorithm for optimizing number of cluster heads is first implemented in C++
language. Sensor network topologies of 50 nodes over 50 × 50 m2 are generated.
Base station is located outside the field (100, 25).

Figure 2 shows best fitness values and average fitness values for 100 simulations.
The best fitness graph represents average of best fitness value of each iteration of
a simulation, while average fitness graph shows average of fitness value of each
chromosome of each iteration of a simulation. Random topology is generated for

Fig. 2 Fitness for various simulations
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Fig. 3 Fitness with respect to generations

each simulation. There is significant difference between best fitness and average
fitness values for each simulation

Figure 3 shows change in average fitness value and best fitness value over increase
in generations. There is increase in both average fitness value and best fitness value
as iterations increases. Both converge at one point after 120 iterations. That shows
that fitness function is successful to converse the solution for finding optimal number
of cluster heads in network.

Figure 4 shows number of cluster heads in network as iterations increases. At
first, there are 30 cluster heads, while as iterations increased number of clusters are
decreased and after 115 iterations it is constant, i.e., it optimized. So, the suggested
fitness function is effective to optimize the solution.

Fig. 4 Number of cluster heads over iterations
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4.1 Proposed Scheme for Wireless Sensor Network

Nodes are deployed randomly in field. Nodes are considered to be location aware.
Nodes send their information about location and remaining energy to base station.
Genetic algorithm is applied to optimize number of cluster heads and their respective
cluster formation at base station. Base station broadcasts complete information about
cluster heads, member nodes of cluster heads, and data transmission/receive schedule
of nodes to network. All nodes in network receive the broadcasted message and
update their status; Setup phase is completed. Nodes send sensed data to cluster heads.
Cluster heads performs aggregation. Reduced data are then sent to base station. After
completion of current round, nodes send their updated information to base station
for new cluster head selection and cluster formation.

5 Conclusion and Future Work

The number of cluster heads is a critical issue for energy efficient clustering of sensor
nodes in wireless sensor networks. Work of this paper has optimized the number
of cluster heads for clustering while taking trade-off of inter-cluster communication
distance and cluster heads to base station distance. Results show that proposed scheme
has effectively optimized the cluster heads.

Based on the work of this paper, we have also proposed a framework for centralized
clustering of wireless sensor network. In future, we will implement the proposed
framework and will compare the performance of proposed scheme with other existing
clustering scheme.
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Data Clustering Using Cuckoo Search
Algorithm (CSA)

P. Manikandan and S. Selvarajan

Abstract Cluster Analysis is a popular data analysis in data mining technique.
Clusters play a vital role for users to organize, summarize and navigate the data
effectively. Swarm Intelligence (SI) is a relatively new subfield of artificial intelli-
gence which studies the emergent collective intelligence of groups of simple agents.
It is based on social behavior that can be observed in nature, such as ant colonies,
flocks of birds, fish schools and bee hives. SI technique is integrated with clustering
algorithms. This paper proposes new approaches for using Cuckoo Search Algo-
rithm (CSA) to cluster data. It is shown how CSA can be used to find the optimally
clustering N object into K clusters. The CSA is tested on various data sets, and its
performance is compared with those of K-Means, Fuzzy C-Means, Fuzzy PSO and
Genetic K-Means clustering. The simulation results show that the new method car-
ries out better results than the K-Means, Fuzzy C-Means, Fuzzy PSO and Genetic
K-Means.

Keywords Clustering · Swarm Intelligence (SI) · CSA · K-Means · Fuzzy
C-Means · Fuzzy PSO · Genetic K-Means

1 Introduction

Clustering analysis identifies and groups the data, where each cluster consists of
similar objects and dissimilar to objects of other clusters. For high quality clusters,
the inter-cluster similarity is low and the intracluster similarity is high [15, 17, 24].
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Swarm Intelligence (SI) [1, 6] is the collective behaviour which has no definite
organized system but it has a self-organized system, which may be natural or artificial.
The expression was introduced by Gerardo Beni and Jing Wang in 1989.

A survey of the clustering algorithms can be found in [13, 17]. Genetic algorithms
are used in [3, 5, 14, 19, 21, 23] while an analytical review of the use of neural
networks in clustering is given in [12]. Clustering algorithms based on Ant Colony
Optimization are used in [2, 4, 8, 10, 26]. While in [7, 9, 16, 18] clustering algorithms
based on Particle Swarm Optimization are applied.

This paper aims to propose Cuckoo Search Algorithm (CSA) to solve the clus-
tering problem. The proposed CSA is applied for optimally clustering N object into
K clusters. The CSA is tested on various data sets, and its performance is compared
with those of K-Means, Fuzzy C-Means, Fuzzy PSO and Genetic K-Means cluster-
ing. The simulation results illustrate that this algorithm not only has a better response
but also converges more quickly than the ordinary evolutionary methods. The rest
of the paper is organized as follows: Proposed technique of CSA for Data Cluster-
ing is described in Sect. 2. The detailed result and discussion is discussed in Sect. 3.
Conclusion and Future Research is described in Sect. 4.

2 The Proposed Cuckoo Search Algorithm for Clustering

2.1 Cuckoo Breeding Behaviour

Cuckoo birds attract attention because of their unique aggressive reproduction strat-
egy. Cuckoos engage brood parasitism in which a bird lays and discards its eggs in
the nest of another species. Species lay their eggs in shared nests.

While flying, some animals and insects follow the path of long path with sudden
900 turns shared with short, random movements. This random walk is called Levy
flight and it describes foraging patterns in natural systems, such as systems of ants,
bees and bumbles. These flights can also be noticed in the movements of chaotic
fluids. One example of Levy flight paths is depicted on Fig. 1.

Levy-style search behavior [22] and random search in general has been applied
to optimization and implemented in many search algorithms [11, 20]. One of such
algorithms is CSA [25]. Preliminary results show its promising capability.

2.2 Description of the Cuckoo Search Algorithm

Cuckoo Search Algorithm (CSA) is population based stochastic global search meta-
heuristics. It is based on the general random walk system which will be briefly
discussed in this paper.
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Fig. 1 Possible Levy flight path

In CSA, Nature’s systems are complex and thus, they cannot be modeled by
computer algorithms in its basic form. Simplification of natural systems is necessary
for successful implementation in computer algorithms.

One approach is to simplify CSA through three below presented approximation
rules:

• Cuckoos chose random location (nest) for laying their eggs. Artificial cuckoo can
lay only one egg at a time.

• Elitist selection process is applied, so only the eggs with highest quality are passed
to the next generation.

• Host nests number is not adjustable. Host bird discovers cuckoo egg with proba-
bility pdπ [0, 1]. If cuckoo egg is disclosed by the host, it may be thrown away, or
the host may abandon its own nest and commit it to the cuckoo intruder.

To make the things even simpler, the last assumption can be approximated by the
fraction of pd of n nests that are replaced by new nests with new random solutions.
Considering maximization problem, the quality (fitness) of a solution can simply
be proportional to the value of its objective function. Other forms of fitness can be
defined in a similar way; the fitness function is defined in genetic algorithms and
other evolutionary computation algorithms.

A new solution x (t+1) for cuckoo i is generated using a Levy flight according to
the following equation:

xi (t + 1) = xi (t) + λ∧Levy (τ) , (1)
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Where λ(λ > 0) represents a step scaling size. This parameter should be related
to the scales of problem the algorithm is trying to solve. In most cases, λ can be
set to the value of 1 or some other constant. The product ∧ represents entry-wise
multiplications.

Equation (2) states that described random walk is a Markov chain, whose next
location depends on two elements: current location (first term in Eq. 2) and transition
probability (second term in the same expression).

The random step length is drawn from a Levy distribution which has an infinite
variance with an infinite mean:

Levy ∼ u = t − τ (2)

Where τ ∈ [0, 3] .

3 Computational Results

3.1 Dataset Description

The performance of the proposed methodology is tested on four benchmark instances
taken from the UCI Machine Learning Repository (http://archive.ics.uci.edu/ml/
datasets.html). The datasets are chosen to include a wide range of domains and their
characteristics. The data sets are wine, blood-transfusion, breast cancer Wisconsin
and Space.

3.2 Experimental Results

Data clustering as one of the important data mining techniques is a fundamental and
widely used method to achieve useful information about data. In face of the clustering
problem, clustering methods still suffer from trapping in a local optimum and cannot
often find global clusters. In order to overcome the shortcoming of the available
clustering methods, this paper presents efficient clustering algorithms based on CSA.
The obtained experimental results such as, Fitness values of various iterations for
wine, Blood-Transfusion, Breast Cancer-Wisconsin and Space dataset are shown in
Tables 1, 2, 3 and 4.

3.3 Comparative Analysis

In this section, the scope is to compare the CSA clustering algorithm with several
typical algorithms including K-Means, Fuzzy C-Means, Fuzzy PSO and Genetic
K-Means. Four data sets have been used. The performance analysis has been made by

http://archive.ics.uci.edu/ml/datasets.html
http://archive.ics.uci.edu/ml/datasets.html
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Table 1 Fitness values of various iterations for wine dataset

Iterations Fitness value
CSA K-Means F C-Means Fuzzy PSO G K-Means

1 17958.31 16556.18 40063.98 19593.3 18318.59
2 16618.49 16556.18 39079.49 19593.3 17552.52
3 16580.31 18295.45 40098.22 18754.42 17275.87
4 16580.31 16556.18 22331.47 17951.09 17189.49
5 16580.31 18295.45 19146.47 17951.09 17055.54
Average 16721.93 16904.03 24464.64 18351.02 17058.94

Table 2 Fitness values of various iterations for blood-transfusion dataset

Iterations Fitness
CSA K-Means F C-Means Fuzzy PSO G K-Means

1 297053.7 325565.5 700113.2 308098.6 340869.2
2 297053.7 366406.4 651359.1 308098.6 312919.2
3 297053.7 325565.5 440347.1 308098.6 308862.5
4 297053.7 366406.4 436916.4 307469.5 295575.1
5 297053.7 325565.5 413273.8 291531.3 295575.1
Average 295006.5 333733.7 411692.1 298095.3 303167.7

Table 3 Fitness values of various iterations for breast cancer-Wisconsin dataset

Iterations Fitness
CSA K-Means F C-Means Fuzzy PSO G K-Means

1 73676602 75011185 161000000 78837480 80818812
2 73676602 72714041 141000000 78837480 74635073
3 72308694 72714041 130000000 73974520 74635073
4 72308694 72714041 76971891 73974520 74635073
5 72308694 72714041 80138269 73470934 74635073
Average 72582276 74453340 96231713 74644960 75253447

plotting the graphs. By analyzing the plotted graph, the performance of the proposed
technique has significantly improved compared with other techniques. Figures 2, 3,
4 and 5 shows the graph which is plot between iteration and fitness value for our
proposed technique as well as other algorithms. In Figs. 2, 3, 4 and 5, our proposed
technique (plotted in orange color) shows better performance when compared to the
other techniques.
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Table 4 Fitness values of various iterations for space dataset

Iterations Fitness
CSA K-Means F C-Means Fuzzy PSO G K-Means

1 158.2374 232.5886 1218.797954 161.3488 201.6643
2 158.2374 143.5048 436.3725051 161.3488 200.3161
3 158.2374 143.5048 268.5698966 161.3488 200.3161
4 158.2374 238.0524 260.0512394 161.3488 200.3161
5 158.2374 238.0524 143.3624333 161.3488 200.3161
Average 155.4592 208.049 318.8903314 160.3235 200.4509

Fig. 2 Iteration versus fitness value of wine dataset.

Fig. 3 Iteration versus fitness value of blood-transfusion dataset
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Fig. 4 Iteration versus fitness value of breast cancer Wisconsin dataset

Fig. 5 Iteration versus fitness value of space dataset

4 Conclusion and Future Research

A CSA to solve clustering problems has been developed in this paper. To evaluate
the performance of the CSA, it is compared with other stochastic algorithms viz.
K-Means, Fuzzy C-Means, Fuzzy PSO and Genetic K-Means clustering algorithms
on several well known data sets. The experimental results indicate that the proposed
clustering algorithm is comparable to the other algorithms in terms of fitness func-
tion. The result illustrates that the proposed CSA algorithm can be considered as a
viable and an efficient heuristic. In future CSA clustering algorithm which has been
discussed can be hybrid with Swarm Intelligence or some conventional clustering
algorithms for achieving optimal results.
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Search Result Clustering Through Expectation
Maximization Based Pruning of Terms

K. Hima Bindu and C. Raghavendra Rao

Abstract Search Results Clustering (SRC) is a well-known approach to address the
lexical ambiguity issue that all search engines suffer from. This paper develops an
Expectation Maximization (EM)-based adaptive term pruning method for enhanc-
ing search result analysis. Knowledge preserving capabilities of this approach are
demonstrated on the AMBIENT dataset using Snowball clustering method.

Keywords Information retrieval · Clustering · FPtree · Expectation maximization

1 Introduction

Due to enormous growth of information available on the Web, search engine users are
swamped with millions of search results, especially in case of broad and ambiguous
queries. Ambiguity arises from the low number of query words [7]. Users typically
give short queries with an average query length of three words per query [12]. Many
search engines use diversification techniques to avoid duplicate results on the first
pages of the results. This approach enables quick retrieval of one relevant result per
subtopic, but may not facilitate retrieval of more results of user interest [13].

Search Results Clustering (SRC) is a solution to address the lexical ambiguity
issue [2]. This approach is especially useful in case of polysemous queries. Search
Results Clustering partitions the results obtained in response to a query into a set of
labeled clusters. Each cluster corresponds to a subtopic of the query. Therefore, the
user need not accurately predict the words used in the documents that best satisfy his
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or her information needs. Instead, the user can start with a generic or broad query and
quickly navigate to relevant subtopic. Further, user can grasp the semantic structure
in the search results or refine the queries by using the cluster labels.

Search Results Clustering has specific challenges in contrast to traditional clus-
tering methods. These include quick response time (as this is an online activity),
ephemeral clustering (clustering happens when the user issues a query), meaningful
cluster labels (must be human readable), and no fixed number of clusters.

A Frequent Itemset-based document clustering technique [4] can generate mean-
ingful cluster labels and does not require the number of clusters as an input parameter.
However, identification of frequent itemsets is a complex and time-consuming task
and also involves subjectivity. Hence, we used Expectation Maximization (EM) [3]
to prune the irrelevant terms to make our approach meet search result analysis chal-
lenges, in particular the SRC requirements. Snowball clustering proposed by [6]
develops clusters starting with highest score (fitness) to least score. Hence, we have
chosen to build a clustering method based on these approaches.

The outline of this paper is as follows. Section 2 briefly discusses the search results
acquisition procedure and the preprocessing methods. The objective term pruning
approach based on EM is presented in Sect. 3. Section 4 briefs the clustering and
labeling algorithm. Section 5 shows our experimental results and the comparison
with other popular data centric algorithms used for SRC. We conclude the paper in
Sect. 6.

2 Search Results Acquisition and Preprocessing

The search results of a search engine are acquired by using the search engine’s API
by sending HTTP requests. All major search engines provide APIs with restrictions
on the number of queries per day as a free service and as a paid service without such
limitations. By sending a RESTful (Representational State Transfer) request to the
public search engine APIs, the results are available in either JSON or XML format.
Usually, the first 100 results are considered.

The title of each search result along with one or two lines summary of the web page
(called as snippet) forms a search result document. These search results are usually
preprocessed by tokenization, stemming (Porter Stemmer) and stopword removal.
Stop words are frequently occurring words, which do not carry semantics. We used
the stop word list of 571 words from SMART1 system. Then, the words are stemmed
by Porter’s suffix stripping algorithm2. By using Vector space model, each result is
represented as a TF-IDF vector [8]. The terms of a result’s title and snippet after
these steps form the features.

1 http://www.lextek.com/manuals/onix/stopwords2.html
2 http://tartarus.org/~martin/PorterStemmer/

http://www.lextek.com/manuals/onix/stopwords2.html
http://tartarus.org/~martin/PorterStemmer/
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3 Term Pruning with Expectation Maximization

Expectation Maximization is frequently used for data clustering in Machine learn-
ing, as it can handle latent variables in the data. Expectation Maximization method
is developed for characterizing the population characteristics, which is a mixture of
finite fundamental factors. Each factor will have its own uncertainty model charac-
terized by associated probability distribution. The characteristics of the population
will obey an uncertainty model characterized by mixed distribution, which is gener-
alization of fundamental factors. This mixture model will have set of parameters,
namely mixing proportions, and the parameters of fundamental factor distribu-
tions. If one assumes that the population is a mixture of k fundamental factors,
and each factor obeys normal distribution, when the characteristic under study is
one-dimensional, then the mixture model will have parameter’s mixing propor-

tions π1, π2, . . . πk;
(

πi > 0 and
k∑

i=1
πi = 1

)
and (πi , σi ) as the mean and stan-

dard deviation of ith fundamental factor. Estimation process of these parameters is
addressed by EM [3] based on the sample.

The terms occurring in each preprocessed search result constitute the population
for the analysis. However, some of the terms are relevant and some are not relevant
for building the knowledge. Thus, the distribution of the TF-IDF values of the terms
can be viewed as a mixture of relevant and irrelevant terms (i.e., as a mixture of two
distributions). The simpler way of representing it is by using Gaussian distribution,
f (x) = π1 f1 (x |μ1, σ1)+ π2 f2 (x |μ2, σ2), where f1 is the probability distribution
function of TF-IDF values of relevant terms with mean μ1 and standard deviation
σ1, f2is the probability distribution function of TF-IDF values of non-relevant terms
with mean μ2 and standard deviation σ2;π1 and π2 are the mixing proportions. These
parameter estimates must have the property that μ1 > μ2. Based on the parameters
obtained for the mixture model, the threshold on TF-IDF values is π1μ1+π2μ2

π1+π2
, from

[14]. Any term with TF-IDF value more than this threshold is classified as relevant
term, otherwise irrelevant term.

4 The Clustering and Labeling Algorithm

Search Results Clustering algorithms must be faster to have minimum latency
between query submission and cluster presentation. Our algorithm performs clus-
tering and labeling on the fly by processing only the search results without using
external knowledge, hence, it is a lightweight approach. It labels the clusters auto-
matically by using only the text concepts (frequent termsets) available in the search
results.

The frequent termsets are identified by FPGrowth [5], by considering the relevant
terms retained after the EM based term pruning, snowball clustering method [6] has
been applied to arrive at the clusters along with the labels. The size of the relevant
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terms set due to EM makes the frequent itemset analysis manageable, though it is a
tedious task.

5 Results and Analysis

An illustration of EM-based term pruning is provided here, by considering the first
ten results of the query “Beagle,” from the AMBIENT3. dataset.

5.1 Terms Extraction

The first 10 results after tokenization (using white space as delimiter) resulted in 189
terms, are shown in Sect. 5.1.1. With the preprocessing by stemming and stop-word
removal as discussed in the Sect. 3, 118 terms are retained, these are shown in Sect.
5.1.2. The TF-IDF vectors are constructed for these terms. When EM algorithm is run,
the threshold on TF-IDF values is obtained as 1.17, based on the method described in
Sect. 4. It is observed that 28 terms’ TF-IDF satisfy this threshold. These are treated
as relevant terms, which are given in Sect. 5.1.3.

5.1.1 Terms Obtained After Tokenization

(EC), (software), -, –, ..., 2, 3, 5, :, A, ANSI/ISO, American, Apple, Architecture,
BEAGLE, Beagle, Beagle, Beagle-type, Beagle, Beagles, Breed, Britannica, British,
C++, C++, CenterÂ�, Club, Computation, Consortium, Debian, Desktop, Dog,
Download, Earth, Encyclopaedia, English, Evolutionary, Files, GNOME, God’s,
Google, Group, Guide, Head, Hound, Information, Information, Kennel, Linux,
Main, Mars, Open, Owner’s, PSSRI, Package, Page, Pillinger, Professor, Profile:,
Search, Size, Spotlight, Standard, Storage, The, There’s, University-based, Univer-
sity, Unix, W3, Wikipedia, Windows, a, all, also, among, an, and, any, architectures,
are, article, as, at, available, be, beagle, beagle, blog-post, breed, built, but, by, can,
centuries, child, coat, code, coded, color, come, compliant, critters, cutest, data, dog,
dog, dogs, easy-care, encyclopedia, enhance, entirely, existed, experience, explo-
ration, fairly, for, framework, free, get, good, gotten, green, group, has, have, head,
heavy, hound, idea, in, indexing, industrial, is, its, led, long, medium, member, mod-
ern, not, of, on, or, other, over, overwhelmed, pack, page, partners, people, personal,
pet, point, post, power, product, puppies, puppy, reference, researchers, search, short,
should, similar, simplicity, single, sized, skull, sleek, small, solidly, sporty, standard,
system, the, their, this, to, together, tool, website, where, which, will, with, you, your,
âec/.

3 AMBIguous ENTries : http://credo.fub.it/ambient.

http://credo.fub.it/ambient.
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5.1.2 Terms After Pre Processing by Stemming and Stop-Word Removal

american, ansiiso, appl, architectur, articl, avail, beagl, beagletyp, blogpost, breed,
britannica, british, built, center, centuri, child, club, coat, code, color, come, compli-
ant, comput, consortium, critter, cutest, data, debian, desktop, dog, download, earth,
easycar, ec, encyclopaedia, encyclopedia, english, enhanc, entir, evolutionari, exist,
experi, explor, fairli, file, framework, free, gnome, god, good, googl, gotten, green,
group, guid, head, heavi, hound, idea, index, industri, inform, kennel, led, linux,
long, main, mar, medium, member, modern, open, over, overwhelm, owner, pack,
packag, page, partner, peopl, person, pet, pilling, point, post, power, product, pro-
fessor, profil, pssri, puppi, refer, research, search, short, similar, simplic, singl, size,
skull, sleek, small, softwar, solidli, sporti, spotlight, standard, storag, system, togeth,
tool, univers, universitybas, unix, w3, websit, wikipedia, window.

5.1.3 Terms After EM-Based Term Pruning

american, architectur, britannica, british, club, code, debian, desktop, download,
encyclopaedia, encyclopedia, explor, free, guid, inform, kennel, led, main, mar, open,
owner, page, profil, puppi, search, softwar, w3, wikipedia.

5.2 Analysis

For the query “Beagle”, by considering the first 100 search results, the number of
terms after stemming and stop-word removal is 840. With term pruning, the number
of terms is 230. The tokenized termset size is not reported as it not the interest of
researchers.

The average terms set size for all the 44 queries of AMBIENT dataset, resulted
without term pruning as 865.18 (with standard deviation 74.06), and with term prun-
ing as 274.22 (with standard deviation 72.22). The percentage of reduction in terms
set size is 68.30.

The associated FP Trees of pre and post term pruning have been constructed
and the corresponding estimates of the size (obtained by multiplying the maximum
depth and maximum width) are derived and reported in Fig. 1. For the 44 datasets
of AMBIENT, the Mean (Standard Deviation) of FPTree sizes before and after term
pruning are 2486.48 (SD = 286.12) and 962.82 (SD = 243.29), respectively. The
percentage of reduction in FP tree sizes is 61.28.

The “degree of knowledge representation” (Kappa) developed in the Rough Set
theory [10] which quantifies the knowledge representation in considered features is
employed, treating the terms as features. It is observed that pre pruning produced
mean Kappa as 1 (SD = 0), indicating that the pre pruned termset possess hundred
percent knowledge about the ground truth. Whereas post pruning term set has mean
Kappa 0.95 (SD = 0.04) indicates that, the knowledge representation by post pruned
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Fig. 1 FP Tree sizes of the AMBIENT dataset

term set will possess the knowledge about the ground truth from 0.8 to 1 (with
mean 0.95). The relevant terms set may lead at the most 20 % loss in knowledge
representation, 68.02 % gain by reduction in term set size and with 61.28 gain by
FPTrees size reduction. This suggest that the relevant term set obtained by EM-based
term set pruning can be employed in search result analysis in Web Mining.

The search result clustering method discussed in Sect. 4 has been considered for
demonstrating the effectiveness of the recommended method.The distribution of the
no of clusters with and without pruning is given in Fig. 2. The term pruning approach
resulted in more specific clusters, so the number of clusters has increased.

RandIndex (RI) [11] is used as the evaluation measure, to compare our approach
against the ground truth. The Rand Index values of each query when the clustering
method is run with and without term pruning, are reported in Fig. 3. With term prun-
ing, every query’s RI value improved (statistically significant from our experiments).

When the Snowball clustering algorithm is run on the AMBIENT datasets, without
term pruning, the average Rand Index has a low value of 58.83. When the term pruning
is performed, RI value raised to 61.72. Comparison of our approach against some of
the data centric SRC approaches, which do not use external resources is presented
in Table 1. Lingo [9] uses Singular Value Decomposition, STC [15] uses Suffix trees
and KeySRC [1] is based on Key Phrases.
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Fig. 2 Number of clusters with and without term pruning
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Table 1 Average rand index Clustering method Rand index

Lingo 62.75
STC 61.48
KeySRC 66.49
Snowball without term pruning 58.83
Snowball with EM based term pruning 61.72

6 Conclusion

The data centric SRC is effective due to the pruning of terms beyond well-defined
stop words, through the EM algorithm. The search results are clustered and labeled
with Snowball clustering method, without any human interaction or even external
knowledge. As the threshold computed by EM algorithm is adaptive, the recom-
mended method is adaptive machine learning technique. EM based term pruning has
shown two benefits—overcome the curse of dimensionality and less runtime memory
(FP Tree sizes are low).
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Intensity-Based Detection of Microcalcification
Clusters in Digital Mammograms using Fractal
Dimension

P. Shanmugavadivu and V. Sivakumar

Abstract This paper presents a novel method to locate and segment the microcal-
cification clusters in mammogram images, using the principle of fractal dimension.
This proposed technique detects the edges using the intensities of the regions/objects
in the image, the Fractal dimension of the image, which is image-dependent in such
a way that leads to the segmentation of microcalcification clusters in the image.
Hence this fractal dimension based detection of microcalcifations is proved to pro-
duce excellent results and the location of the detected microcalcifications clusters
complies with the specifications of dataset of the mini-MIAS database accurately,
which substantiate the merit of the proposed technique.

Keywords Fractal dimension · Edge detection · Mammogram · Microcalci-
fications · Image segmentation

1 Introduction

The recent advancements in Digital Image Processing (DIP) have broadened its appli-
cation horizons in Medical Image Processing, and thus have added a new dimension
in the diagnosis of medical images. Image segmentation, an element of DIP, deals
with subdividing an image into its constituent regions/objects and the level of seg-
mentation is determined by the requirements of the problem domain. This technique
has gained popularity in many areas including medical imaging, satellite imaging
and under-water imaging, as it provides a platform to segment and retain the vital
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objects/regions of interest (RoI) and ignore the insignificant details of an image,
which has to pay-off on reduced computation time and storage space, during the
subsequent phases like image analysis and image registration. Edge detection is a
subprocess of image segmentation using which the prospective pixels that constitute
contour/boundary of RoI are identified [1, 2].

Breast cancer is one of the primary causes of early mortality among women in
both developed and developing countries [3]. Recently mammography has emerged
as the most popular and reliable source for the early detection of breast cancer and
other abnormalities in the breast tissues. The texture, shape and dimension of breast
tissues play a significant role in the detection of breast cancer which is made up
of lobules, the glands for milk production and the ducts that connect lobules to the
nipple. According to the radiologists’ version, a patient is confirmed to have breast
cancer if certain types of masses or calcifications which appear as small white specks
are identified in the mammogram [4]. Generally, a mass is explained as a ‘spot’ or
‘density’ that may appear in the mammogram and calcifications are described as
deposits of calcium into various tissues within the breast [5, 6]. As the breast tissues
very much possess self-similar property of fractal objects, fractal-based techniques
can be extended to mammograms for the diagnosis and analysis of mammograms
[6–10].

The rough geometric shapes which can be subdivided into discrete parts, each of
which if replicates the structure of whole object, are termed as Fractals. Every fractal
object is characterized by its fractal dimension, which is an important parameter that
measures the fractal property of an object. It has got wider applications in the fields
of image segmentation and shape recognition [6, 7, 10–14]. This paper projects the
potential of combining the potential of edge intensities and fractal dimension, using
which, the microcalcifications present in the input images are precisely segmented.

In this paper, Sect. 2 describes the basics of edge detection as well as fractal
dimension and the computational methodology of the segmentation of microcalcifi-
cations clusters presented in Sect. 3. The results and discussion and the conclusions
are presented in Sects. 4 and 5 respectively.

2 Basics of Techniques Used in the Proposed Work

2.1 Edge Detection

Due to the limitations in the image acquisition mechanism and its dependent
attributes, the edges may get blurred, and thus the pixels constituting the edges
may not appear distinct with respect to neighbours, which in turn may misguide the
process of edge detection. Moreover, the rate of sampling and quantization also adds
a new dimension to the problem. Hence, it is important to enhance the quality of
any input image, prior to the application of image segmentation [2]. An edge is a
vector variable with two components, magnitude and direction. The edge magnitude
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is the magnitude of the gradient and the edge direction is rotated with respect to the
gradient direction by −90◦. The gradient direction gives the direction of maximum
growth of the function. The first-order derivatives in an image are computed using
the Gradient and the second-order derivatives are obtained using the Laplacian.

Sobel is a powerful edge detection technique that uses the doubled center coeffi-
cient of mask to give more importance for the center point. For computation of the
gradient of an image, sobel operators provide both a differencing and a smoothing
effect [1, 2]:

Gx = (z7 + 2z8 + z9) − (z1 + 2z2 + z3)

G y = (z3 + 2z6 + z9) − (z1 + 2z4 + z7) (1)

The sobel mask for computing x-derivative is anti-symmetry with respect to the
y-axis. It has the positive sign on the right side and negative sign on the left side. It
should be noted that the sum of all coefficients is equal to zero to make sure that the
response of a constant intensity area is zero. The sobel operator is often used as a
simple detector of horizontality and verticality of edges [1, 2].

2.2 Fractal Dimension

Fractals are the geometric primitives that are self-similar and irregular in nature.
Self-similarity is defined as a property where a subset is indistinguishable from the
whole, when magnified to the size of the whole. In 1982, Mandelbrot introduced the
Fractal geometry to the world of research. Fractals are of rough geometric shapes
which can be subdivided in parts, each of which is reduced to similar of the whole
[11, 12].

Fractal objects are characterized by their fractal dimension (defined as D) which is
an important characteristic of fractals as it has got information about their geometric
structure. In the fractal world, the fractal dimension of an object, need not be an
integer number and is normally greater than its topological dimension (i.e. D ≥ d )
[11–13].

In Euclidean n-space, the bounded set X is said to be self-similar when X is the
union of Nr distinct non-overlapping copies of itself, each of which is similar to X
scaled down by a ratio r. Fractal dimension D of X can be derived from the relation
[11], as

D = log(Nr)

log( 1
r )

(2)

3 Methodology

The proposed work initially finds the fractal dimension, D for a given input mammo-
gram image by box counting method using Eq. (2). Then, the input image undergoes
image enhancement process that maps the intensity values of the input grayscale
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image A to new values in B by compressing the low end and expanding the high end
such that 1% of data is saturated at low and high intensities of A. This increases the
contrast of the input image.

Further, edges are detected for enhanced input image B using the sobel operator
and those edge intensities are noted. Now those edge intensities are compared with
the fractal dimension of the image and the pixels for which the fractal dimension
value is greater than those edge intensities are noted and marked separately in the
image that leads to the segmentation of microcalcifications clusters in the given
input mammogram image. As, in the images of mini-Mammographic Image Analysis
Society (MIAS) database several types of noises and imaging artifacts are present, by
default the detected image consists of the entire frame that the image acquires which
contains even the chest wall behind portion, high intensity rectangular labels and low
intensity labels too. The proposed methodology aims to exclude such high intensity
noises in the detected image. To omit such unwanted noise areas and to acquire the
required portion of the frame, the concept of region of interest is considered to set
the desired region. This gives the projection of microcalcifications part alone that
results in exact segmented image. The algorithm for the above methodology is given
as follows.

Algorithm : Detection of microcalcification clusters from a mammogram image
Aim : To detect microcalcification clusters
Input : A 2-dimensional mammogram image, A
Output : Segmented portions of microcalcifications in A
Step 1: Read a 2-dimensional input mammogram image A
Step 2: Enhance the input image A to acquire B
Step 3: [M, N] ← IMSIZE [B]
Step 4: If M > N then r ← M

Else r ← N
Step 5: Compute fractal dimension D using Eq. (2).
Step 6: Detect the edges of objects in B to C using sobel operator
Step 7: Note the edge intensities b(i, j) of C
Step 8: Compare D with b(i, j) of C
Step 9: Plot the pixels for which D > b(i, j) of B in D
Step 10: Considering only the region of interest in D that results in the segmented image.
Step 11: Stop.

4 Results and Discussion

The proposed procedure was implemented using Matlab 7.8. to ascertain the merit of
the proposed method, different mammogram images were collected from the mini-
mammographic database of the MIAS from the Pilot European Image Processing
Archive (PEIPA) at the University of Essex (ftp://peipa.essex.ac.uk/ipa/pix/mias/).
As per the principle of the proposed methodology, the input image has been enhanced

ftp://peipa.essex.ac.uk/ipa/pix/mias/
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Fig. 1 a–c Original images.
d–f Enhanced images of (a–
c). g–i Intensity values of
edges of (d–f). j–l Detected
images of (g–i). m–o Artifacts
cleared images of (j–l). p–r
Segmented mass of (m–o)
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by adjusting the contrast values. Then the edges are detected for the enhanced im-
age using sobel operator and those edge intensities are recorded in another image.
For illustrative purpose, the results of three mammograms (mdb028.pgm (image1),
mdb023.pgm (image2), mdb025.pgm (image3)) are depicted in Fig.1a–r. The origi-
nal images and the corresponding enhanced images for the input mammograms are
depicted in Fig.1a–c and Fig.1d–f respectively.

The recorded intensity values of edges that are detected using sobel operator are
depicted in Fig.1g–i. After finding the fractal dimension of the input images, it is
compared with those edge intensities and the pixels whose Fractal dimension value
is greater than those edge intensities are recorded and marked separately in an image
that leads to the detection of microcalcifications which is depicted in Fig.1j–l.

Fig.1j–l shows that it contains the pectoral muscle portion of the breast and such
unwanted areas are removed by considering only the region of interest so that the
desired region is acquired which is depicted in Fig.1m–o. Dilation and erosion are
done on the artifacts cleared images as post-processing methods to smoothen the
image so that the interior gaps are filled which results in the segmentation of micro-
calcification clusters which are shown in Fig.1p–r. As the validation process, finally
the location of the coordinates of the detected mass in the final segmented image
is verified and very much complies with the location specified in the mini-MIAS
dataset. Hence, it is clearly understood that the proposed work using fractal dimen-
sion is proved to be precise and robust in detection of microcalcification clusters in
a digital mammogram.

5 Conclusions

This method proposes an edge intensity based novel method for the detection of
microcalcifications in the mammogram images, using fractal dimension, that enables
the early diagnosis of breast cancer. This paper provides a framework that seems to
make segmentation easier by considering the optimal RoI in the detected masses
in order to avoid the inclusion of pectoral muscle portion. As per the mini-MIAS
database, the location of the (x,y) image-coordinates of centre of circumscribed mass
abnormalities for the input images mdb023, mdb025 and mdb028 are (538, 681),
(674, 443) and (338, 314) respectively which substantiates the microcalcifications
detected by the proposed method that vouches its merit. The future scope of the study
covers the classification of the detected masses, either as benign or malignant, using
texture analysis.
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Palmprint Recognition Using Geometrical and
Statistical Constraints

Aditya Nigam and Phalguni Gupta

Abstract This paper proposes an efficient biometrics system based on palmprint.
Palmprint ROI is transformed using proposed local edge pattern (LEP). Corner like
features are extracted from the enhanced palmprint images as they are stable and
highly discriminative. It has also proposed a distance measure that uses some geomet-
rical and statistical constraints to track corner feature points between two palmprint
ROI’s. The performance of the proposed system is tested on publicly available PolyU
database consisting of 7,752 and CASIA database consisting of 5,239 hand images.
The feature extraction as well as matching capabilities of the proposed system are
optimized and it is found to perform with CRR of 99.97 % with ERR of 0.66 % for
PolyU and CRR of 100 % with ERR of 0.24 % on CASIA databases respectively.

Keywords Biometrics · Palmprint · Local Binary Pattern (LBP) · Phase only
Correlation (POC) · Optical Flow

1 Introduction

Reliable human identification and authentication in real time is a huge challenge and
one of the most desirable tasks of our society. Hence researchers got motivated to
design an efficient, effective, robust and low cost personal authentication systems.
Biometrics can be an alternative to the token-based traditional methods as they are
easier to use and harder to circumvent. Authentication systems based on biometrics
are extensively used in computer security, banking, law enforcement etc. Exponential
increase in the computational power and society driven business, guides biometrics
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Table 1 Trait-wise
challenges and issues

Challenges Issues

Face Pose, expression,
illumination,
aging,
rotation,
translation
and
background

Too many
challenges

Finger Rotation and
translation

Acceptance

Iris Segmentation
and
illumination

Acquisition,
coopera-
tion,
accep-
tance

Palm Illumination,
rotation and
translation

–

research so as to meet the practical real field challenges. Behavioral as well as physi-
ological biometrics based characteristics (such as face [12, 15, 16], fingerprint [20],
iris [8], knuckleprint [7, 17], gait, voice, vein patterns etc.) are used to develop robust,
accurate and highly efficient personal authentication systems. But every biometric
trait has its own challenges (like occlusion, pose, expression, illumination, affine
transformation) and trait specific issues (such as user acceptance, cooperation) as
shown in Table 1. Hence one cannot consider any trait to be best for all applications.

Hand based biometric recognition systems (e.g. palm print [5], fingerprint [20]
and finger knuckleprint [17]) have gathered attraction over past few years because
of their good performance and inexpensive acquisition sensors. The inner part of the
hand is called palm and the extracted region of interest in between fingers and wrist
is termed as palmprint. Pattern formation within this regions are suppose to be stable
as well as unique even monozygotic twins are found to have different palmprint
patterns. Hence one can consider it as a well discriminative biometrics trait.

Palmprint’s prime advantages over fingerprint includes its higher acceptance
socially because it is never being associated with criminals and larger ROI area
as compared to fingerprint images. Larger ROI ensures abundance of structural fea-
tures including principle lines, wrinkles, creases and texture pattern even in low
resolution palmprint images, that enhances system’s speed, accuracy and reduces
the cost. Some other factors favoring palmprint includes its lesser user cooperation,
non-intrusive and cheaper acquisition sensors.

Huge amount of work has been reported on palmprint based authentication sys-
tems because of the above mentioned advantages. Developed systems have adopted
either structural or statistical features analysis.
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• Structural Features: Morphological operations are applied on sobel edges [10] to
extract line-like features from palmprints. Isolated points as well as some points
along principle line are considered as features for palmprint authentication [9].

• Statistical Features: Several systems are developed that transform palmprint fea-
tures into higher dimensional space where they are considered as a points using
PCA, LDA, ICA and their combinations. Direction based filtering using gabor
is performed to obtained palmcode [22], compcode [11] and ordinalcode [21].
Moments like Zernike [6] and transforms like Stockwell [4] and Fourier [5] are
applied on palmprint low resolution images to achieve better results.

• Combined: System proposed in [3] uses Kernal PCA and ICA gabor filter response
to extract the kernal principle components of gabor features.

This paper proposes a transformation technique as well as a distance measure
which is robust against illumination and slight amount of local non-rigid distortions.
The performance of the system is studied on publicly available PolyU and CASIA
datasets where the hand image are obtained under varying environment. The rest
of the paper is organized as follows. Section 2 discusses mathematical basis of
the proposed system. Section 3 presents the proposed palmprint based recognition
system. Experimental results are analyzed in Sect. 4. Conclusions are presented in
the last section.

2 Mathematical Basis

2.1 LBP based Image Enhancement

In Ref. [18], LBP (Local Binary Pattern) is proposed that assumes pixel’s relative
gray value with respect to its eight-neighborhood pixels can be more stable than its
own gray value. In Ref. [16] gt-transformation is proposed that can also preserve
the distribution of gray level intensities in facial images. It also helps to address the
problems like robustness against illumination variation and local non-rigid distor-
tions.

2.2 Phase Only Correlation (POC)

It has been used for image registration and alignment purposes. Let f and g are
M × N images such that m = −M0 . . . M0(M0 > 0) and n = −N0 . . . N0(N0 > 0).
Also M = 2M0 + 1 and N = 2N0 + 1. F and G are the DFT of f and g images and
F can be defined as:
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F(u, v) =
M0∑

m=−M0

N0∑

n=−N0

f (m, n)e− j2π( mu
M + nv

N ) (1)

= AF (u, v)e jθF (u,v) (2)

G(u, v) =
M0∑

m=−M0

N0∑

n=−N0

g(m, n)e− j2π( mu
M + nv

N ) (3)

= AG(u, v)e jθG (u,v) (4)

Cross Phase Spectrum between G and F is defined as:

RG F (u, v) = G(u, v) × F≥(u, v)

|G(u, v) × F≥(u, v)| = e j (θG (u,v)−θF (u,v)) (5)

Phase Only Correlation is the IDFT of RG F (u, v) defined as:

Pg f (m, n) = 1

M N

M0∑

u=−M0

N0∑

v=−N0

RG F (u, v)e j2π( mu
M + nv

N ) (6)

Phase Only Correlation can be obtained by taking the IDFT of RG F (u, v). If
two images are “Same” the POC function Pg f (m, n) becomes kronecker delta func-
tion δ(m, n). If two images are “Similar” POC function gives a distinct sharp peak
otherwise the peak value drops significantly. Hence peak height of Pg f (m, n) can be
considered as a similarity measure.

2.3 Lukas Kanade Tracking

Sparse optical flow between two images can be estimated using Lukas Kanade track-
ing algorithm [13]. Let there be some feature at location (x, y) at time instant t with
intensity I (x, y, t) and this feature has moved to the location (x + δx, y + δy) at
time instant t + δt . LK Tracking [13] make use of three assumptions to estimate the
optical flow.

• Brightness Consistency: Little variation in brightness for small δt .

I (x, y, t) ≤ I (x + δx, y + δy, t + δt) (7)

• Temporal Persistence: Small feature movement for small δt . One can estimate
I (x + δx, y + δy, t + δt) by applying Taylor series on Eq. (7) and neglecting the
high order terms to get
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δ I

δx
δx + δ I

δy
δy + δ I

δt
δt = 0 (8)

Dividing both sides of Eq. (8) by δt one gets

Ix Vx + Iy Vy = −It (9)

where Vx , Vy are the respective components of the optical flow velocity for fea-
ture at pixel I (x, y, t) and Ix , Iy and It are the local image derivatives in the
corresponding directions.

• Spatial Coherency: It assumes local constant flow (i.e. a patch of pixels moves
coherently) to estimate the optical flow vector ⎧V (2 × 1 matrix) for any corner.
A non-iterative method that assume constant flow vector (Vx , Vy) within 5 × 5
neighborhood (i.e. 25 neighboring pixels) around the current feature point (center
pixel) is used to estimate its optical flow. Hence, an overdetermined linear system
of 25 equations is obtained which can be solved using least square method as

⎨

⎩


Ix (P1) Iy(P1)
...

...

Ix (P25) Iy(P25)



⎛
⎝

︸ ⎞⎠ ⎭
C

×
(

Vx

Vy

)

︸ ⎞⎠ ⎭
V

= −
⎨

⎩


It (P1)
...

It (P25)



⎛
⎝

︸ ⎞⎠ ⎭
D

(10)

where rows of the matrix C represent the derivatives of image I in x, y directions
and those of D are the temporal derivative at 25 neighboring pixels. The 2 × 1
matrix ⎧V is the estimated flow of the current feature point determined as

⎧V = (CT C)−1CT (−D) (11)

The final location⎧F of any feature point can be estimated using its initial position
vector⎧I and the estimated flow vector ⎧V by

⎧F =⎧I +⎧V (12)

The tracking performance depends on how well these three assumptions are sat-
isfied.

3 Proposed System

The proposed authentication system works in four phases: ROI extraction, image
enhancement, feature extraction and finally feature level matching. In first phase
ROI is extracted from palmprint images using the method suggested in Ref. [5] and
shown in Fig. 1. In second phase extracted ROI is transformed so as to achieve better
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(a) (b) (c)

(d) (e)

Fig. 1 Palmprint ROI extraction and transformation [5]. a Original. b Contour. c Key points.
d Palmprint ROI. e Transformed

and robust feature representation using proposed local edge pattern (LEP) method.
Corner features are extracted in third phase. Finally, matching between features is
performed using proposed U T C dissimilarity measure. Tasks performed in each
phase are explained as follows.

[A] Palmprint ROI Extraction [5]: Hand images are thresholded to obtain bina-
rized image from which hand contour is extracted. Four key-points (X1, X2, V1, V2)
are obtained on the hand contour as shown in Fig. 1b. Then two more key-points are
obtained, C1 that is the intersection point of hand contour and the line passing from
V1 with a slope of 45↓ and C2 that is the intersection point of line passing from V2
with a slope of 60↓ as shown in Fig.1c. Finally the midpoints of the line segment
V1C1 and V2C2 are joined which is considered as one side of the required square ROI.
The final extracted palmprint ROI is shown in Fig. 1d. The ROI extracted palmprints
are normalized to 100 × 100 size.

[B] Local Edge Pattern (LEP) Based Transformation: Palmprint images have
abundant texture information including wrinkles, principle line, creases, ridges,
minutia that can be useful for recognition purposes. In order to achieve illumina-
tion invariance edgemaps are extracted and worked on. Sobel edge detector uses
pure central difference operator to reduce artifacts, but it lacks perfect rotational
symmetry. Scharr operators are obtained by optimized minimization of weighted
mean squared angular error in Fourier domain under the condition that resulting
filters are numerically consistent. Hence Scharr kernels are better derivative kernels
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than usual sobel kernels. To achieve robust features x-derivative of palmprint ROI is
convolved with 3 × 3 Scharr kernel. The proposed local edge pattern (LEP) based
transformation calculates scharr_code for each pixel from the obtained derivative
image. Every palmprint ROI is transformed into its lep_code (as shown in Fig. 1e)
that is robust to illumination and local non-rigid distortions.Any palmprint ROI, P is
transformed by applying the x-direction scharr filter to obtain derivative image Pd .
The lepcode can be obtain by evaluating scharr_code for every pixel Pj,k using the
derivative image Pd . The scharr_code for any pixel is a 8 bit binary number whose
i th bit is defined as

scharr_codei =





1 if (Neigh[i] > 0)

0 otherwise
(13)

where Neigh[i], i = 1, 2, . . . 8 are the x-direction scharr gradient of eight neigh-
boring pixels centered at pixel Pj,k obtained from Pd .

In lepcode (as shown in Fig. 1e), every pixel is represented by its scharr_code
which is an encoding of edge pattern in its eight −neighborhood. The scharr_code
of any pixel retains only the sign of the derivative in its neighborhood hence any
sudden change in the illumination cannot affect scharr_code much because the edge
pattern near the pixel (within a neighborhood) remains to be more or less same.
This property ensures robustness of the proposed system in illumination varying
environments.

[C] Feature Extraction: Corners can be an ideal candidate for features because
they are robust to illumination variations and can be tracked accurately. Corner
features can provide enough information for tracking because they possess strong
derivative in two orthogonal directions. In order to find corners, eigen analysis of
structure tensor is done.The structure tensor of second-order is a common tool for
local orientation estimation. It is defined as Cartesian product of the gradient vector
(Ix , Iy)

T with itself. Any image I can be seen as a function represented as a discrete
array of samples I [P], where P corresponds to any pixel. The 2D structure tensor
at any pixel P at i th row and j th column can be defined as

(
I 2
x (P) Ix (P).Iy(P)

Ix (P).Iy(P) I 2
y (P)

)
(14)

where Ix (P) and Iy(P) are the partial derivatives sampled at pixel P that are
estimated using finite difference formula by considering all the pixels within
(2K + 1) × (2K + 1) window (N ) centered at pixel P . The value of K is em-
pirically chosen to be five. The above matrix can have two eigen values λ1 and λ2
such that λ1 ∈ λ2 with e1 and e2 as the corresponding eigenvectors. Like [19], all
pixels having λ2 ∈ T (smaller eigen value greater than a threshold) are considered
as corner feature points.

[D] Feature Matching: Let A and B are two palmprint ROI that are to be matched
and Pa , Pb are their corresponding lepcode. In order to make the decision on match-
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ing between A and B, LK tracking has been used (as discussed in Sect. 2). A dis-
similarity measure UTC (Unsuccessfully Tracked Corners) is defined that tries to
quantify the performance of LK tracking using some geometrical as well as statis-
tical constraints. It is assumed that the tracking performance of LK algorithm will
be good between features of same subject while degrades substantially for others.
The tracking performance depends on how well the three assumptions brightness
consistency, temporal persistence and spatial coherency (as discussed in Sect. 2) are
satisfied. The geometrical and statistical constraints constraints that has to be satis-
fied in order to consider any feature at a(i, j) to be successfully tracked are defined
below.

Geometric and Statistical Constraints

• The euclidean distance between a(i, j) and its estimated tracked location should
be less than or equal to a pre-assigned threshold Td .

• The tracking error defined as pixel-wise sum of absolute difference between a local
patch centered at a(i, j) and that of its estimated tracked location patch should be
less than or equal to a pre-assigned threshold Te.

• The phase only correlation (as discussed in Sect. 2) [14] between a local patch
centered at a(i, j) and that of its estimated tracked location patch should be more
than or equal to a pre-assigned threshold Tp.

However all tracked corners may not be the true matches, because of noise, local
non-rigid distortions in iris and less difference in inter class matching as compared
with intra class matching. Hence a notion of consistent optical flow is introduced .

Algorithm 1 U T C(Pa, Pb)

Require: The lepcode Pa, Pb of transformed palmprint ROI images.
Na and Nb are the number of corners in Pa, Pb respectively.

Ensure: Return the symmetric function U T C(Pa, Pb).
1: Track all the corners of lepcode Pa in lepcode Pb using LK tracking algorithm.
2: Calculate the number of successfully tracked corners (i.e. stcab) that have their tracked spa-

tial location with in Td , their local patch dissimilarity under the Te and have their phase only
correlation more than Tp .

3: Similarly calculate successfully tracked corners of lepcode Pb in lepcode Pa (i.e. stcba).
4: Quantize optical flow directions into eight directions and find out the consistent direction that

have maximum number of successfully tracked features.
5: Calculate the number of corners that are successfully tracked and have consistent optical flow

(i.e. cofab and cofba).
6: utcab = 1 − cofab

Na
;

7: utcba = 1 − cofba
Nb

;

8: return U T C(Pa, Pb) = utcab+utcba
2 ;
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3.1 Consistent Optical Flow

The direction of optical flow at any feature at a(i, j) can be calculated by determin-
ing the slope of the line joining a(i, j) and its tracked location estimated using LK
tracking algorithm. It can be noted that true matches have the optical flow which
can be aligned with the actual affine transformation between the two images. The
estimated optical flow direction is quantized into eight directions and the most con-
sistent direction is selected as the one which has most number of successfully tracked
features. Any pair of matching corners other than the most consistent direction is
considered as false matching pair.

In Algorithm 1, two lepcodes Pa and Pb are matched. Successfully tracked corners
of lepcode Pa in lepcode Pb and vice-versa are calculated using constraints as
defined above. The consistent optical flow direction is evaluated and finally the
number of unsuccessfully tracked corners of Pa in Pb and vice-versa is calculated.
The U T C(Pa, Pb) measure is made symmetric by taking the average of utcab and
utcba .

Some properties of U T C distance measure

1. U T C(A, B) = U T C(B, A).
2. U T C(A, A) = 0.
3. U T C(A, B) always lies in the range [0, 1].

4 Experimental Results

This section analyses the performance of the proposed system. The performance of
the system is measured using correct recognition rate (C R R) in case of identification
and equal error rate (E E R) for verification. C R R of the system is defined by

CRR = N1

N2
(15)

where N1 denotes the number of correct (Non-False) top best match of palmprint
ROI and N2 is the total number of palmprint ROI in the query set.

At a given threshold, the probability of accepting the impostor, known as false
acceptance rate (F AR) and probability of rejecting the genuine user known as false
rejection rate (F R R) are obtained. E E R is the value of FAR for which FAR and
FRR are equal.

EER = {FAR|FAR = FRR} (16)

The proposed system is tested on two publicly available benchmark palmprint
databases CASIA [1] and PolyU [2]. All possible genuine as well as imposter match-
ing are considered to evaluate the performance of the system. The CASIA palmprint
database have 5, 502 palmprint images taken from 312 subjects (i.e. 624 distinct
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Table 2 Parameterized analysis

Parameters PolyU Casia

Tp Td Te d
→

CRR EER d
→

CRR EER
0.15 150 600 2.137 100 0.7913 2.3121 99.97 0.2604
0.25 200 600 2.140 100 0.6665 2.3166 99.97 0.2459
0.35 200 600 2.235 100 0.6626 2.3168 99.97 0.2757
0.45 200 600 2.32 100 0.9035 2.224 99.97 0.3435
0.4 290 600 2.287 100 0.6834 2.3070 99.97 0.2907

Table 3 Performance analysis

Systems CASIA PolyU
CRR/ERR (%) CRR/ERR (%)

PalmCode [22] 99.619/3.6730 99.916/0.5338
CompCode [11] 99.716/2.0130 99.964/0.3082
OrdinalCode [21] 99.843/1.7540 100.00/0.709
Zernike moments [6] 99.75/2.003 100.00/0.2939
Stockwell transform [4] 100/1.1606 100.00/0.1
Proposed 99.97/0.245 100.00/0.6626

palms). From each subject eight images are collected from left as well as right hand.
Hence the total matching possible are 20,498,256 out of which 31,696 matching are
genuine while rest are imposter matching. The PolyU palmprint database have 7, 752
palmprint images taken from 193 subjects (i.e. 386 distinct palms). From each sub-
ject 20 images are collected from left as well as right hand palm in two sessions (10
images per session). Hence the total matching possible are 59,590,680 out of which
146,680 matching are genuine while rest are imposter matching. There are some
palms in both databases with incomplete or missing data such palms are discarded
for this experiment.

4.1 Parameterized Analysis

The proposed U T C dissimilarity measure is primarily parameterized by three para-
meters Te, Tp and Td . Our system is tested using these parameters as input and their
values are fixed so as to maximize the performance of the system. The parametrized
analysis for some parameter sets on both databases are shown in Table 2 and the
corresponding Receiver Operating Characteristics curves are drawn in Fig. 2a, b.

The proposed system has been compared with state of the art palmprint systems
[11, 21, 22]. It is found that the C R R of the proposed system is more than 99.95 %
for both databases. The C R R/E R R of other systems are shown in Table 3. Further,
E E R of the proposed verification system is 0.245 % for CASIA database which
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(a) (b)

(c)

Fig. 2 The ROC curves for various experiments. a Parameterized analysis—CASIA. b Parame-
trized analysis—polyU. c ROC curves for all databases

is better than the reported systems and that for PolyU is 0.6626 % which is also
comparable to the reported systems.

For each database, ROC curves which plots F R R against F AR is shown in Fig. 2c
for best parameters. In another experiment both databases are divided into left and
right palms. It has been found as also shown in Fig. 2c that right palm’s performance
is marginally better than the left palm for both databases. Also, by classifying query
palm into left or right, matching will only be performed with either left or right
training set. This will reduce the computational cost hugely with out loosing much
on performance.

5 Conclusion

This paper has proposed a dissimilarity measure termed as Unsuccessfully Tracked
Corners (U T C) to compare structural features in palmprint ROI’s. Further, a palm-
print based user authentication system is designed using it. In order to address the
issue of varying illumination conditions edge-maps are extracted and worked on. The
proposed palmprint system first transformed ROI, extracted from palmprint images
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using proposed L E P method then extract the corner features. Finally, proposed U T C
measure is used for matching to achieve the appearance based comparison on palm-
print ROI’s. Rigorous experimentation shows that U T C can work effectively and
efficiently under environments, having slight amount of variations in illumination,
rotation and translation. The system has been tested on publicly available PolyU
as well as CASIA databases of palmprint images. It has achieved C R R of more
than 99.9 % for the top best match, in case of identification for both databases and
E E R of 0.24 and 0.66 % for CASIA and PolyU respectively, in case of verification.
The proposed system has been compared with well known palmprint based systems
[11, 21, 22] and is found to perform better.
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A Diversity-Based Comparative Study
for Advance Variants of Differential Evolution

Prashant Singh Rana, Kavita Sharma, Mahua Bhattacharya,
Anupam Shukla and Harish Sharma

Abstract Differential evolution (DE) is a vector population-based stochastic search
optimization algorithm. DE converges faster, finds the global optimum independent to
initial parameters, and uses few control parameters. The exploration and exploitation
are the two important diversity characteristics of population-based stochastic search
optimization algorithms. Exploration and exploitation are compliment to each other,
i.e., a better exploration results in worse exploitation and vice versa. The objective
of an efficient algorithm is to maintain the proper balance between exploration and
exploitation. This paper focuses on a comparative study based on diversity measures
for DE and its prominent variants, namely JADE, jDE, OBDE, and SaDE.

Keywords Diversity measures · Stochastic search · Exploration–exploitation ·
Differential evolution · Comparative study

1 Introduction

Differential evolution (DE), proposed by Rainer Storn and Ken Price in 1995, is a
popular evolutionary algorithm (EA) and exhibits good results in a wide variety of
problems from diverse fields [20]. Like other EAs, DE uses mutation, crossover,
and selection operators at each generation to move its population toward the global
optimum. The performance of DE mainly depends on two components: One is its
offspring vector generation strategy (i.e., mutation and crossover operators) and the
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other is its control parameters (i.e., population size NP, scaling factor F, and crossover
control rate CR).

Researchers are continuously working to improve the performance of DE. Some
of the recently developed variants of DE with appropriate applications can be found in
[1, 4, 6, 17, 27]. Experiments over several numerical benchmark problems [29] show
that DE performs better than the genetic algorithm (GA) [11] and particle swarm op-
timization (PSO) [12]. DE has successfully been applied to various areas of science
and technology, such as chemical engineering [15], signal processing [5], mechan-
ical engineering design [26], machine intelligence, and pattern recognition [19].
DE outperforms in nonlinear, non-convex, multi-model, constrained, and discrete
optimization problems. The results indicate that DE has the advantage of fast conver-
gence and low computational consumption of function evaluations. But it is found
that DE easily trapped in local optimum [14, 16, 21] due to its greedy updating
process and intrinsic differential property results in a premature convergence.

Diversity has a significant effect on the performance of an algorithm [9]. It shows
the behavior of the algorithm during the global optimum search process. A large
value of diversity implies more exploration, while low implies more exploitation. It
is expected that an optimization algorithm retains high diversity in the early stage of
the search process and proportionally decreases diversity as search progresses. The
performance of an algorithm can be ranked on the basis of their diversity measures.
There are many diversity measures in the literature [2, 9, 10, 13, 24, 28]. A good
study on diversity measures for PSO process is given in [18], and the presented study
is based on this study.

In this paper, seven important diversity measures (Listed in Table 1) have been
used to quantify the diversity of DE and its prominent variants such as JADE [30],
jDE [3], OBDE [23], and SaDE [22]. The Table 2 lists the benchmark problems
that are taken into consideration for diversity measures to quantify the dispersion of
individuals in the population. Further, effect of outliers has been analyzed over the
diversity measures.

Rest of the paper is organized as follows: Sect. 2 describes various diversity
measures. In Sect. 3, importance and behavior of diversity measures are discussed.
Experimental results are shown in Sect. 4. Finally, in Sect. 5, paper is concluded.

Table 1 Diversity measure

S.no. Diversity measure

1 Population diameter
2 Population radius
3 Average distance around the population center
4 Geometric average distance around the population center
5 Normalized average distance around the population center
6 Average of the average distance around all individuals in the population
7 Population coherence
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Table 2 Test problems

Test problem Objective function Search range I Acceptable error

Ackley f1(x) = −20 + e + exp

(
− 0.2

I

⎧⎨I
i=1 xi

3

⎩
[−1, 1] 30 1.0E − 15

−exp( 1
I

⎨I
i=1 cos (2πxi )xi )

Griewank f2(x) = 1 + 1
4000

⎨I
i=1 x2

i −∏I
i=1 cos

( xi≥
i

⎛
[−600, 600] 30 1.0E − 15

Rosenbrock f3(x) = ⎨I
i=1(100(xi+1 − xi

2)2 + (xi − 1)2) [−30, 30] 30 1.0E − 15
Sphere f4(x) = ⎨I

i=1 x2
i [−5.12, 5.12] 30 1.0E − 15

2 Diversity Measures

There are many diversity measuring strategies available in the literature [18]. Most
of the diversity measures are based on the distance metric of individuals. Diversity
measures are also differed in terms of normalization of parameters or distance metric.
Further, the measures are differed based on the choice of population center which
may be global best solution found so far or may be spatial. In this section, seven
different diversity measures (Listed in Table 1) based on the Euclidean distance metric
are discussed. Further, global best population center is used in this paper wherever
required opposed to a spatial population center. Generally, spatial population center
and global best population center can be considered equivalent where the global best
is not necessarily centered position in the population. Further, for normalization of
parameters, the population diameter is used, instead of the radius of population.

2.1 Population Diameter

The population diameter is defined as the distance between two farthest individuals,
along any axis [25], of the population as shown in Fig. 1.

The diameter D is calculated using Eq. (1):

D = max
(i ≤= j)↓[1,Np]

⎝



⎞⎠
⎠
⎭

I∑

k=1

(xik − x jk)2



 (1)

Fig. 1 Population diameter

Outlier
Diameter

x
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where Np is the population size, I is the dimensionality of the problem, and xik is
the kth dimension of the i th individual position.

In Fig. 1, an outlier individual is also shown. In a population, a significantly
deviated individual from the remaining individuals is often termed as outlier. From
Fig. 1, it can be seen that the presence of an outlier can significantly affect the
diameter of a population.

2.2 Population Radius

The radius of a population is defined as the distance between the population center
and the individual in the population which is farthest away from it [25], as shown in
Fig. 2.

The population radius is calculated using Eq. (2):

R = max
i↓[1,Np]

⎝



⎞⎠
⎠
⎭

I∑

k=1

(xik − x̄k)2



 (2)

where the parameters have same meaning as for the population diameter. x̄ is the
position of population center, and x̄k represents the kth dimension of x̄ .

Now, it is evident that the population diameter (D) and radius (R) are two impor-
tant diversity measures. A large value of D or R exhibits exploration of the search
region, while low value exhibits exploitation. However, both are badly affected with
outliers.

2.3 Average Distance around the Population Center

The average distance from the population center, DA, can be defined as the average
of distances of all individuals from the population center. This measure is given in
[13] and defined in Eq. (3)

Fig. 2 Population radius

OutlierRadius

x
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DA = 1

Np

Np∑

i=1

⎝



⎞⎠
⎠
⎭

I∑

k=1

(xik − x̄k)
2



 (3)

where the notations have their usual meaning. A low value of this measure shows
population convergence around the population center, while a high value shows large
dispersion of individuals from the population center.

2.4 Geometric Average Distance around the Population Center

Geometric average is not significantly affected by outliers in the population on the
high end. The geometric average distance around the population center is defined in
Eq. (4).

DGM =
⎝


Np∏

i=1

⎞⎠
⎠
⎭

I∑

k=1

(xik − x̄k)
2





1
N p

(4)

2.5 Normalized Average Distance around the Population Center

This diversity measure is almost the same as the average distance of all individuals
from the population center. The only difference is that the average distance is nor-
malized using the population diameter. This normalization can also be done by the
radius of the population. This diversity measure is given in [25] and described by
Eq. (5):

DN = 1

Np × D

Np∑

i=1

⎝



⎞⎠
⎠
⎭

I∑

k=1

(xik − x̄k)
2



 (5)

2.6 Average of the Average Distance around all Individuals
in the Population

In this measure, first the average distances, considering each individual as a popu-
lation center, are calculated, and then, an average of all these average distances is
taken. It is described by Eq. (6).

Dall = 1

Np

Np∑

i=1

⎝

 1

Np

Np∑

j=1

⎞⎠
⎠
⎭

I∑

k=1

(xik − x jk)
2



 (6)
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This diversity measure shows average dispersion of every individual in the population
from every other individual in the population.

2.7 Population Coherence

This diversity measure is given in [10] and described by Eq. (7):

S = sc

s̄
(7)

where sc represents the step size of population center which is defined in Eq. (8):

sc = 1

Np

∥
∥
∥
∥
∥
∥

Np∑

i=1

s̃i

∥
∥
∥
∥
∥
∥

2

(8)

where s̃i is the vector of step size for i th individual as indicated in Eq. (9) and
s̄ shows the average individual step size in the population and is defined by Eq. (10).
∈.∈p is the Euclidean p-norm.

s̃i = F × (xi1 − xi2) (9)

Here, F is a scaling factor and xi1 , xi2 are randomly selected individuals from the
population such that i1 ≤= i2. This equation is used in the mutation process of DE.

s̄ = 1

Np

Np∑

i=1

∈s̃i∈2 (10)

This diversity measure is calculated by averaging the step sizes of all the individ-
uals in a population with respect to population center.

The dispersion of the individuals in DE and its prominent variants such as SaDE,
jDE, OBDE, and JADE could be quantified, using the various diversity measures
described in this section. The diversity measures show a trend of exploration or
exploitation of the population and helps to analyze the behavior of the population-
based algorithms.

3 Discussion

The two important diversity characteristics of population-based stochastic search
optimization algorithms are exploration and exploitation. Exploration capability
explores the solution search space to find the possible solution region, whereas
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exploitation capability exploits a particular region for a better solution. Exploration
and exploitation are compliment to each other, i.e., a better exploration results in
worse exploitation and vice versa. The main objective of an efficient algorithm is to
maintain a proper balance between exploration and exploitation in the population.
Hight value of diversity measure shows the exploration, whereas low value exhibits
exploitation. A decreasing diversity measure through iterations represents the transi-
tion of exploration to exploitation. On the basis of these characteristics, the following
conclusions have been drawn:

• The population diameter presents a required decrease by iterations, as (xik − x jk)
2

(refer Eq. (1)) tends to zero for all the individuals as the population converges
to a solution. The same behavior is shown by the population radius as the dis-
tance between each individual and population center decreases as the population
converges with iterations. Further, it is clear from the Eqs. (1) and (2) that the
population diameter and population radius both are very sensitive to the outlier
individual. Considering Figs. 1 and 3, it can be shown that the diverse behavior
of the current population shown in Figs. 1 and 3 is same, if population radius or
population diameter is the diversity measure, while in Fig. 1, the individuals are
more diversified than in Fig. 3.

• The diversity measure DA, which is shown in Eq. (3), is robust measure as com-
pared to the population diameter and population radius because it is based on
the average distance of all individuals in the population from the population cen-
ter. Hence, this diversity measure is considered less affected due to the outliers
as compared to the population diameter and population radius. But an extreme
farthest outlier may skew the individual’s dispersion significantly in the popula-
tion. Further, (xik − x̄k)

2 → 0 (refer Eq. (3)) for all individuals in the population
as population converges. The same behavior is shown by the diversity measure
Dall given by Eq. (6) because for all individuals in the population, the component
(xik − x jk)

2 also approaches to zero as population converges.
• The diversity measure DGM shown in Eq. (4) is again a robust measure for mea-

suring diversity. In statistics, geometric average is relatively less affected from
outliers.

• The diversity measure DN shown in Eq. (5) is the ratio of the average distance
DA to the population diameter D. Here, diameter is considered as a normalization
parameter used to normalize the average distance around the population center. In
this measure of dispersion, as population converges, DN and D both approaches
to zero with iterations. Further, in this dispersion, as the normalization is done by
the population diameter or the population radius, it is significantly influenced by

Fig. 3 Population diameter
and outlier Outlier

Diameter

x
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the outlier individuals. Therefore, DA and Dall still may be considered as a better
choice for measuring diversity of the population.

• The diversity measure S, which is shown in Eq. (7), is the ratio of the absolute
step size of the population center to the average step size of all individuals in
the population. A high value of the population center step size implies that all
the individuals in the population are moving in the same direction. Further, a low
value implies that most of the individuals are moving to opposite directions. A high
value of average individual’s step size in population implies that the solutions are
significantly changing the positions, which implies exploration of the search space,
while a low value shows the convergence in the population, i.e., exploiting the
solution search space found so far. Thus, S could be used to analyze the diversity
behavior of the algorithm.

Figures 4 and 5 show a large population diversity for small population coherence
and large population coherence, respectively. The individuals are dispersed in the
search space, whereas the step size of population center is relatively low and relatively
high, respectively.

Further, by analyzing Figs. 6 and 7, it is clear that the value of S does not depend
completely on the diversity of population. Therefore, it could be concluded that the
population coherence is not proportional to population diversity of individuals in the
DE and its prominent variants are not a true measure of diversity.

The outcome of the above discussion is that the effect of outlier is significant in
most of the diversity measures and it biases the measure of dispersion. However, the
effect of outliers could be minimized; it cannot be ignored completely.

Fig. 4 High individuals’
diversity and small population
coherence

x

Fig. 5 High individuals’
diversity and large population
coherence

x
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Fig. 6 Low individuals’
diversity and small population
coherence

x

Fig. 7 Low individuals’
diversity and large population
coherence

x

4 Experimental Setting and Results

To analyze the various diversity measures for DE and its prominent variants, exper-
iments have been carried out on four well-known benchmark test problems (Listed
in Table 2). For these experiments, the following experimental setting is adopted:

• Population size NP = 50 [7, 8],
• F = 0.5,
• CR = 0.9,
• The stopping criterion is either the maximum number of function evaluations

(which is set to be 200000) is reached or the acceptable error (mentioned in Table 2)
has been achieved,

• The number of runs = 100, and graphs are plotted using the mean of each run.
• Scaling, which is used to construct the graph outputs to the interval [0, 1], is shown

below:

ȳ = ȳ − min(ȳ)

max(ȳ) − min(ȳ)
.

This is done to make comparisons of all measures in the same range.

Figures 8, 9, 10, 11, 12, 13, and 14 show the diversity measures based on diameter,
radius, average distance around the population center, geometric average distance,
normalize average distance, average of the average distance around all individuals in
the population, and population coherence for the considered advance variant of DE,
respectively. It is clear from these figures that, in terms of diversity in population,
jDE is better, while in terms of convergence speed, JADE is better, among considered
DE variants.
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Fig. 8 Diversity measure for population diameter. a Diameter for Ackley function. b Diameter for
Griewank function. c Diameter for Rosenbrock function. d Diameter for sphere function
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Fig. 9 Diversity measure for radius. a Radius for Ackley function. b Radius for Griewank function.
c Radius for Rosenbrock function. d Radius for sphere function
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Fig. 10 Diversity measure for average distance around population center. a Average distance for
Ackley function. b Average distance for Griewank function. c Average distance for Rosenbrock
function. d Average distance for sphere function
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Fig. 11 Diversity measure for geometric average distance. a Geometric average distance for Ackley
function. b Geometric average distance for Griewank function. c Geometric average distance for
Rosenbrock function. d Geometric average distance for sphere function
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Fig. 12 Diversity measure for normalized average distance. a Normalized average distance for
Ackley function. b Normalized average distance for Griewank function. c Normalized average
distance for Rosenbrock function. d Normalized average distance for sphere function
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Fig. 13 Diversity measure for average of the average distance around all individuals in the popula-
tion. a Average of average distance for Ackley function. b Average of average distance for Griewank
function. c Average of average distance for Rosenbrock function. d Average of average distance for
sphere function
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Fig. 14 Diversity measure for coherence. a Coherence for Ackley function. b Coherence for
Griewank function. c Coherence for Rosenbrock function. d Coherence for sphere function

5 Conclusion

In this paper, various diversity measures are studied and analyzed to measure the
dispersion in the population of prominent DE variants, namely JADE, jDE, OBDE,
and SaDE. In population-based algorithms, diversity measures are used to investigate
the exploration and exploitation characteristics. Further, the diversity measures are
analyzed on four well-known benchmark problems. The outcome of the experiments
shows that the value of diversity measures proportionally decreases with the itera-
tions. Further, it is found that the diversity measures are more or less affected by the
outliers in the population. Diversity measures like the average distance around the
population center, the geometric mean average distance around the population center,
and the average of average distance around the population center are less affected by
the outliers and could be used for analyzing the exploration and exploitation of the
solution search space in the population. The considered DE variants are compared on
the basis on these diversity measure, and it is found that diversity of jDE algorithm
is better, while convergence speed of JADE algorithm is better among considered
algorithms.
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Computing Vectors Based Document Clustering
and Numerical Result Analysis

Neeraj Sahu and G. S. Thakur

Abstract This paper presents new approach analytical results of document
clustering for vectors. The proposed analytical results of document clustering for
vectors approach is based on mean clusters. In this paper we have used six iterations
I1 to I6 for document clustering results. The steps Document collection, Text Pre-
processing, Feature Selection, Indexing, Clustering Process and Results Analysis are
used. Twenty news group data sets are used in the experiments. The experimental
results are evaluated using the numerical computing MATLAB 7.14 software. The
experimental results show the proposed approach out performs.

Keywords Mean clusters · Clustering technique · Vectors and iterations

1 Introduction

Document clustering is an important issue in text mining. Clustering has been widely
applicable in different areas of science, technology, social science, biology, eco-
nomics, medicine and stock market. Clustering problem appears in other different
field like pattern recognition, statistical data analysis, bio-informatics, etc. There
exist many clustering methods in the literature. In last recent years lot of research
work has been done on document clustering. Some contributions are as follows:
Approximation Schemes for Euclidean k-median and Related Problems [1], Multi-
dimensional Binary Search Trees Used for Associative Searching [2], Refining Initial
Points for k-means Clustering [3], Geometric Clusterings [4], Learning Mixtures of
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Gaussians [5], Centroidal Voronoi Tesselations: Applications and Algorithms[6],
Exact and Approximation Algorithms for Clustering [7], Pattern Classification and
Scene Analysis [8], Clustering and the Continuous k-means Algorithm [9], Approx-
imate Range Searching, Computational Geometry: Theory and Applications [10],
Cluster Analysis of Multivariate Data: Efficiency versus Interpretability of Classifi-
cation [11], Advances in Knowledge Discovery and Data Mining [12], Introduction
to Statistical Pattern Recognition [13], Some Fundamental Concepts and Synthe-
sis Procedures for Pattern Recognition Pre-processors [14], A Two-Round Variant
of EM for Gaussian Mixtures [15], An Introduction to Probability Theory and its
Applications [16], An Efficient k-means Clustering Algorithm [17], Optimal Algo-
rithm for Approximate Nearest Neighbour Searching [18], Convergence Properties
of the k-means Algorithms, Advances in Neural Information Processing Systems 7
[19], A Spatial Filtering Approach to Texture Analysis [20], A Database Interface for
Clustering in Large Spatial Databases [21], Hesitant Distance Similarity Measures
for Document Clustering [22], Classification of Document Clustering Approaches
[23], Architecture Based Users and Administrator Login Data Processing [24].

The paper is organized as follows. Section 1 describes the introduction and review
of literature. In Sect. 2, the methodology of document clustering is described. In
Sect. 3, the numerical results analysis of document clustering for computing vectors
is described. In Sect. 4, experimental results are described. In Sect. 5, evaluation mea-
surement is described. Finally, we concluded and proposed some future directions
in the conclusion section.

2 Methodology

In the document clustering different the steps are used. The steps are as follows:

2.1 Document Collection

In this phase we collect relevant documents like e-mail, news, web pages etc. from
various heterogeneous sources. These text documents are stored in a variety of for-
mats depending on the nature of the data. The datasets are downloaded from the UCI
KDD archive. This is an online repository of large datasets and has wide variety of
data types.

2.2 Text Pre-processing

Text pre-processing means transforming documents into a suitable representation
for the clustering task. The text documents have different stop words, punctuation
marks, special character and digits and other characters. Algorithm 1 is removed
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HTML tags and stop words from the text documents. After removing stop words,
word stemming is performed. Word stemming is the process of suffix removal to
general word stems. A stem is a natural group of words with similar meaning. In
text-pre-processing we performed the following task: Removal of HTML tags and
special character, stop words and word stemming. Algorithm 1 is proposed for text
pre-processing. The proposed algorithm removes special characters and stop words
from the document.

Algorithm1: This algorithm obtain to remove stop words & special characters
Input: A document Data Base D and List of Stop words L
D = {d1, d2, d3, . . .., dk} ;where 1 <= k <= i
tij is the jth term in ith document
Output: All valid stem text term in D
for (all di in D) do
for (1 to j) do
Extract tij from di
If(tij in list L)
Remove tij from di
End for
End for

2.3 Dimension Reduction

High dimension is the greatest challenge of document clustering, so dimension reduc-
tion became major issue of clustering. This module performs two functions- indexing
and feature selection. In indexing method we assign the value to the terms in the doc-
uments. After indexing, feature selection method is applied. Feature selection is the
process of removing indiscriminate terms from the documents to improve the docu-
ment clustering accuracy and reduce the computational complexity. Algorithm 2 is
proposed for indexing and feature selection.

Algorithm 2: Basic algorithm obtain for feature selection
Input: A document DataSet D and y minimum threshold value, N is the counter
D = {d1, d2, d3, . . .., dk} ; where 1 <= k <= i
tij is the jth term in ith document
Output: Documents Dataset D after feature selection
for (all di in D) do
for (1 to j) do
Count total occurrence of tij in document di
Assign the total occurrence of tij in N
If (N < y)
Remove tji from the document di
End for
End for
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Algorithm 2 removes all low frequency terms from the documents. This improves
clustering effectiveness and reduces the computational complexity. The document
clustering Algorithm 3 is developed. In this algorithm the formulae from I1 to I6 are
used to calculate the similarities.

Algorithm 3: k-mean algorithm obtains to final cluster of each vector for each Iteration.
Step 1: Input eight vectors and three initial Clusters (k=3) form of vector coming from input vectors.
Step 2: initialize x1,y1,z1 for each vector and d1, d4, d7 for each initial clusters vector
Step 3: Produce and compare cosθ1 one by one.
Step 4: cosθ1 maximum value from each vector final cluster of each vector for first Iteration.
Step 5: After first Iteration find new mean cluster for each Iteration.
Step 6: Repeat step 2 to step 5 for all Iteration until all final clusters vector are not same for next
Iterations.

3 Vector Representation of Text Document

Text document representation is a challenging issue in text mining. After performing
text pre-processing, feature selection and dimension reduction the text documents can
be represented as a vector form. Illustrative example I: Let D be a set of documents
D = {d1,d2,d3,d4,d5,d6,d7,d8} where D is a documents set and di are the text
documents i ≤ 1 ≤ 8. The documents d1 to d8 is represented in vector form.
d1 = (2, 7, 10), d2 = (2, 3, 5), d3 = (8, 3, 5), d4 = (5, 3, 8), d5 = (7, 3, 5), d6 = (6, 4, 7),
d7 = (11, 2, 3), d8 = (4, 3, 9,). Here the tables are Tables 1 and 2. Clustering algorithm
K-mean in my algorithm we choose k = 3 and centres are d1, d4, d7.

Table 1 Final clusters in iteration I to VI

Iteration → I II III IV V VI
Vectors ↓
d1 1 1 1 1 1 1
d2 3 1 1 1 1 1
d3 3 3 3 3 3 3
d4 2 2 2 3 2 2
d5 3 2 2 2 2 2
d6 2 3 2 2 2 2
d7 2 3 3 3 3 3
d8 2 2 2 2 2 2
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Table 2 Document clustering results percentages

Iteration vectors Accuracy percentages Iteration vectors Accuracy percentages

I1Va 2.37 I3Ve 51.31
I1Vb 4.75 I3Vf 53.68
I1Vc 7.12 I3Vg 56.05
I1Vd 9.50 I3Vh 59.43
I1Ve 11.87 I4Va 61.80
I1Vf 14.25 I4Vb 64.18
I1Vg 16.62 I4Vc 66.55
I1Vh 19.82 I4Vd 68.93
I2Va 21.37 I4Ve 71.33
I2Vb 23.75 I4Vf 73.67
I2Vc 26.12 I4Vg 76.05
I2Vd 28.50 I4Vh 79.45
I2Ve 30.87 I5Va 81.82
I2Vf 33.25 I5Vb 84.19
I2Vg 35.62 I5Vc 86.59
I2Vh 39.44 I5Vd 88.99
I3Va 41.81 I5Ve 91.39
I3Vb 44.19 I5Vf 93.79
I3Vc 46.56 I5Vg 96.16
I3Vd 48.94 I5Vh 98.56

4 Experimental Results

In this paper the unstructured datasets are used. The datasets are downloaded from
UCI KDD Archive [4]. This is an online repository of large datasets with wide
variety of data types. This repository has twenty newsgroups dataset for text analy-
sis. This data set consists of 20,000 messages taken from Usenet newsgroup. The
subset of twenty newsgroups is mini newsgroup. We have done our experiments
on 20 newsgroup datasets. Each category contains 1,000 documents, so there are
20,000 documents for experiments. The five categories Computer Hardware, Com-
puter Graphics, Medical, Sports and Automobile are used in first experiment. The
experimental results are shown in Figs. 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11 and 12 with
eight vectors d1 to d8.

The document clustering results percentages show accuracy of clustering process.
Here percentages are increases iteration by iterations.
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Fig. 1 Accuracy percentages
for iteration I
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Fig. 2 Accuracy percentages
for iteration II
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Fig. 3 Accuracy percentages
for iteration III
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Fig. 4 Accuracy percentages
for iteration IV
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Fig. 5 Accuracy percentages
for iteration V
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Fig. 6 Accuracy percentages
from I to VI
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Fig. 7 final clusters for
iteration I
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Fig. 8 final clusters for
iteration II
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Fig. 9 final clusters for
iteration III
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Fig. 10 final clusters for
iteration IV
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Fig. 11 final clusters for
iteration V
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Fig. 12 final clusters for
iteration VI
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The graphical representations of the results are shown in Figs. 1, 2, 3, 4, 5, 6,
7, 8, 9, 10, 11, 12. We performed our experiments on five newsgroups—Computer
graphics, Computer hardware, Automobile, Sports and Medical. In this research the
80 % dataset is used as the training dataset and 20 % dataset as the test dataset.

5 Conclusions

This paper analyzed document clustering using computing vectors. The experimental
results of document clustering are efficient and accurate. The proposed approach
works efficiently. The accuracy is best as compare to other existing algorithm of the
document clustering.
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Altered Fingerprint Identification
and Classification Using SP Detection and Fuzzy
Classification
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Abstract Fingerprint recognition is one of the most commonly used biometric
technology. Even if fingerprint temporarily changes (cuts, bruises) it reappears after
the finger heals. Criminals started to be aware of this and try to fool the identification
systems applying methods from ingenious to very cruel. It is possible to remove,
alter, or even fake fingerprints (made of glue, latex, silicone), by burning the fin-
gertip skin (fire, acid, other corrosive material), by using plastic surgery (changing
the skin completely, causing change in pattern—portions of skin are removed from
a finger and grafted back in different positions, like rotation or “Z” cuts, transplan-
tations of an area from other parts of the body like other fingers, palms, toes, and
soles). This paper presents a new algorithm for altered fingerprints detection based
on fingerprint orientation field reliability. The map of the orientation field reliability
has peaks in the singular point locations. These peaks are used to analyze altered
fingerprints because, due to alteration, more peaks as singular points appear with
lower amplitudes.
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Fig. 1 A fingerprint altered by switching two parts of a ‘Z’ shaped cut [2]

1 Introduction

Fingerprint alteration is not a new phenomenon. As early as in 1934, John Dillinger,
the infamous bank robber and a dangerous criminal, applied acid to his fingertips [1].
Since then, there has been an increase in the reported cases of fingerprint alteration.
In 1995, a Criminal was found to have altered his fingerprints by making a “Z”
shaped cut into the finger and switching the finger skin the two parts (see Fig. 1).
In 2009, a Chinese woman successfully deceived the Japan immigration fingerprint
system by performing surgery to swap fingerprints on her left and right hands [3].
Fingerprint alteration has even been performed at a much larger scale involving
multiple individuals. Hundreds of asylum seekers have cut, abraded, and burned
their fingertips to prevent identification by EURODAC, a European Union fingerprint
system for identifying asylum seekers [2]. Additional cases of fingerprint alteration
have been compiled in [2].

The primary purpose of fingerprint alteration [4] is to evade identification using
techniques that vary from abrading, cutting, and burning fingers to performing plastic
surgery.

Fingerprint alteration constitutes a serious “attack” against a border control fin-
gerprint identification system since it defeats the very purpose for which the system
was deployed in the first place, i.e., to identify individuals on a watch-list.

The goal of this work is to introduce the problem of fingerprint alteration and to
develop methods to automatically detect and classify altered fingerprints.

2 Type of Altered Fingerprint

According to the changes made to the ridge patterns, fingerprint alterations may be
categorized into three types:

i. Obliteration
ii. Distortion

iii. Imitation (see Fig. 2).



Altered Fingerprint Identification and Classification 1345

Fig. 2 Three types of altered fingerprints. a Obliterated fingerprint b distorted fingerprint, and
c imitated fingerprint

For each type of alteration, its characteristics and possible countermeasures are
described.

3 Methodology

In this section, we consider the problem of automatic detection of alterations and
classification based on analyzing singular point reliability map of orientation field.

A set of features is first extracted from the ridge orientation field of an input
fingerprint and then a fuzzy classifier is used to classify it into natural or altered
fingerprint and its alteration type.

3.1 Fingerprint Database

Due to lack of altered fingerprint data, I use constructed database synthetically form
the original fingerprints. I collect more than 100 original fingerprints of my friends
to analyze the proposed system. After collecting the original fingerprint, I altered
those fingerprint by the three different techniques of fingerprint alteration named
obliteration, distortion, and imitation respectively. For analyzing the system, we use
49 images for all type of alteration.

3.2 Preprocessing on Fingerprint

The aim of the image preprocessing stage is to increase both the accuracy and the
interpretability of the digital data during the image processing stage. The preprocess-
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Fig. 3 Preprocessing steps: a. Real altered fingerprint image; b. Image obtain after Histogram
Equalization; c.Image obtained after FFT; d. Binary image; e. Distance transform image; f. Region
of interest.

ing takes place prior to any principal component analysis. The main steps for pre-
processing are enhancement, binarization, distance transform, and segmentation.

3.3 Image Enhancement

The fingerprint input image is enhanced in the spatial domain by applying the
Histogram Equalization technique, for a better distribution of the pixel values.
Considering the real altered fingerprint from Fig. 3a, the result image is represented
in Figs. 3b and 4)

3.4 Histogram Equalization

The histogram of a digital image with gray levels in the range [0, L-1] is a discrete
function:
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Fig. 4 Classification of fingerprint using fuzzy classification

p (rk) = nk

n
; (1)

where rk represents the k ’th gray level, nk is the number of pixels in the
image with that gray level, n represents the total number of pixels in the image,
k=1,1,…L,L=256.

3.5 Binarisation

Most minutiae extraction algorithms operate on basically binary images where there
are only two levels of interest: The black pixels represent ridges, and the white pixels
represent valleys. Binarisation [4] converts a greylevel image into a binary image.
This helps in improving the contrast between the ridges and valleys in a fingerprint
image, and consequently facilitates the extraction of minutiae.

4 Singular Point Detection

Singular point detection is the most challenging task; it is an important process
for fingerprint image alignment, fingerprint classification, and fingerprint matching.
In the following subsections, we propose orientation reliability and singular point
position methods.
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5 Orientation Field Reliability Map

The fingerprint image is made up of pattern of ridges and valleys; they are the replica
of the human fingertips. The fingerprint image represents a system of oriented texture
and has very rich structural information within the image. This flow-like pattern forms
an orientation field extracted from the style of valleys and ridges. In the large part of
fingerprint topologies, the orientation field is quite smooth, while in some areas, the
orientation appears in a discontinuous manner. These regions are called singularity or
singular points, including core and delta and are defined as the centers of those areas.
In addition, the reference point is defined here as the point with maximum curvature
on the convex ridge. The reliability of the orientation filed describes the consistency
of the local orientations in a neighborhood along the dominant orientation is used to
locate the unique reference point constantly for all types of fingerprints.

6 Experiment Result

In this paper, the singular point is defined as the point with maximum curvature on
the convex ridge. In natural fingerprints, the reliability orientation image generally
has one or two sharp point, while in altered fingerprints more points are detected
with smaller values. Starting from this observation, the altered fingerprint analysis
can be done using the density and the count of the singular points.

The proposed algorithm for fingerprint analysis based on the estimation of orienta-
tion field and the computation of the reliability was tested with real altered fingerprint
and simulated altered fingerprint obtained from natural fingerprint images by using
synthetic method due to unavailability of altered fingerprint database.

For the classification, we capture 49 fingerprints of friends and altered them syn-
thetically. On training, it will be classified according to the type of alteration. The
graph will show the classification .

7 Conclusion and Future Scope

The proposed system design will be tested using altered fingerprints synthesized in
the way typically observed in operational cases with good performance.

This paper proposes a method to consistently and precisely locate the singular
points (core and delta) in fingerprint images. The method applied is based on the
enhanced fingerprint image orientation reliability. Classification of three different
types of altered fingerprint using fuzzy clustering method, the false acceptance rate
is 16.7 % and false rejection rate is 13.8 % of 192 fingerprint database. In context
with K-Mean classification on the same database, the false acceptance rate is 20.7 %
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and false rejection rate is 13.4 %. Classification using fuzzy clustering is batter for
false acceptance rate and 0.4 % less for false rejection rate.

The current altered fingerprint detection algorithm can be improved along the
following directions:

1. Reconstruct altered fingerprints. For some types of fingerprints where the ridge
patterns are damaged locally or the ridge structure is still present on the finger
but possibly at a different location, reconstruction is indeed possible.

2. Match altered fingerprints to their unaltered mates. A matcher specialized for
altered fingerprints can be developed to link them to unaltered mates in the
database utilizing whatever information is available in the altered fingerprints.

In this paper, we use the synthetic fingerprints due to the unavailability of public
databases, but this method will give a way for researcher to do in the fields of altered
fingerprint recognition.
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Abstract A large part of any firm’s investment goes in advertising and therefore
planning of an appropriate media for advertisement is the need of today so as to
achieve the best returns in terms of wider reach over potential market. In this paper,
we deal with a media planning problem for multiple products of a firm in a mar-
ket which is segmented geographically into various regional segments with diverse
language and cultural base. As such each of these regional segments responds to
regional advertising as well as national advertising which reaches them with a fixed
spectrum. The objective is to plan an advertising media (national and regional media)
for multiple products in such a way that maximizes the total reach which is mea-
sured through each media exclusively as well as through their combined impact.
The problem is formulated as a multi-objective programming problem and solved
through goal programming technique. A real life case is provided to illustrate the
applicability of the proposed model.
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Abbreviations

. Max-maximize

. Min-minimize

. s.t.-subject to

. GP-goal programming

1 Introduction

Companies ranging from large multinational corporations to small retailers rely on
different forms of promotion to market their products and services. Advertising is
one of the most important forms and is done through various media sources such as
print media and electronic media. Planning a suitable media source includes appro-
priate selection of advertising media and development and allocation of advertising
budget. Selection of media largely depends on the target potential market in which
product needs to be advertised. The target market could be a single/sole market
or may be divided into several segments based on certain criteria. These criteria are
defined either geographically, psycho-graphically, sociologically, etc. Take for exam-
ple geographic segmentation of target market. Here, market is segmented accord-
ing to geographic criteria—nations, states, regions, countries, cities, neighborhoods,
zip codes, population density, or climate. This paper considers a geographically
segmented market in which two types of advertising is done, national advertising
and regional advertising. National advertising simultaneously reaches all the geo-
graphically segmented regions of the country. Various sources of national advertis-
ing include national newspapers, national television channels, magazines, websites,
etc. Whereas regional advertising targets a specific regional segment of the country
through regional newspapers, regional radio channels, regional TV channels, etc.

Regional advertising targets a more concentrated customer base while national
advertising has the potential to bring in larger amounts of customers. As national
advertisement reaches masses it creates an effectiveness segment-spectrum, which
is distributed over various regional segments of the country. Thus, in each region,
people get affected by regional advertisements as well as national advertisements
with a spectrum effect. Such concept of advertising holds well in a country like India
which has a large cultural and language base. Companies advertise their products in
Indian market by giving ad messages in national language as well as people belong-
ing to a particular region are emotionally targeted by regional advertising in their
native language. In this way they relate themselves with the product in a better way.
For example, Hindustan Unilever Limited (HUL), India’s largest consumer goods
company prepares different versions of ads for its consumable products. They adver-
tise their products in Hindi language national television channels such as Zee TV,
Doordarshan, Star Plus, Life OK, etc., to create a mass demand all over the country.
Advertisements floating on these channels create a spectrum effect in several regions
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of country as it is viewed by people all over India. Along with it, the same adver-
tisement is dubbed in various state dominant regional languages, such as Gujarati,
Telugu, Tamil, Kannada, Punjabi, Marathi, etc., and telecasted in regional channels
also. In this way they try to reach maximum number of people all over the country.

In this chapter, both national as well as regional media are considered as a source
of advertising multiple products in different regions. A media planning problem is
formulated for allocating total budget available among several national and regional
media that are found suitable for advertising the products, maximizing total reach
in all the regions where each region’s people get affected by regional advertisement
corresponding to that region as well as national advertisement with a fixed spectrum.
Goal programming technique is used to solve the formulated problem.

The chapter is organized as follows: Section 2 gives a brief literature review.
Section 3 formulates the media planning problem for multiple products. Solution
procedure for the formulated problem has been given in Sect. 4. A real life case
problem is presented in Sect. 5 which clearly illustrates solution methodology. Con-
cluding remarks are made in Sect. 6.

2 Literature Review

A plethora of work has been done on media planning problems. Charnes et al. [1]
introduced a GP model for media selection to address problems associated with the
critical advertising measurement of frequency and reach. A similar kind of problem
was introduced by Lee [2] as well. De Kluyver [3] proposed the more realistic use of
hard and soft constraints for linear programming model used in media selection. An
integer GP model was developed by Keown and Duncan [4] to solve media selection
problems and improved upon sub-optimal results produced by linear programming
and non-integer GP models. Some of the prominent literature relating multi-criteria
decision making with media selection includes the works by Moynihan et al. [5]
and Fructhter and Kalish [6]. They contended that the mathematical requirements of
the MCDM model for media selection force the media planner to create an artificial
structuring of the media selection criteria. An information resource planning using
an analytic hierarchy process based GP model was developed by Lee and Kwak [7].
Mihiotis and Tsakiris [8] discussed the best possible combination of placements of
commercial with the goal of the highest rating subject to constrained advertisement
budgets. Kwak et al. [9] presented a case study that considers two options: Industrial
and consumer products. In order to resolve the strategic decision making about dual
market high technology products, a mixed integer GP model is developed to facili-
tate the advertising media selection process. A chance constraints GP model for the
advertising planning problem was proposed by U.K. Bhattacharya [10] to decide the
number of advertisement in different advertising media and the optimal allocation
of the budget assigned to the different media so as to maximize the total reach. Jha
et al. [11, 12] formulated a media planning problem for allocating the available budget
among the multiple media that are found suitable for the advertising of single/multiple
products considering marketing segmentation aspect of advertising. Spectrum effect
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of an advertising channel has been discussed recently by Burrato et al. [13] assuming
that an advertising channel has an effectiveness segment-spectrum, which is distrib-
uted over potential market segments and solutions to deterministic optimal control
problems were obtained. However, the above models have not included the segment
specific and spectrum effect of different media in media allocation problems. In the
following section, a model has been developed which deals with optimal allocation
of budget for multiple products advertised through different regional and national
media in order to maximize national and regional reach considering the spectrum
effect of national media in the regional segments.

3 Model Development

The model is based on an Indian company which manufactures a range of consum-
able products. It advertises its products through national and regional media in four
geographically segmented regions. The media considered are print media (differ-
ent types of newspapers) and different channels of television. The total budget (A)
available is fixed. It is desired to find optimal number of advertisements of different
products to be allocated to different national and regional media that would maximize
the total advertising reach of all products in each segment of the market, under cost
budget and frequency constraints. The advertisements is carried through a national
newspaper and a national channel of television alongwith two regional newspapers
and two regional channels of each region. Each of these media (regional as well
as national) have many suboptions, i.e., advertisements can be given in front page
(FP) or other pages (OP) of a newspaper. Similarly considering a television channel,
advertising can be done in prime time (PT) as well as in other time (OT).

pr
isc j ki j

Cr
i jki j li j Xr

i jki j
Pisc jki j Ci jki j li j

Ci jki j li j Ci jki j li j ≥i = 0, 1, . . . , 4 Let is

the total circulation/average number of viewers of national (for i = 0) and i th regional
segment’s j th media, kijth media option and lijth slot respectively (where j = 1 repre-
sents newspaper, j = 2 represents television; kij = 1, 2 ≥i = 1, 2, . . . , 4; j = 1, 2
as in case of regional segments, for each media two media options is consid-
ered in each region; k0 j = 1 for national media as only one type of national
newspaper and TV channel is considered; lij = 1, 2 ≥i = 0, 1, . . . , 4; j =
1, 2 represents slots, i.e., front page and other page in newspapers and prime
time and other time in television). Let Ci jki j li j

is circulation common to national
media for i th regional segment’s j th media, kijth media option, lijth slot. It is
assumed that media chosen for advertisement for all the products is same. Let
Cr

i jki j li j is advertisement cost of inserting one advertisement for r th product in
national/i th regional segment’s j th media, kijth media option and lijth slot. It has
been assumed that the cost of advertisements at any pages other than the front
page is the same. The readership profile/viewership profile represents the percent-
age of people in different criteria who are reading or viewing the advertisement.
pr

isc j ki j
is percentage of people for r th product who fall under scth criteria and

read/view national/i th regional segment’s j th media, kijth media option, and lijth slot.
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Let pr
isc jki j

is percentage of people common to national media for r th product who

fall under scth criteria and read/view national/i th regional segment’s j th media, kijth
media option, and lijth slot. Different criteria for specifying the target population to
whom the advertisement should reach can be age, income, education, etc. Let wcj be
the weight corresponding to scth criteria, j th media. Let αij be the spectrum effect
of j th national media on i th regional segment.

Also let xr
i jki j li j

be decision variable corresponding number of advertisements
of r th product in national/i th regional segment’s j th media, kijth media option,
and lijth slot. Let Z0 be reach objective corresponding to national media and Zi

(for i = 1, 2, . . .4) be exclusive reach objective for i th segment’s regional media.
Exclusive as in each region, there are common people who read/view both national
and regional media and these people get subtracted from the total reach of that region
as they are already included in the total national reach objective. Thus, problem for
finding optimal number of advertisements of different products to be allocated to
different media that would maximize advertising reach at national and regional level
under cost–budget and advertisement frequency constraint can be formulated as:

Max


⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎨

⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎩

Z0 =
2∑

r=1

2∑

j=1

2∑

l0 j =1
α1 j

[⎛⎛
q∑

c=1
wcj pr

0 j1l0 j

⎝

C0 j1l0 j

⎝]

xr
0 j1l0 j

+
2∑

r=1

2∑

j=1

2∑

l0 j =1
α2 j

[⎛⎛
q∑

c=1
wcj pr

0 j1l0 j

⎝

C0 j1l0 j

⎝]

xr
0 j1l0 j

+
2∑

r=1

2∑

j=1

2∑

l j =1
α3 j

[⎛⎛
q∑

c=1
wcj pr

0 j1l0 j

⎝

C0 j1l0 j

⎝]

xr
0 j1l0 j

+
2∑

r=1

2∑

j=1

2∑

l j =1
α4 j

[⎛⎛
q∑

c=1
wcj pr

0 j1l0 j

⎝

C0 j1l0 j

⎝]

xr
0 j1l0 j

Z1 =
2∑

r=1

2∑

j=1

2∑

k1 j =1

2∑

l1 j =1

[⎛
q∑

c=1
wcj pr

1sc jk1 j l1 j

⎝

C1 jk1 j l1 j

−
⎛

q∑

c=1
wcj pr

1sc jk1 j l1 j

⎝

C1 jk1 j l1 j

]

xr
1 jk1 j l1 j

Z2 =
2∑

r=1

2∑

j=1

2∑

k2 j =1

2∑

l2 j =1

[⎛
q∑

c=1
wcj pr

2sc jk2 j l2 j

⎝

C2 jk2 j l2 j

−
⎛

q∑

c=1
wcj pr

2sc jk2 j l2 j

⎝

C2 jk2 j l2 j

]

xr
2 jk2 j l2 j

Z3 =
2∑

r=1

2∑

j=1

2∑

k3 j =1

2∑

l3 j =1

[⎛
q∑

c=1
wcj pr

3sc jk3 j l3 j

⎝

C3 jk3 j l3 j

−
⎛

q∑

c=1
wcj pr

3sc jk3 j l3 j

⎝

C3 jk3 j l3 j

]

xr
3 jk3 j l3 j

Z4 =
2∑

r=1

2∑

j=1

2∑

k4 j =1

2∑

l4 j =1

[⎛
q∑

c=1
wcj pr

4sc jk4 j l4 j

⎝

C4 jk4 j l4 j

−
⎛

q∑

c=1
wcj pr

4sc jk4 j l4 j

⎝

C4 jk4 j l4 j

]

xr
4 jk4 j l4 j

⎞
⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎠

⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎭
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s.t.
2∑

r=1

2∑

j=1

2∑

l0 j =1

cr
0 j1l0 j

xr
0 j1l0 j

+
2∑

r=1

4∑

i=1

2∑

j=1

2∑

ki j =1

2∑

li j =1

cr
i jki j li j

xr
i jki j li j

≤ A (P1)

2∑

r=1

2∑

j=1

2∑

l0 j =1

cr
0 j1l0 j

xr
0 j1l0 j

↓ vA

xr
0 j1l0 j

↓ tr
0 j1l0 j

, xr
0 j1l0 j

≤ ur
0 j1l0 j

xr
0 j1l0 j

↓ 0 and integers

}

≥r = 1, 2; j = 1, 2; l0 j = 1, 2

xr
i jki j li j

↓ tr
i jki j li j

, xr
i jki j li j

≤ ur
i jki j li j

xr
i jki j li j

↓ 0 and integers

}

≥r = 1, 2; i = 1, 2, ..., 4;

j = 1, 2; li j = 1, 2; ki j = 1, 2

where v is the minimum proportion of the total budget required to be allocated to
national media tr

i jki j li j
is the minimum number of advertisements of r th product in

national/i th regional segment’s j th media, kijth media option, and lijth slot, respec-
tively. Similarly ur

i jki j li j
is the maximum number of advertisements of r th product in

national/i th regional segment’s j th media, kijth media option, and lijth slot.
The optimal value of Z0, Z1, Z2, Z3, Z4 obtained on solving the above problem

can be set as individual aspiration level to be achieved from different segments.
Problem (P1) can then be written as a multi-objective programming problem.

Max


⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎨

⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎩

Z0 =
2∑

r=1

2∑

j=1

2∑

l0 j =1
α1 j

[⎛⎛
q∑

c=1
wcj pr

0 j1l0 j

⎝

C0 j1l0 j

⎝]

xr
0 j1l0 j

+
2∑

r=1

2∑

j=1

2∑

l0 j =1
α2 j

[⎛⎛
q∑

c=1
wcj pr

0 j1l0 j

⎝

C0 j1l0 j

⎝]

xr
0 j1l0 j

+
2∑

r=1

2∑

j=1

2∑

l j =1
α3 j

[⎛⎛
q∑

c=1
wcj pr

0 j1l0 j

⎝

C0 j1l0 j

⎝]

xr
0 j1l0 j

+
2∑

r=1

2∑

j=1

2∑

l j =1
α4 j

[⎛⎛
q∑

c=1
wcj pr

0 j1l0 j

⎝

C0 j1l0 j

⎝]

xr
0 j1l0 j

Z1 =
2∑

r=1

2∑

j=1

2∑

k1 j =1

2∑

l1 j =1

[⎛
q∑

c=1
wcj pr

1sc jk1 j l1 j

⎝

C1 jk1 j l1 j

−
⎛

q∑

c=1
wcj pr

1sc jk1 j l1 j

⎝

C1 jk1 j l1 j

]

xr
1 jk1 j l1 j

Z2 =
2∑

r=1

2∑

j=1

2∑

k2 j =1

2∑

l2 j =1

[⎛
q∑

c=1
wcj pr

2sc jk2 j l2 j

⎝

C2 jk2 j l2 j

−
⎛

q∑

c=1
wcj pr

2sc jk2 j l2 j

⎝

C2 jk2 j l2 j

]

xr
2 jk2 j l2 j

Z3 =
2∑

r=1

2∑

j=1

2∑

k3 j =1

2∑

l3 j =1

[⎛
q∑

c=1
wcj pr

3sc jk3 j l3 j

⎝

C3 jk3 j l3 j

−
⎛

q∑

c=1
wcj pr

3sc jk3 j l3 j

⎝

C3 jk3 j l3 j

]

xr
3 jk3 j l3 j

Z4 =
2∑

r=1

2∑

j=1

2∑

k4 j =1

2∑

l4 j =1

[⎛
q∑

c=1
wcj pr

4sc jk4 j l4 j

⎝

C4 jk4 j l4 j

−
⎛

q∑

c=1
wcj pr

4sc jk4 j l4 j

⎝

C4 jk4 j l4 j

]

xr
4 jk4 j l4 j

⎞
⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎠

⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎧⎭
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s.t.
2∑

r=1

2∑

j=1

2∑

l0 j =1

cr
0 j1l0 j

xr
0 j1l0 j

+
2∑

r=1

4∑

i=1

2∑

j=1

2∑

ki j =1

2∑

li j =1

cr
i jki j li j

xr
i jki j li j

≤ A (P2)

2∑

r=1

2∑

j=1

2∑

l0 j =1

cr
0 j1l0 j

xr
0 j1l0 j

↓ vA

Z0 ↓ Z∈
0 , Z1 ↓ Z∈

1 , Z2 ↓ Z∈
2 , Z3 ↓ Z∈

3 , Z4 ↓ Z∈
4

xr
0 j1l0 j

↓ tr
0 j1l0 j

, xr
0 j1l0 j

≤ ur
0 j1l0 j

xr
0 j1l0 j

↓ 0 and integers

}

≥r = 1, 2; j = 1, 2; l0 j = 1, 2

xr
i jki j li j

↓ tr
i jki j li j

, xr
i jki j li j

≤ ur
i jki j li j

,

xr
i jki j li j

↓ 0 and integers

}

≥r = 1, 2; i = 1, 2, ..., 4;

j = 1, 2; li j = 1, 2; ki j = 1, 2

Problem (P2) leads to an infeasible solution. GP approach has been used to obtain a
feasible compromised solution to the problem.

4 Solution Methodology: GP

In a simpler version of GP, management sets goals and relative importance (weights)
for different objectives. Then an optimal solution is defined as one that minimizes
both positive and negative deviations from set goals simultaneously or minimizes the
amount by which each goal can be violated. First, we solve the problem using rigid
constraints only and then the goals of objectives are incorporated depending upon
whether priorities or relative importance of different objectives are well defined or
not. The problem (P2) can be solved in two stages as follows:

Stage 1

Min g0 (η, ρ, X) = ρ1 + η2 +
2∑

r=1

2∑

j=1

2∑

l0 j =1

ηr
0 j1l0 j

+
2∑

r=1

4∑

i=1

2∑

j=1

2∑

ki j =1

2∑

li j =1

ηr
i jki j li j

+
2∑

r=1

2∑

j=1

2∑

l0 j =1

ρ→r
0 j1l0 j

+
2∑

r=1

4∑

i=1

2∑

j=1

2∑

ki j =1

2∑

li j =1

ρ→r
i jki j li j

s.t.
2∑

r=1

2∑

j=1

2∑

l0 j =1

cr
0 j1l0 j

xr
0 j1l0 j

+
2∑

r=1

4∑

i=1

2∑

j=1

2∑

ki j =1

2∑

li j =1

cr
i jki j li j

xr
i jki j li j

+ η1 − ρ1 = A

(P3)
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2∑

r=1

2∑

j=1

2∑

l0 j =1

cr
0 j1l0 j

xr
0 j1l0 j

+ η2 − ρ2 = vA

xr
0 j1l0 j

+ ηr
0 j1l0 j

− ρr
0 j1l0 j

= tr
0 j1l0 j

, x0 j1l j + η→r
0 j1l0 j

− ρ→r
0 j1l0 j

= u0 j1l j

xr
0 j1l0 j

↓ 0 and integers

ηr
0 j1l0 j

, ρr
0 j1l0 j

, η→r
0 j1l0 j

, ρ→r
0 j1l0 j

↓ 0

⎞
⎧⎠

⎧⎭

≥r = 1, 2; j = 1, 2; l0 j = 1, 2

xr
i jki j li j

+ ηr
i jki j li j

− ρr
i jki j li j

= tr
i jki j li j

, xr
i jki j li j

+ η→r
i jki j li j

− ρ→r
i jki j li j

= ur
i jki j li j

,

xr
i jki j li j

↓ 0 and integers

ηr
i jki j li j

, ρr
i jki j li j

, η→r
i jki j li j

, ρ→r
i jki j li j

↓ 0,

⎞
⎧⎠

⎧⎭

η1, ρ1, η2, ρ2 ↓ 0

≥r = 1, 2; j = 1, 2; li j = 1, 2; ki j = 1, 2

where η and ρ are the over and under achievement (positive and negative deviational)
variables of the goals for their respective objective/constraint function. g0 (η, ρ, X )
is the goal objective function corresponding to rigid constraints. Let (η0, ρ0, X0) be
the optimal solution for the problem (P3) and g0 (η0, ρ0, X0) be the corresponding
objective function value then final problem can be formulated using the optimal
solution of the problem (P3) through the problem (P2).

Stage 2

Min g (η, ρ, X) = λ0η0 +
4∑

i=1

λsiηsi

s.t.
2∑

r=1

2∑

j=1

2∑

l0 j =1

cr
0 j1l0 j

xr
0 j1l0 j

+
2∑

r=1

4∑

i=1

2∑

j=1

2∑

ki j =1

2∑

li j =1

cr
i jki j li j

xr
i jki j li j

+ η1 − ρ1 = A

(P4)
2∑

r=1

2∑

j=1

2∑

l0 j =1

cr
0 j1l0 j

xr
0 j1l0 j

+ η2 − ρ2 = vA

Z0 + η0 − ρ0 = Z∈
0 , Zi + ηsi − ρsi = Z∈

i ≥i = 1, 2, . . . , 4

xr
0 j1l0 j

+ ηr
0 j1l0 j

− ρr
0 j1l0 j

= tr
0 j1l0 j

, x0 j1l j + η→r
0 j1l0 j

− ρ→r
0 j1l0 j

= ur
0 j1l0 j

xr
0 j1l0 j

↓ 0 and integers

ηr
0 j1l0 j

, ρr
0 j1l0 j

, η→r
0 j1l0 j

, ρ→r
0 j1l0 j

↓ 0

⎞
⎧⎠

⎧⎭

≥r = 1, 2; j = 1, 2; l0 j = 1, 2
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xr
i jki j li j

+ ηr
i jki j li j

− ρr
i jki j li j

= tr
i jki j li j

, xr
i jki j li j

+ η→r
i jki j li j

− ρ→r
i jki j li j

= ur
i jki j li j

,

xr
i jki j li j

↓ 0 and integers

ηr
i jki j li j

, ρr
i jki j li j

, η→r
i jki j li j

, ρ→r
i jki j li j

↓ 0,

⎞
⎧⎠

⎧⎭

g0 (η, ρ, X) = g0

(
η0, ρ0, X0

)

≥r = 1, 2; i = 1, 2, . . . , 4; j = 1, 2; li j = 1, 2; ki j = 1, 2

η0, ρ0, η1, ρ1, η2, ρ2 ↓ 0

ηsi , ρsi ↓ 0 ≥i = 1, 2, ..., 4

g(η, ρ, X) is objective function of the problem (P3). Goal programming is used to
find a compromise solution.

5 Case Problem

A company is considered which has to advertise its two types of consumable prod-
ucts, targeting middle income group people in its four selected regions. Advertise-
ment is done in national as well as regional newspapers and television channels. The
fixed budget available for advertising is 2,50,00,000. It is desired to allocate at
least a minimum of 35 % of the total budget in national media. Data corresponding
to circulation figures for newspapers, average number of viewers for TV channels,
advertisement costs in various newspapers, and TV channels are given below in
Tables 1, 2, 3, and 4, respectively. Readership profile and Viewership profile matrix
based on random sample of size 200 is listed in Tables 5 and 6. Finally, the mini-
mum and maximum number of advertisements in various Newspapers and Television

Table 1 Circulation figure for Newspapers (‘10000)

NN Region 1 Region 2 Region 3 Region 4
RNP1 RNP2 RNP1 RNP2 RNP1 RNP2 RNP1 RNP2
T C T C T C T C T C T C T C T C

180 52 17 45 15 36 12 25 6 42 15 41 13 34 13 32 9

Table 2 Circulation figure for TV channels (‘100000)

NCH Region 1 Region 2 Region 3 Region 4
RCH1 RCH2 RCH1 RCH2 RCH1 RCH2 RCH1 RCH2
T C T C T C T C T C T C T C T C

PT 600 110 40 100 30 140 60 130 40 110 40 130 50 120 50 150 70
OT 400 80 30 60 28 90 40 80 35 70 20 90 30 70 25 100 40
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Table 3 Advertisement cost (per 100 column cm) in Newspapers

NN Region 1 Region 2 Region 3 Region 4
RNP1 RNP2 RNP1 RNP2 RNP1 RNP2 RNP1 RNP2

P1 FP 1900 820 750 480 450 690 650 400 410
OP 1300 550 400 225 200 400 380 220 210

P2 FP 1800 700 630 450 410 640 580 390 350
OP 1100 460 350 210 200 340 320 175 170

Table 4 Advertisement cost (per 10 seconds spot) in TV Channels (‘1000)

NCH Region 1 Region 2 Region 3 Region 4
RCH1 RCH2 RCH1 RCH2 RCH1 RCH2 RCH1 RCH2

P1 PT 120 36 32 41 40 37 39 37 45
OT 80 16 17 20 18 18 20 14 20

P2 PT 108 33 29 37 36 34 36 34 41
OT 72 15 16 18 17 17 18 13 18

Table 5 Readership profile matrix for newspapers

NN Region 1 Region 2 Region 3 Region 4
RNP1 RNP2 RNP1 RNP2 RNP1 RNP2 RNP1 RNP2
T C T C T C T C T C T C T C T C

P1 FP 0.52 0.49 0.27 0.45 0.22 0.5 0.28 0.45 0.2 0.46 0.21 0.44 0.22 .46 0.22 0.43 0.16
OP 0.34 0.33 0.2 0.31 0.14 0.33 0.21 0.32 0.13 0.33 0.16 0.33 0.16 0.34 0.14 0.29 0.1

P2 FP 0.45 0.46 0.23 0.42 0.21 0.45 0.23 0.42 0.14 0.43 0.19 0.4 0.2 0.44 0.21 0.41 0.19
OP 0.28 0.3 0.14 0.26 0.15 0.3 0.16 0.26 0.1 0.26 0.13 0.25 0.12 0.28 0.16 0.22 0.13

Table 6 Viewership profile matrix for television

NCH Region 1 Region 2 Region 3 Region 4
RCH1 RCH2 RCH1 RCH2 RCH1 RCH2 RCH1 RCH2

T C T C T C T C T C T C T C T C

P1 PT 0.56 0.48 0.28 0.45 0.25 0.47 0.23 0.5 0.21 0.49 0.25 0.43 0.2 0.44 0.23 0.52 0.29
OT 0.35 0.32 0.16 0.29 0.15 0.31 0.14 0.34 0.15 0.33 0.17 0.29 0.14 0.29 0.16 0.35 0.2

P2 PT 0.42 0.47 0.29 0.43 0.27 0.45 0.22 0.45 0.2 0.42 0.2 0.54 0.3 0.45 0.21 0.4 0.19
OT 0.33 0.37 0.23 0.35 0.2 0.33 0.15 0.36 0.15 0.31 0.16 0.22 0.13 0.3 0.17 0.22 0.1

Channels and the spectrum effect of national media on different regional segments
are given in Tables 7, 8, and 9, respectively.

Using the above given data we solve (P1) with each objective subject to constraints
individually. The optimal values so obtained for each objective is then set as aspiration
level to be achieved for reach corresponding to national media and each of the four
segment’s regional media. The multi-objective programming problem combining all
the objectives and incorporating the individual aspirations obtained can be written
as:
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Table 7 Minimum and maximum number of advertisements in various Newspapers

NN Region 1 Region 2 Region 3 Region 4
RNP1 RNP2 RNP1 RNP2 RNP1 RNP2 RNP1 RNP2

P1 FP [12,20] [10,16] [7,12] [6,15] [4,12] [7,15] [6,15] [6,12] [4,15]
OP [7,12] [4,12] [3,7] [6,12] [6,9] [5,14] [4,12] [4,6] [2,6]

P2 FP [10,16] [12,15] [9,12] [7,15] [6,12] [7,15] [6,16] [3,12] [3,15]
OP [7,12] [7,12] [3,9] [3,12] [3,7] [7,14] [3,12] [3,7] [2,7]

Table 8 Minimum and maximum advertisement in various TV channels

NCH Region 1 Region 2 Region 3 Region 4
RCH1 RCH2 RCH1 RCH2 RCH1 RCH2 RCH1 RCH2

P1 PT [3,12] [2,8] [1,6] [1,9] [1,5] [3,8] [2,10] [1,8] [2,6]
OT [1,6] [2,4] [1,3] [1,4] [0,2] [2,6] [1,5] [0,3] [1,4]

P2 PT [2,10] [2,12] [1,3] [2,9] [2,5] [1,8] [1,7] [1,6] [1,6]
OT [1,7] [3,7] [1,6] [2,7] [0,4] [2,5] [0,5] [0,4] [0,4]

Table 9 Spectrum effect of national media on different regional segments

Region 1 Region 2 Region 3 Region 4

National Newspaper 0.27 0.21 0.25 0.22
National Channel 0.21 0.26 0.23 0.27

Max
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Z0 = {0.95(936000x1
0111 + 612000x1

0112 + 810000x2
0111 + 504000x2

0112)

+ 0.97(3360000x1
0211 + 1400000x1

0212 + 2520000x2
0211 + 1320000x2

0212)}
Z1 = {208900x1

1111 + 137600x1
1112 + 169500x1

1121 + 118500x1
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1211 + 208000x1
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3122 + 382000x2
3211

+ 185000x2
3212 + 552000x2

3221 + 159000x2
3222}

Z4 = {127800x1
4111 + 97400x1

4112 + 123200x1
4121 + 83800x1
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s.t. 1900x1
0111 + 1300x1

0112 + 120000x1
0211 + 80000x1

0212 + 820x1
1111 + 550x1

1112

+ 750x1
1121 + 400x1

1122 + 36000x1
1211 + 16000x1

1212 + 32000x1
1221

+ 17000x1
1222 + 480x1

2111 + 225x1
2112 + 450x1

2121 + 200x1
2122 + 41000x1

2211

+ 20000x1
2212 + 40000x1

2221 + 18000x1
2222 + 690x1

3111 + 400x1
3112 + 650x1

3121

+ 380x1
3122 + 37000x1

3211 + 18000x1
3212 + 39000x1

3221 + 20000x1
3222

+ 400x1
4111 + 220x1

4112 + 410x1
4121 + 210x1

4122 + 37000x1
4211 + 14000x1

4212

+ 45000x1
4221 + 20000x1

4222 + 1800x2
0111 + 1100x2

0112 + 108000x2
0211

+ 72000x2
0212 + 700x2

1111 + 460x2
1112 + 630x2

1121 + 350x2
1122 + 33000x2

1211

+ 15000x2
1212 + 29000x2

1221 + 16000x2
1222 + 450x2

2111 + 210x2
2112 + 410x2

2121

+ 200x2
2122 + 37000x2

2211 + 18000x2
2212 + 36000x2

2221 + 17000x2
2222

+ 640x2
3111 + 340x2

3112 + 580x2
3121 + 320x2

3122 + 34000x2
3211 + 17000x2

3212

+ 36000x2
3221 + 18000x2

3222 + 390x2
4111 + 175x2

4112 + 350x2
4121 + 170x2

4122

+ 34000x2
4211 + 13000x2

4212 + 41000x2
4221 + 18000x2

4222 ≤ 25000000

1900x1
0111 + 1300x1

0112 + 120000x1
0211 + 80000x1

0212 + 1800x2
0111 + 1100x2

0112

+ 108000x2
0211 + 72000x2

0212 ↓ .35 × 25000000

Z0 ↓ 71181200, Z1 ↓ 23458500, Z2 ↓ 18629800, Z3 ↓ 23455000,

Z4 ↓ 15999600

x1
0111 ↓ 12, x1

0112 ↓ 7, x1
0211 ↓ 3, x1

0212 ↓ 1, x1
1111 ↓ 10, x1

1112 ↓ 4, x1
1121 ↓ 7,

x1
1122 ↓ 3, x1

1211 ↓ 2, x1
1212 ↓ 2, x1

1221 ↓ 1,

x1
1222 ↓ 1, x1

2111 ↓ 6, x1
2112 ↓ 6, x1

2121 ↓ 4, x1
2122 ↓ 6, x1

2211 ↓ 1, x1
2212 ↓ 1,

x1
2221 ↓ 1, x1

2222 ↓ 0, x1
3111 ↓ 7, x1

3112 ↓ 5,

x1
3121 ↓ 6, x1

3122 ↓ 4, x1
3211 ↓ 3, x1

3212 ↓ 2, x1
3221 ↓ 2, x1

3222 ↓ 1, x1
4111 ↓ 6,

x1
4112 ↓ 4, x1

4121 ↓ 4, x1
4122 ↓ 2, x1

4211 ↓ 1,

x1
4212 ↓ 0, x1

4221 ↓ 2, x1
4222 ↓ 1, x2

0111 ↓ 10, x2
0112 ↓ 7, x2

0211 ↓ 2, x2
0212 ↓ 1,

x2
1111 ↓ 12, x2

1112 ↓ 7, x2
1121 ↓ 9, x2

1122 ↓ 3,

x2
1211 ↓ 2, x2

1212 ↓ 3, x2
1221 ↓ 1, x2

1222 ↓ 1, x2
2111 ↓ 7, x2

2112 ↓ 3, x2
2121 ↓ 6,

x2
2122 ↓ 3, x2

2211 ↓ 2, x2
2212 ↓ 2, x2

2221 ↓ 2,

x2
2222 ↓ 0, x2

3111 ↓ 7, x2
3112 ↓ 7, x2

3121 ↓ 6, x2
3122 ↓ 3, x2

3211 ↓ 1, x2
3212 ↓ 2,

x2
3221 ↓ 1, x2

3222 ↓ 0, x2
4111 ↓ 3, x2

4112 ↓ 3,

x2
4121 ↓ 3, x2

4122 ↓ 2, x2
4211 ↓ 1, x2

4212 ↓ 0, x2
4221 ↓ 1, x2

4222 ↓ 0, x1
0111 ≤ 20,

x1
0112 ≤ 12, x1

0211 ≤ 12, x1
0212 ≤ 6,

x1
1111 ≤ 16, x1

1112 ≤ 12, x1
1121 ≤ 12, x1

1122 ≤ 7, x1
1211 ≤ 8, x1

1212 ≤ 4, x1
1221 ≤ 6,

x1
1222 ≤ 3, x1

2111 ≤ 15, x1
2112 ≤ 12,
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x1
2121 ≤ 12, x1

2122 ≤ 9, x1
2211 ≤ 9, x1

2212 ≤ 4, x1
2221 ≤ 5, x1

2222 ≤ 2, x1
3111 ≤ 15,

x1
3112 ≤ 14, x1

3121 ≤ 15, x1
3122 ≤ 12,

x1
3211 ≤ 8, x1

3212 ≤ 6, x1
3221 ≤ 10, x1

3222 ≤ 5, x1
4111 ≤ 12, x1

4112 ≤ 6, x1
4121 ≤ 15,

x1
4122 ≤ 6, x1

4211 ≤ 8, x1
4212 ≤ 3,

x1
4221 ≤ 6, x1

4222 ≤ 4, x2
0111 ≤ 16, x2

0112 ≤ 12, x2
0211 ≤ 10, x2

0212 ≤ 7, x2
1111 ≤ 15,

x2
1112 ≤ 12, x2

1121 ≤ 12, x2
1122 ≤ 9,

x2
1211 ≤ 12, x2

1212 ≤ 7, x2
1221 ≤ 3, x2

1222 ≤ 6, x2
2111 ≤ 15, x2

2112 ≤ 12, x2
2121 ≤ 12,

x2
2122 ≤ 7, x2

2211 ≤ 9, x2
2212 ≤ 7,

x2
2221 ≤ 5, x2

2222 ≤ 4, x2
3111 ≤ 15, x2

3112 ≤ 14, x2
3121 ≤ 16, x2

3122 ≤ 12, x2
3211 ≤ 8,

x2
3212 ≤ 5, x2

3221 ≤ 7, x2
3222 ≤ 5,

x2
4111 ≤ 12, x2

4112 ≤ 7, x2
4121 ≤ 15, x2

4122 ≤ 7, x2
4211 ≤ 6, x2

4212 ≤ 4, x2
4221 ≤ 6,

x2
4222 ≤ 4

xr
0 j1l0 j

↓ 0 and integers ≥r = 1, 2; j = 1, 2; l0 j = 1, 2

xr
i jki j li j

↓ 0 and integers ≥r = 1, 2; i = 1, 2, ..., 4; j = 1, 2; li j = 1, 2; ki j = 1, 2

This problem gives an infeasible solution when solved mathematically. Hence GP
technique is used to obtain a compromised solution to the problem.

5.1 Solution Procedure: GP

Stage 1

Min

g0 (η, ρ, X) = ρ1 + η2 + η1
0111 + η1

0112 + η1
0211 + η1

0212 + η2
0111 + η2

0112

+ η2
0211 + η2

0212 + η1
1111 + η1

1112 + η1
1121 + η1

1122 + η1
1211 + η1

1212 + η1
1221

+ η1
1222 + η2

1111 + η2
1112 + η2

1121 + η2
1122 + η2

1211 + η2
1212 + η2

1221 + η2
1222

+ η1
2111 + η1

2112 + η1
2121 + η1

2122 + η1
2211 + η1

2212 + η1
2221 + η1

2222 + η2
2111

+ η2
2112 + η2

2121 + η2
2122 + η2

2211 + η2
2212 + η2

2221 + η2
2222 + η1

3111 + η1
3112

+ η1
3121 + η1

3122 + η1
3211 + η1

3212 + η1
3221 + η1

3222 + η2
3111 + η2

3112

+ η2
3121 + η2

3122 + η2
3211 + η2

3212 + η2
3221 + η2

3222 + η1
4111 + η1

4112

+ η1
4121 + η1

4122 + η1
4211 + η1

4212 + η1
4221 + η1

4222 + η2
4111

+ η2
4112 + η2

4121 + η2
4122 + η2

4211 + η2
4212 + η2

4221 + η2
4222 + ρ→1

0111

+ ρ→1
0112 + ρ→1

0211 + ρ→1
0212 + ρ→2

0111 + ρ→2
0112 + ρ→2

0211 + ρ→2
0212 + ρ→1

1111

+ ρ→1
1112 + ρ→1

1121 + ρ→1
1122 + ρ→1

1211 + ρ→1
1212 + ρ→1

1221 + ρ→1
1222 + ρ→2

1111

+ ρ→2
1112 + ρ→2

1121 + ρ→2
1122 + ρ→2

1211 + ρ→2
1212 + ρ→2

1221

+ ρ→2
1222 + ρ→1

2111 + ρ→1
2112 + ρ→1

2121 + ρ→1
2122 + ρ→1

2211 + ρ→1
2212
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+ ρ→1
2221 + ρ→1

2222 + ρ→2
2111 + ρ→2

2112 + ρ→2
2121 + ρ→2

2122 + ρ→2
2211 + ρ→2

2212 + ρ→2
2221

+ ρ→2
2222 + ρ→1

3111 + ρ→1
3112 + ρ→1

3121 + ρ→1
3122 + ρ→1

3211 + ρ→1
3212 + ρ→1

3221

+ ρ→1
3222 + ρ→2

3111 + ρ→2
3112 + ρ→2

3121 + ρ→2
3122 + ρ→2

3211 + ρ→2
3212 + ρ→2

3221

+ ρ→2
3222 + ρ→1

4111 + ρ→1
4112 + ρ→1

4121 + ρ→1
4122 + ρ→1

4211 + ρ→1
4212 + ρ→1

4221

+ ρ→1
4222 + ρ→2

4111 + ρ→2
4112 + ρ→2

4121 + ρ→2
4122 + ρ→2

4211 + ρ→2
4212 + ρ→2

4221 + ρ→2
4222

s.t. 1900x1
0111 + 1300x1

0112 + 120000x1
0211 + 80000x1

0212 + 1800x2
0111

+ 1100x2
0112 + 108000x2

0211 + 72000x2
0212 + η2 − ρ2 = 0.35 × 25000000

x1
0111 + η1

0111 − ρ1
0111 = 12, x1

0112 + η1
0112 − ρ1

0112 = 7,

x1
0211 + η1

0211 − ρ1
0211 = 3, x1

0212 + η1
0212 − ρ1

0212 = 1,

x1
1111 + η1

1111 − ρ1
1111 = 10, x1

1112 + η1
1112 − ρ1

1112 = 4,

x1
1121 + η1

1121 − ρ1
1121 = 7, x1

1122 + η1
1122 − ρ1

1122 = 3,

x1
1211 + η1

1211 − ρ1
1211 = 2, x1

1212 + η1
1212 − ρ1

1212 = 2,

x1
1221 + η1

1221 − ρ1
1221 = 1, x1

1222 + η1
1222 − ρ1

1222 = 1,

x1
2111 + η1

2111 − ρ1
2111 = 6, x1

2112 + η1
2112 − ρ1

2112 = 6,

x1
2121 + η1

2121 − ρ1
2121 = 4, x1

2122 + η1
2122 − ρ1

2122 = 6,

x1
2211 + η1

2211 − ρ1
2211 = 1, x1

2212 + η1
2212 − ρ1

2212 = 1,

x1
2221 + η1

2221 − ρ1
2221 = 1, x1

2222 + η1
2222 − ρ1

2222 = 0,

x1
3111 + η1

3111 − ρ1
3111 = 7, x1

3112 + η1
3112 − ρ1

3112 = 5,

x1
3121 + η1

3121 − ρ1
3121 = 6, x1

3122 + η1
3122 − ρ1

3122 = 4,

x1
3211 + η1

3211 − ρ1
3211 = 3, x1

3212 + η1
3212 − ρ1

3212 = 2,

x1
3221 + η1

3221 − ρ1
3221 = 2, x1

3222 + η1
3222 − ρ1

3222 = 1,

x1
4111 + η1

4111 − ρ1
4111 = 6, x1

4112 + η1
4112 − ρ1

4112 = 4,

x1
4121 + η1

4121 − ρ1
4121 = 4, x1

4122 + η1
4122 − ρ1

4122 = 2,

x1
4211 + η1

4211 − ρ1
4211 = 1, x1

4212 + η1
4212 − ρ1

4212 = 0,

x1
4221 + η1

4221 − ρ1
4221 = 2, x1

4222 + η1
4222 − ρ1

4222 = 1,

x2
0111 + η2

0111 − ρ2
0111 = 10, x2

0112 + η2
0112 − ρ2

0112 = 7,

x2
0211 + η2

0211 − ρ2
0211 = 2, x2

0212 + η2
0212 − ρ2

0212 = 1,

x2
1111 + η2

1111 − ρ2
1111 = 12, x2

1112 + η2
1112 − ρ2

1112 = 7,

x2
1121 + η2

1121 − ρ2
1121 = 9, x2

1122 + η2
1122 − ρ2

1122 = 3,

x2
1211 + η2

1211 − ρ2
1211 = 2, x2

1212 + η2
1212 − ρ2

1212 = 3,

x2
1221 + η2

1221 − ρ2
1221 = 1, x2

1222 + η2
1222 − ρ2

1222 = 1,

x2
2111 + η2

2111 − ρ2
2111 = 7, x2

2112 + η2
2112 − ρ2

2112 = 3,

x2
2121 + η2

2121 − ρ2
2121 = 6, x2

2122 + η2
2122 − ρ2

2122 = 3,

x2
2211 + η2

2211 − ρ2
2211 = 2, x2

2212 + η2
2212 − ρ2

2212 = 2,
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x2
2221 + η2

2221 − ρ2
2221 = 2, x2

2222 + η2
2222 − ρ2

2222 = 0,

x2
3111 + η2

3111 − ρ2
3111 = 7, x2

3112 + η2
3112 − ρ2

3112 = 7,

x2
3121 + η2

3121 − ρ2
3121 = 6, x2

3122 + η2
3122 − ρ2

3122 = 3,

x2
3211 + η2

3211 − ρ2
3211 = 1, x2

3212 + η2
3212 − ρ2

3212 = 2,

x2
3221 + η2

3221 − ρ2
3221 = 1, x2

3222 + η2
3222 − ρ2

3222 = 0,

x2
4111 + η2

4111 − ρ2
4111 = 3, x2

4112 + η2
4112 − ρ2

4112 = 3,

x2
4121 + η2

4121 − ρ2
4121 = 3, x2

4122 + η2
4122 − ρ2

4122 = 2,

x2
4211 + η2

4211 − ρ2
4211 = 1, x2

4212 + η2
4212 − ρ2

4212 = 0,

x2
4221 + η2

4221 − ρ2
4221 = 1, x2

4222 + η2
4222 − ρ2

4222 = 0,

x1
0111 + η→1

0111 − ρ→1
0111 = 20, x1

0112 + η→1
0112 − ρ→1

0112 = 12,

x1
0211 + η→1

0211 − ρ→1
0211 = 12, x1

0212 + η→1
0212 − ρ→1

0212 = 6,

x1
1111 + η→1

1111 − ρ→1
1111 = 16, x1

1112 + η→1
1112 − ρ→1

1112 = 12,

x1
1121 + η→1

1121 − ρ→1
1121 = 12, x1

1122 + η→1
1122 − ρ→1

1122 = 7,

x1
1211 + η→1

1211 − ρ→1
1211 = 8, x1

1212 + η→1
1212 − ρ→1

1212 = 4,

x1
1221 + η→1

1221 − ρ→1
1221 = 6, x1

1222 + η→1
1222 − ρ→1

1222 = 3,

x1
2111 + η→1

2111 − ρ→1
2111 = 15, x1

2112 + η→1
2112 − ρ→1

2112 = 12,

x1
2121 + η→1

2121 − ρ→1
2121 = 12, x1

2122 + η→1
2122 − ρ→1

2122 = 9,

x1
2211 + η→1

2211 − ρ→1
2211 = 9, x1

2212 + η→1
2212 − ρ→1

2212 = 4,

x1
2221 + η→1

2221 − ρ→1
2221 = 5, x1

2222 + η→1
2222 − ρ→1

2222 = 2,

x1
3111 + η→1

3111 − ρ→1
3111 = 15, x1

3112 + η→1
3112 − ρ→1

3112 = 14,

x1
3121 + η→1

3121 − ρ→1
3121 = 15, x1

3122 + η→1
3122 − ρ→1

3122 = 12,

x1
3211 + η→1

3211 − ρ→1
3211 = 8, x1

3212 + η→1
3212 − ρ→1

3212 = 6,

x1
3221 + η→1

3221 − ρ→1
3221 = 10, x1

3222 + η→1
3222 − ρ→1

3222 = 5,

x1
4111 + η→1

4111 − ρ→1
4111 = 12, x1

4112 + η→1
4112 − ρ→1

4112 = 6,

x1
4121 + η→1

4121 − ρ→1
4121 = 15, x1

4122 + η→1
4122 − ρ→1

4122 = 6,

x1
4211 + η→1

4211 − ρ→1
4211 = 8, x1

4212 + η→1
4212 − ρ→1

4212 = 3,

x1
4221 + η→1

4221 − ρ→1
4221 = 6, x1

4222 + η→1
4222 − ρ→1

4222 = 4,

x2
0111 + η→2

0111 − ρ→2
0111 = 16, x2

0112 + η→2
0112 − ρ→2

0112 = 12,

x2
0211 + η→2

0211 − ρ→2
0211 = 10, x2

0212 + η→2
0212 − ρ→2

0212 = 7,

x2
1111 + η→2

1111 − ρ→2
1111 = 15, x2

1112 + η→2
1112 − ρ→2

1112 = 12,

x2
1121 + η→2

1121 − ρ→2
1121 = 12, x2

1122 + η→2
1122 − ρ→2

1122 = 9,

x2
1211 + η→2

1211 − ρ→2
1211 = 12, x2

1212 + η→2
1212 − ρ→2

1212 = 7,

x2
1221 + η→2

1221 − ρ→2
1221 = 3, x2

1222 + η→2
1222 − ρ→2

1222 = 6,

x2
2111 + η→2

2111 − ρ→2
2111 = 15, x2

2112 + η→2
2112 − ρ→2

2112 = 12,
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x2
2121 + η→2

2121 − ρ→2
2121 = 12, x2

2122 + η→2
2122 − ρ→2

2122 = 7,

x2
2211 + η→2

2211 − ρ→2
2211 = 9, x2

2212 + η→2
2212 − ρ→2

2212 = 7,

x2
2221 + η→2

2221 − ρ→2
2221 = 5, x2

2222 + η→2
2222 − ρ→2

2222 = 4,

x2
3111 + η→2

3111 − ρ→2
3111 = 15, x2

3112 + η→2
3112 − ρ→2

3112 = 14,

x2
3121 + η→2

3121 − ρ→2
3121 = 16, x2

3122 + η→2
3122 − ρ→2

3122 = 12,

x2
3211 + η→2

3211 − ρ→2
3211 = 8, x2

3212 + η→2
3212 − ρ→2

3212 = 5,

x2
3221 + η→2

3221 − ρ→2
3221 = 7, x2

3222 + η→2
3222 − ρ→2

3222 = 5,

x2
4111 + η→2

4111 − ρ→2
4111 = 12, x2

4112 + η→2
4112 − ρ→2

4112 = 7,

x2
4121 + η→2

4121 − ρ→2
4121 = 15, x2

4122 + η→2
4122 − ρ→2

4122 = 7,

x2
4211 + η→2

4211 − ρ→2
4211 = 6, x2

4212 + η→2
4212 − ρ→2

4212 = 4,

x2
4221 + η→2

4221 − ρ→2
4221 = 6, x2

4222 + η→2
4222 − ρ→2

4222 = 4,

xr
0 j1l0 j

↓ 0 and integers

ηr
0 j1l0 j

, ρr
0 j1l0 j

, η→r
0 j1l0 j

, ρ→r
0 j1l0 j

↓ 0

}

≥r = 1, 2; j = 1, 2; l0 j = 1, 2 (∈)

xr
i jki j li j

↓ 0 and integers

ηr
i jki j li j

, ρr
i jki j li j

, η→r
i jki j li j

, ρ→r
i jki j li j

↓ 0,

}

≥r = 1, 2; j = 1, 2; li j = 1, 2; ki j = 1, 2

η1, ρ1, η2, ρ2 ↓ 0

Stage 2

Ming (η, ρ, X) = λ0η0 + λs1ηs1 + λs2ηs2 + λs3ηs3 + λs4ηs4

s.t.Z0 + η0 − ρ0 = 71181200, Z1 + ηs1 − ρs1 = 23458500,

Z2 + ηs2 − ρs2 = 18629800,

Z3 + ηs3 − ρs3 = 23455000, Z4 + ηs4 − ρs4 = 15999600

η0, ηs1, ηs2, ηs3, ηs4, ρ0, ρs1, ρs2, ρs3, ρs4 ↓ 0

together with constraints of problem (*).
Giving equal weightage to national and regional segments, a satisfactory adver-

tising reach is received from both the national media as well as each of the regional
media of Regions 1,2,3, and 4 given as 68271200, 18926500, 13617800, 18621000,
and 11318600, respectively. The budget allocated to the national media is 1159600
and for Regions 1, 2, 3, and 4 is 367250, 315690, 406740, 247875 respec-
tively.

The total reach thus generated given the total budget as 2,50,00,000 all the media
is 130755100. The number of advertisements to be allocated to different media for
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Table 10 Advertisement of different products allocated to different media

National Media Region 1’s Media Region 2’s Media Region 3’s Media Region 4’s Media

x1
0111 20 x1

1111 16 x1
2111 15 x1

3111 15 x1
4111 12

x1
0112 12 x1

1112 12 x1
2112 12 x1

3112 14 x1
4112 6

x1
0211 4 x1

1121 12 x1
2121 12 x1

3121 15 x1
4121 15

x1
0212 1 x1

1122 7 x1
2122 9 x1

3122 12 x1
4122 6

x2
0111 16 x1

1211 2 x1
2211 1 x1

3211 3 x1
4211 1

x2
0112 12 x1

1212 2 x1
2212 1 x1

3212 2 x1
4212 0

x2
0211 4 x1

1221 1 x1
2221 1 x1

3221 2 x1
4221 2

x2
0212 1 x1

1222 1 x1
2222 0 x1

3222 1 x1
4222 1

x2
1111 15 x2

2111 15 x2
3111 15 x2

4111 12

x2
1112 12 x2

2112 12 x2
3112 14 x2

4112 7

x2
1121 12 x2

2121 12 x2
3121 16 x2

4121 15

x2
1122 9 x2

2122 7 x2
3122 12 x2

4122 7

x2
1211 2 x2

2211 2 x2
3211 1 x2

4211 1

x2
1212 3 x2

2212 2 x2
3212 2 x2

4212 0

x2
1221 1 x2

2221 2 x2
3221 1 x2

4221 1

x2
1222 1 x2

2222 0 x2
3222 0 x2

4222 0

both the products in different slots are given below in Table 10 products in different
slots are given. Problem is solved using optimization software LINGO 11.0 (Thiriez
[14]).

6 Conclusion

In this paper, a media planning problem is considered for advertising multiple prod-
ucts of a firm in a segmented market at both national and regional level. The objective
is to allocate the advertisements so as to capture maximum advertising reach from
all media. Problem is formulated as a multi-objective programming problem and a
compromise solution is achieved using GP approach.
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Two Storage Inventory Model for Perishable
Items with Trapezoidal Type Demand Under
Conditionally Permissible Delay in Payment

S R Singh and Monika Vishnoi

Abstract This article develops a two warehouse deterministic inventory model for
deteriorating items with trapezoidal type demand under conditionally permissible
delay in payments. A rented warehouse is used when the ordering quantity exceeds
the limited capacity of the owned warehouse, and it is assumed that deterioration
rates of items in the two warehouses may be different. In contrast to the tradi-
tional deterministic two-warehouse inventory model with shortages at the end of
each replenishment cycle, an alternative model in which each cycle begins with
shortages and ends without shortages is proposed. Deterioration rate is taken to be
time-dependent. Shortages are allowed and fully backlogged. Then a solution proce-
dure is shown to find the optimal replenishment policy of the considered problem. At
last, article provides numerical example to illustrate the developed model. Sensitivity
analysis is also given with respect to major parameters.

Keywords Two warehouse · Trapezoidal type demand · Shortages · Deterioration ·
Conditionally permissible delay in payments

1 Introduction

Demand is the most volatile of all the market forces, as it is the least controlled by
management personnel. Even a slight change in the demand pattern for any particular
item causes a lot of havoc with the market concerned. Overall, it means that every time
the demand for any commodity goes a noticeable change, the inventory manager has
to reformulate the complete logistics of management for that item. Here, one thing
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becomes very apparent, even if the firm is able to take the jolt of changed customer’s
preference, it will not be able to take the sweep of formulating a new inventory
management theory every time. Previously, two types of time dependent demands,
i.e., linear and exponential have been studied. The main limitation in linear time-
dependence of demand rate is that it implies a uniform change in the demand rate per
unit time. This rarely happens in the case of any commodity in the market. On the other
hand, an exponential rate of change in demand is extraordinarily high and the demand
fluctuation of any commodity in the real market cannot be so high. It concludes that
demand rate never been constant or an increasing function or decreasing function of
time. To observe these fluctuation in demand pattern, ramp-type demand rate taken
into consideration.

Trapezoidal type demand pattern is more realistic in comparison to ramp-type
demand in many cases like fad or seasonal goods coming to market. The demand
rate for such items increases with the time up to certain time and then ultimately
stabilizes and becomes constant, and finally the demand rate approximately decreases
to a constant or zero, and the begins the next replenishment cycle. Hill [4] first
proposed a time dependent demand pattern by considering it as the combination of
two different types of demand such as increasing demand followed by a constant
demand in two successive time periods over the entire time horizon and termed it as
ramp-type time dependent demand pattern. Wu [11] further investigated the inventory
model with ramp-type demand rate such that the deterioration followed the Weibull
distribution deterioration and partial backlogging. Giri et al. [3] extended the ramp-
type demand inventory model with Weibull deterioration distribution. Manna and
Chaudhuri [5] have developed a production inventory model with ramp-type two
time periods classified demand pattern where the finite production rate depends on
the demand.

The effect of deterioration of physical goods in stock is very realistic feature
of inventory control. For more details about deteriorating items one can see the
review paper of Goyal and Giri [2]. In the past few decades, inventory problems for
deteriorating items have been widely studied. In general, deterioration is defined as
the damage, spoilage, dryness, vaporization, etc., that result in decrease of usefulness
of the original one. In 2006, the Wu et al. [12] defined a new phenomenon as non-
instantaneous deteriorating and considered the problem of determining the optimal
replenishment policy for such items with stock dependent demand. Soon, Ouyang
et al. [6] further developed an inventory model for non-instantaneous deteriorating
items with permissible delay in payment.

Generally, when suppliers provide price discounts for bulk purchases or the prod-
ucts are seasonal, the retailers may purchase more goods than can be stored in his
own warehouses (OW). Therefore, a rented warehouse (RW) is used to store the
excess units over the fixed capacity W of the own warehouse. Usually, the rented
warehouse is to charge higher unit holding cost than the own warehouse, but to offer
a better preserving facility resulting in a lower rate of deterioration for the goods
than the own warehouse. To reduce the inventory costs, it will be economical to
consume the goods of RW at the earliest. Consequently, the firm stores goods in OW
before RW, but clears the stocks in RW before OW. Chung and Huang [1] proposed
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a two-warehouse inventory model for deteriorating items under permissible delay
in payments, but they assume that the deteriorating rate of two warehouses are the
same. Rong et al. [7] developed an optimization inventory policy for a deteriorat-
ing item with imprecise lead time, partially/fully backlogged shortages, and price
dependent demand under two-warehouse system. Vishnoi and Shon [8] presented
a two-warehouse production inventory model for deteriorating items with inflation
induced demand and partial backlogging. Singh and Vishnoi [9] developed optimal
replenishment policy for deteriorating items with time dependent demand under the
learning effect. Vishnoi and Shon [10] explored an economic order quantity model for
non-instantaneous deteriorating items with stock dependent demand, time varying
partial backlogging under permissible delay in payments and two warehouses.

So far it seems none has tried to investigate this important issue with the
assumptions of two warehouse, trade credit, deterioration, and shortages. The whole
combination is very unique and very much practical. We think that our work will
provide a solid foundation for the further study of this kind of important models with
trapezoidal type demand rate. In this paper, we proposed the work as follows:

(i) We introduce a trapezoidal type demand rate, with its variable part being linear
function of time.

(ii) Variable rate of deterioration.
(iii) Shortages are allowed.
(iv) Infinite planning horizon consider in this model.
(v) This paper divides in two sections

(a) Model 1. When shortages occur at the end of the cycle with conditionally
permissible delay in Payments

(b) Model 2. When shortages occur at the beginning of the cycle without per-
missible delay in Payments

2 Assumptions and Notations

2.1 Assumptions

The mathematical model of the economic order quantity problem here is based on
the following assumptions:

• The trapezoidal type demand rate, D(t), which is positive and consecutive, is
assumed to be a trapezoidal type function of time, that is,

D(t) =

⎧

⎨

a1 + b1t, t ≥ tW
D1, tW ≥ t ≥ t1
a2 − b2t, t1 ≥ t ≥ T

and D(t) =

⎧

⎨

a3 − b3t, t ≥ T ≤
D2, T ≤ ≥ t ≥ t ≤W
a4 + b4t, t ≤W ≥ t ≥ t ≤1
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Fig. 1 Graphical representation of a two warehouse inventory system

where tW is the time at which demand is changing from the linearly increasing
demand to constant demand and t1 is time at which demand is changing from
the constant demand to the linearly deceasing demand for Model 1. (See Fig.1)
and a1, a2 > b1, b2 and T ≤ is the time at which demand is changing from the
linearly decreasing demand to constant demand, and t ≤W is time at which demand is
changing from the constant demand to the linearly increasing demand for Model 2.
(See Fig. 3) and a3, a4 > b3, b4.

• Shortages are allowed and fully backlogged.
• There is no repair or replenishment of deteriorated units during the period.
• Deterioration rate is π1(t) = π1t , for RW and π2(t) = π2t for OW, which is a

continuous function of time
• Deteriorated items are neither replaced nor repaired.
• A single item inventory is considered over the prescribed period.
• Planning horizon is infinite and lead-time is zero.
• The retailer can accumulate revenue and earn interest after his/her customer pays

for the amount of purchasing cost to the retailer until the end of the trade credit
period offered by the supplier.

2.2 Notations

The following notations are used in the proposed study:

W Capacity of the OW
Ch1 The holding cost per unit per unit time in OW
Ch2 The holding cost per unit per unit time in RW
CD The purchasing cost per unit
CS Shortage Cost per unit per unit time
C0 Fix amount of the replenishment costs per $ per order
p The purchasing cost per unit.
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c The selling price per unit.
Ip The capital opportunity cost in stock per $ per year.
Ie The interest earned per $ per year.
tW The time at which the inventory level reaches zero in RW for Model.1
t1 The time at which the inventory level reaches zero in OW for Model.1
T The time at which the shortage reaches the lowest point in the replen-

ishment cycle for Model.1
T ≤ The time at which the shortage occur for Model.2
t ≤W The time at which the inventory level reaches zero in RW for Model.2
t ≤1 The time at which the inventory level reaches zero in OW for Model.2
q1(t) The level of positive inventory in RW at time t for Model.1
q2(t), q3(t) The level of positive inventory in OW at time t for model.1
q4(t) The level of negative inventory at time t for Model.1
q1(t) The level of negative inventory at time t for Model.2
q2(t) The level of positive inventory in RW at time t for Model.2
q3(t) The level of positive inventory in OW at time t for Model.2
q4(t) The level of positive inventory in OW at time t for Model.2
T Ci The present value of the total relevant cost per unit time for Model i,

i = 1, 2

3 Formulation and Solution of the Model

There are two storage shortage models under the assumptions described in previous
section, i.e., one is the traditional model and another is staring with shortage model so
far can be found in literature. The traditional model is depicted graphically in Fig. 1.
It starts with an instant replenishment and ends with shortages. It has been studied in
several papers. In contrast, we propose the other shortage model in which the demand
will be met at the end of cycle. In fact, the inventory level in our proposed model
starts with shortages and ends without shortages. The proposed shortage model is
depicted graphically in Fig. 3.

3.1 Shortages Occur at the End of the Cycle with Permissible Delay
in Payment (Model 1)

In this section, we discussed the deterministic inventory model for deteriorating
items with the traditional two warehouse model where shortage occur at the end of
the cycle at time t = 0, a lot size of certain units enters the system from which a
portion is backlogged toward previous shortages, W units are kept in OW, and the
rest is stored in RW. The goods of OW are consumed only after consuming the goods
kept in RW. During the interval (0, tW ), the inventory in RW gradually decreases due
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to deterioration and linearly increasing demand and it vanishes at t = tW . At OW,
the inventory W remains same in the interval (0, tW ). During the interval (tW , t1) the
inventory level is depleted due to constant demand and deterioration. By the time t1,
both warehouses are empty and thereafter the shortages are allowed to occur with
linearly decreasing function of time. The shortage quantity is supplied to customers
at the beginning of the next cycle. By the time t2, the replenishment cycle restarts.
The objective of the traditional model is to determine the timings of tW , t1, and T, so
that the total relevant cost (including holding, deterioration, shortage, and ordering
costs) per unit time of the inventory system is minimized when in between retailer
get some trade credit privilege.

Mathematically, the system can be represented by the following system of differ-
ential equations:

q1
≤(t) + π1(t)q1(t) = −(a1 + b1t), 0 ≥ t ≥ tW (1)

q2
≤(t) + π2(t)q2(t) = 0, 0 ≥ t ≥ tW (2)

q3
≤(t) + π2(t)q3(t) = −D1, tW ≥ t ≥ t1 (3)

q4
≤(t) = −(a2 − b2t), t1 ≥ t ≥ T (4)

With the boundary conditions q1(tW ) = 0, q2(0) = W , q3(t1) = 0, q4(t1) = 0, one
can arrive the following equations

q1(t) = a1 (tW − t) + a1π1

6

⎩
t3
W − t3

)
+ b1

2

⎩
t2
W − t2

)
+ b1π1

8

⎩
t4
W − t4

)

− a1π1

2

⎩
tW t2 − t3

)
− b1π1

4

⎩
t2
W t2 − t3

)
, 0 ≥ t ≥ tW (5)

q2(t) = W e− π2 t2

2 = W − W
π2t2

2
, 0 ≥ t ≥ tW (6)

q3(t) = D

[
(t1 − t) + π2

6

⎩
t3
1 − t3

)
−π2

2

⎩
t1t2 − t3

)⎛
, tW ≥ t ≥ t1 (7)

q4(t) = a2 (t1 − t) + b2

2

⎩
t2
1 − t2

)
, t1 ≥ t ≥ T (8)

i Ordering Cost Since replenishment is done at the start of the cycle, the ordering
cost per cycle is given by

A = C0/T (9)

ii Holding Cost for RW The inventory holding cost in RW per cycle can be derived
as

HCRW = Ch2

T

[⎝ tW

0
q1(t)dt

⎛
= Ch2

T

(
a1

2
tW

2 + b1

3
t3
W + a1π1

12
t4
W + b1π1

15
tW

5
⎞

(10)
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iii Holding Cost for OW The inventory holding cost in OW per cycle can be derived
as

HCOW = Ch1

T

[⎝ tW

0
q2(t)dt+

⎝ t1

tW
q3(t)dt

⎛

= Ch1

T

[(
W tW − Wπ2

6
t3
W

⎞
+ D

⎠⎭
t2
1

2
− t1tW + t2

W

2

)

+ π2

6

⎭
3t4

1

4
− t3

1 tW + t4
W

4

)

+π2

6

⎭
3t4

1

4
− t3

1 tW + t4
W

4

)}]

(11)

iv Deterioration Cost The deterioration cost per cycle can be derived as

DC = CD

T

[⎝ tW

0
π1(t)q1(t)dt +

⎝ tW

0
π2(t)q2(t)dt +

⎝ t1

tW
π2(t)q3(t)dt

]

= CD

T

[
π1

(
a1

6
t3
W + b1

8
t4
W + a1π1

120
t5
W + b1π1

48
t6
W

⎞
+ π2

(
W − W

π2

8
t4
W

⎞

Dπ2

⎠⎭
t3
1
6

+ t1
t2
W
2

+ t3
W
3

)

+ π2
2
6

⎭
3t5

1
10

− t3
1

t2
W
2

+ t5
W
5

)

− π2
2
2

⎭
t5
1

20
− t1

t4
W
4

+ t5
W
5

)}]

(12)

v Shortage Cost The shortage cost per cycle can be derived as

SC = CS

[⎝ t2

t1
[−q4(t)] dt

⎛
= CS

T

[

a2

⎭
t2
1

2
− t1T + T 2

2

)

+ b2

2

⎭
2t3

1

3
− t2

1 T + T 3

3

)]

(13)

vi The interest payable opportunity cost There are three cases depicted as Fig. 2.

Fig. 2 Different cases of trade credit period M
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Fig. 3 Graphical representation of a two warehouse inventory system

Case 1 M ≥ tW < T or 0 < M ≥ tW In this case, the annual interest payable is

IP1 = cIP

T

[⎝ tW

M
q1(t)dt +

⎝ tW

M
q2(t)dt +

⎝ t1

tW
q3(t)dt +

⎝ T

t1
q4(t)dt

⎛

IP1 = cIP

T

[

a1

⎭
t3
W

2
+ tW M + M2

2

)

+ a1π1

6

⎭
3t4

W

4
+ t3

W M + M4

4

)

+b1

2

⎭
2t3

W

3
+ t2

W M + M3

3

)

+ b1π1

8

⎭
4t5

W

5
− t4

W M + M5

5

)

− a1π1

2

⎭
t4
W

12
− tW

M3

3
+ M4

4

)

− b1π1

4

⎭
2t5

W

5
− t2

W
M3

3
+ M5

5

)

+
(

WtW − Wπ2

6
t3
W − WM + Wπ2

6
M3
⎞

+ D

⎠⎭
t2
1

2
− t1tW + t2

W

2

)

+ π2

6

⎭
3t4

1

4
− t3

1 tW + t4
W

4

)

− π2

2

⎭
t4
1

12
− t1

t3
W

3
+ t4

W

4

)}

+ a2

⎭
t2
1

2
− t1T + T 2

2

)

+b2

2

⎭
2t3

1

3
− t2

1 T + T 3

3

)]

(14)

Case 2 tW < M ≥ T In this case, the annual interest payable is

I P2 = cIP

T

[⎝ t1

M
q3(t)dt +

⎝ T

t1
q4(t)dt

⎛

= cIP

T

⎭
t2
1

2
− t1 M + M2

2

)

+ π2

6

⎭
3t4

1

4
− t3

1 M + M4

4

)
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− π2

2

⎭
t4
1

12
− t1

M3

3
+ M4

4

)}

+ a2

⎭
t2
1

2
− t1T + T 2

2

)

+b2

2

⎭
2t3

1

3
− t2

1 T + T 3

3

)]

(15)

Case 3 M > t1 In this case, no interest charges are paid for the items.

vii The opportunity interest earned There are two cases as follows:

Case 1 0 < M ≥ tW or M ≥ T In this case, the annual interest earned is

I E1 = pIe

T

[⎝ M

0
(a1 + b1t)tdt

⎛
= pIe

T

[
a1

M2

2
+ b1

M3

3

⎛
(16)

Case 2 tW < M ≥ t1 In this case, the annual interest earned is

I E2 = pIe

T

[⎝ tW

0
(a1 + b1t)tdt +

⎝ M

tW
D1tdt

⎛

= pIe

T

[

a1
t2
W

2
+ b1

t3
W

3
+ D1

M2

2
− D1

t2
W

2

]

(17)

Case 3 M > t1 In this case, the annual interest earned is

I E3 = pIe

T

[⎝ tW

0
(a1 + b1t)tdt +

⎝ t1

tW
D1tdt

]

= pIe

T

[⎠⎭

a1
t2
W
2

+ b1
t3
W
3

)

+ D1

2

⎩
t2
1 − t2

W

)
+
⎭

a2
M2

2
− b2

M3

3
− a2

t2
1
2

+ b2
t3
1
3

)}

+ (M − t1)

⎠⎭

a1
t2
W
2

+ b1
t3
W
3

)

+ D1

2

⎩
t2
1 − t2

W

)
+
⎭

a2
M2

2
− b2

M3

3
− a2

t2
1
2

+ b2
t3
1
3

)}]

(18)

viii Total Cost

Therefore, the annual total relevant cost for the retailer can be expressed as:

TC (tW , t1, T ) = ordering cost + Inventory holding cost in RW

+ Inventory holding cost in OW + deteriorating cost

+ shortage cost + interest payable opportunity cost

− opportunity interest earned. (19)
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3.2 Shortage Occurs at the Beginning of the Cycle Without
Permissible Delay in Payments (Model 2)

In this section, we discussed the deterministic inventory model for deteriorating
items with the two warehouse model where shortage occurs at the beginning of the
cycle is discussed. At time t = 0, it starts with zero inventory. At the time interval
(0, T ≤) shortages are allowed to occur with linearly decreasing function of time. At
time t = T ≤, excess quantity of lot size enters to remove the previous shortages.
It is assumed that the management owns a warehouse with fixed capacity and any
quantity exceeding this should be stored in RW, which is assumed to be available
with abundant space. Deterioration starts by the time T ≤and also it is the time for
changing the demand pattern from decreasing trend to constant trend. The goods
of OW are consumed only after consuming the goods kept in RW. During the time
interval (T ≤, t ≤W ), the inventory in RW gradually decreases due to joint effect of
constant demand and deterioration it vanishes at t = t ≤W . At OW, the inventory is
only depleted by the effect of deterioration. During (t ≤W , t ≤1) the inventory is depleted
due to linearly increasing demand and deterioration.

Mathematically, the system can be represented by the following system of differ-
ential equations:

q ≤
1(t) = −(a3 − b3t), 0 ≥ t ≥ T ≤ (20)

q ≤
2(t) + π1(t)q2(t) = −D2, T ≤ ≥ t ≥ t ≤W (21)

q ≤
3(t) + π2(t)q3(t) = 0, T ≤ ≥ t ≥ t ≤W (22)

q ≤
4(t) + π2(t)q4(t) = − (a4 + b4t) , t ≤W ≥ t ≥ t ≤1 (23)

With the boundary conditions q1(0) = 0, q2(t ≤W ) = 0, q3(T ≤) = W, q4(t ≤1) = 0, one
can arrive the following equations

q1(t) = −
[

a3t − b3

2
t2
⎛

, 0 ≥ t ≥ T ≤ (24)

q2(t) = D2

[
(tW ≤ − t) + π1

6

⎩
t ≤3W − t3

)
− π1

2

⎩
t ≤W t2 − t3

)⎛
, T ≤ ≥ t ≥ t ≤W

(25)

q3(t) = W e
π2
2

(
T ≤2−t2

)
, t ≤W ≥ t ≥ t ≤1 (26)

q4(t) =
[

a4
(
t ≤1 − t

)+ π2a4

6

⎩
t ≤31 − t3

)
+ b4

2

⎩
t ≤21 − t2

)
+ π2a4

8

⎩
t ≤41 − t4

)

− π2a4

2

⎩
t ≤1t2 − t3

)
−π2b4

4

⎩
t ≤21 t2 − t4

)⎛
, t ≤W ≥ t ≥ t ≤1 (27)

i Ordering Cost Since replenishment is done at the start of the cycle, the ordering
cost per cycle is given by

A = C0/t1, (28)
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ii Holding Cost for RW The inventory holding cost in RW per cycle can be derived
as

HCRW = Ch2

t ≤1

[⎝ t ≤W

T ≤
q2(t)dt

]

= Ch2

t ≤1

[⎭
t ≤2W
2

− t ≤W T ≤ + T ≤2

2

)

+ π1

6

⎭
3t ≤2W

4
− t ≤3W T ≤ + T ≤4

4

)

− π1

6

⎭
t ≤4W
12

− t ≤W T ≤3 + T ≤4

4

)]

(29)

iii Holding Cost for OW The inventory holding cost in OW per cycle can be derived
as

HCOW = Ch1

t ≤1

[⎝ t ≤W

T ≤
q3(t)dt+

⎝ t ≤1

t ≤W
q4(t)dt

]

= Ch1

t ≤1

[⎠

W
(
t ≤W − T ≤)+ Wπ2

6

⎭

T ≤2t ≤W − t ≤3W
3

− 2T ≤3

3

)}

+ a4

⎭
t ≤31

2
+ t ≤1t ≤W + t ≤2W

2

)

+ a4π4

6

⎭
3t ≤41

4
+ t ≤31 t ≤W + t ≤4W

4

)

+ b4

4

⎭
2t ≤31

3
+ t ≤21 t ≤W + t ≤3W

3

)

+ b4π2

8

⎭
4t ≤51

5
− t ≤41 t ≤W + t ≤5W

5

)

− a4π2

2

⎭
t ≤41

12
+ t ≤1

t ≤3W
3

+ t ≤4W
4

)

− b4π2

4

⎭
2t ≤51

15
− t ≤21

t ≤3W
3

+ t ≤5W
5

)]

(30)

iv Deterioration Cost The deterioration cost per cycle can be derived as

DC = CD

t ≤1

[⎝ t ≤W

T ≤
π1t.q2(t)dt +

⎝ t ≤W

T ≤
π2t.q3(t)dt +

⎝ t ≤1

t ≤W
π2t.q4(t)dt

]

= CD

t ≤1

[⎠

D2π1

⎭
t ≤3W
6

+ t ≤W
T ≤2

2
+ T ≤3

3

)

+ π1

6

⎭
3t ≤5W
10

+ t ≤3W
T ≤2

2
+ T ≤5

5

)

− π1

2

⎭
t ≤5W
20

+ t ≤W
T ≤4

4
+ T ≤5

5

)}

+ π2W

⎠
1

2

⎩
t ≤2W − T ≤2)+ π2

2

⎭

T ≤2 t ≤2W
2

− t ≤4W
4

− T ≤4

4

)}
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+ π2

⎠⎭
t ≤31

6
+ t ≤1

t ≤2W
2

+ t ≤3W
3

)

+ π2a4

6

⎭
3t ≤51

10
+ t ≤31

t ≤2W
2

+ t ≤5W
5

)

+ b4

2

⎭
t ≤41

4
+ t ≤21

t ≤2W
2

+ t ≤4W
4

)

+ π2b4

8

⎠⎭
2t ≤61

6
+ t ≤41

t ≤2W
2

+ t ≤6W
6

)

− π2a4

2

⎭
t ≤51

20
− t ≤1

t ≤4W
4

+ t ≤5W
5

)

− π2b4

4

⎭
t ≤61

12
+ t ≤21

t ≤4W
4

+ t ≤6W
6

)}]

(31)

v Shortage Cost The shortage cost per cycle can be derived as

SC = CS

t ≤1

[⎝ T ≤

0
[−q1(t)] dt

]

= CS

t ≤1

[
a3

2
T ≤2 − b3

6
T ≤3
⎛

(32)

vi Total Cost Therefore, the annual total relevant cost for the retailer can be
expressed as:

TC(t ≤W , t ≤1, T ≤) = orderingcost + stockholdingcostin RW

+ stockholdingcostinOW + deterioratingcost + shortagecost (33)

4 Appendix

To minimize total average cost per unit time (TCi ), i = 1, 2 for both of Model 1.
and Model 2. The optimal values of tW , t1 and T for Model 1 and t ≤W , t ≤1 and T ≤ for
Model 2 can be obtained by solving the following equations simultaneously from
the equations

λT Ci

λtW
= 0,

λT Ci

λt1
= 0,

λT Ci

λT
= 0, (34)

λT Ci

λt ≤W
= 0,

λT Ci

λt ≤1
= 0,

λT Ci

λT ≤ = 0, (35)

Provided, they satisfy the following conditions

λ2T Ci

λt2
W

> 0,
λ2T Ci

λt2
1

> 0,
λ2T Ci

λT 2 > 0, (36)

λ2T Ci

λt ≤2W
> 0,

λ2T Ci

λt ≤21

> 0,
λ2T Ci

λT ≤2 > 0, (37)
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5 Solution Procedure

We use the classical optimization techniques for finding the minimum value of the
total cost. The Eq. (34) consists of different equations for both cases of Model 1
and Eq. (35) consists of different equations for both cases of Model 2 are highly
nonlinear in the continuous variable tW , t1, T for Model 1 and t ≤W , t ≤1, T ≤ for Model
2. We have used the mathematical software MATLAB 7.0.1. to arrive at the solu-
tion of our system. We obtained the optimal values. With the use of these optimal
values Eqs. (19) and (33) provides minimum total average cost per unit time of the
system in consideration. Here, numerical illustration is to be given from 1st to 5th
replenishment.

6 Numerical Illustrations and Analysis

To elucidate, by the preceding theory the following numerical data is given by:

Example 1 W = 500 units, C0 = $100 per setup, Ch1 = $0.3,Ch2 = $0.6, CD =
$0.5per unit, CS = $3/ unit/unit time, a1 = 200, b1 = 5, IP = $0.15 unit/year, Ie =
$0.12 unit/year, c = $ 10/ unit, p= $15/ unit, a2 = 220, b2 = 10, D1 = 500 units,
a3 = 220, b3 = 10, a4 = 200, b4 = 5, D2 = 500 unit, π1 = 0.002 , π2 = 0.005.
Tables 1 and 2.

Table 1 Optimal solution for
model 1

N tw t1 T Total cost
(TC)

1 6.32754 11.3479 14.7978 835.124
2 6.32754 11.3479 14.7978 835.113
3 6.32754 11.3479 14.7978 835.065
4 6.32754 11.3479 14.7978 835.043
5 6.32754 11.3479 14.7978 835.022

Table 2 Optimal solution for
model 2

N T ≤ t ≤w t ≤1 Total cost
(TC)

1 0.28193 1.36414 3.49076 169.856
2 0.28163 1.36618 3.46629 169.325
3 0.28145 1.36763 3.46474 169.186
4 0.28131 1.36423 3.46313 169.087
5 0.28124 1.36193 3.46190 169.056
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7 Sensitivity Analysis

In Tables 3 and 4 some sensitivity analysis of the model is performed by changing
the parameter values −50, −25, 25, and 50 %, taking one at a time and keeping
the remaining unchanged. The analysis is performed based on the adjusted results
obtained in Tables 1 and 2. Some simple characteristics of parameter’s impact on
total cost (Figs. 4, 5).

7.1 Sensitivity Analysis for Model 1

7.2 Observations for Model 1

The following observations are made based on the above findings: The values of
percentage variation in total costs are the highly sensitive to the following parameters:
π1’, ‘a1’ and ‘a2’, ‘b1’, ‘b2’. The values of percentage variation in total costs are quite
sensitive to the parameters ‘D1’. The values of percentage variation in total costs are
not so sensitive to the following parameters: ‘a1’, π2, and ‘W’.

Table 3 Sensitivity analysis of optimal solution for model 1

Parameter −50 % Changed −25 % Changed +25 % Changed +50 % Changed
N PCV N PCV N PCV N PCV

W 1 0.05 1 0.02 1 −0.03 1 −0.05
a1 1 0.32 1 0.16 1 −0.17 1 −0.33
a2 1 −12.95 1 −6.48 1 6.47 1 12.94
b1 1 −22.17 1 −11.08 1 11.08 1 22.16
b2 1 −21.07 1 −10.54 1 10.52 1 21.05
D1 1 − 3.42 1 −1.71 1 1.69 1 3.40
τ1 1 11.64 1 5.82 1 − 5.82 1 −11.64
τ2 1 − 0.75 1 −0.37 1 0.37 1 0.74

Table 4 Sensitivity analysis of optimal solution for model 2

Parameter −50 % Changed −25 % Changed +25 % Changed +50 % Changed
N PCV N PCV N PCV N PCV

π1 1 −0.37 1 −0.19 1 0.19 1 0.38
π2 1 0.16 1 0.08 1 −0.08 1 −0.16
a4 1 −1.28 1 −0.64 1 0.64 1 1.28
b4 1 −20.31 1 −10.15 1 10.15 1 20.31
a3 1 −1.35 1 −0.67 1 0.67 1 1.35
b3 1 −1.36 1 −0.68 1 0.68 1 1.36
D2 1 5.15 1 2.57 1 −1.93 1 −4.51
W 1 0.05 1 0.02 1 −0.02 1 −0.05
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Fig. 4 Convexity of the total cost for model.1 when tW fixed

Fig. 5 Convexity of the total cost function when t ≤W fixed

7.3 Sensitivity Analysis for Model 2

7.4 Observations for Model 2

The following observations are made based on the above findings: The values of
percentage variation in total costs are the highly sensitive to the parameters ‘b4’.
The values of percentage variation in total costs are quite sensitive to the following
parameters: ‘D2’, ‘a4’, ‘a3’, ‘b3’. The values of percentage variation in total costs
are not so sensitive to the following parameters: π1, π2, and W.
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8 Concluding Remarks

In this paper, we successfully provide a rigorous and efficient method to derive the
optimal solution for the inventory models with deteriorating items and trapezoidal
type demand rate under the permissible delay in payments. We study two alterna-
tive inventory models for determining the optimal replenishment schedule for two
warehouse inventory problem under shortages, in which the inventory deteriorates
at a variable rate over time. In this model deterioration rate at any item is assumed
to time dependent.

The nature of demand of seasonal and fashionable products is increasing-steady-
decreasing and becomes asymptotic. The demand pattern assumed here is found
to occur not only for all types of seasonal products but also for fashion apparel,
computer chips of advanced computers, spare parts, etc. The procedure presented
here may be applied to many practical situations. Retailers in supermarket face this
type of problem to deal with highly perishable seasonal products. Thus, to make a
better combination of increasing- steady-decreasing demand pattern for perishable
seasonal products.

In addition to the above mentioned facts, we have also tried to establish two
possible shortage models. For each model the optimal policy is obtained. In general,
Model 2 is less expensive to operate than Model 1 if the factors of trapezoidal type
demand rate, shortages, deterioration, and permissible delay in payments are consid-
ered. A numerical assessment of the infinite planning horizon theoretical model has
been done to illustrate the theory. The solution obtained has also been checked for
sensitivity with the result that the model is found to be quite suitable and stable and
discussed some interesting and important facts where the company’s management
need to take proper attention. The variations in the system statistics with a variation
in system parameters have also been illustrated graphically.
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Development of an EOQ Model for Multi
Source and Destinations, Deteriorating
Products Under Fuzzy Environment

Kanika Gandhi and P. C. Jha

Abstract Business in the present highly competitive scenario emphasises the need to
satisfy customers. Generally, uncertainty in demand is observed from customer side
when products are deteriorating in nature. This uncertain demand cannot be predicted
precisely, which causes fuzziness in related constraints and cost functions. Syn-
chronizing inventory, procurement, and transportation of deteriorating natured prod-
ucts with fuzzy demand, and fuzzy holding cost at source and destination becomes
essential in supply chain management (SCM). The current study demonstrates a
fuzzy optimization model with an objective to minimize the cost of holding, procure-
ment, and transportation of multi products from multi sources to multi destinations
(demand point) with discount policies on ordered and weighted transportation quan-
tity. A case study is illustrated to validate the model.

Keywords Supply chain management · Discount models · Transportation models ·
Deteriorating products · Fuzzy logics

1 Introduction

Deteriorating products are common in daily life. However, the academia has not
reached a consensus on the definition of the deteriorating products. Deteriorating
products can be classified into two categories. The first category refers to the products
that become decayed, damaged, or expired through time, like meat, vegetables, fruit,
medicine, etc; the other category refers to products that lose part or total value through
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time because of new technology or the introduction of alternatives, like computer
chips, mobile phones, fashion, and seasonal goods. Both the categories have the
characteristic of short life cycle. For the first category, products have a short natural
life cycle. After a specific period, the natural attributes of products will change and
then lose useable value and economic value; for the second category, products have
a short market life cycle. After a period of popularity in the market, the products
lose the original economic value due to the changes in consumer preference, product
upgrading, and other reasons. In the supply chain, decisions related to delivering
ordered products in time become critical, as delivery or consumption delay leads
to reduction in product’s value. Because of the deteriorating nature of the products,
demand of such products becomes highly volatile and cannot be forecasted precisely.
Imprecision in demand forces total cost and holding costs to be imprecise and creates
a fuzzy environment.

Many authors in the past have discussed concepts on deteriorating products and
fuzzy environment due to fuzzy demand and cost. Initial discussion is with the
assumption that the lifetime of a product is infinite while it is in storage. On the same
lines, Silver and Meal [1] developed an approximate solution technique of a deter-
ministic inventory model with time varying demand. Donaldson [2] first developed
an exact solution procedure for products with a linearly increasing demand rate over
a finite planning horizon. All these models are based on the assumption that there
is no deterioration effect on inventory. But in reality, deterioration also depends on
preserving facilities and environmental conditions of storage. So, due to deteriora-
tion effect, a certain fraction of the available quantity is either damaged or decayed
and are not in a perfect condition to satisfy the future demand of customers for good
items. Deterioration for such items is continuous and constant or time-dependent and
is dependent on the on-hand inventory. A number of research papers have already
been published on the above type of items by [3–5].

Due to deterioration, the demand of such products is uncertain, which develops a
fuzzy environment. To convert fuzzy environment into crisp, Zimmermann [6] used
the concept of fuzzy set in decision-making processes by considering the objective
and constraints as fuzzy goals. He first applied fuzzy set theory with suitable choice
of membership functions and derived a fuzzy linear programming problem. Lai and
Hwang [7, 8] described the application of fuzzy sets to several operation research
problems in two well-known books. Fuzzy set theory has also been used in few
inventory models. Sommer [9] applied fuzzy dynamic programming to an inventory
and production-scheduling problem. Kacprzyk and Staniewski [10] considered a
fuzzy inventory problem in which, instead of minimizing the total average cost, they
reduced it to a multi-stage fuzzy-decision-making problem and solved by a branch
and bound algorithm. Lam and Wang [11] solved the fuzzy model of joint economic
lot size problem with multiple price breaks. Roy and Maiti [12] solved the classical
EOQ model in a fuzzy environment with fuzzy goal, fuzzy inventory costs, and
fuzzy storage area by FNLP method using different types of membership functions
for inventory parameters.

In the current study, a specific division of SCM is explained, where deteriorat-
ing natured multiple products are ordered to multi supplier by many buyers. The
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problem is faced by the suppliers not being able to forecast demand because of
the deteriorating nature of the products. In the process, the buyer at demand point
plays a major role, which provides a holistic approach by integrating all the holding,
procurement, inspection, and transportation activities such that holding cost; ordered
quantity to suppliers and its purchase cost; inspection cost on ordered quantity; trans-
ported weights and its freight cost. He would also take care of the holding cost at
suppliers, because suppliers cannot keep goods in the warehouse for a long time. As
the capacity of warehouse is limited and may incur more cost that may further affect
the selling price. The paper presents a fuzzy optimization model, which integrates
inventory, procurement, and transportation mechanism to minimize all the costs dis-
cussed above. The total cost of the model becomes fuzzy because of fuzzy holding
cost and demand. The study also includes the aspect of discounts that benefits the
buyer to avail discounts on bulk purchase and transported weights.

2 Problem Statement and Assumptions

The current study develops a fuzzy model which shows flow of deteriorating multi
products from multi sources to multi demand points (destinations) with fuzzy demand
and holding cost at source and destination. In this coordination, the cost is associ-
ated at every stage like purchase cost, distribution cost, inspection cost, and fuzzy
holding cost. The objective of the current study is to minimize the total costs dis-
cussed above by integrating procurement and distribution phase with incorporating
quantity discount policies at the time of purchase and freight discount at the time of
transportation and maximum reduction in vagueness of the fuzzy environment. At
the time of model development the following assumptions were taken:

• Demand is uncertain.
• Supply is instantaneous.
• Initial inventory of each product for the beginning of planning horizon is zero.
• Constant rate of deterioration, as a percentage of stored units.
• Constant inspection rate.

3 Proposed Model Formulation

3.1 Sets

Product set with cardinality P and indexed by i , whereas periods set with cardinality
T and indexed by t , price discount break point set with cardinality L and indexed by
l, and freight discount break point with cardinality K and indexed by k. Destination
set with cardinality M indexed by m, and source set with cardinality J indexed by j .
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3.2 Parameters

∼
C is fuzzy total cost, C0 and C∗

0 are the aspiration and tolerance level of fuzzy total
cost respectively. h̃i j t and hi j t are fuzzy and defuzzified holding cost per unit of
product i in period t at source j . h̃imt and himt are fuzzy and defuzzified holding
cost per unit of product i in period t at destination m. ϕi jmt is the unit purchase cost
for product i from source j to destination m in period t . di jmlt is the discount factor
is valid if more than ai jmlt unit are purchased, 0 < di jmlt < 1. β jmt is the weight
freight cost in t th period from source j to destination m. f jmkt is the transportation
freight discount factor from source j to destination m in period t at freight break k.
D̃imt and Dimt are fuzzy and defuzzfied demand for product i in period t from
mth destination. D

∗
0 and D0 are the aspiration and tolerance level of defuzzified

demand, where D
∗
0 = ∑T

t=1
∑M

m=1 Dimt . CRimt is the consumption at destination
m of product i in period t. ai jmlt is the limit beyond which lth price break becomes
valid for destination m availed from source j in period t for product i . b jmkt is the
limit beyond which kth freight break becomes from source j to destination m valid
in period t . wi is per unit weight of i th product. INi j1 and INim1 are initial inventory
of the planning horizon at source j and destination m resp. for product i . λi jmt is
per unit inspection cost of i th product in terms of quantity ordered. η is percentage
of defective items of the stored units.

3.3 Decision Variables

Xi jmt is the amount of product i ordered in period t from source j for destination m.

Ri jmlt is the binary variable, which is 1 if the ordered quantity falls in lth price
break, otherwise zero. Ii j t and Iimt are inventory level at source j and destinationm
for product i at the end of period t . Z jmkt is the binary variable, which is 1 if the
weighted quantity transported falls in kth price break, otherwise zero. L jmt is the
total weighted quantity transported in period t from source j to destination m.

3.4 Fuzzy Optimization Model Formulation

In many real problems, input information is incomplete or unreliable to develop a
crisp mathematical model, which can quantify uncertain parameters. This enables
to employ fuzzy optimization methods and fuzzy parameters that provide more ade-
quate solution of real problem for uncertain and vague environment. Therefore, we
formulate fuzzy optimization model for vague aspiration levels on total cost, demand,
and holding cost, the decision maker may decide his aspiration levels on the basis of
past experience.
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Min
∼
C =

T⎧

t=1

J⎧

j=1

P⎧

i=1

⎨

⎩h̃i j t Ii j t +
M⎧

m=1




⎛

⎝


L⎧

l=1

Ri jmlt di jmlt

⎞

⎠ϕi jmt Xi jmt + λi jmt Xi jmt

⎭








+
T⎧

t=1

M⎧

m=1

⎨

⎩h̃imt Iimt +
J⎧

j=1




⎛

⎝


K⎧

k=1

Z jmkt f jmkt

⎞

⎠β jmt L jmt

⎭






 (1)

Subject to

Ii j t = Ii j (t−1) +
M⎧

m=1

Xi jmt −
M⎧

m=1

D̃imt i = 1, . . . , P; j = 1, . . . , J ; t = 2, . . . , T

(2)

Ii j1 = I Ni j1 +
M⎧

m=1

Xi jm1 −
M⎧

m=1

D̃im1 i = 1, . . . , P; j = 1, . . . , J (3)

T⎧

t=1

Ii j t +
T⎧

t=1

M⎧

m=1

Xi jmt ≥
∼

T⎧

t=1

M⎧

m=1

D̃imt i = 1, . . . , P; j = 1, . . . , J (4)

Iimt = Iim(t−1) + D̃imt −C Rimt −ηIimt i = 1, ..., P; m = 1, ..., M; t = 2, . . . , T
(5)

Iim1 = I Nim1 + D̃im1 − C Rim1 − ηIim1 i = 1, . . . , P; m = 1, . . . , M (6)

(1 − η)

T⎧

t=1

Iimt +
T⎧

t=1

D̃imt ≥
∼

T⎧

t=1

C Rimt i = 1, . . . , P; m = 1, . . . , M (7)

Xi jmt ≥
L⎧

l=1

ai jmlt Ri jmlt i = 1, . . . , P; j = 1, . . . , J ; m = 1, . . . , M; t = 1, . . . , T

(8)
L⎧

l=1

Ri jmlt = 1 i = 1, . . . , P; j = 1, . . . , J ; m = 1, . . . , M; t = 1, . . . , T (9)

L jmt =
P⎧

i=1

[

wi Xi jmt

L⎧

l=1

Ri jmlt

]

j = 1, . . . , J ; m = 1, . . . , M; t = 1, . . . , T

(10)

L jmt ≥
K⎧

k=1

b jmkt Z jmkt j = 1, . . . , J ; m = 1, . . . .M; t = 1, . . . , T (11)
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K⎧

k=1

Z jmkt = 1 j = 1, . . . , J ; m = 1, . . . ., M; t = 1, . . . , T (12)

Xi jmt , Iimt , Ii j t , L jmt ≥ 0 Ri jmlt = 0 or 1, Z jmkt = 0 or 1

In the proposed model, Eq. (1) is the Fuzzy objective function to minimize the
cost incurred in holding ending inventory at source, cost of purchasing the products,
and cost of inspection on ordered quantity by destination m in period t reflected by
the first term of the objective function; the combination of transportation cost from
the source to the destination, and holding cost at destination is the second term. The
cost is calculated for the duration of the planning horizon. The ordering cost is a
fixed cost and is not affected by the ordering quantities and therefore is not the part
of objective function. Constraints (2–7) are the balancing equations for sources and
destinations where Eq. (2) finds total ending inventory at source j of i th product in
t th period is found by reducing the fuzzy demand of all the destinations from total
of ending inventory of previous period and ordered quantity at t th period of all the
destinations. Equation (3) finds total ending inventory at source j of i th product in
the first period by reducing the fuzzy demand of all the destinations from the total of
initial inventory if the planning horizon and ordered quantity is at first period of all
the destinations. Equation (4) shows that total fuzzy demand in all periods from all
destinations is less than or equal to the total ending inventory and ordered quantity at
source j in all periods, i.e., shortages are not allowed. Equation (5) calculates ending
inventory at mth destination for t th period by reducing consumption rate and fraction
of deteriorated ending inventory of the same destination from the combination of
ending inventory of previous period and fuzzy demand of at mth destination. Equation
(5) calculates ending inventory for the first period at mth destination by reducing
consumption and fraction of deteriorated ending inventory of the same destination
from the combination of initial inventory of planning horizon and fuzzy demand of
mth destination. Equation (7) shows that the total consumption in all the periods at
mth destination is less than or equal to the total ending inventory and fuzzy demand at
destination m in all the periods, i.e., shortages are not allowed. Equations (8–9) find
out the order quantity of all products in period t which may exceed the quantity break
threshold and avails discount on ordered quantity at exactly one quantity discount
level. Equation (10) is the integrator for procurement Eqs. (2–9) and transportation
Eqs. (11–12), which calculates per product weighted quantity to be transported from
source j to destination m. Equations (11–12) find the weighted transport quantity
of all products in period t which may exceed the freight break threshold, and avail
discount on transportation quantity at exactly one freight discount break.
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3.5 Price Breaks

As discussed above, variable Ri jmlt specifies the fact that when the order size at
period t is larger than ai jmlt it results in discounted prices for the ordered items for
which the price breaks are defined as; Price breaks for ordering quantity are:

d f =
{

di jmlt ai jmlt ≤ Xi jmt ≤ ai jm(l+1)t

di jmLt Xi jmt ≥ ai jmLt

i = 1, . . . , P; j = 1, . . . , J ; t = 1, . . . , T ; l = 1, . . . , L; m = 1, . . . , M

Freight breaks for transporting quantity are:
Here b jmkt is the minimum required quantity to be transported

d f =
{

f jmkt b jmkt ≤ L jmt ≤ b jm(k+1)t

f jmK t L jmt ≥ b jmK t

j = 1, . . . , J ; m = 1, . . . , M; t = 1, . . . , T

4 Fuzzy Solution Algorithm

The following algorithm [7] specifies the sequential steps to solve the fuzzy mathe-
matical programming problems.

Step 1. Compute the crisp equivalent of the fuzzy parameters using a defuzzi-
fication function. The same defuzzification function is to be used for each of the
parameters. Let Dimt be the defuzzified value of D̃imt and D1

imt , D2
imt , D3

imt be tri-
angular fuzzy numbers then, Dimt = (D1

imt + 2D2
imt + D3

imt )/4, i = 1, . . . , P; t =
1, . . . , T ; m = 1, . . . , M

Dimt and C0 are defuzzified aspiration levels of model’s demand and cost. Sim-
ilarly, hi j t and himt are defuzzified aspiration levels of holding cost at source and
destination.

Step 2. Employ extension principle to identify the fuzzy decision, which results
in a crisp mathematical programming problem and on substituting the values for

D̃imt as D̄imt ; h̃imt as himt ; h̃i j t as hi j t , the problem becomes:

Min C =
T⎧

t=1

J⎧

j=1

P⎧

i=1

⎨

⎩hi j t Ii j t +
M⎧

m=1




⎛

⎝


L⎧

l=1

Ri jmlt di jmlt

⎞

⎠ϕi jmt Xi jmt + λi jmt Xi jmt

⎭








+
T⎧

t=1

M⎧

m=1

⎨

⎩himt Iimt +
J⎧

j=1




⎛

⎝


K⎧

k=1

Z jmkt f jmkt

⎞

⎠β jmt L jmt

⎭







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Subject to X ∈ S = {X |Ii j t = Ii j (t−1)+
M⎧

m=1

Xi jmt−
M⎧

m=1

Dimt ∀i, j, t = 2, . . . , T

Ii j1 = I Ni j1 +
M⎧

m=1

Xi jm1 −
M⎧

m=1

Dim1 ∀i, j; Iimt

= Iim(t−1) + Dimt − C Rimt − ηIimt ∀i, m, t

Iim1 = I Nim1+Dim1−C Rim1−ηIim1 ∀i, m; Xi jmt ≥
L⎧

l=1

ai jmlt Ri jmlt ∀i, j, m, t

L⎧

l=1

Ri jmlt = 1 ∀i, j, m, t; L jmt =
P⎧

i=1

[

wi Xi jmt

L⎧

l=1

Ri jmlt

]

∀ j, m, t

L jmt ≥
K⎧

k=1

b jmkt Z jmkt ∀ j, m, t
K⎧

k=1

Z jmkt = 1 ∀ j, m, t}

T⎧

t=1

Ii j t +
T⎧

t=1

M⎧

m=1

Xi jmt ≥
∼

T⎧

t=1

M⎧

m=1

Dimt ∀i, j;

(1 − η)

T⎧

t=1

Iimt +
T⎧

t=1

Dimt ≥
∼

T⎧

t=1

C Rimt ∀i, m

C(X)≤
∼ C0

Xi jmt , Ii j t , Iimt , L jmt ≥ 0 and integer, Ri jmlt , Z jmkt ∈ {0, 1}, θ ∈ [0, 1]

i = 1, . . . , P; j = 1, . . . , J ; m = 1, . . . , M; t = 1, . . . , T ; l = 1, . . . , L

Step 3. Define appropriate membership functions for each fuzzy inequalities as
well as constraints corresponding to the objective function. The membership function
for the fuzzy is given as

μC (X) =




⎛

1 ; C(X) ≤ C0
C∗

0 −C(X)

C∗
0 −C0

; C0 ≤ C(X) < C∗
0

0 ; C(X) > C∗
0

where C0 is the restriction and C∗
0 is the tolerance levels to the fuzzy total cost.
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μIi j t (X) =




⎛

1 ; Ii j t (X) ≥ D
∗
0

Ii j t (X)−D0

D
∗
0−D0

; D0 ≤ Ii j t (X) < D
∗
0

0 ; Ii j t (X) > D0

;

μIimt (X) =




⎛

1 ; Iimt (X) ≥ D
∗
0

Iimt (X)−D0

D
∗
0−D0

; D0 ≤ Iimt (X) < D
∗
0

0 ; Iimt (X) > D0

where D
∗
0 = ∑M

m=1
∑T

t=1 Dimt is the aspiration and D0 is the tolerance level to
inventory constraint.

Step 4. Employ extension principle to identify the fuzzy decision. While solving
the problem its objective function is treated as constraint. Each constraint is consid-
ered to be an objective for the decision maker and the problem can be looked as crisp
mathematical programming problem

Max θ subject to: μc(X) ≤ θ; μIi j t (X) ≥ θ; μIimt (X) ≥ θ; X ∈ S can be
solved by the standard crisp mathematical programming algorithms.

5 Case Study

A dried fruit may deteriorate by oxidation, due to atmospheric oxygen and by water
uptake. The oxidation may cause loss of color and undesirable odor changes. The
case considers the influence of water on deterioration of dried fruits. Here, discussing
the problems of a dried fruit company “Cocco” mainly visible in Gujarat (India).
They purchase loose dried fruits from small wholesellers, pack, and brand them
and further sell in their retail shops. The material is purchased from eight small
wholesellers and shipped to their 18 retail shops. In the case, a tiny problem is
explained with two wholesellers and three retail shops in Anand city (Gujarat),
three products [Cashew Nuts (CN), Dry Dates (DD), and Dry Coconut (DC)] with
packet size of 500 gms, 1 kg, and 1.5 kg, respectively, and 3 months period during
rainy season (June, July, and August). In Anand city wholesale shops are located
in Akriti Nagar (AN), and Chavdapura (CP) and retail shops are located at Swastik
Vatika (SV), Adarsh Colony (AC), and Govardhan Nagar (GN). The company faces
problems like uncertain (fuzzy) demand which leads to fuzzy inventory carrying
cost; deterioration of ending inventory (at constant rate i.e. 6 %); inspection of each
received packet at stores ( 3 for CN; 5 for DD and 7 for DC). Because of the
company’s basic problems, they desire to find out the optimum order quantity from
different wholesellers so that they keep low inventory at shops. This decision is able
to keep cost at optimum level. The cost to company at retail shops includes cost
of purchasing, inspection cost, transportation cost, inventory carrying cost at retail
shops, and inventory carrying cost of wholesellers as they don’t keep big quantity. As
far as the uncertain demand is concerned, the Co. has past idea of quantity demand,
so it fixes three possible demands for each product. They also considered Aspired
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Table 1 Holding cost at wholesale shop (source) ( )

Period June July August

PDT Source Fuzzy DF Fuzzy DF Fuzzy DF
CN AN 30,25,16.4 24.1 27,30,26.6 28.4 30,24,30.8 27.2

CP 30,25,24.4 26.1 27,25,27.8 26.2 26,27,21.2 25.3
DD AN 15,14,9.4 13.1 19,18,18.2 18.3 16,15,22.8 17.2

CP 20,17,18.8 18.2 16,18,12.8 16.2 19,14,13.4 15.1
DC AN 18,16,14.4 16.1 21,22,19.8 21.2 20,21,18.4 20.1

CP 22,23,16.8 21.1 20,21,15.2 19.3 20,21,10.8 18.2

where PDT Product Type; DF Defuzzified

Table 2 Holding cost at retail shop (destination) ( )

Period June July August

PDT Destination Fuzzy DF Fuzzy DF Fuzzy DF
CN SV 26,25,21.6 24.4 25,26,27 26 35,34,39 35.5

AC 30,28,29.6 28.9 25,26,19 24 22,20,24.4 21.6
GN 28,27,28.4 27.6 23,25,15.8 22.2 26,25,23.2 24.8

DD SV 27,28,23.8 26.7 23,25,17.4 22.6 33,31,35.8 32.7
AC 27,25,30.6 26.9 27,25,30.6 26.9 25,26,21 24.5
GN 26,27,23.6 25.9 21,22,18.2 20.8 25,26,22.2 24.8

DC SV 24,26,18 23.5 26,24,29.6 25.9 16,15,17.2 15.8
AC 24,24,30.8 25.7 20,19,15.6 18.4 14,13,14.8 13.7
GN 15,16,11.4 14.6 17,16,17.4 16.6 24,23,24.4 23.6

Total Cost as 2692015 and Tolerance Cost as 3092015. Wholesellers provide
quantity discounts on bulk purchase as well as transportation discounts are availed
from the private carriage company. The data of the case are as follows (Tables 1, 2,
3, 4, 5, 6, 7, 8 and 9):

A LINGO code is generated to solve the proposed mathematical model by employ-
ing the case data. The total cost of the system is 2809260.605, which is comprising
of 2359.5 as holding cost at all whole sellers, 2635993 as purchase cost, 85299
as inspection cost at retail stores, 81706.46 as transportation cost, and 3902.645
as holding cost at retail stores. We are discussing a small part of the results and the
remaining results are shown in tubules in Tables 10, 11, 12, and 13. Ending inventory
at Wholesale shop ‘AN’ is 0 pack of CN, 0 and 19 packs of DD and DC resp. Ending
inventory at Retail store ‘SV’ are 2, 5, and 0 packs for product CN, DD, and DC
resp. From wholesale shop AN, in the month of June, Co. ordered for retail store SV,
and AC as 850 and 0 packs of CN with quantity discounts of 5 and 0 % resp. 960
and 0 packs of DD with quantity discount of 6 and 0 % for each. Transportation is
done in weights (in kg). From wholesale point AN, 1692.5 and 501 kg is transported
to retail store SV and AC each, 600 kg is transported to GN with transportation dis-
count of 10, 0, and 0 % respectively. As far as vagueness is concerned, Co. is able to
minimize the uncertainty nearby 71 %.
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Table 3 Demand at retail shop (destination) (pack)

Period June July August

PDT, aspiration Destintination Fuzzy DF Fuzzy DF Fuzzy DF
CN, 2765 SV 240,270,300 270 290,340,290 315 290,340,310 320

AC 280,290,340 300 340,390,440 390 210,240,190 220
GN 240,270,340 280 300,310,440 340 300,310,400 330

DD, 3100 SV 210,240,150 210 300,310,480 350 430,460,450 450
AC 380,390,440 400 380,390,160 330 330,350,330 340
GN 380,390,240 350 460,490,480 480 200,170,220 190

DC, 2690 SV 200,170,180 180 340,380,340 360 380,390,400 390
AC 380,390,360 380 240,270,260 260 230,220,250 230
GN 380,390,280 360 280,290,300 290 240,230,260 240

Demand tolerance is always less than the aspired demand, which may vary.

Table 4 Consumption at retail shop (destination) for each product (in pack)

June July August

Destination CN DD DC CN DD DC CN DD DC
SV 268 205 180 300 349 360 320 450 388
AC 298 396 378 387 325 255 216 340 227
GN 276 342 358 333 480 288 327 190 240

Table 5 Purchase cost per pack ( )

Period June July August

Source
PDT Destination AN CP AN CP AN CP
CN SV 241 261 284 262 272 253

AC 254 221 233 263 214 201
GN 352 323 212 241 232 243

DD SV 131 182 183 162 172 151
AC 153 124 131 164 113 104
GN 253 221 112 141 132 141

DC SV 161 212 212 193 201 182
AC 183 154 164 191 143 134
GN 282 251 142 173 161 172

Table 6 Transportation cost per weight ( )

Period June July August

Source
Destination AN CP AN CP AN CP

SV 3 6 5 7 4 6
AC 6 5 7 6 8 7
GN 3 4 4 4 5 5
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Table 7 Quantity threshold and discount factor by source AN

CN DD DC

Quantity Discount Quantity Discount Quantity Discount
threshold factor threshold factor threshold factor

0–100 1 0–200 1 0–205 1
100–200 0.97 200–320 0.98 205–310 0.92
200–320 0.96 320–480 0.96 310–400 0.87

320 and above 0.95 480 and above 0.94 400 and above 0.82

Table 8 Quantity threshold and discount factor by source CP

CN DD DC

Quantity Discount Quantity Discount Quantity Discount
threshold factor threshold factor threshold factor

0–120 1 0–190 1 0–150 1
120–250 0.90 190–300 0.9 150–300 0.95
250–360 0.84 300–450 0.86 300–410 0.88

360 and above 0.79 450 and above 0.8 410 and above 0.8

Table 9 Weight threshold and discount factor

June July August

Weight Discount Weight Discount Weight Discount
Threshold Factor Threshold Factor Threshold Factor
500–1000 1 600–900 1 600–1050 1
1000–1200 0.94 900–1400 0.91 1050–1500 0.9

1200 and above 0.9 1400 and above 0.87 1500 and above 0.85

Table 10 Ending inventory at wholesale shop (in packs)

Period June July August

PDT AN CP AN CP AN CP
CN 0 0 0 0 0 0
DD 0 1 0 0 0 0
DC 19 90 0 0 0 7

Table 11 Ending inventory at wholesale shop (in packs)

Period June July August

PDT SV AC GN SV AC GN SV AC GN
CN 2 2 4 16 5 10 15 8 12
DD 5 4 8 5 8 7 5 7 8
DC 0 2 2 0 5 4 2 9 4
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Table 12 Ordered quantity/discount % age from wholesale shop to retail store

Period June July August

Source
PDT Destination AN CP AN CP AN CP

SV 850/5 0 0 0 0 0
CN AC 0 850/21 0 0 870/5 870/21

GN 0 0 1045/5 1045/21 0 0
SV 960/6 1/0 600/6 0 0 0

DD AC 0 529/20 0 560/20 380/4 789/20
GN 0 431/14 560/6 559/20 600/6 191/10

SV 205/8 333/12 400/18 0 400/18 410/20
DC AC 334/13 631/20 0 410/20 460/18 184/5

GN 400/18 46/0 491/18 410/20 0 273/5

Table 13 Transported weights/discount % age from wholesale shop to retail shop

Period June July August

Destination
Source SV AC GN SV AC GN SV AC GN

AN 1692.5/10 501 600 600 600 1819/13 600 1,505/15 600
CP 500.5 1900.5/10 500 600 615 1696.5/13 615 1,500/15 600.5

6 Conclusion

Although there are many studies reported for procurement-distribution models, very
few of them have incorporated fuzzy environment on deteriorating natured products.
The objective of minimizing total incurred fuzzy cost during holding at sources and
destinations, procurement, transportation with fuzzy demand and fuzzy holding cost
in a supply chain network with both quantity and transportation discounts has not
been addressed so far. So, the current study proposed a mathematical model for
the literature gap identified and mentioned in this study. The proposed model was
validated by applying to the real case study data, where the study is trying to reduce
vagueness in fuzzy environment which converts the model in crisp form.
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A Goal Programming Model for Advertisement
Selection on Online News Media
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Abstract Promotion plays an important role in determining success of a prod-
uct/service. Out of the many mediums available, promotion through means of adver-
tisements is most effective and is most commonly used. Due to increasing popularity
of the Internet, advertisers yearn for placing their ads on web. Consequently, web
advertising has become one of the major sources of income for many websites. Sev-
eral websites provide free services to the users and generate revenue by placing ads
on its webpages. Advertisement for any product/service is placed on the site con-
sidering various aspects such as webpage selection, customer demography, product
category, page, slot, time, etc. Further, different advertisers bid different costs to
place their ads on a particular rectangular slot of a webpage, that is, many ads com-
pete with each other for their placement on a specific position. Hence, in order to
maximize the revenue generated through the ads, optimal placement of ads becomes
imperative. In this paper, we formulate an advertisement planning problem for web
news media maximizing their revenue. Mathematical programming approach is used
to solve the problem. A case study is presented in the paper to show the application
of the problem.
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1 Introduction

Advertising is an indispensable component of the marketing strategy for any firm.
A well-designed advertisement campaign attracts a huge customer base, creates a
brand name for the product and thereby enhances sales. Firms spend a large amount
of capital to create effective exposure for its products by means of advertisements
(ads). Today we see various media for advertising, starting from hoardings to televi-
sion commercials, print ads to web media, and many more. Companies generally use
a mix of various ad media to create maximum exposure for their products. Amongst
all kinds of advertising media, the Internet has become the most famous and adopted
media by the advertisers as well as consumers. And its popularity is increasing as
information technology is reaching more and more people in the world and con-
sumers stay connected to web for long hours. Other reasons for popularity of web
advertising over other traditional media include traceability, cost effectiveness, reach,
interactivity, etc. It is also capable of providing the dual features of both print and
television media. The study in this paper focuses on a web ad scheduling problem
where the objective is to maximize the revenue generated from placing ads on the
multiple pages of a website. Maximization is achieved by selecting the ads on a slot
from various competing ads in such a way that all the slots on every webpage under
consideration are full at every time instant throughout the planning horizon. The
proposed model surmounts one of the major limitations of the literature in the area.

Web ads commonly known as “banner ads” are devoted to promote, market, sell,
or provide specific information about a product, service, or commercial event on
web. Television and radio ads are expensive, short lived, and people tend to ignore
them. However, in the case of web ads, customers have a choice as to whether or not
they want to read or click on a web ad, while the ads may create an impression on
the web users irrespective of their choice.

Though banner ads are the most popular ads on the web and constitute a major
proportion of web advertising, there are also other ads that have been adopted by
the advertisers such as are pop-up and pop-under ads, floating ads, unicast ads, etc.
However, scope of this paper is limited to banner ads only. A banner ad is a small,
typically rectangular, graphic image, which is linked to a target webpage. Many
different types of banners with different sizes are being used in web advertisement.
Rectangular-shaped banner ads are the most common type of banner ads. These
banners usually appear on the side, top, or bottom of a screen as a distinct, clickable
image [9]. For e.g., in Fig. 1, www.newswebsite.com displays a top banner ad of
IBEF and two side banner ads of Artha Villas and CRAZEAL.

Due to constantly increasing popularity and power of web advertising, more and
more websites and blogs are evolving that provide free services to their users. For e.g.,
websites such as Download.com, soft32, softpedia provide free software download
facilities to the users. Also there are websites such as ApnaCircle and LinkedIn
which help millions of professionals to connect and share their ideas for free. Then
there are also websites such as hindustantimes.com and timesofindia.com, which
provides their users a free service of e-paper, that is, a reader can read the newspaper

www.newswebsite.com
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Fig. 1 Banner Ads on www.newswebsite.com (Date clicked: September 15, 2012)

online. Such websites generate major portion of their revenue by placing ads on
their webpages. Hence, for such sites, optimal placement of ads on their webpages
becomes imperative.

Many researchers have been working in the area of scheduling ads on web from
past few years. One of the major focuses of the work has been on the effectiveness of
web ads. Yager [14] described a general framework for the competitive selection of
ads at web sites. A methodology was described in the paper for the use of intelligent
agents to help in the determination of the appropriateness of displaying a given ad to
a visitor at a site using very specific information about potential customers. Fuzzy
system modeling was used for the construction of these intelligent agents. Dreze and
Zufryden [3], Intern.com Corp. [5], Kohda and Endo [6], Marx [8] and Risden et al.
[11] tackled the issue of increasing the effectiveness of web ads. Intern.com Corp. [5],
McCandless [9], and Novak and Hoffman [10] described web advertising theories
and terminologies. Researchers viz. Aggarwal et al. [2], Adler et al. [1], Kumar et al.
[7] considered the issue of optimizing the ad space on the web. Aggarwal et al. [2]
described a framework and provided an overview of general methods for optimizing
the management of ads on web servers. They described a minimum cost flow model
in order to optimize the assignment of ads to the predefined standard sizes of slots
on webpages. Adler et al. [1] provided a heuristic called SUBSET-LSLF.

A major contribution in the area of ad scheduling has been done by Kumar et al.
[7] and Gupta et al. [4]. Kumar et al. [7] addressed the problem of scheduling ads on
a webpage in order to maximize revenue, for which they maximized the utilization of
space available to place the ads. They used genetic algorithms to solve the problem.
The major limitations of the model are that it considers only a particular side banner
space on a specific page whose width is fixed and length can vary. The rectangular
dimensions can thus be reduced to single dimension as the other dimension, i.e., width
was assumed to be of unit size. All or some ads that can fit in this banner should
therefore have the width of unit size. However, in practice banner ads that compete to
be placed on a rectangular slot may be of varying rectangular dimensions. Second, in
reality, the varying dimension of the slot for the banner can be a real value and need
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not necessarily be an integral multiple of the defined unit slot length. Therefore, the
problem that maximizes the space utilization may not be the true representative of
the revenue maximization problem. Gupta et al. [4] overcame the limitations of the
model formulated by Kumar et al. [7]. They considered the set of ads competing to be
placed on various rectangular slots (that may have varying rectangular dimensions) in
a given planning horizon on various webpages of a news website in order to maximize
the revenue, where the revenue is generated from the costs different advertisers pay
to place their ads on the website. One of the limitations of the model formulated by
Gupta et al. [4] is that it allows an ad to appear more than once on the same webpage.
For instance, suppose that a webpage W1 has three rectangular slots and suppose that
an ad A1 has appeared in slot 1 of this webpage at time period T1. Then according
to this model this ad A1 can also appear in slot 2 and/or slot 3 of webpage W1 at the
same time period T1.

In this paper, we formulate a web ad scheduling problem considering sets of
ads competing to be placed on various rectangular slots (which may have different
rectangular dimensions) in a given planning horizon on different webpages of a
news website in order to maximize the revenue. The revenue is generated from the
costs different advertisers pay to place their ads on the website. The proposed model
restricts the selection of an ad on the same webpage more than once at any instant
of time. We also discuss the solution methods for the proposed model, which is
a 0-1 linear programming model. The model can be programmed and solved on
LINGO [13] software. Depending on the available data the model may or may not be
feasible. As the number of constraints increase the feasible area reduces and may tend
to infeasibility. In this case, we use goal programming approach (GPA) [12] to obtain
a compromised solution. The goal model of the problem can also be programmed
and solved on LINGO [13].

The rest of the paper is organized as follows. In Sect. 2, we discuss the mathe-
matical model formulation. A Case study has been discussed in Sect. 3. Section 4
concludes the paper.

2 Model Formulation

Notations

n : total number of webpages
m j : number of rectangular slots on j th webpage
K : total number of ads
P : total number of time units in a day
Q : total number of days in a planning horizon
T : total number of time units over the planning horizon, where T = P × Q
Ci jk : cost of kth ad competing for i th rectangular slot on jth webpage
S : set of K ads
Si j : set of ads which compete for i th rectangular slot on j th webpage; Si j ⊆ S∀i,j
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Ak : kth ad
wk : minimum required time units for which kth ad appears in any rectangular slot
Wk : maximum time units for which kth ad appears in all the rectangular slots
D : total number of rectangular slots over a planning horizon (= Total number of

rectangular slots on all the webpages × Length of planning horizon)

2.1 Web Ad Scheduling Problem

Web service providers endeavors to generate maximum revenue from the ads that
are displayed on the webpages of their website. Therefore, optimal selection of the
ads from the available sets of ads that compete to be placed on different rectangular
slots of different webpages becomes critical.

We consider a set of K ads, S = {A1, A2, . . . , AK } that compete to be placed on
different rectangular slots of various webpages of a website in a planning horizon. The
problem is formulated for a website consisting of n webpages, where j th webpage
consists of m j number of rectangular slots. A subset of ads Si j competes to be placed
on i th rectangular slot of jth webpage over a planning horizon. An advertiser k, where
Ak ∈ Si j , pays cost Ci jk to place his ad on i th rectangular slot of j th webpage with
minimum frequency wk and maximum frequency Wk .

Web ads are scheduled daily, fortnightly, weekly, monthly, or quarterly and so
on depending on to the time units allocated to the ads. An ad which appears at any
location stays there for some time and is then replaced by another ad. Consider for
example, the minimum time for which an ad appears in any rectangular slot is one
minute then, there will be 60 × 24 = 1440 time slots/units (P) in a day. And if
the scheduling is to be done for say one week (i.e., Q = 7 days) then there will
be a total of 1440 × 7 = 10080 time slots, i.e., the planning horizon would be
T = P × Q = 1440 × 7 = 10080 time units.

Over a planning horizon, for each rectangular slot, web service provider selects
ads which maximize their revenue and the unscheduled ads may compete for space
in the next planning horizon with new ads. The set of ads assigned to all the slots
for this time period is seen by the visitors who visit the site during that time interval
and then the ads are updated according to their schedule. Now consider that we
have in total

∑n
j=1 m j number of rectangular slots and a total of T = P × Q time

units in the planning horizon, which can be considered as a scheduling problem of
D = T ×∑n

j=1 m j slots. Minimum frequency wk represents the number of time
units for which the ad Ak must appear when selected for some slot and maximum
frequency Wk represents the number of time units for which the ad Ak must appear
in all the rectangular slots over a planning horizon.

The problem to maximize the revenue generated by placing ads on the website
over a planning horizon, which depends heavily on the costs different companies pay
for placing their ads on i th rectangular slot of j th webpage is as follows:
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Maximize R =
m j⎧

i=1

n⎧

j=1

⎧

k∈Si j

T⎧

t=1

Ci jk xi jkt

Subject to
T⎧

t=1

xi jkt ≥ wk zi jk ∀ i, j, k ∈ Si j

m j⎧

i=1

n⎧

j=1

T⎧

t=1

xi jkt ≤ Wk ∀ k ∈ Si j

m j⎧

i=1

n⎧

j=1

⎧

k∈Si j

T⎧

t=1

xi jkt ≤ D (1)

m j⎧

i=1

xi jkt = 1 ∀ j, k ∈ Si j , t

⎧

k∈Si j

xi jkt ≤ 1 ∀ i, j, t

⎧

k∈Si j

zi jk ≥ 1 ∀ i, j

where xi jkt =
⎨
⎩



1, if kth ad is chosen to be placed on i th rectangular slot of j th
webpage at t th time unit

0, otherwise

zi jk =
{

1, if kth ad is placed on i th rectangular slot of j th webpage
0, otherwise

In the above problem t = 1, . . . , P × Q = T . Time slots are arranged in the
ordinal manner i.e. the 1st P time units will correspond to 1st day, next P for 2nd
day and so on.

Here, first constraint ensures that kth ad is assigned to at least wk time slots.
Second constraint guarantees that kth ad is assigned to not more than Wk number of
slots over the planning horizon. Next constraint ensures the fullness of total number
of rectangular slots over the planning horizon. Fourth constraint guarantees that if
an ad is selected to be placed on any rectangular slot of a webpage at any given time
period then that ad cannot appear on any other rectangular slot of that webpage at
the same time unit. Next constraint ensures that at a particular time unit, on each
rectangular slot on a webpage, not more than one ad can be placed. Last constraint
ensures that number of times ad k appears on a particular rectangular slot over the
planning horizon can be one or more than one.

Problem (1) can be solved using LINGO [13] software if a feasible solution to the
problem exists. Otherwise for an infeasible solution, GPA [12] can be used to obtain
a compromised solution.
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2.2 Goal Programming Approach

In a simpler version of goal programming approach (GPA), management sets goals
and relative importance (weights) for different objectives. Then an optimal solution
is defined as one that minimizes both positive and negative deviations from set goals
simultaneously or minimizes the amount by which each goal can be violated. First
we solve the problem using rigid constraints only and then the goals of objectives are
incorporated depending upon whether priorities or relative importance of different
objectives are well defined or not. Problem (1) can be solved in two stages as follows:

Minimize g0(η, ρ, x, z) =
m j⎧

i=1

n⎧

j=1

⎧

k∈Si j

η1
i jk +

⎧

k∈Si j

ρ2
k + ρ3

+
n⎧

j=1

⎧

k∈Si j

T⎧

t=1

⎛
η4

jkt + ρ4
jkt

⎝
+

m j⎧

i=1

n⎧

j=1

T⎧

t=1

ρ5
i j t

+
m j⎧

i=1

n⎧

j=1

η6
i j

Subject to
T⎧

t=1

xi jkt + η1
i jk − ρ1

i jk = wk zi jk ∀ i, j, k ∈ Si j

m j⎧

i=1

n⎧

j=1

T⎧

t=1

xi jkt + η2
k − ρ2

k = Wk ∀ k ∈ Si j

m j⎧

i=1

n⎧

j=1

⎧

k∈Si j

T⎧

t=1

xi jkt + η3 − ρ3 = D (2)

m j⎧

i=1

xi jkt + η4
jkt − ρ4

jkt = 1 ∀ j, k ∈ Si j , t

⎧

k∈Si j

xi jkt + η5
i j t − ρ5

i j t = 1 ∀ i, j, t

⎧

k∈Si j

zi jk + η6
i j − ρ6

i j = 1 ∀ i, j

η, ρ ≥ 0

where, xi jkt and zi jk are as defined above and η and ρ are over-and under-
achievement (positive- and negative-deviational) variables from the goals for the
objective/constraint function and g0(η, ρ, x, z), is Goal objective function corre-
sponding to rigid constraints.
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The choice of deviational variable in the goal objective functions which has to be
minimized depends upon the following rule. Let f (X) and b be the function and its
goal respectively and η and ρ be the over and under achievement variables then

if f (X) ≤ b, ρ is minimized under the constraints f (X) + η − ρ = b,
if f (X) ≥ b, η is minimized under the constraints f (X) + η − ρ = b,
if f (X) = b, η + ρ is minimized under the constraints f (X) + η − ρ = b.
Let (η0, ρ0, x0, z0) be the optimal solution for the problem (2) and g0 (η0, ρ0,

x0, z0) be its corresponding objective function value then finally GP problem can
be formulated using optimal solution of the problem (2) through the problem (1) as
follows:

Minimize g(η, ρ, x, z) = η7

Subject to
T⎧

t=1

xi jkt + η1
i jk − ρ1

i jk = wk zi jk ∀ i, j, k ∈ Si j

m j⎧

i=1

n⎧

j=1

T⎧

t=1

xi jkt + η2
k − ρ2

k = Wk ∀ k ∈ Si j

m j⎧

i=1

n⎧

j=1

⎧

k∈Si j

T⎧

t=1

xi jkt + η3 − ρ3 = D

m j⎧

i=1

xi jkt + η4
jkt − ρ4

jkt = 1 ∀ j, k ∈ Si j , t (3)

⎧

k∈Si j

xi jkt + η5
i j t − ρ5

i j t = 1 ∀ i, j, t

⎧

k∈Si j

zi jk + η6
i j − ρ6

i j = 1 ∀ i, j

m j⎧

i=1

n⎧

j=1

⎧

k∈Si j

T⎧

t=1

Ci jk xi jkt + η7 − ρ7 = R∗

g0(η, ρ, x, z) = g0(η
0, ρ0, x0, z0)

η, ρ ≥ 0

where R∗ is the aspiration level desired by the management on revenue and
g(η, ρ, x, z) is objective function of the problem (3). Problem (3) is solved using
LINGO [13].
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3 Case Study

In case of online news services, users spend long time on sites for reading news. In
case of such websites, ads are updated periodically during this period, which is taken
to be 1 h (length of one time slot) here.

We consider a news website which consists of five webpages. These pages have 3,
4, 2, 3, and 3 rectangular slots, respectively. A set of sixty ads, S = {A1, A2, . . . , A60}
compete to be placed on webpages of a news website in a planning horizon, which
is taken as 1 week. Now, a week consists of 7 days and each day consists of 24 h.
Since ads are updated every hour on the webpages, we refer to each hour as a time
unit. Thus, in this case, we have 168(= 24 × 7) time units to schedule ads. Ads need
to be placed in D = ∑5

j=1 m j × T (= 3 + 4 + 2 + 3 + 3) × 168 = 2520 slots. Sets
of ads competing for i th rectangular slot on j th webpage and corresponding costs
are as follows:

S11 = {A1, A3, A6, A8, A10, A13, A15, A18, A20, A23, A25, A27, A29, A32, A33, A36, A38, A40,

A43, A44, A46, A49, A51, A54, A57, A59}; C11k = 2, 500 ∀k ∈ S11

S21 = {A2, A4, A6, A9, A11, A13, A14, A16, A19, A22, A24, A26, A28, A31, A33, A35, A37,

A39, A42, A44, A47, A49, A50, A52, A54, A56, A57, A60}; C21k = 2, 300 ∀k ∈ S21

S31 ={A1, A2, A5, A8, A10, A12, A14, A17, A18, A20, A23, A24, A26, A28, A29, A31, A34, A36,

A37, A38, A40, A42, A43, A45, A47, A50, A51, A53, A55, A58, A59}; C31k = 2, 000 ∀k ∈ S31

S12 ={A2, A3, A5, A7, A9, A11, A13, A15, A17, A19, A21, A22, A24, A25, A27, A30, A32, A35,

A36, A38, A39, A41, A43, A44, A46, A47, A49, A52, A54, A56, A60}; C12k = 1850 ∀k ∈ S12

S22 ={A1, A3, A4, A6, A8, A11, A14, A16, A18, A19, A21, A23, A26, A27, A28, A29, A33, A34,

A37, A39, A41, A44, A45, A47, A48, A50, A51, A54, A55, A57, A59}; C22k = 1800 ∀k ∈ S22

S32 ={A1, A2, A5, A6, A9, A12, A15, A17, A18, A20, A22, A24, A25, A26, A28, A30, A34, A35,

A38, A40, A42, A46, A48, A51, A55, A58}; C32k = 1700 ∀k ∈ S32

S42 ={A3, A4, A6, A7, A10, A12, A14, A16, A17, A19, A22, A25, A27, A29, A30, A32, A35, A36,

A37, A40, A42, A45, A46, A47, A48, A50, A52, A54, A56, A58, A60}; C42k = 1600 ∀k ∈ S42

S13 ={A1, A2, A4, A5, A8, A9, A11, A13, A15, A17, A18, A20, A21, A23, A24, A28, A31, A33, A35,

A37, A39, A41, A43, A45, A48, A51, A52, A53, A54, A55, A57, A59}; C13k = 1500 ∀k ∈ S13

S23 ={A2, A3, A5, A6, A7, A10, A12, A14, A16, A18, A19, A21, A23, A26, A28, A29, A31, A34,

A36, A38, A40, A42, A44, A46, A49, A53, A54, A58, A60}; C23k = 1400 ∀k ∈ S23

S14 ={A3, A4, A8, A10, A11, A14, A17, A22, A24, A25, A26, A29, A32, A34, A38, A41, A44, A46,

A49, A51, A53, A56, A59}; C14k = 1300 ∀k ∈ S14

S24 ={A2, A4, A7, A9, A12, A14, A16, A18, A21, A23, A26, A28, A29, A31, A33, A35, A37, A39,

A42, A45, A47, A49, A52, A54, A56, A59, A60}; C24k = 1200 ∀k ∈ S24

S34 ={A2, A3, A5, A7, A10, A13, A15, A17, A19, A22, A25, A26, A29, A32, A33, A36, A38, A40,

A43, A44, A46, A48, A51, A53, A55, A58, A60}; C34k = 1100 ∀k ∈ S34

S15 ={A1, A5, A6, A8, A9, A11, A12, A16, A18, A20, A22, A23, A25, A27, A30, A34, A35, A39,

A41, A43, A45, A46, A47, A48, A51, A54, A55, A57, A59}; C15k = 1000 ∀k ∈ S15

S25 ={A2, A4, A6, A8, A10, A13, A15, A17, A19, A21, A24, A26, A28, A31, A33, A35, A36, A38,
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Fig. 2 Display of ads on the news website at time unit t = 66

A40, A42, A44, A46, A47, A49, A50, A53, A56, A58, A59}; C25k = 850 ∀k ∈ S25

S35 ={A1, A3, A5, A7, A9, A11, A12, A14, A18, A20, A21, A23, A25, A27, A30, A32, A34, A37,

A39, A41, A43, A45, A48, A50, A52, A54, A57, A59}; C35k = 800 ∀k ∈ S35

Although different companies may pay different costs for placing their ads on a
particular rectangular slot of a specific webpage but for the sake of simplicity, cost
for all the ads competing to be placed on any rectangular slot is taken to be same here.
Further, minimum and maximum frequencies of the ads are tabulated in Table 1.

When problem (1) is solved using the above data, we get an infeasible solution
and hence it is imperative to use GPA to obtain a compromised solution. Aspiration
desired on revenue is taken to be 40,00,000. The compromised solution obtained
after applying GPA is given in Table 2.

The revenue generated by this placement of ads comes out to be 38,47,200. It
can be seen from Table 2 that when users access webpage 3 of news website at 18th
hour of day 3 i.e., at t = 66, ad A60 appears in second slot of that webpage. To give
a clear picture of how the ads are actually displayed to the users in accordance with
the schedule obtained in Table 2, a pictorial representation of the selected ads on the
news website at time unit t = 66 is shown in Fig. 2.
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4 Conclusion

In this paper, we have formulated a web ad scheduling problem to determine an
optimal placement of ads that compete to be placed on rectangular slots in a given
planning horizon on the various webpages of a news website in order to maximize
the revenue generated from ads. The optimization model is a 0-1 linear programming
model and restricts selection of an ad on the same webpage more than once at any
instant of time. Problem is programmed on LINGO software to get the optimal
solution. In case the problem results in an infeasible solution, goal programming
method is used to solve the problem. A case study is presented in the paper to show
the application of the problem.
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An Integrated Approach and Framework
for Document Clustering Using Graph Based
Association Rule Mining

D. S. Rajput, R. S. Thakur and G. S. Thakur

Abstract Growth in number of documents increases day by day, and for managing
this growth the document clustering techniques are used document clustering is a
significant tool to allocating web search engines for data mining and knowledge
discovery. In this paper, we have introduced a new framework graph-based frequent
Term set for document clustering (GBFTDC). In this study, document clustering has
been performed for extraction of useful information from document dataset based
on frequent term set. We have generated association rules to perform pre-processing
and then have applied clustering approach.

Keywords Document clustering · Text document · Association rule ·
Pre-processing

1 Introduction

Every day a huge number of document, reports, e-mails, and web pages are gener-
ated from different sources, such as Biomedical Software, Online media, Marketing,
Academics, and Government Organizations, etc. This has resulted in demand for
well-organized tools for turning data into important knowledge. To fulfill this neces-
sity, researchers from several technological areas, like information retrieval [11],
information extraction [17], Association Rule Mining [10, 35], pattern recognition
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[21], machine learning [16], data visualization [16], neural networks [21] etc., are
using well-known approaches for knowledge discovery from different databases.

All these approaches have ushered us into resulted in an effective research area
know as Data Mining [16, 17]. Data Mining is extraction of hidden predictive infor-
mation from large databases; it is a powerful technology with great potential to help
organizations focus on the most important information in their Data Warehouses
[5, 11, 16, 21, 28]. It is popularly known as Knowledge Discovery in Databases
(KDD), [11, 12, 21, 35] is the nontrivial extraction of implicit, previously unknown
and potentially useful information from data in databases [11, 12]. Though, data
mining and knowledge discovery in databases are frequently treated as synonyms. It
is divided into two models [12, 18, 21, 24, 28, 31]; Predictive Model and Descriptive
Model. In predictive model makes prediction about unknown data values by using the
known values. Like classification [11], regression [16], time series analysis [24], pre-
diction [16], etc. In descriptive model identifies the patterns or relationships in data
and explores the properties of the data examined. like clustering [29], summarization
[35], association rule [11], sequence discovery, etc.

The repeated existing property of internet, which allows textual documents to
be shared over the cyber space, is remarkable. However, it also makes users face
the information-overloading problem. When users create queries to WWW search
engines, they usually confusingly receive a small number of relevant web pages
combined with a large number of irrelevant web pages. To valuably manage the
result of a search engine query, it is the motivation to the use of document clustering
[2, 6].

Document clustering is an unsupervised technique [18, 22] for discovering valu-
able knowledge from data. It is the common data mining technique for finding hidden
patterns in data. It is an important issue in the analysis and exploration of data. Doc-
ument clustering in textual data is a progressively more significant research field,
since the requirement of attaining knowledge from the massive amount of textual
documents. It has become an increasingly important technique for enhancing search
engine results, web crawling, unsupervised document organization, and information
retrieval or filtering. It is widely applicable areas of science, technology, social sci-
ence, biology, economics, medicine, and stock market. Clustering engage dividing
a set of documents into a particular number of groups. A few familiar clustering
methods are partitioning method [16, 20], hierarchical methods [3], density and
grid-based clustering method [11].

Among the technique developed for data and text mining, association rule mining
[23, 34, 37, 39] is one of the useful and successful techniques for discovering inter-
esting rules. Rules generation for textual databases has been an important application
area. Yet, its application on text databases still seems to be more promising, owing
to the difference in characteristics of transaction databases with textual databases
[1, 8, 21]. In this case, rules are deduced on the co-occurrences of terms in texts and
therefore able to return semantic relations among the terms [41]. Rule generation
using graph-based approach [10, 36] requires only one pass of database scan and it
doesn’t require costly candidate key generation method for creating new candidates
as like Apriori [33, 38]. The graph theoretic algorithm takes less memory space for
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storing adjacency matrix. It also reduces I/O time and CPU overhead. Therefore, in
this framework, we are using graph theoretic [10] algorithm to rule generation.

2 Literature Review

Document clustering [14] is a specialized data clustering problem, where the objects
are in the form of documents. The objective of the clustering process is to group
the documents which are similar in some sense like type of document, contents of
document, etc., into a single group (cluster) [16]. The difficult part is to learn from a
dataset, actually how many classes of such groups exist in the collection. Formally,
a corpus of N unlabeled documents is given and a solution C = {C j : j = 1, .., k}
is searched that partitions the document into k disjoint clusters document clustering
aims to discover natural grouping among documents in such a way that documents
with in a cluster are similar (high intra cluster similarity) to one another and are
dissimilar to documents in other clusters (low inter cluster similarity). Exploring,
analyzing, and correctly classifying the unknown nature of data in a document without
supervision is the major requirement of document clustering method [30].

Traditionally, document clustering algorithm features like words, phrases, and
sequences from the documents to perform clustering [14, 15, 20, 40]. Over the past
few decades, several effective document clustering algorithms have been proposed
to mitigate the hassle, including the K-means, Bisecting k-means [23], hierarchical
agglomerative clustering (HAC) [32], and unweighted pair group method with arith-
metic mean (UPGMA) [4]. K-means algorithm [18] for document clustering is easy
to be implemented and works quickly in most situations, Table 5 shows the result
of K-Mean Clustering for example of Table 2. Here the algorithm suffers from two
major drawbacks, which make it incompatible for many applications. One is sensi-
tivity to initialization and the other is convergence to local optima. To deal with the
limitations that exist in traditional partition clustering methods especially K-means,
recently new concepts and techniques have been entered into document clustering. In
clustering of large document sets, it often concerned to some learning methods like
optimization technique, which mostly intended to the lack of orthogonality (Table 1).

As pointed out by the literature survey [19–27], there are still challenges in improv-
ing the clustering quality, which are listed as follows: [6, 7]

1. Many document clustering algorithms work well on small document sets, but fail
to deal with large document sets efficiently.

2. Some document clustering algorithms require users to specify the number of
clusters as an input parameter. Though it seems complex to determine the number
of clusters in advance. It doesn’t provide good clustering accuracy.

3. Absence of Meaningful cluster labels is basic problem in document clustering.
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Table 1 Literature review

Author Proposed method Overlapping Cluster
label

Semantic
discovery

Cluster
quality

Cluster
efficiency

K. Lin. et al.
in 2001
[27]

A word-based soft
clustering
algorithm for
documents

Yes No No – Yes

F. Beil et al.
in 2002
[13]

Frequent term-based
text clustering

Yes Yes No – Yes

B. Fung et
al. in
2003 [3]

Hierarchical
document
clustering using
frequent Itemsets

No Yes No Yes Yes

D. R. Recu-
pero in
2007 [9]

A new unsupervised
method for
document
clustering by
using WordNet
lexical and
conceptual
relations

No No Yes Yes No

C. L. Chen
et al. in
2009 [7]

An integration of
fuzzy association
rules and
WordNet for
document
clustering

No Yes Yes No No

C. L. Chen
et al. in
2010 [6]

Fuzzy-based
multi-label
document
clustering
(FMDC)

Yes Yes Yes – –

2.1 Existing Clustering Methods Using Frequent Itemsets

Most of the researchers worked in the area of finding association rules from textual
data by using Apriori, FP growth, pincer, and many other algorithms and some of
researchers have worked with clustering algorithms also they have solved many prob-
lems. A number of existing clustering methods using frequent itemsets are available
for document clustering.

HFTC: frequent term-based clustering [26] has been a first algorithm in this regard.
But it doesn’t work with high dimensional document data and method isn’t scalable.

FIHC: this method uses the notion of frequent itemsets, which comes from asso-
ciation rule mining, for document clustering. The drawbacks of FIHC are like it has
a number of frequent itemsets which may be very large and redundant. This method
used hard clustering approach, and wasn’t comparable with previous methods.
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Table 2 Document matrix Document id Word sequence

D1 1,2,5,6,7
D2 2,4,7
D3 4,5
D4 2,3,6,7
D5 5,6
D6 2,3,4,7
D7 1,2,6,7

Table 3 Boolean
representation of Table 2 after
pre processing

Document id Document vector

D1 {1,1,0,0,1,1,1}
D2 {0,1,0,1,0,0,1}
D3 {0,0,0,1,1,0,0}
D4 {0,1,1,0,0,1,1}
D5 {0,0,0,0,1,1,0}
D6 {0,1,1,1,0,0,1}
D7 {1,1,0,0,0,1,1}

There are many other methods like FIHC, FTC, CMS, and CFWS, etc. Table 2
shows textual dataset D = (D1,D2,D3,D4,D5,D6,D7) with their term set.

Table 3 is Document representation using Boolean Matrix for Table 2.
Frequent term set extracted from document in Table 2 and their corresponding

documents (Minimum Support= 2) using graph-based approach (Table 4).
Document Clustering produced by K-Mean with different number of clusters in

Table 5.

Table 4 Frequent termset
sets using graph based
approach

Frequent termset List of document

{1,2},{1,6},{1,7},{1,2,6},
{1,2,7},{1,6,7}, {1,2,6,7}

D1,D7

{2,3}, {3,7}, {2,3,7} D4,D6

{2,4}, {4,7}, {2,4,7} D2,D6

{2,6}, {2,7}, {2,6,7} D1,D4,D7

{5,6} D1,D5

Table 5 Document
clustering using K-mean

Number
of clusters

Document in clusters

2 { 3,5} {1, 4, 6, 7}
3 {3, 5} {1, 7} {4, 6}
4 {3} {5} {1, 7} {4, 6}
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3 Proposed Method

This section proposed, a new framework for document clustering using frequent term
set. Figure 1 shows the proposed framework which consist three modules, namely
Document Pre-processing Module, Frequent Term extraction Module and Frequent
Term based Cluster Extraction Module as discussed in Sects. 3.1–3.3, respectively.
The proposed framework will received document dataset as input and document
preprocessing module will perform pre-processing operation on document dataset
and extract the select key termset, after that in second module apply graph-based
rule mining technique to mine the document and find the frequent term set, finally
the last module will use the frequent term set to design the similarity matrix and find
the document clusters.

Cluster Generation Module

Similarity 
Matrix

Overlap 
Clusters

Textual Documents

Term Extraction 

Frequency 
Weighting

Term 
Pruning

Remove 
Special 
Symbol

Remove 
Stop 
Words

Stem-
ming

Term Selection

Document Pre-processing Module

D1 = { t1,t2,t3,.......tn}
D2 = { t1, t3,t4.......tn}

....

....
Dn = { t1,t2,t5.......tn}

Document Set DFrequent Term Extraction Module

Apply Graph 
Based 
Algorithm on 
Document Set

Generate 
Frequent Term 
Set

Cluster 1
Cluster 2

Cluster 3 

Fig. 1 Document clustering using graph based framework
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3.1 Document Pre-Processing Module

Document Pre-processing Algorithms are specially designed for the properties of
document data. Each document set has numerous stop words, special marks, punc-
tuation marks, and spaces, first we remove all stop words and stemming, etc., and
constructed term matrix for generating frequent term set. There are four steps, which
are carried out when the document is provided to the pre-processing module of the
system.

3.1.1 Stop Words and Special Symbol Elimination

Stop words are the words which don’t have meaning with respect to the classification
[10, 16, 40]. So these words are removing when the term matrix is created for the
classification purpose. In short, the words are removed from the documents which
are not necessary for the next stage. it removed all prepositions, conjunction and
articles from dataset D.

Algorithm1: To remove stop words & special characters 

Input: A Document database D and a well defined stop words list L.

D={d1,d2,d3,….,dn} ;where 1<=n<=i 
tij is the jth term in ith document

Output: All valid text term in D
START 

1: for (all di in D) do
2: for (1 to j) do 

a. Extract tij from di

b. If(tij in database di) 
c. Remove tij from di

3: End for 
4: End for 

END 

3.1.2 Stemming

A stemming is a computational procedure which reduces all words with the same
root (or, if prefixes are left untouched, the same stem) to a common form, usually by
stripping each word of its derivational and inflectional suffixes [10, 25]. It is useful in
many areas of computational linguistics and information-retrieval work. Researchers
from the fields of Computational linguistics and information retrieval find it as, one
of the necessary step to fulfill their research needs. It helps to decrease the size of
the dictionary file.
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Algorithm2:  To remove the stemming word. 

Input:  A Document database D and List of stemming word list 

D= {d1, d2, d3,….,dn} ;where 1<=n<=i
START 

1. Determine where on ending list to begin searching for a match so that stem 
is at least two characters long. 

2. Search ending list for a match to the last part of the word being stemmed. 
3. If (ending is found) Then 
4. {
5.  if context sensitive rule is satisfied 
6. Remove ending 
7. Recoding Procedure (); 
8. Else 
9. Go to step 3 
10. }
11. Else 
12. Recoding Procedure(); 

END 

The Recoding procedure used by Stemming Algorithm is given below 

Recoding Procedure () 
START 

1. {
2. Undoable final consonant of stem, if applicable 
3. Search list of transformations for match on remaining stem 
4. If (match== found) Then 
5. {
6. Recode stem according to rule 
7. Output stem 
8. }
9. Else (no rule applies) 
10. Output stem 
11. }

END 

3.1.3 Feature Set Selection

In text classification, the important term selection is critical task for the classifier per-
formance. With increasing number of documents, number of features also increases
and to reduce the size of the dictionary, the threshold feature set reduction methods
is used.

In this method, lower thresholds are decided according to the number of words
in the dictionary. The term which below lower threshold are extracted from the
document.
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Table 6 BMM
representation

Document id Term 1 Term 2 …… Term n

D1 0 1 … 1
D2 1 0 … 1
… … … … …
D3 0 0 … 1

Algorithm 3:  Algorithm for feature selection 

Input: A Document dataset D and y lower threshold value N is the counter 

D= {d1,d2,d3,….,dn} ;where 1<=n<=i
tij is the jth term in ith document      
Output: Documents Dataset D after feature selection  
START 

1: for (all di in D) do 
2: for (1 to j) do 

a. Count  total occurrence of  tij in document di

b. Assign the total occurrence of  tij in N
c. If (N<y) 
d. Remove tji from  the document di

3: End for 
4: End for 

END

3.1.4 Document Term Matrix and Normalization

The main principle of the pre-processing phase is to organize the document term
matrix that will provide appropriate input to the next phase of the system. After
selection process, we have limited terms in each document. Suppose we have n
documents and maximum m steem words in a document. The binary matrix M is
represented as [12, 14, 17] (Table 6).

M[di ≥ w j ] =
{

1 if wi in present in di

0 otherwise

}

Where i = 1, 2, 3 . . . n and j = 1, 2, 3 . . .m.

3.2 Frequent Term Extraction Module

After Sect. 3.1 we get structured vector, which will be treated as input for frequent
term extract module. In this module, the graph-based algorithm [10, 36] is applied
to generate the frequent termsets from term matrix. It reduces the CPU time because
we are scanning only two times the preprocessed dataset and no need to generate
candidate set like Apriori [16].
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Algorithm 4: Graph Based Association Rule Mining Algorithm (GBARMA) 

Input: The set of different Textual document D or BMM Table. 

Output: Frequent Term Set. 

1. Scan document table D and create directed graph G. 
2. Create Adjacency Matrix A of G. 
3. Update Value of each element Aij.list and Aij.count of matrix A. 
4. Delete corresponding row and column of an element Aij.count=0 only for diagonal elements. 
5. Read each element Aij of matrix A if Aij.count<minimum Support then  set Aij.Count =0
6. Find 1- Frequent termset and 2- frequent termset from matrix. 
7. Calculate other k-termsets from each column using logical AND operator. 
8. END 

Algorithm 4 generates frequent term sets based on predefined minimum support
value ≤ the minimum support of the frequent term set is usually in the range of
5–15 %. From a large textual document set. When the minimum support is too large,
the total number of frequent terms would be very small, so that the resulting compact
documents would not have enough information about the original dataset. In this
case, a lot of documents will not be processed because they do not support any
frequent word, and the final clustering result will not cover these documents.

3.3 Frequent Term-Based Cluster Generation Module

The objective of this module is to assign each document to multiple clusters and
determine labels and assign them to document. If we are having the confidence
to achieve these goals by some automatic process, we would completely bypass
the expense of having humans assign labels, but the process known as document
clustering is less than perfect. Document clustering assigns each of the documents
in a collection to one or more smaller groups called clusters. Examinations show
that the clusters should contain similar documents. The initial collection is a single
cluster. After processing, the documents are distributed among a number of clusters,
where ideally each document is very similar to the other documents in its cluster and
much less similar to documents in other clusters.

We define a similarity matrix of all documents using frequent term set. We are
providing frequent term set as an input is the matrix of similarities S. where S(i, j)
is the similarity matrix and 1↓ i ↓ n − 1 and 1 ↓ j ↓ n. The preferences should be
placed on the half diagonal of the matrix.
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Algorithm 5: Graph based Frequent Term Set based Document Clustering (GBFTDC) 

Input: All Frequent Term Set of dataset D. 
Output: Find clusters. 
START 
Step 1:- Construct Similarity Matrix S using all frequent term set they have in common. 
Step 2:- Find minimum number in similarity matrix excluding zero. 
Step 3:- Find Maximum value in S, and then finding all document pairs of unclustered 
Documents with the maximum value. 
Step 4: If (Maximum value = Minimum value) then

All documents in corresponding document pairs which do not attach to any cluster
are used to construct a new cluster.  
Else  
All found document pairs with the maximum value, the following process is conducted. 
For all document pairs with maximum value, subsequent processes are conducted. First, 
for each document pair, if the documents are not belonging to any clusters, then they 
would be grouped together to form a document cluster. In other approach if one 
document of the pair belongs to an existing cluster, then the other unattached document 
will also be included in the same, finally similarities of found document pairs set to 
zero. 

Step 5:- Go to step 3.
Step 6:- If there are any documents which do not attach to any cluster, then each of these 
documents is used to construct a new cluster. 
END 

3.4 An Illustrative Example

The working process of algorithms applies in document database and performs pre-
processing face, finally we have Table 2. After that we find frequent termset using
graph-based algorithm from Table 2, now apply frequent termset-based document
clustering. Figures 2, 3 and 4 basically, shows the clustering procedure by similarity
values between documents within clusters. It prefers to create new cluster other than
adding documents to existing clusters in order to balance the amount of documents
in a cluster. There is no overlap among document clusters produced by this method.

Step 1: Construct Similarity Matrix S using, frequent term set. (All frequent term
set which are common in all document sets).

Step 2: finding minimum value of S when S ↓ 1.
Step 3: Document pair (1, 7) has largest similarity as 15, clustered pair (1, 7) set

similarity as 0. Unclustering document set {2, 3, 4, 5, 6}.
Step 4: Document Pair (1, 4) (2, 6), (4, 6) (4, 7) are having largest similarity as 7, and

sets Pair (1, 4) (2, 6), (4, 6) (4, 7) similarity is 0. Now add (2,4,6) with cluster
(1, 7) and get (1,2,4,6,7) as new clustered pair. The unclustered document
set is {3, 5}.
Now select the most frequent documents with maximum length for each
cluster as its document topic (Table 7).
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Fig. 2 Similarity matrix S
using frequent term set

1 .

2 3 .

3 1 1 .

4 7 1 0 .

5 3 0 1 1 .

6 3 7 1 7 0 .

7 15 3 0 7 1 3

1 2 3 4 5 6

Fig. 3 Similarity matrix after
step 3

1 .

2 3 .

3 1 1 .

4 7 1 0 .

5 3 0 1 1 .

6 3 7 1 7 0 .

7 0 3 0 7 1 3

1 2 3 4 5 6

Fig. 4 Similarity matrix after
step 4

1 .

2 3 .

3 1 1 .

4 0 1 0 .

5 3 0 1 1 .

6 3 0 1 0 0 .

7 0 3 0 0 1 3

1 2 3 4 5 6

Table 7 Clustering results Cluster id Documents topics List of documents

1 2, 6, 7 { 1, 2, 4, 6, 7}
2 5 {3, 5}

Document topic reductions; if one frequent term belong in more than one cluster id
(it is contained in the assigned topics of other clusters) then the frequent term should
be eliminated from the document topics of the cluster. In this example, there are no
document topic belonging to in more than one cluster so this step is not required
here.
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Table 8 Dataset description Data set Documents Classes

20 newsgroup dataset 20000 20
Reuter’s text categorization 8654 52

4 Experimental Evaluation

F-measure [16, 29] is employed to estimate performances of the proposed clustering
methods. Further, clustering results are normalized into a fixed number of predefined
clusters. The F-measure can be used to balance the contribution of false negatives
by weighting recall through a parameter. F-measure compares the results to the pre-
classified classes. Let precision and recall is defined as follows: The formula of
F-measure is depicted as equations.

Precision: This is the percentage of retrieved documents that are in fact relevant
to the query. It is calculated as:

Pi = TP/TP + FP (1)

Recall: This is the percentage of documents that are relevant to the query and were,
in fact, retrieved. It is calculated as

Ri = TP/TP + FN (2)

We can calculate F-Measure by using to the formula

F = 2 ≥ Pi ≥ Ri/Pi + Ri (3)

To test and compare proposed clustering algorithms, the pre-classified sets of
documents are used. We have used 20 newsgroup dataset and Reuter’s dataset, which
are widely used in many publications. A summary description of these datasets is
given in Table 8. The experiments were performed on an Intel core 2 Duo, 2.94 GHz
system running Windows 7 professional with 2 GB of RAM.

We treat each cluster as, it were the result of a query and each class as if it were the
relevant set of documents for a query. The proposed approach used these dataset as
input and finally we get 20 clusters as result. For each cluster, we have computed the
precision, Recall and F-measure with the help of Eqs. 1–3. The experimental results
are shown in Table 9.

In this research study, we have choose some parameters to compare Performa of
our proposed approach with other existing algorithms like K-mean, HFTC, FIHC.
Therefore, the final comparison of these three algorithms are shown in Table 10.

Figures 5 and 6 shows overall F-Measure values for proposed GBFTDC and other
existing algorithms with 20 newsgroup dataset and Reuter’s dataset respectively. For
both dataset we choose the Minimum threshold from the elements in {10, 15, 20, 25,
and 30 %}.
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Table 9 Clustering performances obtained on 20 newsgroup dataset

Cluster Precision Recall F-measure Cluster Precision Recall F-measure

C1 0.8 0.5333 0.639976 C11 0.17 0.65 0.26951
C2 1 0.5 0.666667 C12 0.9 0.7 0.7875
C3 0.6666 0.1333 0.222172 C13 0.63 1 0.7730
C4 0.514 1 0.67899 C14 0.5 0.4 0.4444
C5 0.3333 0.0909 0.142843 C15 0.231 0.745 0.35265
C6 1 0.587 0.73976 C16 1 0.0714 0.133284
C7 0.51 0.29 0.36975 C17 0.75 0.25 0.375
C8 0.6 0.2784 0.38032 C18 1 0.5 0.66667
C9 0.84 0.45 0.58604 C19 0.3333 0.0909 0.142843
C10 0.744 0.12 0.21156 C20 0.9285 1 0.962925

Table 10 Parameters list for our approach and the other three approaches

Parameter name GBFTDC K-means HFTC FIHC

Dataset 20 newsgroup,
Reuter’s

20 newsgroup,
Reuter’s

20 newsgroup,
Reuter’s

20 newsgroup,
Reuter’s

Stop word removal Yes Yes Yes Yes
Stemming Yes Yes Yes Yes
Length of smallest

term(threshold)
5(Five) 5(Five) 5(Five) 5(Five)

Cluster count k 5, 10, 15, 20 Depend on value
of k

– –

Overlapping No Yes Yes No
Work with high

dimensional data
Yes No Yes Yes

Scalibity Yes No No Yes

Fig. 5 Overall F-measure
comparison for 20 newsgroup
dataset
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Fig. 6 Overall F-measure
comparison for Reuter’s
dataset
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5 Conclusion

This paper presents a new framework design for document clustering using graph
based frequent term set. First we review many papers and present a review method
of document clustering using frequent termset. We take 20 news group data for
document clustering and we do our pre-processing algorithm and find the frequent
term set.

Advantage of this method is that it removes the overlapped clusters, and it reduces
the CPU time because we are scan the original document set only twice to find
the frequent term set and don’t need to generate the candidate set. The method is
applicable on large document databases. It uses half similarity matrix to find the
similarity this save more memory.

Experiments have been conducted to evaluate the performance of proposed
approach over the other methods like as HFTC and FIHC. The experimental results
show that this method performs better because other methods follow apriori algo-
rithm to find the frequent itemsets. As the Apriori algorithm have few disadvantages:
like as generates candidate sets, and scans the dataset more number of time. HFTC
isn’t scalable and it doesn’t work with high dimensional data. The FIHC method also
works based on hard clustering approach.

A result shows the proposed method will perform well with high dimensional
document data and no overlapping. With the above analysis, we may conclude that
it has constructive quality in clustering documents using graph-based frequent term
sets.
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Desktop Virtualization and Green Computing
Solutions

Shalabh Agarwal and Asoke Nath

Abstract Greecomputing is now more than just being environmentally responsible.
It is also the exercise of utilizing optimal IT resources in a more efficient way. It is
realized by the computer professionals and also by the Scientists that one of the key
enablers of Green computing is virtualisation. Virtual computing and management
will enable toward environmentally sustainable ICT infrastructure. The desktop vir-
tualisation enables to utilise the untapped processing power of today’s high-power
PCs and storage devices. The same or improved performance can be delivered with
reduced operating expenses, a smaller carbon footprint and significantly curtailed
greenhouse gas emissions. In this work the authors have made a complete study on
Desktop virtualisation, Thin client architecture, and its role in Green computing.

Keywords Green computing · Virtualisation · ICT · Greenhouse gas · Thin client

1 Introduction

In the present scenario one cannot think of living without computers. At the same
time it is important to find ways to use the computers in a way that can sustain the
environment. Currently, personal computers (PC) consume far too much electricity
and generate too much e-waste to be considered an eco-friendly solution by today’s
standards. With a typical PC taking approximately 110–240 W to run, and with well
over 1 billion of them on the planet, it is easy to understand the carbon footprint and
Green House Emissions generated by these PCs. E-waste is another issue that is the
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fastest growing part of the waste stream and is harming the planet in more than one
ways [1–3].

Today’s PCs are so powerful that we no longer need one PC per person. We
can utilise the excess capabilities in one PC and share it with many users. Desktop
virtualisation thin client devices do just that and use just 1–5 W, last for a more
than 10 years, and generate very little e-waste. Not only is this a simple solution to
a complex problem, it is also very efficient. Desktop virtualisation saves 75 % on
hardware, and since they draw very less power, we can reduce nearly 90 % energy
footprint per user. These devices produce practically no heat, reducing the need for
air-conditioning, which in turn saves power consumed by such cooling solutions.

Today, the biggest driving force for IT companies to adopt thin client desktop
virtualisation is major savings. What has made server-based computing easier is that
many desktop virtualisation solutions integrate seamlessly with existing virtualisa-
tion infrastructure and even use the same management tools, enabling IT managers to
get started and feel comfortable with their new solution right away—realising benefits
from day one [4]. Once deployed, desktop virtualisation solutions centralise man-
agement and enable easy software updates and security and patch rollouts. They also
improve security and provide users with options like self-help and desktop mobility.
Although the draw for IT to implement desktop virtualisation is often not green,
more and more organisations have realised that with virtualisation, green benefits
often correlate with cost savings. In turn, these cost savings result in a significant
environmental impact that will lower an organisation’s carbon footprint and e-waste
volume while changing the future of green computing.

2 Green Computing

According to San Murugesan, the field of green computing is “the study and prac-
tice of designing, manufacturing, using, and disposing of computers, servers, and
associated subsystems—such as monitors, printers, storage devices, and network-
ing and communications systems—efficiently and effectively with minimal or no
impact on the environment”. It is about environmentally friendly use of computers
and related technologies. Efforts to reduce the energy consumption associated with
PC are often referred to as “green computing,” which is the practice of using com-
puting resources efficiently and in an environmentally sensitive manner. “Green IT”
refers to all IT solutions that save energy at various levels of use. These include
(i) hardware, (ii) software and (iii) services [1–3].

Green is used in everyday language to refer to environmentally sustainable activ-
ities. Green computing encompasses policies, procedures and personal computing
practices associated with any use of information technology (IT). People employing
sustainable or green computing practices strive to minimise green house gases and
waste, while increasing the cost-effectiveness of IT, such as computers, local area
networks and data centres. More directly it means using computers in ways that save
the environment, save energy, and save money.
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The greenhouse effect is a process by which thermal radiation from a planetary
surface is absorbed by atmospheric greenhouse gases, and is re-radiated in all direc-
tions. Since part of this re-radiation is back towards the surface and the lower
atmosphere, it results in an elevation of the average surface temperature above what
it would be in the absence of the gases. Particularly since the arrival of industriali-
sation, the human race has intensified this effect, as combustion processes and other
industrial processes release greenhouse gases which, with their increased concentra-
tion, influence the Earth’s radiation balance and thus influence the greenhouse effect.
Possible measures for reduction of greenhouse gas emissions include increasing the
energy efficiency of machinery, e.g. via intelligent control programs, or replacing
energy-intensive computer architectures with low-carbon, solutions. Here, green IT
or server-based computing can make a significant contribution by using energy more
efficiently than conventional IT equipment and thus saving greenhouse gases.

3 Thin Client Desktop Virtualisation

Wikipedia’s definitions of a thin client is: A thin client (sometimes also called a lean
or slim client) is a client computer or client software in client-server architecture
networks which depends primarily on the central server for processing activities,
and mainly focuses on conveying input and output between the user and the remote
server. In contrast, a thick or fat client does as much processing as possible and passes
only data for communications and storage to the server [4–8].

Consultants have been saying for a long time that thin clients are the future. Today,
thin client technology finally has caught up with the vision. A few years ago, most
companies had two or three models of thin clients, but today there are many models
to choose from with varying CPU speeds, memory capacities, storage capacities
and operating systems. Besides being more secure and easier to deploy, manage
and maintain (than their PC counterparts) thin clients boast a longer life expectancy
because they have no moving parts, small footprint on the desktop, lower power
consumption and server-centralized data storage.

Desktop virtualisation is an implementation of thin client concept and is defined as
a computing environment in which some or all components of the system, including
operating system and applications, reside in a protected environment, isolated from
the underlying hardware and software platforms. The virtualisation layer controls
interactions between the virtual environment and the rest of the system. Essentially,
servers host desktop environments specific to each user and stream applications and
operating systems to the desktop (Fig.1).

Desktop virtualisation separates software from the basic hardware that provides
it, putting the focus on what is being delivered, making the user unaware and uncon-
cerned about how it is being delivered or from where it is coming. Virtualisation
separates the fundamental operating system, applications and data from an end user’s
device and moves these components into the central server where they can be secured
and centrally managed. This approach allows users to access their “virtual desktop”
with a full personal computing experience across devices and locations. Desktop
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Fig. 1 Desktop virtualisation using N-computing. (Source: http://www.ncomputing.com)

virtualisation takes the efficiencies offered through a centralized processing environ-
ment and merges it with the flexibility and ease of use found in a traditional PC. It
is the concept of isolating a logical operating system instance from the client that is
used to access it.

There are several different conceptual models of desktop virtualisation, which
can broadly be divided into two categories based on whether or not the operating
system instance is executed locally or remotely. It is important to note that not all
forms of desktop virtualizstion involve the use of virtual machines which lead to
more efficient use of computing resources, both in terms of energy consumption and
cost-effectiveness.

Host-based forms of desktop virtualisation require that users view and interact
with their desktops over a network by using a remote display protocol. Because
processing takes place in a server, client devices can be thin clients, zero clients,
smartphones and tablets.

Client-based types of desktop virtualisation require processing to occur on local
hardware; the use of thin clients, zero clients, and mobile devices is not possible.

In this chapter, all the references to desktop virtualisation are related to host-
based forms of desktop virtualisation where the client does not require any processor,
memory or storage facilities. The solution can be implemented in a LAN as well as
WAN environment. Whereas in the WAN scenario, the bandwidth and the speed
becomes an important driving factor.

4 Virtualisation Benefits

4.1 Affordable to All

With virtualisation, the investment on PCs can be maximised by adding users for a
small fraction of the cost. The client access devices are mostly thin or zero computing

http://www.ncomputing.com
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devices which are nearly three times cheaper than a PC. Hence 50–70 % increase in
the number of computing seats can be implemented for the same budget. The savings
enables to improve computer upgrade cycles, expand access or invest extra funds in
other technology upgrades.

4.2 Compatible

The implementation of desktop virtualisation supports multiple operating system
platforms like Microsoft Windows and Linux. So, the current applications can be
used in the same environment without the need of any migration of technology.

4.3 Easy to Manage

Once deployed, desktop virtualisation solutions centralise management and enable
easy software updates and security and patch rollouts. They also improve security and
provide users with options like self-help and desktop mobility. Desktop virtualisation,
creates a single “golden” image of the OS on a server and each user takes advantage
of the same golden image. So, in effect, there is a need to manage only a single
image, not hundreds or thousands. It is also a simple matter to create multiple such
images for different groups, each setup with the applications that users in that group
need.

4.4 Efficient to Operate

The efficiency of the virtualisation solution goes beyond getting more from the PC
resources. The virtual desktop devices save space in the work area and save electricity
by drawing substantially less power than a typical PC.

4.5 Simple to Deploy

Every virtualisation software and hardware product is designed to be easy to set up,
secure and maintain by people with basic PC skills. The virtual desktops require no
maintenance and do not contain sensitive components such as hard drives and fans.
And with fewer PCs to manage, there will be fewer support issues.
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5 Virtualisation Green Advantage

One of the best ways to reduce energy consumption is to consider the use of thin client
technology. This is similar to server virtualisation in that one physical computer runs
several workstations in the same way that several server instances can run on one
physical server box using virtualisation tools [1].

This approach has been made possible by the increased power of modern comput-
ers. Processors are faster, they often have multicores, can run in 64 bit mode, and may
be arranged in pairs or fours within a single machine. Memory has reduced in price
considerably and, using 64 bit systems, is able to be addressed in more than 4 GB
memory configurations thus dramatically increasing the performance of systems.
Graphics and sound have also improved greatly with on board sound and graphics
now more capable than the average user requires. These computer hardware improve-
ments continue delivering a faster and richer experience to the user. The increased
potential of modern PCs and the need to become more environmentally responsible
has provided an option to run many workstations from one computer base unit.

The average person uses less than 5 % of the capacity of their PC. The rest is
simply wasted. The Desktop Virtualisation solution is based on this simple fact that
today’s PCs are so powerful that the vast majority of applications only use a small
fraction of the computer’s capacity. Virtualisation tap this unused capacity so that
it can be simultaneously shared by multiple users—maximizing the PC utilisation.
Each user’s monitor, keyboard, and mouse connect to the shared PC through a small
and highly reliable virtualisation access device. These access devices use the concept
of thin client or zero client. The zero client access device has no CPU, memory, or
moving parts. Electricity consumption of a thin/zero client is less than 10 % that
of a PC. A standard PC consumes 150–200 W compared to 5–15 W by thin/zero
clients. Hence, virtualisation can reduce electricity consumption as well as cooling
requirements, thus reducing both carbon emissions and cost.

Virtualisation reduces carbon emissions and have a significantly smaller footprint,
with some solutions using less than one twentieth of the materials required for a
traditional PC, which results in far less e-waste filling landfills. The elimination of the
physical desktop PC lessens the landfill issues as zero-clients contain no processor,
memory or other moving elements like hard disks [1–3].

Additionally, zero-client desktop virtualisation solutions can have a useful life
more than twice the length of a traditional PC because they do not have an operating
system, software or moving parts on the device which can fail or quickly become
outdated or obsolete. As long the desktop device is capable of handling the software
updates made on the server, the solution continues to work. Zero-clients can last for
8–10 years as opposed to 3–4 years of a conventional PC. Hence in case of Desktop
virtualisation, e-waste reduction, as opposed to e-waste recycling, is definitely a
grand step towards greener environment. PCs typically weigh about 10 kg and are
disposed of in landfills after 3–5 years. Desktop virtualisation access devices weighs
about 150 g, and easily last 5 years or more, for a 98 % reduction in electronic waste.
So there’s less to transport and less e-waste that will find its way to a landfill.
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In addition to reduced energy use, emissions are also reduced dramatically with
the concept of virtualisation. For example, 26 physical servers and a network would
produce 210,269 pounds of carbon dioxide per year compared to a private cloud
hosting solution that has the capacity of 35 servers and produces only 27,903 pounds
of carbon dioxide per year. The Verdantix report, the result of a study, has found
that if companies adopt cloud computing (which is an advanced implementation of
virtualisation), they can reduce the energy consumption of their IT and save money
on energy bills. The report, created by research firm Verdantix and sponsored by
AT&T, estimates that cloud computing could enable companies to save $12.3 billion
off their energy bills. That translates into carbon emission savings of 85.7 million
metric tons per year by 2020 [4, 6, 7].

Virtualisation Green Benefits

Less energy consumption
Personal computers draw about 110 W of electricity, whereas virtual desktops
only draw 1–5 W. The energy footprint per user declines by as much as 98 %.
Air-conditioning
Consume less energy and produces less heat as air-conditioning is not com-
pulsory. Less air- conditioning compounds the savings on your electricity and
releases less carbon footprint.
E-waste
The solutions are also the most eco-friendly on earth, and not just because of
how little electricity they consume: they generate a negligible amount of e-waste,
reducing contribution to the e-waste stream (Fig. 2).
Environmental impact
Because the products deliver green computing and cost less to buy and operate,
they address the triple bottom line perfectly. That is, they save money while they
help reduce climate change and hazardous e-waste.

As PC adoption grows globally, it is estimated that there will be more than two
billion PCs in use by 2015. It took 30 years to reach one billion but will only take
three more years to double that number. With this trend, something needs to change.
If desktop virtualisation access systems are used at a ratio of 6 devices to each PC:

• Energy use would decline by over 143 billion kilowatt hours per year
• CO2 emissions would decrease by 114 million metric tons. That’s like planting

550 million trees!
• E-waste would be reduced by 7.9 million metric tons
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Fig. 2 Energy consumed, emissions and E-waste comparison of PCs and thin clients. (Source: http://
www.ncomputing.com/company/green-computing)

6 The Global Warming Potential Effect

According to Wikipedia, Global-warming potential (GWP) is a relative measure of
how much heat a greenhouse gas traps in the atmosphere. It compares the amount of
heat trapped by a certain mass of the gas in question to the amount of heat trapped by
a similar mass of carbon dioxide. A GWP is calculated over a specific time interval,
commonly 20, 100 or 500 years. GWP is expressed as a factor of carbon dioxide
(whose GWP is standardized to 1). For example, the 20 year GWP of methane is 72,
which means that if the same mass of methane and carbon dioxide were introduced
into the atmosphere, that methane will trap 72 times more heat than the carbon
dioxide over the next 20 years [2, 3].

The GWP depends on the following factors:

• the absorption of infrared radiation by a given species
• the spectral location of its absorbing wavelengths
• the atmospheric lifetime of the species

Thus, a high GWP correlates with a large infrared absorption and a long
atmospheric lifetime. The dependence of GWP on the wavelength of absorption
is more complicated. Even if a gas absorbs radiation efficiently at a certain wave-
length, this may not affect its GWP much if the atmosphere already absorbs most
radiation at that wavelength. A gas has the most effect if it absorbs in a “window” of
wavelengths where the atmosphere is fairly transparent.

http://www.ncomputing.com/company/green-computing
http://www.ncomputing.com/company/green-computing
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Table 1 Global warming
potential in kg CO2eq

Phase Desktop PC Desktop virtualisation

Production phase 117.33 3.67
Manufacturing phase 21.04 0.66
Distribution phase 25.25 0.79
Operation phase 529.67 271.55
Total 693.29 276.67

According to a study “Thin Clients 2011—Ecological and economical aspects
of virtual desktops”, conducted by Fraunhofer Institute of Environmental, Safety
and Energy Technology UMSICHT, compared to Desktop virtualisation, a Desktop
PC user has nearly 2.5 times GWP. The following table shows the GWP at various
phases.

As it is clear from Table 1, virtualisation has substantially less impact on global
warming. This leads to a lots of savings in terms of CO2 emissions. The following
pie-chart shows the comparison (Fig. 3).

Fig. 3 Comparison of GWP
of a desktop PC and virtuali-
sation

71%

29%

GWP Comparision

Desktop PC Desktop Virtualisation

7 Challenges of Virtualisation

However, desktop Virtualisation is not without drawbacks and challenges. Users
that require multitasking, interaction with multimedia applications or support for
local peripherals may not experience satisfactory performance. Traditional desktop
virtualisation solutions are designed to support the “lowest common denominator”
client device, often sacrificing user experience for improved access. In general thin
client technology and desktop virtualisation is used in open access areas such as
learning centres and libraries or general purpose classrooms. It is not used for activ-
ities requiring significant processing power such as graphics and audio editing tasks
or data manipulation activities. For general purpose computing (word processing,
e-mail, Web browsing) the user experience is unaffected. Some of the disadvantages
relate to the reliability of the server, network bandwidth issues, less flexibility and
being unsuitable for certain tasks such as multimedia.
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As anyone who has undertaken a virtualisation project quickly discovers, many
applications and hardware devices are not amenable to easy virtualisation; therefore,
a detailed assessment of applications and hardware in use is a key prerequisite to
successful virtualisation. Even if virtualisation is technically feasible, many vendors
offer limited support for virtual instances of their software, and some even refuse
to honor warranties and maintenance contracts if their apps are running in a virtual
environment.

8 Conclusion

The specific recommendation for IT decision-makers is to consider thin clients as an
alternative to the desktop PCs. This operating model offers ecological and economic
advantages over conventional Client-Server models. In order to minimise the con-
sumption of materials and energy, the IT infrastructure should be designed to suit
the actual needs of the end-users and not just implement a heavily loaded solution
in which the infrastructure is not utilised to the fullest capacity. Traditional termi-
nal servers can be combined with desktop virtualisation solutions to provide each
user equipment tailored to their specific requirements so as to optimise the capacity
utilisation of the hardware.

Any organisation using for more than one PC should seriously consider the advan-
tages of moving to desktop virtualisation. By taking advantage of today’s low-cost
yet ever-more-powerful computers, even the smallest organisation can appreciate
immediate benefits without the high expense of mainframe computing or the com-
plexity and performance limitations of server-based computing. Desktop virtuali-
sation makes computing available to more people within the organisation for less
cost. Best of all, it saves a lot of energy and minimises e-waste, thus contributing the
sustainability of the environment.
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Noise Reduction from the Microarray Images
to Identify the Intensity of the Expression

S. Valarmathi, Ayesha Sulthana, K. C. Latha, Ramya Rathan,
R. Sridhar and S. Balasubramanian

Abstract Microarray technique is used to study the role of genetics involved in the
development of diseases in an early stage. Recently microarray has made an enormous
contribution to explore the diverse molecular mechanisms involved in tumorigenesis.
The end product of microarray is the digital image, whose quality is often degraded
by noise caused due to inherent experimental variability. Therefore, noise reduction
is a most contributing step involved in the microarray image processing to obtain
high intensity gene expression results and to avoid biased results. Microarray data of
breast cancer genes was obtained from National Institute of Animal Science and Rural
Development Administration, Suwon, South Korea. Two algorithms were created
for noise reduction and to calculate the intensity of gene expression of breast cancer
susceptibility gene 1 (BRCA1) and breast cancer susceptibility gene 2 (BRCA2).
The new algorithm successively decreased the noise and the expression value of
microarray gene image was efficiently enhanced.
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1 Introduction

Thousands of individual DNA sequences are printed in parallel on a glass microscope
slide of cDNA microarrays [19]. Microarray slide consists of a rectangular array of
subgrids, each subgrid printed by one pin of the contact-printer. A subgrid consists of
an array of spots, each spot containing a single cDNA probe. The hybridized arrays
are imaged using a scanner and the output stored as 16-bit image files. Different dyes
were used to visualize the image clearly. In the analysis of cDNA microarray images,
the most important task involved is the gridding of the spots [9]. For this multiple
methods related to array recognition; spot segmentation and measurement extraction
have emerged over past several years [12]. Large numbers of commercial tools have
been developed in microarray image processing. Microarrays measure expression
levels of tens of thousands of genes simultaneously and suffer from the presence
of inherent experimental noise. Detection of random noise causes inconsistencies in
the image processing [15]. The noise generally results during the phases of sample
preparation, hybridization, and scanning [16]. The sample preparation noise results
from the process of RNA amplification, and the hybridization noise refers to the
randomness in the process of RNA binding to the probes. The sources of scanning
noise include leak of external light, variations in laser intensity, and presence of
dirt [4]. Many types of distortions limit the quality of digital images during image
acquisition, formation, storage, and transmission. Often, images are corrupted by
impulse noise, thereby causing loss of image details. It is important to eliminate noise
in images before using them for image processing techniques like edge detection,
segmentation, and registration [13]. Removal of noise in the microarray technique
involves three steps; gridding (addressing each spot), segmentation (separating spot
pixels from background pixels), and quantification (putting spot intensity data into
numerical form for comparison) [5]. Noise reduction framework enables efficient
filtering of large and color images in real-time application with the preservation of
their textural features [14]. An extensive quantitative measure of the efficiency of
the noise estimation determines the quality of the JPEG file. Several authors have
developed and discussed denoising methods in microarray data [3, 18].

Gene expression analysis were carried out using microarray for simultaneous
interrogation of the expression of genes in a high-throughput fashion and offers
unprecedented opportunities to obtain molecular signatures of the activity of dis-
eased cells [10]. Stanford University was the first to describe and use microarray to
study gene expression in various diseases including cancer [17]. Gene expression in
cancer by microarray is fast gaining popularity in providing better prognostic and
predictive information on the disease. Microarray-based gene expression profiling is
used as a tool for Breast Cancer Management, in identifying genes whose expres-
sion has changed in response to pathogens or other organisms by comparing gene
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expression of infected to that of uninfected cells or tissues [1]. Heritable mutation
influences the gene-expression profile of the breast cancer with BRCA1 and BRCA2
mutations [6]. Gene expression profiles evaluated by microarray-based quantifica-
tion of RNA are used in studies of differential diagnosis and prognosis in cancer.
Microarray data were evaluated using both unsupervised, and supervised multivariate
statistical methods [8]. Differential gene expression was analyzed for gene oncology
to identify important functional categories [2].

Our study is involved in developing an algorithm for the processing of microarray
images with the following objectives:

I To reduce noise from a microarray image of breast cancer gene*.
II To identify the intensity of gene expression from a microarray image of a breast

cancer gene.

2 Data and Methodology

For the present study the microarray data was obtained from National Institute of
Animal Science and Rural Development Administration, Suwon, South Korea and
was used to test our algorithm integrated with MATLAB. The main aim is to reduce
the noise and to calculate the intensity of gene expression of BRCA1 and BRCA2
genes in the microarray image, rather to give interpretation on gene expression in
microarray images of breast cancer genes. A fully automated method that removes
the existing impulse of noise from the microarray plate with virtually no required
user interaction or external information, greatly increasing efficiency of the image
analysis was developed. For image processing of microarray data, two algorithms
were developed in Visual Basic and integrated with MATLAB (Appendixes I and II):

(i) Algorithm for Noise reduction
(ii) Algorithm to calculate intensity of gene expression

3 Results

3.1 Removal of Noise in the Microarray Image

The proposed approach was used to test microarray image of the Breast Cancer
Patient containing thousands of spots (Fig. 1). A section from the microarray image
(Fig. 1) was cropped and it was named as original image (Fig. 2a). The noise from
the microarray image was removed by using algorithm (i). Initially the original
image (Fig. 2a) was converted into gray image. Using Otsu method (reduction of
a gray level image to a binary image) the graythresh value [11] for the image was
calculated. Using this graythresh value the image was then converted into Black
and White image. From the image, the objects which have fewer than P pixels were
removed and used to create a new structural binary image. This step was performed
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Fig. 1 Microarray image of the breast cancer patient

Fig. 2 Removal of noise from the microarray image a Original image b Black and White after
Filtering c Image after noise removal

repeatedly until all the fewer objects from the image were removed. To this image, a
flood-fill operation was performed to fill the background pixels and the output image
was obtained (Fig. 2b).

The image obtained after filtering was compared with the original image (Fig. 2a)
to produce the final image (Fig. 2c) using MATLAB environment. Thus the noise from
the original image was removed and the obtained image can be used for calculating
the intensity of gene expression and to find the level of risk of breast cancer using
microarray. This method achieves an accuracy of more than 95 % and it outperforms
the existing methods.
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Fig. 3 Red intensity image of microarray plate

3.2 Gene Expression Analysis

The intensity was calculated from the ‘noise removed microarray image’ to find the
gene expression value for each spot in the plate using algorithm (ii). The red intensity
and green intensity in the microarray image was obtained based on the fluorescent
tag used in the experimental analysis and are shown in the Figs. 3 and 4. The red spot
(Cy5 fluorescent) indicates the expression value of the defective gene and the green
spot (Cy3 fluorescent) indicates the expression value of the normal gene. The overall
gene expression of a microarray plate was obtained by merging the image of the red
and green intensity and is shown in the Fig. 5. In this image, the intensity of green
spot shows that the expression of the gene is repressed. The red intensity spot shows
that the gene expression is induced in the microarray plate, due to the presence of
defective gene. The yellow (mixture of green and red) color spot in the image shows
that gene expression is unchanged (normal and abnormal gene is equally expressed).
This provides knowledge to the molecular biologist and particularly to oncologist in
the diagnosis of defective genes. Therefore, the developed algorithm is a new attempt
to predict the expression value of any microarray gene images.
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Fig. 4 Green intensity image of microarray plate

Fig. 5 Gene expression value in the spot of microarray plate
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4 Conclusion

Microarray image quality is distorted by various source of noise like inherent techni-
cal variations and biological sample variations. Therefore the most critical aspect is
to reduce the noise from microarray image to avoid the misinterpretation of results.
In this study, the microarray image of a breast cancer patient was used to reduce the
noise using the proposed algorithm developed in Visual Basic and integrated with
MATLAB. Noise reduction of microarray image was achieved successfully without
generating any negative effect on the data. The algorithm developed to identify the
intensity of gene expression was implied on a noise reduced microarray image to
identify the expression of the gene based on the intensity of the spot in the image.
These algorithms can be used further to reduce noise in microarray images and to
enhance the intensity of gene expression, this will lead to better analysis and inter-
pretation of microarray images.

Appendix I

Algorithm for Noise Removal from the Microarray Plate

Step 1 : Read an RGB Microarray Image.
Step 2 : Convert the given image to gray.
Step 3 : Calculate the graythresh value of the given image using Otsu Method.
Step 4 : Convert the gray image to BW image using graythresh value.
Step 5 : Remove from a binary image all connected components (objects) that have

fewer than P pixels, producing another binary image.
Step 6 : Create morphological structuring element.
Step 7 : Perform morphological closing on the binary image obtained from step 4

with the structuring element created in the step 6.
Step 8 : Perform a flood-fill operation on background pixels of the input binary

image obtained from step 7. The output is saved as Picture 1.
Step 9 : The Picture 1 is compared with original image from which the final image

is produced based on the white pixel shown in the Picture 1.

Algorithm to Convert RGB Image to Gray Image

For i = 0 To Picture1.ScaleWidth

For j = 0 To Picture1.ScaleHeight
tcol = GetPixel(Picture1.hdc, i, j)

r = tcol Mod 256
g = (tcol / 256) Mod 256

b = tcol / 256 / 256
colour = r * 0.3 + g * 0.59 + b * 0.11
SetPixel Picture2.hdc, i, j, RGB(colour, colour, colour)

Next

Next
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Algorithm for Obtaining Graythresh Value
Otsu shows that minimizing the intraclass variance is the same as maximizing inter-
class variance which is expressed in terms of class probabilities ωi and class means
μi which in turn can be updated iteratively. This idea yields an effective algorithm.

Step 1 : Compute histogram and probabilities of each intensity level
Step 2 : Set up initial ωi(0) and μi(0)
Step 3 : Step through all possible thresholds maximum intensity
Step 4 : Update ωi and μi
Step 5 : Compute Desired threshold corresponds to the maximum

Algorithm to convert Gray Image to Black and White image
using Graythresh Value

For i = 0 To Picture1.ScaleWidth
For j = 0 To Picture1.ScaleHeight

tcol = GetPixel(Picture1.hdc, i, j)
if tcol > graythresh_value then
SetPixel Picture2.hdc, i, j, RGB(255, 255, 255)
else

SetPixel Picture2.hdc, i, j, RGB(0, 0, 0)
endif

Next
Next

Algorithm to Remove Small Objects

Step 1: Determine the connected components for BW image using 4-Connected
Neighbourhood.

Step 2: Compute the area of each component which are expressed in terms of Pixel.
Step 3: Consider the only components whose pixels are greater than 10.

Create Morphological Elements using MATLAB

SE = strel(‘disk’, R, N) creates a flat, disk-shaped structuring element, where R
specifies the radius. R must be a nonnegative integer. N must be 0, 4, 6, or 8.
When N is greater than 0, the disk-shaped structuring element is approximated by a
sequence of N periodic-line structuring elements. When N equals 0, no approxi-
mation is used, and the structuring element members consist of all pixels whose
centers are no greater than R away from the origin. If N is not specified, the default
value is 4.
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Algorithm for Black and White Image to RGB
Step 1:

For i = 0 To Picture1.ScaleWidth
For j = 0 To Picture1.ScaleHeight

tol = GetPixel(Picture2.hdc, i, j)
If tol = 0 Then

Grid2.TextMatrix(i, j) = 0
Else

Grid2.TextMatrix(i, j) = 1
End If

Next
Next

Step 2:

Picture3.BackColor = vbBlack
Picture3.height = Picture1.height
Picture3.width = Picture1.width

For i = 0 To Picture1.ScaleWidth
For j = 0 To Picture1.ScaleHeight
If Grid2.TextMatrix(i, j) = 1 Then

SetPixel Picture3.hdc, i, j, val(Grid1.TextMatrix(i, j))
End If
Next

Next

Appendix II

Algorithm for Calculating Expression Value for each spot
in Microarray Plate

x = imread(‘MicroArraySlide.JPG’);
%x = imread(‘microarray_test6_agri.JPG’);
%x = imread(‘Composite-s416–.jpg’);
%x = imread(‘dna_microarray.JPG’);
%x = imread(‘t1.JPG’);
%x = imread(‘t9.jpg’)
%x = imread(‘t5.jpg’)
%x = imread(‘t10.jpg’)
%x = imread(‘microarray_test1_agri_rice.JPG’);
%x = imread(‘t4.JPG’);

imageSize = size(x)
screenSize = get(0,‘ScreenSize’)
iptsetpref(‘ImshowBorder’, ‘tight’)
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imshow(x)

title(‘original image’)

Crop Specified Region

%y = imcrop(x, [622 2467 220 227]);
[y,RECT] = imcrop(x) %, [398 449 218 214]);

%y = imcrop(x, [398 449 218 214]);
f1 = figure(‘position’, [40 46 285 280]);

imshow(y)

Display Red and Green Layers

f2 = figure(‘position’, [265 163 647 327]);
subplot(121)

redMap = gray(256);
redMap(:, [2 3]) = 0;
t = subimage(y(:,:,1), redMap)

axis off
title(‘red (layer 1)’)
subplot(122)

greenMap = gray(256);
greenMap(:, [1 3]) = 0;

subimage(y(:, :, 2),greenMap)
axis off
title(‘green (layer 2)’)

Convert RGB Image to Grayscale for Spot Finding

z = rgb2gray(y);
figure(f1)
imshow(z)

Create Horizontal Profile

xProfile = mean(z);

f2 = figure(‘position’, [39 346 284 73]);
plot(xProfile)

title(‘horizontal profile’)
axis tight

Estimate Spot Spacing by Autocorrelation

ac = xcov(xProfile);
f3 = figure(‘position’, [-3 427 569 94]);
plot(ac)

s1 = diff(ac([1 1:end]));
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s2 = diff(ac([1:end end]));
maxima = find(s1>0 & s2<0);
estPeriod = round(mean(diff(maxima)))

hold on

plot(maxima,ac(maxima), ‘r∧’)
hold off

title(‘autocorrelation of profile’)
axis tight

Remove Background Morphologically

seLine = strel(‘line’, estPeriod, 0);

%seLine = strel(‘disk’, 2);
xProfile2 = imtophat(xProfile,seLine);
f4 = figure(‘position’, [40 443 285 76]);

plot(xProfile2)
title(‘enhanced horizontal profile’)

axis tight

Segment Peaks

level = graythresh(xProfile2/255)*255

bw = im2bw(xProfile2/255, level/255);
L = bwlabel(bw);
f5 = figure(‘position’, [40 540 285 70]);

plot(L)
axis tight

title(‘labelled regions’)

Locate Centers

stats = regionprops(L);

centroids = [stats.Centroid];
xCenters = centroids(1:2:end)

figure(f5)
hold on

plot(xCenters, 1:max(L), ‘ro’)
hold off

title(‘region centers’)

Determine Divisions between Spots

gap = diff(xCenters)/2;
first = abs(xCenters(1) − gap(1));
xGrid = round([first xCenters(1:end) + gap([1:end end])])

Transpose and Repeat
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yProfile = mean(z’);

ac = xcov(yProfile);
p1 = diff(ac([1 1:end]));
p2 = diff(ac([1:end end]));
maxima = find(p1>0 & p2<0);
estPeriod = round(mean(diff(maxima)))
seLine = strel(‘line’, estPeriod, 0);

%seLine = strel(‘disk’, 2);
yProfile2 = imtophat(yProfile, seLine);
level = graythresh(yProfile2/255);
bw = im2bw(yProfile2/255, level);
L = bwlabel(bw);
stats = regionprops(L);
centroids = [stats.Centroid];
yCenters = centroids(1:2:end)
gap = diff(yCenters)/2;
first = abs(yCenters(1)-gap(1));

List Defining Vertical Boundaries between Spot Regions

yGrid = round([first yCenters(1:end) + gap([1:end end])])
f7 = figure(‘position’, [52 94 954 425]);
ax(1) = subplot(121);

subimage(y(:, :, 1), redMap)
title(‘red intensity’)
ax(2) = subplot(122);

subimage(y(:, :, 2), greenMap)
title(‘green intensity’)
f8 = figure(‘position’, [316 34 482 497]);

ax(3) = get(imshow(y, ‘notruesize’), ‘parent’);
title(‘gene expression’)

for i=1:3

axes(ax(i))
axis off

line(xGrid’*[1 1], yGrid([1 end]), ‘color’, 0.5*[1 1 1])
line(xGrid([1 end]), yGrid’*[1 1], ‘color’, 0.5*[1 1 1])
end

[X, Y] = meshgrid(xGrid(1:end-1), yGrid(1:end − 1));
[dX, dY]= meshgrid(diff(xGrid), diff(yGrid));
ROI = [X(:) Y(:) dX(:) dY(:)];

Segment Spots from Background by Thresholding
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fSpots = figure(‘position’, [265 163 647 327]);
subplot(121)
imshow(z)
title(‘gray image’)
subplot(122)

bw = im2bw(z, graythresh(z));
imshow(bw)
title(‘global threshold’)

Apply Logarithmic Transformation then Threshold Intensities

figure(fSpots)
subplot(121)

z2 = uint8(log(double(z) + 1)/log(255)*255);
imshow(z2)
title(‘log intensity’)
subplot(122)

bw = im2bw(z2, graythresh(z2));
imshow(bw)
title(‘global threshold’)

Try local Thresholding Instead

figure(fSpots)
subplot(122)

bw = false(size(z));
for i=1:length(ROI)

rows = round(ROI(i, 2)) + [0:(round(ROI(i, 4))-1)];
cols = round(ROI(i, 1)) + [0:(round(ROI(i, 3))-1)];
spot = z(rows, cols);
bw(rows, cols) = im2bw(spot, graythresh(spot));

end
imshow(bw)
title(‘local threshold’)

Logically Combine Local and Global Thresholds

figure(fSpots)
subplot(121)

bw = im2bw(z2, graythresh(z2));
for i=1:length(ROI)

rows = round(ROI(i, 2)) + [0:(round(ROI(i, 4))-1)];
cols = round(ROI(i, 1)) + [0:(round(ROI(i, 3))-1)];
spot = z(rows, cols);
bw(rows, cols) = bw(rows, cols) | im2bw(spot, graythresh(spot));

end
imshow(bw)

title(‘combined threshold’)
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subplot(122)
imshow(z)

title(‘linear intensity’)

Fill Holes to Solidify Spots

figure(fSpots)
subplot(121)

for i=1:length(ROI)
rows = round(ROI(i, 2)) + [0:(round(ROI(i, 4))-1)];
cols = round(ROI(i, 1)) + [0:(round(ROI(i, 3))-1)];
bw(rows, cols) = imfill(bw(rows, cols), ‘holes’);

end
seDisk = strel(‘disk’, round(estPeriod));
L = zeros(size(bw));

for i=1:length(ROI)
rows = ROI(i, 2) + [0:(ROI(i, 4)-1)];
cols = ROI(i, 1) + [0:(ROI(i, 3)-1)];
rectMask = L(rows, cols);
spotMask = bw(rows, cols);
rectMask(spotMask) = i;
L(rows, cols) = rectMask;

end

spotData = [ROI zeros(length(ROI), 5)];

for i=1:length(ROI)
spot = imcrop(y, ROI(i, :));
spot2 = imtophat(spot, seDisk);
mask = imcrop(L, ROI(i, :))==i;

for j=1:2
layer = spot2(:, :, j);
intensity(j) = double(median(layer(mask)));

text(ROI(i, 1) + ROI(i, 3)/2, ROI(i, 2) + ROI(i, 4)/2, sprintf(‘%.0f’,
intensity(j)),...

‘color’,‘y’, ‘HorizontalAlignment’, ‘center’, ‘parent’, ax(j))
rawLayer = spot(:, :, j);
rawIntensity(j) = double(median(layer(mask)));

end
expression = log(intensity(1)/intensity(2));
text(ROI(i, 1) + ROI(i, 3)/2, ROI(i, 2) + ROI(i, 4)/2, sprintf(‘%.2f’,
expression),...

‘color’, ‘w’, ‘HorizontalAlignment’, ‘center’, ‘parent’, ax(3))
drawnow
spotData(i, 5:9) = [intensity(:)’ expression rawIntensity(:)’];

end
xlswrite(‘microarray.xls’, spotData)
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A Comparative Study on Machine Learning
Algorithms in Emotion State Recognition
Using ECG

Abhishek Vaish and Pinki Kumari

Abstract Human-Computer-Interface (HCI) has become an emerging area of
research among the scientific community. The uses of machine learning algorithms
are dominating the subject of data mining, to achieve the optimized result in various
areas. One such area is related with emotional state classification using bio-electrical
signals. The aim of the paper is to investigate the efficacy, efficiency and computa-
tional loads of different algorithms scientific comparisons that are used in recognizing
emotional state through cardiovascular physiological signals. In this paper, we have
used Decision tables, Neural network, C4.5 and Naïve Bayes as a subject under study,
the classification is done into two domains: High Arousal and Low Arousal.

Keywords PCA · Emotion classification · ECG and data mining algorithms

1 Introduction

Emotion is a psycho-physiological process triggered by conscious and unconscious
perception of an object or situation and is often associated with mood, temperament,
personality and disposition and motivation [1]. Emotions play an important role in
human communication and can be expressed either verbally or by non-verbal cues
such as tone of voice, facial expression, gesture and physiological behavior.

Interestingly, it has been observed through past researches that various fields are
utilizing this as a key signal for system development in different context and some
of the most applied areas are:

In the area of medical science many physiological disorders exists those are
directly correlated with the one of the different class of emotions. According to the
prior art of healthcare, numerous study has been conducted to recognize the early
stage of stress to prevent the human’s life before entering in danger zone. The outputs
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of the studies are some kind of tools and algorithms which helps to detect the early
stage of mental illness which is a manifestation of the fact that classification through
machine learning is important.

In area of Multi-modal authentication system various bio-signals (ECG, EEG and
SC etc.) are fused and interpreted for generation of unique identification factors.
These factors have the capability like unique and robust and are strong enough to be
cracked. This system could be used in securing highly sensitive areas like defense
and banking section etc.

In the area of affective gaming the different levels of emotions are used to make
the gaming software more affective and easy to use. For example the famous is NPC
(Non-player character) in which each and character associated with the different
emotions.

In view of above described areas of emotional state classification, the accuracy
of a prediction is the only thing that really matters. Here, we are proposing an
alternative method that will increase the efficacy and efficiency of the system using
machine learning algorithms of data mining. The scope of the study has considered
four machine learning algorithms among top 10 algorithms of data mining: Decision
tables, neural network, C4.5 and Naïve Bayes and applied over the ECG data corpus
with full features dataset and with reduced features datasets and examined the result’s
effect due to highly contained features. The ultimate contribution of the research work
is related with analysis of the known classifiers and observed their performance. This
would help the researchers to use the best model in the area of emotion classified
through ECG data set.

2 Literature Review

A copious number of researches are present in the literature for recognizing human’s
emotions from the physiological signals. Recently, among researches, a great deal of
attention has been received on the efficacy improvement. In this section, we would
like to briefly review the dynamics of the ECG signal followed by the current state
of the scientific contribution in the subject under study.

Electrocardiography is a tool which measures and records the electrical potentials
of the heart. A complete ECG cycle can be represented in a waveform and is known as
PQRST interval. A close analysis of the same reveals that two major orientations exist
i.e. the positive orientation and the negative orientation, PRT is a positive orientation
and QS is a negative orientation in a given PQRST interval and the same can be seen
in Fig. 1. The description of ECG waves and intervals are vital to catch the state of
emotions present in human body how he/she is feeling as negative feeling and stress
feeling leads the dangers state of life Fig. 2.

Jang et al. [2] have compared few data mining algorithm such as SVM, CART,
SOM and Naïve Bayes over few Bio-signals like ECG, EDA and SKT and got
the accuracy like 93.0, 66.44, 74.93 and 37.67 %. Chang et al. [3] used two modal
to classify the emotional state of human, one is facial expression and another is
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Fig. 1 ECG waveform generation from electrical activities of the heart

Fig. 2 Sample signals from AuBT data corpus

physiological signals of various subjects and then applied classification algorithm
to recognize the different emotional state and got the accuracy somewhere around
88.33 % with the physiological signals. Gouizi et al. [4] have used support vector
machine and obtained a result of 85 % recognition rate.
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Li and Chen’s [5] paper proposed to recognize emotion using physiological signals
such as ECG, SKT, SC and respiration, selected to extract features for recognition and
achieved accuracy such as 82 % with 17 features, 85.3 % with 22 features and same
accuracy with 20 features. Siraj et al. [6], the presented paper says about classification
of emotion of subjects in two classes i.e. active arousal and passive arousal using
ECG pattern and achieved the accuracy around 82 %.

Li and Lu [7] described how emotion could be classified through EEG signals.
They considered two types emotions: Happiness and sadness. Using common spatial
patterns (CSP) and linear SVM classification has been done and achieved the satisfied
accuracy. Murugappan [8] presents Electromyogram (EMG) signal based human
emotion classification using K Nearest Neighbor (KNN) and Linear Discriminant
Analysis (LDA). Five most dominating emotions such as: happy, disgust, fear, sad
and neutral are considered and these emotions are induced through Audio-visual
stimuli (video clips).

Sun [1], in this paper, we evaluate these tools’ classification function in authentic
emotion recognition. Meanwhile, we develop a hybrid classification algorithm and
compare it with these data mining tools. Finally, we list the recognition results by
various classifiers. Ma and Liu [9], wavelet transform was applied to accurately detect
QRS complex for its advantages on time-frequency localization, in order to extract
features from raw ECG signals. A method of feature selection based on Ant Colony
System (ACS), using K-nearest neighbor for emotion classification, was introduced
to obtain higher recognition rate and effective feature subset.

These research articles provide support for the conclusion that Bio-electrical sig-
nals carries generic information about the human behavior or different human emo-
tions. There is however limited research which considers computational time effect
by reducing the dimensionality of features of heart rhythms.

In the proposed article, we are trying to analyze the performance of the data
mining algorithms with high feature dataset and reduced feature dataset.

3 Research Methodology

Person emotion recognition has lately evolved as an interesting research area. Phys-
iological signals such as ECG, EEG, EMG and respiration rate are successfully
utilized by quite a few researchers to attain the emotion classification [4]. In this
research we have used simulative research design using quantitative data that has
been collected using four bio-sensors. In this section, we would be highlighting the
schematic diagram in Sect. 3.1 (Fig. 3) that has been followed to extract the results
and also to make sure that the contamination in the research design could be avoided.
Additionally, the description of data corpus in Sect. 3.2.
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Input ECG Signals 
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Check the performance of Algorithm 

Input ECG Signals 
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Classification 

Check the performance of Algorithm 

(a) (b)

Fig. 3 Schematic diagram of proposed work. a Efficacy with high dimensionality. b Efficacy with
reduced dimensionality

3.1 High Level Schematic Diagram

The whole of this high level diagram is categorized into three main steps. These are
as follows:

• Extraction of statistical features—Help us to extract the maximum number of
feature from the raw data set. Features are those data point that has potential
information for output.

• Applying the PCA for Feature Reduction—Helps in extracting the best fit feature
that without compromising the results improves the system performance.

• Classification algorithm to check the efficacy—Helps in the decision making sys-
tem for accurate results.

3.2 Description of Subject

Each subject (participant) selects four favorite songs reminiscent of their certain emo-
tional experiences corresponding to four emotion categories. Signals were collected
with 25 subjects with four emotions within 25 days.

3.3 Mode of Collection Data

The physiological data were recorded through biosensor and the length of the record-
ings depends on the length of the songs, but was later cropped to a fixed length of
the two minutes and ECG was sampled at 256 Hz.
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3.4 Research Procedure

In the field of automatic emotion recognition probably the most often used features
are based on statistically such as Mean, Median, Standard deviation, max min of
all waves of ECG i.e. PQRST waveform which represents complete ECG cycle.
For the feature extraction and feature selection of ECG signal in time domain we
have used Analysis of variance (ANOVA) Method. After collecting the statistical
features of cardiac signal then performed the different classification to investigate
the efficacy of the classification algorithms of data mining such as Decision table,
Neural network, Naïve Bayes and C4.5.

4 Experimental Results

In this section, the results are presented, the result are presented into different phases
i.e. the feature selection and the classification of emotions, feature extraction with
reduced dimensionalities and their classification, finally the computational load of
each classification algorithm is presented.

Phase I
Figure 4 depicts the classification accuracy of different algorithms. The total numbers
of feature extracted by inbuilt use of ANOVA were 82. It can be seen that multilayer
perceptron is giving the best result among the four with approximately 60 % and
Naïve Bayes is showing a response of 53 % which is considered to be the least. It
can be interpreted with the result that the FAR is low and FRR is high.

Phase II
In order to optimize the result depicted in Fig. 4, we have used a dimensional reduction
scheme and the most prevailing technique is the principle component analysis. It is
pertinent to briefly discuss the equation used in PCA.

Fig. 4 Performance of machine learning algorithms with full features
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Given the data, if each datum has N features represented for instance by x11
x12 . . . x1N , x21 x22 . . . .x2N , the data set can be represented by a matrix Xn × m.

The average observation is defined as:

µ = 1

n

n∑

i=1

xi (1)

The deviation from the average is defined as:

πi = Xi − µ/ (2)

Using Eqs. 1 and 2, we have extracted the following results as depicted in Table 1. The
total numbers of extracted feature were 13 out of 82. The accuracy post extraction is
depicted in Fig. 5. In this case C4.5 is giving us the most optimized result. So it can
be inferred that the combination of PCA + C4.5 in the given data set is the maximum.
However, if we look at the more modest form, it can be seen that performance of all
classification algorithm has gone up to the average of 20 % using Eq. 3

Impact of post PCA = (Post PCA − Pre PCA) (3)

Table 2 depicted in this section give the specific of the scalar value of the classification
algorithm. The tabulation has been arranged with row and column. The first column
is populating with the machine learning algorithm and corresponding rows has the
statistical measures like True-positive rate, precision, F-measures and ROC area. The
classes are labeled as High Arousal, Low Arousal and same can be correlated with
Fig. 5.

Phase III
This section is interesting for the readers and researchers because the most fun-
damental question with development of decision making system lies with cost of
decision and accuracy. The latter has been discussed in this phase. In Fig. 6 it can

Fig. 5 Performance of machine learning algorithms with reduced features
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Table 1 Reduced data
corpus with 13 features

Number of reduced features

1 ecgQ-mean
2 ecgS-range
3 ecgQS-max
4 ecgT-std
5 ecgSampl-std
6 ecgSampl-mean
7 ecgPQ-range
8 ecgHrvDistr-triind
9 ecgQS-std
10 ecgHrv-specRange1
11 ecgHrvDistr-min
12 ecgHrv-specRange1
13 ecgHrv-pNN50

Table 2 Efficacy of Machine Learning Algorithms for emotion classification

ML’s algorithms Class TP Rate Precision F-Measure ROC Area

C4.5 High Arousal 1 0.097 0.985 0.988
Low Arousal 0.859 1 0.984 0.986
Avg. weighted 0.9295 0.985 0.984 0.987

Neural network High Arousal 0.722 0.885 0.898 0.812
Low Arousal 0.807 0.912 0.886 0.823
Avg. weighted 0.7645 0.8985 0.892 0.8175

Naïve Bayes High Arousal 0.64 0.867 0.65 0.924
Low Arousal 0.67 0.594 0.596 0.806
Avg. Weighted 0.655 0.7305 0.623 0.865

Decision table High Arousal 0.712 0.867 0.74 0.864
Low Arousal 0.722 0.512 0.596 0.796
Avg. weighted 0.717 0.6895 0.668 0.83

Fig. 6 Comparison of compu-
tational load with and without
feature reduction
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be seen that time taken to perform the task is categorizing in the domains i.e. with
PCA and without PCA. The result is highly encouraging. Without PCA the time is
reduced drastically. However, an important point worth observing that MLP is more
computationally expensive among four in both the domains.

5 Conclusion and Future Works

The work aimed at showing the possibility of recognizing the two levels of emotional
state: High Arousal and Low Arousal. We have presented an alternative method to
investigate the performance of data mining algorithms to raise the efficacy of the
emotional recognition system and also give solution the question how dimensional-
ity reduction can save the burden of computing. The recognition rates increased after
applying proposed methods are: 16 % with Decision table; 12 % with neural network;
36%, with C4.5 and 12 % with Naïve Bayes. All experiments have done with openly
available tool (WEKA) for data mining and machine learning algorithms for data
classification. There are few challenges we have faced which is the lack of data cor-
pus quantum. In future, we would like to explore another data corpus available in this
domain. Furthermore, we would like to work on investigation of those classification
algorithms which have been used for ECG classification in two different levels of
emotional states with other physiological signals such as EMG, EEG, SC and respi-
ration. Another future work may be explored in area of affective computing like to
automatically detect the stages of mental illness with good recognition rates through
bio-signals. Bio-signals may also be fruitful in the area of multimodal authentication
system or cognitive biometrics.

References

1. Sun, Y., Li, Z., Zhang, L., Qiu, S., Chen, Y.: Evaluating data mining tools for authentic emo-
tion classification in Intelligent Computation Technology and Automation (ICICTA). 2010
International Conference, vol. 2, pp. 228–232 (2010)

2. Jang, E.-H., Park, B.-J., Kim, S.-H., Eum, Y., Sohn, J.-H.: Identification of the optimal emotion
recognition algorithm using physiological signals. 2011 International Conference on Engineer-
ing and Industries (ICEI), 2011, pp. 1–6

3. Chang, C.-Y., Tsai, J.-S., Wang, C.-J., Chung, P.-C.: Emotion recognition with consideration
of facial expression and physiological signals in computational intelligence in bioinformatics
and computational biology. CIBCB ’09 IEEE Symposium, 2009, pp. 278–283

4. Gouizi, K., Reguig, F.B., Maaoui, C.: Analysis physiological signals for emotion recogni-
tion in Systems, Signal processing and their Applications (WOSSPA). 2011 7th International
Workshop , 2011, pp. 147–150.

5. Li, L., Chen, J.-H.: Emotion recognition using physiological signals from multiple subjects in
intelligent information hiding and multimedia signal processing. IIH-MSP ’06 International
Conference, 2006, pp. 355–358

6. Siraj, F., Yusoff, N., Kee, L. C.: Emotion classification using neural network. International
Conference on Computing and Informatics ICOCI ’06, 2006, pp. 1–7



1476 A. Vaish and P. Kumari

7. Li, M., Lu, B. -L.: Emotion classification based on gamma-band EEG in engineering in medicine
and biology society. Annual International Conference of the IEEE, 2009, pp. 1223–1226

8. Murugappan, M.: Electromyogram signal based human emotion classification using KNN and
LDA in System Engineering and Technology (ICSET). IEEE International Conference, 2011,
pp. 106–110

9. Ma, C.-W., Liu, G.-Y.: Feature extraction, feature selection and classification from electro-
cardiography to emotions in computational intelligence and natural computing. CINC ’09
International Conference, vol. 1, pp. 190–193 (2009)

10. Wagner, J., Kim, J., Andre, E.: Signals, from physiological, to emotions: Implementing and
comparing selected methods for feature extraction and classification. IEEE International Con-
ference in multimedia and expo (ICME), 2005, pp. 940–943



Fault Diagnosis of Ball Bearings Using Support
Vector Machine and Adaptive Neuro Fuzzy
Classifier

Rohit Tiwari, Pavan Kumar Kankar and Vijay Kumar Gupta

Abstract Bearing faults are one of the major sources of malfunctioning in
machinery. A reliable bearing health condition monitoring system is very useful in
industries in early fault detection and to prevent machinery breakdown. This paper
is focused on fault diagnosis of ball bearing using adaptive neuro fuzzy classifier
(ANFC) and support vector machine (SVM). The vibration signals are captured and
analyzed for different types of defects. The specific defects consider as inner race with
spall, outer race with spall, and ball with spall. Statistical techniques are applied to
calculate the features from the vibration data and comparative experimental study is
carried using ANFC and SVM. The results show that these methods give satisfactory
results and can be used for automated bearing fault diagnosis.

Keywords Fault diagnosis ·Condition monitoring ·Adaptive neuro fuzzy classifier ·
Support vector machine

1 Introduction

Rotating rolling element bearing is widely used in industrial machines. Bearing
fault diagnosis is an even more challenging task in condition monitoring especially
when the machine is operating in a noisy environment. For diagnosis of all types of
fault either localized or distributed vibration analysis can be employed. A vibration
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signal-based fault diagnosis can be performed in time domain [6], frequency domain
[8]. Artificial neural network [10], and support vector machines (SVM) [11] meth-
ods are also being used. Abasiona and Rafsanjani [1] have carried out multi-fault
detection in such system with wavelet analysis and SVM.

This study is mainly focused on bearing fault classification using two methods,
SVM and neuro-fuzzy, as both are capable in nonlinear classification. Four defects
considered for the study includes inner race with spall, outer race with spall, ball
with spall, and combined bearing component defect. Statistical methods are used to
extract the features from the time domain signal. Selected features with their known
class are used for training and testing of SVM and ANFC.

2 Support Vector Machines

SVM based on the statistical learning theory is a supervised machine learning method.
It is used for classification of two or multi-class of data. The performance of SVM
is not influenced by the dimension of feature space, which is why it is more efficient
in large classification problem. Cristianini and Shawe-Tylor [3] have used SVM for
pattern recognition and classification.

A simple example of two-class problem is shown in Fig. 1. In Fig. 1, square and
triangles show two classes of sample points. These two classes are separated by hyper
plane H . Planes passing through the sample points and nearest to H are given by H1
and H2 (shown by dashed line). SVM creates linear boundary in such a way that the
margin between classes H1 and H2 will be maximum. This reduces the generalization
error. Support vectors are the nearest data point used to define the margin.

3 Adaptive Neuro Fuzzy Classifier

The neuro fuzzy classifier is an adaptive network-based system in which fuzzy para-
meters are adapted with neural networks. In fuzzy classification feature space is

Fig. 1 Hyper plane classifying two classes: a small margin, b large margin
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Fig. 2 Architecture of adaptive neuro fuzzy classifier

divided in to fuzzy classes. Sun and Jang [9] have applied fuzzy rules to control
each fuzzy region. Cetisli [2] has developed an adaptive neuro fuzzy classifier using
linguistic hedges and applied for different classification problems. Du and Er [4]
have applied neuro fuzzy classifier for fault diagnosis in air-handling unit system.

In this study the proposed neuro fuzzy classifier is described by zero-order surgeon
fuzzy model. Output level is a constant for a zero order surgeon model and weighted
average operator [5] will gives the crisp output from the fuzzy rules. To initialize fuzzy
rules k-mean algorithm is used. Fuzzy relation between variable are often created
by fuzzy clustering [12]. In this architecture shown in Fig. 2, the first layer measures
membership grade of each input to specified fuzzy region. Gaussian function is
employed as membership function (MF).

The next layer is known as rule layer. This layer is responsible to calculate the
firing strength of fuzzy rules using the membership value of the inputs. The third
layer in architecture calculates the weighted outputs. Each class is decided according
to the maximum firing strength of the rules.
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(a) (b) (c)

Spall
Spall

Fig. 3 Bearing components with faults induced in them. a Outer race with spall, b inner race with
spall, c Ball with spall

After calculating the rule weights the next layer function is to normalize network
output because the summation of the weight should not be more than 1.

After the normalization output layer is calculated the class labels. There are many
methods for network parameter optimization. In this paper, scale conjugate gradient
(SCG) method is used to adapt antecedent parameters [7].

4 Experimental Setup and Data Acquisition

Training and testing data sets are generated by the experimental test on a test rig. The
rig is connected with the data acquisition system. At various speeds different faults
are simulated on the bearing as shown in Fig. 3. Vibration data for healthy bearing
operation is used as baseline data. These data can be used for comparison with faulty
bearing signature data. Features are extracted from the vibration signal. These data
are compiled to form a feature vector which is given as input to ANFC/SVM for
training. Faults introduced in bearings are outer race with spall, inner race with
spall, ball with spall, and combined faults in all bearing components. For acquiring
training data from the data acquisition system cases considered are healthy bearing
(HB), inner race defect (IRD), outer race defect (ORD), ball fault in bearing (BFB),
and combined bearing component defect (CBD).

5 Results

Statistical features such as mean, standard deviation, skewness, kurtosis, min, max,
and range are calculated from the vibration data. This will reduce the dimensionality
of original vibration features. 9 attribute are selected including statistical features,
speed, and loader.

After calculation of features, classification of faults is done using machine learning
techniques, i.e., ANFC/SVM. Input features are compiled and given as input. The
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Table 1 Confusion matrix

BFB MFB HB ORD IRD Classified as
ANFC SVM ANFC SVM ANFC SVM ANFC SVM ANFC SVM

4 9 1 0 0 0 4 0 0 0 BFB
2 2 5 7 0 0 2 0 0 0 MFB
1 2 0 0 2 1 0 0 0 0 HB
0 3 1 2 0 0 8 4 0 0 ORD
0 0 0 0 0 0 0 0 10 10 IRD

Table 2 Evaluation of the success of the numeric prediction

Parameters Values (ANFC) Values (SVM)

Correctly classified instances 29 (72.50 %) 31 (77.50 %)
Incorrectly classified instances 11 (27.50 %) 9 (22.50)

defects classified using ANFC/SVM are shown in Table 1. A total of 40 cases are
considered for testing in which 9, 9, 3, 9, 10 cases of ball with spall, combined bearing
component defects, healthy bearing, inner race with spall, and outer race with spall
are taken.

Table 1 shows that ANFC has correctly classified 4, 5, 2, 8, and 10 cases, while
SVM has predicted 9, 7, 1, 4, and 10 cases correctly for ball with spall combined bear-
ing component defect, healthy bearing, inner race with spall, and outer race with spall
respectively. Values of correctly and incorrectly classified instances with percentage
accuracy are given in Table 2. Table 2 shows that SVM gives better classification
efficiency of 77.5 % than the ANFC.

6 Conclusions

In this study, bearing fault detection has been done by classifying them using two
methods, ANFC and SVM. Statistical techniques are used to calculate the features
from the time-domain vibration signals. It is observed that ANFC has less accuracy
to predict the ball fault in bearing while SVM is not accurate to predict outer race
defect in bearing. SVM has a better classification accuracy than ANFC. Results show
that these methods can be apply to develop a reliable condition monitoring system
and used to predict defect in early stage. This can avoid the machinery breakdown
and reduce operating cost.
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Designing a Closed-Loop Logistic Network
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Consequences on Environment
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Abstract This paper examines the relationship between the operations of forward
and reverse logistics and the environmental performance measures like CO2 emission
in the network due to transportation activities in closed-loop supply chain network
design. A closed-loop structure in the green supply chain logistics and the location
selection optimization was proposed in order to integrate the environmental issues
into a traditional logistic system. So, we present an integrated and a generalized
closed-loop network design, consisting four echelons in forward direction (i.e., sup-
pliers, plants, and distribution centers, first customer zone) and four echelons in
backward direction (i.e., collection centers, dismantlers, disposal centers, and second
customer zone) for the logistics planning by formulating a cyclic logistics network
problem. The model presented is bi objective and captures the trade-offs between var-
ious costs inherent in the network and of emission of greenhouse gas CO2. Numerical
experiments were presented, and the results showed that the proposed model and
algorithm were able to support the logistic decisions in a closed loop supply chain
efficiently and accurately.
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1 Introduction

Supply chain consists of set of activities such as transformation and flow of goods,
services, and information from the sources of materials to end-users. Due to the
government legislation, environmental concern, social responsibility, and customer
awareness, companies have been forced by customers not only to supply environmen-
tally harmonious products but also to be responsible for the returned products. So,
interest in supply chains lies in the recovery of products, which is achieved through
processes such as repair, remanufacturing and recycling, which, combined with all
the associated transportation and distribution operations, are collectively termed as
Reverse Chain activities. In reverse logistics there is a link between the market that
releases used products and the market for “new” products. When these two mar-
kets coincide, it is called Closed Loop Network. Thus the supply chain in which
forward and reverse supply chain activities are integrated is said to be closed-loop,
and research on such chains have given rise to the field of closed-loop supply chains
(CLSCs) and Supply chain network design concerned with environmental issues,
collectively named as Green Supply Chain.

At present, researcher’s emphasis on green supply chain due to global warming
and wants to minimize the waste at landfills. A closed-loop logistics management
ensures the least waste of the materials by following the cradle to cradle principle
and conservation law along the life cycles of the materials. In reverse logistics used
products, either under warranty or at the end of use or at the end of lease are taken
back, so that the products or its parts are appropriately disposed, recycled, reused, or
remanufactured. Beside it they explicitly focus on significant sources of greenhouse
gas emission, and one of those sources is transportation. CO2 is very prominent in
its hazardous consequences on human health. Transport is the second-largest sector
of global CO2 emission. CO2 constraints in logistics markets will need to be realized
in the near future as it was enforced by protocols, and a shift in freight transportation
could be expected to reduce the CO2 emissions within the reasonable cost and time
constraints.

In this study, we model and analyze a CLSC for its operational and environmen-
tal performances, i.e., a multi-echelon forward–reverse logistics network model is
described for the purpose of design with the reflection of the effects on environ-
ment of greenhouse gas emission. Objectives of the model is to maximize the total
expected profit earned and minimizing CO2 emission due to transporting material in
forward and reverse logistics networks with the use of different type of vehicles for
transport, each of which has its own emission rates and transportation costs. Using
the proposed model and a numerical illustration result of computational experiments
shed light on the interactions of various performance indicators, primarily measured
by cost and then captures the environmental aspects.
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2 Literature Review

This section presents a brief overview of the existing literature on closed loop supply
chain (CLSC). Beamon [1] describes the challenges and opportunities facing the
supply chain of the future and describes sustainability and effects on supply chain
design, management and integration. Network chain members of a CLSC can be
classified into two groups [2]: Forward logistics chain members and Reverse logistics
chain members. But designing the forward and reverse logistics separately results
in suboptimal designs with respect to objectives of supply chain; hence the design
of forward and reverse logistics should be integrated [3–5]. This type of integration
can be considered as either horizontal or vertical integration [6]. Manufacturers
and demand nodes (i.e., customers) could be seen as ‘junction’ points where the
forward and the reverse chains are combined to form the CLSC network. A closed-
loop logistics model for remanufacture has been studied in [7], in which decisions
relevant to shipment and remanufacturing of a set of products, as well as establishment
of facilities to store the remanufactured products are taken into consideration [8].
Consider a reverse logistics network design problem which analyzes the impact
of product return flows on logistics networks. A strategic and tactical model for
the design and planning of supply chains with reverse flows was proposed by [9].
Authors considered the network design as a strategic decision, while tactical decisions
are associated to production, storage and distribution planning. A general reverse
logistics location allocation model was developed in [10] in a mixed integer linear
programming form. The model behavior and the effect of different reverse logistics
variables on the economy of the system were studied. Demand in this proposed
model is deterministic. The problem of consolidating returned products in a CLSC
has been studied in [11]. Kannan et al. [12] developed a multi-echelon, multiperiod,
multi-product CLSC network model for product returns, in which decisions are made
regarding material procurement, production, distribution, recycling, and disposal. For
an excellent review of methodological and case study-based papers in reverse and
closed-loop logistics network design, the reader is referred to [13].

Meixell and Gargeya [14] focused on the design of supply chains of production,
purchasing, transportation, and profit and has neglected the environmental aspects.
Given recent concerns on the harmful consequences of supply chain activities on the
environment, and transportation in particular, it has become necessary to take into
account environmental factors when planning and managing a supply chain. The list
of environmental performance metrics of a supply chain includes emissions, energy
use and recovery, spill and leak prevention, and discharges is discussed in [15]. A
comprehensive survey of the field is provided by [16]. Sarkis [17] provides a strategic
decision framework for green supply chain management, in which he investigates
the use of an analytical network process for making decisions within the GrSC. Sheu
et al. [18] present a multiobjective linear programming model for optimizing the
operations of a green supply chain, composed of forward and reverse flows, includ-
ing decisions pertaining to shipment and inventory [19]. Consider environmental
issues within CLSCs and examine a supply chain design problem for refrigerators,
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offer a comprehensive mathematical model that minimizes costs associated with dis-
tribution, processing, and facility set-up, also takes into account the environmental
costs of energy and waste.

The remainder of the paper is structured as follows. In Sect. 3 a CLSC model
is proposed for single product, with the underlying assumptions. In Sect. 4, used
methodology of goal programming is described. In Sect. 5, we present a numerical
implementation in order to highlight the features of the proposed model. The paper
ends with concluding remarks.

3 Model Description

The CLSC problem discussed in this paper is an integrated multiobjective multi-
echelon problem in a forward/reverse logistic network, which requires more efforts
to analyze than both forward and backward logistic simultaneously. Here we are
considering the flow of a product in the network. The model considers modular
product structure and every component of the product has an associated recycling
rate, specifying the rate at which the component can be recycled. For instance, a
rate of 100 % indicates that the used product can be fully recovered or transformed
into a new one, whereas a rate of 50 % denotes that the product can only be partially
recovered.

In the network suppliers are responsible for providing components to manufactur-
ing plants. The new products are conveyed from plants to customers via distribution
centers (d/c) to meet their demands. Returned products from customers are collected
at collection centers where they are inspected. After testing in collection centers,
the repairable and recyclable products are shipped to plants and dismantlers respec-
tively, after completing the demand of secondary market of used products. At plant
repairable used products are repaired and supplied back to distribution centers as
new product. Dismantled components at dismantlers are drives back to suppliers if
they are repairable else to disposal site to be disposed of.

The purpose of this paper is to evaluate a forward/reverse logistic system with
respect to given objectives in order to determine the facility locations and flows
between facilities using which type of transport. The transportation operations from
one layer to another can be realized via a number of options. These options consist of
different types of transport alternatives, e.g., different models of trucks. The proposed
model considers the following assumptions and limitations:

1. Supplier and customer locations are known and fixed.
2. The demand of product is deterministic and no shortages are allowed.
3. The potential locations of manufacturing facilities, distribution centers, collection

centers, and dismantlers are known.
4. The flow is only permitted to be transported between two consecutive stages.

Moreover, there are no flows between facilities at the same stage.
5. The numbers of facilities that can be opened are restricted.
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6. The other costs (i.e., operational costs and transportation costs) are known.
7. The estimated emission rate of CO2 for all type of vehicle available is known.

Notations:
Sets:

S set of component’s suppliers index by s, s = 1, 2, . . . , S

P set of manufacturing plants index by p, p = 1, 2, . . . , P

K set of distribution centers (d/c) index by k, k == 1, 2, . . . , K

E set of first market customer zones index by e, e = 1, 2, . . . , E

C set of collection centers (CC) index by c, c == 1, 2, . . . , C

M set of dismantlers (d/m) position index by m, m == 1, 2, . . . , M

H set of second market customer zones index by h, h = 1, 2, . . . , H

F set of disposal sites (d/p) index by f, f = 1, 2, . . . , F

A set of subassemblies index by a, a = 1, 2, . . . , A

N set on nodes in the network (N = S ∪ P ∪ K ∪ E ∪ C ∪ M ∪ H ∪ F)

Parameters:

SCsa Unit purchasing cost of sub assembly a by supplier s

PC p Unit production cost of product at manufacturing plant p

OCk Unit operating cost of product at d/c k

I Cc Unit inspection cost of product at collection center c

R PC p Unit repairing cost of used product at manufacturing plant p

DMCm Unit dismantling cost of product at d/m position m

RCCsa Unit recycling cost of sub assembly a at supplier s
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De Demand of product at first customer e

Dh Demand of used product at second customer h

T PCt Unit transportation cost per mile of product or component shipped
from one node to another via type of truck t

Di j Distance between any two nodes i, j ∈ N of given CLSC network

C APsa Capacity of supplier s for sub assembly a

PC APp Production capacity of plant p

K C APk Capacity of distribution center k

CC APc Capacity of collection center c

MC APm Capacity of dismantler m

FC APf Disposal capacity of disposal site f

R PC APp Repairing capacity of plant p

RCC APs Recycling capacity of supplier s

P Fa Unit profit made in the network from recycling component a

P F Unit profit made in the network from repairable product

P Re Unit price of product at customer e

P Rh Unit price of product at customer e

E Rt Per mile emission rate of CO2 gas from the type of transport t ∈ T

Rr Return ratio at the first customers

Rca Recycling ratio of component a
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Rp Repairing ratio

W Weight of product in kg

Wa Weight of component a ∈ A in kg

Ua Utilization rate of component a ∈ A

Decision variables:

xt
i ja Quantity of component a shipped from node i to node j , i, j ∈ N in the

network via transport of type t ∈ T

xt
i j Quantity of product shipped from node i to node j, i, j ∈ N in the

network via transport of type t ∈ T

W t
i j Weighted quantity transported from node i to node j, i, j ∈ N in the

network via transport of type t ∈ T

Xi =
{

1, if facility i, (i ∈ P ∪ K ∪ C ∪ M) is opened
0, otherwise

Lt
i j =

⎧
⎨

⎩

1, if a transportation link is established between any two locations
i and j, i, j ∈ N via mode t

0, otherwise
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∑
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wt
ch = xt

ch∗w ∀c, h, t (23)
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cm = xt

cm∗w ∀c, h, t (24)

wt
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a
xt
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a
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∑

p
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∑

c
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a
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Shipping linking constraints

∑

a
xt

spa <= M I ∗ Lt
sp ∀ s, p, t (40)

xt
pk <= M I ∗ Lt

pk ∀ p, k, t (41)

xt
ke <= M I ∗ Lt

ke ∀ k, e, t (42)

xt
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ec ∀ e, c, t (43)

xt
cp <= M I ∗ Lt

cp ∀ c, p, t (44)

xt
cm <= M I ∗ Lt

cm ∀ c, m, t (45)

xt
ch <= M I ∗ Lt

ch ∀ c, h, t (46)

∑

a
xt

msa <= M I ∗ Lt
ms ∀ s, m, t (47)

∑

a
xt

m f a <= M I ∗ Lt
m f ∀ m, f, t (48)

xt
i ja, xt

i j >= 0

Xi , Lt
i j ∈ {0, 1}

The first objective is to maximize the total profit including the total income and
profit obtained by introducing recycled materials back into the (forward) supply
chain (which is used as an incentive for the companies to choose and use recyclable
products) minus the total cost which includes cost of purchasing components from
suppliers, production cost incurred at plants, operating costs incurred at d/c, inspec-
tion cost for the returned products in collection centers, remanufacturing cost of
recoverable products in plants, dismantling cost in dismantling the product, recy-
cling cost at supplier and disposal costs for scrapped products. Second objective is
to minimize the CO2 emission by choosing various available type of transport.

Constraints are divided in five sets: first set is consisting of flow balancing con-
straints. Constraint (1) assures that the flow entering in the manufacturing plant is
equal to the flow exit from it. Constraint (2) is for d/c. Constraint (3) insures that
demands of all first customers are satisfied. Constraint (4) insures the flow entering
in collection center through a customer will be equal to demand of the customer
multiplied by return ratio. Constraint (5) insures that flow entering to each second
customer from all collection centers does not exceed the second customer demand.
Constraint (6) and (7) imposes that, the flow exiting from each collection center
to all plants and dismantler is equal to the amount remaining at each collection
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center after satisfying second customer demand multiplied by the repairing ratio and
(1-repairing ratio ) respectively. Constraint (8) and (9) shows that, the flow exiting
from each dismantler to supplier and disposal sites are equal to the flow entering from
all CC multiplied by recycling ratio and (1-recycling ratio) respectively. Constraint
(10–17) insures that flow either exiting or entering at any facility does not exceed
the respective facility capacity. Constraints (27–30) limit the number of activated
locations, where the sum of binary decision variables which indicate the number of
activated locations, is less than the maximum limit of activated locations. Constraints
(31–39) insure that there are no links between any locations without actual shipments
during all periods. Constraints (40–48) ensure that there is no shipping between any
non-linked locations.

4 Multiobjective Methodology: Goal Programming

The basic approach of goal programming is to establish a specific numeric goal for
each of the objectives, formulate an objective function for each objective, and then
seek a solution that minimizes both positive and negative deviations from set goals
simultaneously or minimizes the amount by which each goal can be violated. There
is a hierarchy of priority levels for the goals, so that the goals of primary importance
receive first priority attention, those of secondary importance receive second-priority
attention, and so forth.

Generalized model of goal programming is:

min a = {g1 (η1, ρ1) , . . . , gk (η2, ρ2)}

s.t fi (x) + ηi − ρi = bi ∀i = 1, 2, . . . , m

x, η, ρ ≥ 0;

x j is the jth decision variable, a is denoted as the achievement function; a row vector
measure of the attainment of the objectives or constraints at each priority level,
gk (η, ρ) is a function (normally linear) of the deviation variables associated with
the objectives or constraints at priority level k, K is the total number of priority levels
in the model, bi is the right-hand side constant for goal (or constraint)i , fi (x)is the
left-hand side of the linear goal or constraint i .

We seek to minimize the non-achievement of that goal or constraint by minimizing
specific deviation variables. The deviation variables at each priority level are included
in the function gk (η, ρ) and ordered in the achievement vector, according to their
respective priority. Algorithm of sequential goal programming:

Step 1: Set k = 1 (k represents the priority level and K is the total of these).
Step 2: Establish the mathematical formulation as discussed above using positive
and negative deviations for priority level k only.
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Step 3: Solve this single-objective problem associated with priority level k and the
optimal solution of gk (η, ρ) is a*.
Step 4: Set k = k + 1. If k >K, go to Step 7.
Step 5: Establish the equivalent, single objective model for the next priority level
(level k) with additional constraint gk (η, ρ) = a∗

s .
Step 6: Go to Step 3.
Step 7: The solution vector x*, associated with the last single objective model solved,
is the optimal vector for the original goal programming model.

5 Numerical Illustration

In this section, a numerical example is presented in order to demonstrate the
applicability of the model. In considered CLSC, a product which is made up of
six components say 1, 2, 3, 4, 5, and 6 with respective utilization rate of 1, 4, 1, 2, 1,
and 3 and recycling rate of 1, 0.5, 7.5, 1, 0.3 and 0 flows between various facilities.
In forward direction, there is a set of three suppliers that can provide components to
two potential locations of manufacturing plants. Three potential location of d/cs are
there in the network to cater the demand of 2000, 2700, 3250, 2550, and 2700 units
from respective 5 zones of first customer market at a unit selling price of 11000,
10500, 10000, 10750, and 10500. In backward direction, potential locations of CC,
dismantlers and disposal sites are 3, 2, and 1 respectively. Beside its demand of 500,
350, and 550 units of used product from respective three zones of second customers
can be satisfied at unit selling price of 7500, 8000, and 7000. As for transportation,
road-based transportation is used to carry out the shipping operations, for which
there are three types of trucks available which are 0–3, 4–7, and 8–11 years old,
respectively. We assume that the older the trucks, the cheaper their rental fees, but, at
the same time, the greater their CO2 emissions, due to decreasing engine efficiency.
Unit transportation costs for the different types of trucks used are 1, 0.85 and 0.70
for truck types 1, 2, and 3, respectively. Emission rate of CO2 found to be 1.3, 2.8,
and 3.1 g/mi for truck types 1, 2 and 3 respectively. Profit raised in the network by
repairing the product is 5500/unit and by recycling a unit of component 1, 2, 3, 4,
and 5 are 250, 50, 90, 55, and 300 respectively.

Other parameters are set as follows: Rr = 0.60, Rp = 0.25, and Rca =
(1, 1, 1, 1, 1, 0). Set of unit purchasing costs of components (in order) from sup-
plier 1, 2, and 3 are (460, 0, 190, 125, 0, 80), (480, 120, 200, 150, 650, 100) and
(470, 95, 0, 0, 620, 90), respectively. Unit recycling costs of components (in order)
at supplier 1, 2, and 3 are (20, 0, 60, 10, 0, 0), (25, 90, 55, 20, 390, 0) and (0, 65,
0, 0, 380, 0), respectively. Price 0 means that component service is not provided
by respective supplier. 2500 and 3000 are unit production cost, and 1500 and 2200
are unit repairing costs of the product at plant 1 and 2, respectively. Unit operating
costs at d/c 1, 2, and 3 are 500, 550, and 600 respectively. Unit Inspection costs at
collection centers 1, 2, and 3 are 100, 100, and 120 respectively. Unit dismantling
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cost at d/m 1 and 2 are 125 and 110 respectively. Unit disposal cost of component 6
is 15.

Data on capacities at various facilities are as follows: Supplier 1 can supply at
most of 8000, 0, 9000, 12000, 0, and 14000 units of component 1, 2, 3, 4, 5, and 6
respectively. Capacity of supplier 2 and 3 of components are (7500, 40000, 5000,
27000, 7700, 15000) and (0, 20000, 0, 0, 7500, 1400) respectively. Recycling capac-
ities of supplier 1, 2 and 3 are (3000, 0, 2900, 4000, 0, 0), (2000, 15000, 2000, 6000,
2500, 0) and (0, 8000, 0, 0, 2500, 0) respectively. Production capacities of plants are
8000, 7500 and repairing capacities are 2000, 1800 respectively. Capacities of d/c’s
are 4800, 5000 and 5500, of CC’s are 3500, 3000 and 2500; of dismantlers are 5000,
5000 and of disposal site is 250000.

Data on distance (in miles) between any two facilities is as follows:
Di j = {D11, D12, D13, . . ., D21, D22, D23, . . . ..}
Dsp = {200, 190, 310, 350, 290, 280},
Dpk = {120, 100, 135, 170, 190, 200},
Dke = {24, 17, 22, 21, 18, 29, 19, 21, 20, 31, 33, 25, 28, 15, 28},
Dec = {6, 9, 8, 8.5, 7, 10, 11, 12, 13, 9, 8, 9.5, 11, 9, 8},
Dcp = {150, 120, 135, 110, 130, 100}
Dcm = {8.5, 9, 11, 12, 10, 11},
Dch = {15, 21, 19, 24, 16, 18, 20, 22, 21}
Dms = {100, 150, 120, 95, 154, 130},
Dm f = {80, 75}
The above data is employed to validate the proposed model. A LINGO code for

generating the proposed mathematical models of the given data was developed and
solved using LINGO11.0 [20]. Problem is solved individually with each objective
subject to given set of constraints. Thus, Profit and amount of CO2 emission would
be 66625630 and 252121600 respectively. Which are set as the aspiration levels for
profit and emission functions. Then multiobjective programming problem combining
all the objectives and incorporating the individual aspirations is solved which results
in infeasible solution hence goal programming technique has been used to obtain a
compromise solution to the above problem.Giving weight age 0.5 and 0.5 to profit
and CO2 objective respectively, a compromised solution of allocation of facilities
and transporting vehicle is obtained. Total profit thus generated in the network is
Rs. 54, 240, 470 and amount of CO2 emitted is 543, 833, 100. The flow between
facilities using different type vehicles is given below.

xt
spa : x3

111 = 3016, x3
113 = 4016, x3

114 = 12000, x2
121 = 4984, x2

123 = 4984,

x1
126 = 14000, x2

211 = 3570, x2
212 = 12860, x2

213 = 2570, x2
214 = 1172,

x2
215 = 4070, x2

216 = 5758, x1
222 = 19080, x1

224 = 9968, x1
226 = 952,

x3
312 = 13484, x3

315 = 2516, x3
316 = 14000, x1

322 = 856, x1
325 = 4984
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xt
pk : x3

11 = 1086, x2
13 = 5500, x3

21 = 3714, x2
22 = 2900

xt
ke : x1

13 = 450, x1
14 = 1650, x1

15 = 2700, x1
21 = 2000, x1

24 = 900,

x3
32 = 2700, x3

33 = 2800

xt
ec : x3

13 = 1200, x1
21 = 150, x3

22 = 1470, x2
31 = 1950, x3

42 = 1530,

x3
51 = 1400, x3

53 = 220

xt
cp : x3

12 = 525, x1
22 = 750, x3

32 = 355

xt
cm : x3

11 = 1575, x1
22 = 2250, x1

32 = 1065

xt
ch : x1

11 = 500, x2
12 = 350, x2

13 = 550

xt
msa : x3

121 = 1575, x3
122 = 6300, x3

123 = 1575, x3
124 = 3150, x3

125 = 1575,

x2
211 = 2890, x3

214 = 3780, x3
221 = 425, x2

222 = 8700,

x3
223 = 425, x2

224 = 2850, x3
225 = 925, x1

232 = 4560, x1
235 = 2390

xt
m f a : x3

116 = 4725, x2
216 = 9945

6 Conclusions

One of the important planning activities in supply chain management (SCM) is to
design the configuration of the supply chain network. Besides, due to the global
warning recently attention has been given to reverse logistic in SCM. Modeling of a
CLSC network design problem can be a challenging process because there is large
number of components that need to be incorporated into model. Here in this paper,
trade-offs between operational and environmental performance measures of shipping
product were investigated. Due to global warming, this paper focused on CO2 emis-
sions, One of the main findings of this paper is that, costs of environmental impacts
are still not as apparent as operational measures, as far as their relative importance
in a emission rate function are concerned. Operational costs of handling products,
both in forward and reverse networks, seem to be dominant ignoring emissions rate.
Another interesting result is relevant to the promotion of reusable products, the use
of which seems to lessen the operational costs of the chain, but places a burden on
the environmental costs.
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Optimal Component Selection Based on
Cohesion and Coupling for Component-Based
Software System
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Abstract In modular-based software systems, each module has different alternatives
with variation in their functional and nonfunctional properties, e.g., reliability, cost,
delivery time, etc. The success of such systems largely depends upon the selection
process of commercial-off-the shelf (COTS) components. In component-based soft-
ware (CBS) development, it is desirable to choose the components that provide all
necessary functionalities and at the same time optimize nonfunctional attributes of
the system. In this paper, we have discussed the multiobjective optimization model
for COTS selection in the development of a modular software system using CBSS
approach. Fuzzy mathematical programming (FMP) is used for decision making to
counter the effects of unreliable input information.
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1 Introduction

With the growing need of complex software systems, the use of commercial
off-the-shelf (COTS) products has grown steadily. COTS products as a way of man-
aging cost, developing time, and effort [1] requires less code that needs to be designed
and implemented by the developers. Compared with traditional software develop-
ment, COTS-based system development promises faster delivery with lower resource
cost. However, the use of COTS products in software development can require a con-
siderable integration effort [2].
In recent years, component-based approach to software development has become
more and more popular [3]. Component-based software systems (CBSS) develop-
ment focuses on the decomposition of a software system into functional and logical
components with well-defined interfaces. It allows a software system to be devel-
oped using appropriate and suitable software components that are available in COTS
components’ market. The vendor of the COTS supplier provides information about
cost and delivery time of the COTS products. The software development using CBSS
approach has reduced significantly the software development time and also facilitates
system with better maintainability. Optimization problems of optimum selection of
COTS components are widely studied by many researchers in the literatures such
as Belli and Jedrzejowicz [4], Berman and Ashrafi [5], Berman and Kumar [6],
Cortellesa et al. [7], Gupta et al. [8, 9], Jha et al. [10], Kapur et al. [11], Kumar [12],
Kwong et al. [13, 14], and Neubauer and Stummer [15]. The models proposed by
the authors have been used to achieve the different attributes of quality along with
the objective of minimizing the cost or keeping cost to a budgetary level.
CBSS development employs modular approach for the development of the software
system. It also improves the flexibility and comprehensibility of the software [16].
In the development of modular-based conventional software systems, the criteria of
minimizing the coupling and maximizing the cohesion of software modules were
commonly used [16–19]. Coupling is about the measure of interactions among soft-
ware modules while cohesion is about the measure of interactions among the software
components which are within a software module. A good software system should
possess software modules with high cohesion and low coupling. A highly cohesive
module exhibits high reusability and loosely coupled systems enable easy mainte-
nance of a software system [20].
In the previous studies of COTS selection discussed above it is assumed that COTS
components within the set of alternative software components are often regarded
to have the same functions in CBSS development. Since the COTS components
are provided by multiple suppliers, functions performed by these components could
be different from each other. Therefore, the functional contributions of the soft-
ware components toward the functional requirements of a CBSS should be consid-
ered. Kwong et al. [21] presented a methodology for optimal selection of software
components for CBSS development based on the criteria of simultaneously maxi-
mizing functional performance and intra-modular coupling density (ICD).
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In this paper, we devise a multiobjective optimization model for COTS selection in
the development of a modular software system using CBSS approach. The formulated
model simultaneously maximizes the functional performance and also intra-modular
coupling density which in turn maximizes cohesion and minimizes coupling in CBSS.
The selection of COTS components is constrained using minimum threshold on the
intra-modular coupling density and maximum allowable limit on budget and delivery
time of acquiring all the COTS components for CBSS development. The proposed
research can be considered as an extension of the optimization model proposed in
[21]. The authors in their work have not considered budget and delivery time for the
selection of COTS components. We cannot always have software system with highly
cohesive and loosely coupled modules because of the limitations on budget and
delivery time. The delivery time of the COTS component is the time of acquiring
and integrating the components within and amongst the modules of the software
system. The total delivery time includes integration and system testing. Similarly,
we cannot spend as much as we want on component selection because in real life
situation we have limitations on budget. Therefore, there is a need to maintain a
trade-off between a highly cohesive software system and its cost. Moreover, in our
work, we have also incorporated issue of compatibility amongst the components of
the modules.

2 COTS Selection in CBSS

CBSS development starts with identification of modules in the software and each
module must contain at least one COTS component. In order to select COTS com-
ponents for modular software systems, the following criteria may be used.

2.1 Intra-modular Coupling Density

In this research, we have employed Abreu and Gaulao’s [17] approach which yields
the quantitative measures of cohesion and coupling. The authors in their work pre-
sented intra-modular coupling density (ICD) to measure the relationship between
cohesion and coupling of modules in design of modular software system and is
given as follows:

ICD = CIIN

CIIN + CIOUT
(1)

where, CIIN is the number of class interactions within modules, and CIOUT is the
number of interactions between classes of distinct modules.
Referring to Eq. (1), the ratio of cohesion to all interactions within the j th module
can be expressed as ICD j . However, it can be found if any module contains only one
component, the values of ICD for that module becomes zero. To make up for the
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Fig. 1 Cohesion and coupling

deficiency 1 is added to the numerator of Eq. (1) to form another measure of ICD as
follows:

ICD = (CIIN) j + 1

(CIIN) j + (CIOUT) j
(2)

where, ICD j is the intra-modular coupling density for the jth module; (CIIN) j is the
number of component interactions within the jth module; and (CIOUT) j is the num-
ber of component interactions between the jth module and other modules. Figure 1
(replicated from [21]) shows diagrammatic depiction of cohesion and coupling of
software modules in the development of modular software system.

2.2 Functional Performance

Functionality of the COTS components can be defined as the ability of the component
to perform according to the specific needs of the customer/organization requirements.
The functional capabilities of the COTS components are different for different com-
ponents as they are provided by different suppliers in the COTS market. We use
functional ratings of the COTS components to the software module as coefficients in
the objective function corresponding to maximizing the functional performance of
the modular software system. These ratings are assumed to be given by the software
development team.
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2.3 Cost

Cost is the major factor in determining the selection of COTS components. Cost is
one of the constraints in our proposed model. We have considered cost based on
procurement and adaptation costs of COTS components.

2.4 Delivery Time

The delivery time of the COTS component is the time of acquiring and integrating
the components within and amongst the modules of the software system. The total
delivery time includes integration and system testing.

2.5 Compatibility

In the development of software system, sometimes the COTS product for one module
is incompatible with the alternative COTS products for other modules due to problem
such as implementation technology, interfaces, and licensing. Therefore, the issue of
compatibility is also incorporated in the optimization model for COTS selection.

3 Formulation of Optimization Model for CBSS

Generally, a CBSS is developed based on a top-down approach. Based on this
approach, functional/customer requirements are first identified. The number and
nature of software modules are then determined. The next task is to integrate software
components for modules. The selection of components should be in such a way so
as to have maximum interactions of components within the software modules and
minimum interactions of software components amongst the software modules.
Let S be a software architecture made of M modules, with a maximum number of N
components available for each module. Figure 2 shows how CBSS can be developed
using software components.

3.1 Notations

M the number of software modules

N the number of software components



1504 P. C. Jha et al.

Component Based Software System
Software Module
Software Components
Set of alternative Components

Fig. 2 A CBSS system

Sci the i th software component; i = 1, 2, . . . , N

m j the j th software module; j = 1, 2, . . . , M

Sk a set of alternative software components for the kth functional requirement
of a CBSS. Only one software component in Sk is selected to implement
the kth requirement; k = 1, 2, . . . , L

i ≥ Sk denotes that Sci belongs to the kth set

rii ≤ the number of interactions between Sci and Sci ≤ ; i; i ≤ = 1, 2, . . . , N as the
coupling and cohesion are undirected relations, rii ≤ = ri ≤i

fi j fi j are real numbers ranging from 0 to 1 depicting the function rating of
Sci to m j ; i = 1, 2, . . . , N ; j = 1, 2, . . . , M

H a threshold value of ICD j of each module that needs to be set by decision
makers.

Ci j cost of i th component available for j th module

di j delivery time of i th component available for j th module

B maximum budget limit set by the decision makers

T maximum threshold given on delivery time of a component

Sci j the i th software component of j th software module, s.t. Sci j = Sci j ≤ = Sci

for all j, j ≤ = 1, 2, . . . , M
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xi j binary variable

{
1, if Sci is selected for m j

0, otherwise

3.2 Assumptions

1. At least one component is supposed to get selected from each module.
2. A threshold value of ICD j, budget and delivery time are set by the decision

makers.
3. Redundancy not allowed i.e. exactly one software component in Sk may get

selected to implement kth requirement.
4. The cost and delivery time of COTS components are given.
5. Interaction data for components is exactly same for all modules, irrespective of

the selection happened.
6. Interaction associated is set by the software development team.

3.3 Optimization Model

The multiobjective optimization model for COTS selection using CBSS development
can be formulated as follows:

Max ICD =

M⎧

j=1

N−1⎧

i=1

N⎧

i ≤=i+1
rii ≤ xi j xi ≤ j

N−1⎧

i=1

N⎧

i ≤=i+1
rii ≤

⎨
M⎧

j=1
xi j

⎩⎨
M⎧

j ≤=1
xi ≤ j ≤

⎩ (3)

Max F =
M∑

j=1

N∑

i=1

fi j xi j (4)

Subject to X ≥ S =
{

xi j is binary variable/

N−1⎧

i=1

N⎧

i ≤=i+1
rii ≤ xi j xi ≤ j + 1

N−1⎧

i=1

N⎧

i ≤=i+1
rii ≤ xi j

M⎧

j ≤=1
xi ≤ j ≤

↓ H ; j = 1, 2, . . . , M , j ≤ = 1, 2, . . . , M

(5)
M∑

j=1

N∑

i=1

Ci j xi j ∈ B (6)
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∑

i≥Sk

M∑

j=1

di j xi j ∈ T ; k = 1, 2, . . . , L (7)

∑

i≥Sk

M∑

j=1

xi j = 1 ; k = 1, 2, . . . , L (8)

N∑

i=1

xi j ↓ 1 ; j = 1, 2, . . . , M (9)

xi j ≥ {0, 1} ; i = 1, 2, . . . , N ; j = 1, 2, . . . , M (10)

xrs − xuk h ∈ M̄ yk (11)
z∑

k=1

yk = z − 1 (12)

yk ≥ {0, 1} ; k = 1, 2, . . . , z

}
(13)

The objective function (3) is based on maximizing cohesion within software mod-
ules and minimizing coupling among software modules. Objective function (4) max-
imizes the functional performance of a software system to be developed. Constraint
(5) shows the minimum threshold on ICD value. Constraint (6) is budget limitation.
Constraint (7) is restriction on delivery time. Equation (8) denotes that only one soft-
ware component can be selected from a set of alternative software components for a
particular software module. Constraint (9) refers to the software module that contains
at least one software component. Constraint (10) shows selection or rejection of a
particular COTS product. Constraints (11)–(13) are used to deal with incompatibil-
ity amongst COTS components. The incompatibility constraint can be denoted by
xrs ∈ xu1t , that is if the module s chooses COTS component r , then the module t
must choose the COTS component u1. This decision is called contingent decision
constraint [22]. Suppose that there are two contingent decisions in the model, such
as the COTS alternative for the module is only compatible with the COTS products
u1 and u2 for the module t , i.e., either xu1t = 1 if xrs = 1 or xu2t = 1 if xrs = 1,
these constraint can be represented as either xrs ∈ xu1t or xrs ∈ xu2t . Since the
presence of “either-or” constraint makes the optimization problem nonlinear, it can
be linearized by binary variable ykas follows:

yk =
{

0, if kth constraint is active
1, if kth constraint is inactive

.

Thus, only one out of z contingent decision constraints for any COTS products
between two modules is guaranteed to be active if M̄ is sufficiently large.
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4 Fuzzy Approach for Solving Multiobjective Optimization
Problem

Conventional optimization methods assume that all parameters and goals of an
optimization model are precisely known. But for many practical problems there
are incompleteness and unreliability of input information. This caused us to use
fuzzy multiobjective optimization method with fuzzy parameters. Following steps
are required to perform for solving fuzzy multiobjective optimization problem [9].

Step 1: Construct multiobjective optimization problem. Refer problem (P1)
Step 2: Solve multiobjective optimization problem by considering first objective
function. This process is repeated for all the remaining objective functions. If all the
solutions (i.e. X1 = X2 = · · · = Xk = xi j , i = 1, . . ., N ; j = 1, . . ., M) are same,
select one of them as an optimal compromise solution and stop. Otherwise, go to
step 3.
Step 3: Evaluate the kth objective function at all solutions obtained and determine
the best (worst) lower bound (Lk) and best (worst) upper bound (Uk) as the case may
be.
Step 4: Define membership function of each objective of optimization model. The
membership function for ICD is given as follows:

μICD(x) =
⎛
⎝



1, if ICD(x) ↓ ICDu,
ICD(x)−ICDl
ICDu−ICDl

, if ICDl < ICD(x) < ICDu,

0, if ICD(x) ∈ ICDl

where ICDl is the worst lower bound and ICDu is the best upper bound of ICD
objective function.
The membership function for functionality is given as follows.

μF (x) =
⎛
⎝



1, if F(x) ↓ Fu,
F(x)−Fl
Fu−Fl

, if Fl < F(x) < Fu,

0, if F(x) ∈ Fl

where Fl is the worst lower bound and Fu is the best upper bound of functionality
objective function.

Step 5: Develop fuzzy multiobjective optimization model.
Following Bellaman-Zadeh’s maximization principle [23] and using the above
defined fuzzy membership functions, the fuzzy multiobjective optimization model
for COTS selection is formulated as follows:
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max λ

subject to λ ∈ μICD(x)

λ ∈ μF(x)

0 ∈ λ ∈ 1
X ≥ S

Solve the above model. Present the solution to the decision maker. If the decision
maker accepts it, then stop. Otherwise, evaluate each objective function at the solu-
tion. Compare the upper (lower) bound of each objective function with new value
of the objective function. If the new value is lower (higher) than the upper (lower)
bound, consider it as a new upper (lower) bound. Otherwise, use the old values as it
is. If there are no changes in current bounds of all the objective functions then stop
otherwise go to step 4.
The solution process terminates when decision maker accepts the obtained solution
and considers it as the preferred compromise solution which is in fact a compromise
feasible solution that meets the decision maker’s preference.

5 Case Study

A case study of CBSS development is presented to illustrate the proposed methodol-
ogy of optimizing the selection of COTS components for CBSS development. A local
software system supplier planned to develop a software system for small and medium
size manufacturing enterprises. In this case, a software system is decomposed into
three modules M1, M2 and M3. A total of 20 software components (Sc1–Sc20) are
available in market to make up ten sets of alternative software component (S1–S10)

for each module. Total components available for selection are sixty and total twenty
components are available for selection per module and may be represented as (Sc1–
Sc20). Exactly one software components in each set of alternatives may get selected
for a particular software module for fulfilling functional requirements. For exam-
ple, Sc1, Sc2, Sc3 and Sc4 all belong to the set of alternative software components
S1. Hence, only one of the four components will be selected for fulfilling the S1
functional requirement.
Individual functional requirements and their corresponding alternative software com-
ponents, as well as the function ratings of software components corresponding to
software modules, are shown in Table 1. The function ratings describe the degree
of functional contributions of the software components toward the software mod-
ules. The function ratings range from 0 to 1 where 1 refers to a very high degree of
contribution while 0 indicates zero degree of contribution.
Table 2 shows the degrees of interaction among software components. The range of
the degrees is 1–10. The degree ‘1’ means a very low degree of interaction while the
degree ‘10’ refers to a very high degree of interaction.
In Table 3, Cost (Ci j for all i , j) in 100$ unit; and delivery time (di j for all i , j) in
days associated with COTS components is given.
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Table 1 Example description and functionality of COTS components

Functional
requirements

Sk Software
components

Module1
(Front office)

Module2
(Back office)

Module3
(Finance)

Inventory
control and
management

S1 Sc1 0.68 0.51 0.00

Sc2 0.22 0.63 0.01
Sc3 0.15 0.79 0.00
Sc4 0.23 0.87 0.00

Payment col-
lection and
authorization

S2 Sc5 0.94 0.10 0.55

Sales S3 Sc6 0.75 0.45 0.22
Automatic
updates

S4 Sc7 0.08 0.94 0.01

Sc8 0.10 0.22 0.00
Sc9 0.00 1.00 0.20
Sc10 0.20 0.45 0.05

E-commerce S5 Sc11 0.00 0.98 0.20
Sc12 0.00 0.31 0.10

Financial
reporting

S6 Sc13 0.11 0.12 0.31

Sc14 0.05 0.07 0.71
Business rules
and protocol

S7 Sc15 0.22 0.02 0.42

Shift wise
reporting
statistics

S8 Sc16 0.30 0.02 0.00

Sc17 0.80 0.10 0.00
Accounts S9 Sc18 0.00 0.70 0.32

Sc19 0.00 0.06 0.78
Finance S10 Sc20 0.00 0.00 0.18

6 Solution

Steps 1, 2 and 3 After forming multiobjective programming using the above data,
the solution of each single objective problem is found and hence upper and lower
bounds are obtained as follows:

X1 X2

ICD 0.653 0.581
F 1.17 7.35

where X1 = (Sc201, Sc142, Sc152, Sc192, Sc33, Sc53, Sc63, Sc103, Sc113, Sc173)

X2 = (Sc51, Sc61, Sc161, Sc32, Sc92, Sc112, Sc143, Sc153, Sc193, Sc203)
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Table 2 Interactions among COTS components

S1 S2 S3 S4 S5 S6 S7 S8 S9 S10

Sc1 Sc2 Sc3 Sc4 Sc5 Sc6 Sc7 Sc8 Sc9 Sc10 Sc11 Sc12 Sc13 Sc14 Sc15 Sc16 Sc17 Sc18 Sc19 Sc20

S1 Sc1 0 0 5 3 0 4 9 6 3 6 8 5 2 1 0 0 0 0 0 3
Sc2 0 0 3 1 0 4 5 3 7 8 5 3 4 2 0 0 1 0 0 2
Sc3 5 3 0 4 1 3 3 0 2 7 10 2 0 1 0 4 3 1 0 1
Sc4 3 1 4 0 2 2 7 8 6 9 2 3 0 0 0 0 0 2 1 1

S2 Sc5 0 0 1 2 0 10 1 2 3 2 1 2 0 0 0 0 0 2 1 2
S3 Sc6 4 4 3 2 10 0 1 2 2 2 2 0 0 0 0 8 7 1 1 2
S4 Sc7 9 5 3 7 1 1 0 0 3 7 3 2 2 1 0 0 0 1 2 1

Sc8 6 3 0 8 2 2 0 0 2 6 2 1 2 3 0 1 0 2 2 2
Sc9 3 7 2 6 3 2 3 2 0 4 10 7 2 1 0 0 0 2 1 1
Sc10 6 8 7 9 2 2 7 6 4 0 10 7 4 2 1 3 4 2 1 3

S5 Sc11 8 5 10 2 1 2 3 2 10 10 0 2 3 2 3 0 0 4 2 4
Sc12 5 3 2 3 2 0 2 1 7 7 2 0 4 1 2 0 0 3 1 5

S6 Sc13 2 4 0 0 0 0 2 2 2 4 3 4 0 0 8 1 0 10 7 10
Sc14 1 2 1 0 0 0 1 3 1 2 2 1 0 0 6 3 0 4 3 3

S7 Sc15 0 0 0 0 0 0 0 0 0 1 3 2 8 6 0 0 0 9 10 10
S8 Sc16 0 0 4 0 0 8 0 1 0 3 0 0 1 3 0 0 2 2 0 0

Sc17 0 1 3 0 0 7 0 0 0 4 0 0 0 0 0 2 0 0 0 0
S9 Sc18 0 0 1 2 2 1 1 2 2 2 4 3 10 4 9 2 0 0 1 10

Sc19 0 0 0 1 1 1 2 2 1 1 2 1 7 3 10 0 0 1 0 4
S10 Sc20 3 2 1 1 2 2 1 2 1 3 4 5 10 3 10 0 0 10 4 0

The value of D, H, and B are assumed as 9, 0.4, and 80, respectively.
Owing to the compatibility condition third module of second component is found to
be compatible with the fifth component of first module.
Steps 4 and 5 Then fuzzy multiobjective is developed and solved using the LINGO
software [24]. The following components are selected.
X = (Sc51, Sc61, Sc161, Sc32, Sc92, Sc112, Sc143, Sc153, Sc193, Sc203). The objec-
tive function values are: λ = 0.919, ICD = 0.649 and F = 6.85.

7 Conclusion

In this paper a fuzzy multiobjective optimization model is proposed for selection of
components for CBSS development. The selection of components is based on the
criteria of having maximum cohesion between components of modules and min-
imum coupling amongst the components of module. The model is also based on
maximizing the function ratings of various COTS components. Compared with the
previous studies on CBSS development, the model incorporates constraints on cost,
delivery time and compatibility. To obtain the optimal solution a fuzzy algorithm
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Table 3 Cost and delivery time data set of COTS components

Cost Delivery time
Module 1 Module2 Module3 Module 1 Module2 Module3

C11 10 C12 9 C13 8 d11 3 d12 5 d13 6
C21 9 C22 8 C23 9 d21 4 d22 6 d23 4
C31 8 C32 7 C33 6 d31 6 d32 7 d33 9
C41 8 C42 10 C43 7 d41 6 d42 4 d43 7
C51 7 C52 7 C53 8 d51 7 d52 7 d53 6
C61 9 C62 8 C63 9 d61 5 d62 6 d63 4
C71 6 C72 9 C73 6 d71 8 d72 4 d73 8
C81 7 C82 6 C83 7 d81 7 d82 8 d83 7
C91 8 C92 10 C93 10 d91 6 d92 3 d93 3
C101 10 C102 8 C103 8 d101 3 d102 6 d103 6
C111 9 C112 8 C113 7 d111 4 d112 6 d113 7
C121 9 C122 9 C123 9 d121 4 d122 5 d123 5
C131 10 C132 7 C133 8 d131 4 d132 7 d133 6
C141 8 C142 6 C143 9 d141 6 d142 8 d143 4
C151 7 C152 8 C153 6 d151 7 d152 6 d153 8
C161 6 C162 9 C163 7 d161 9 d162 4 d163 7
C171 7 C172 7 C173 10 d171 7 d172 7 d173 3
C181 8 C182 8 C183 7 d181 6 d182 6 d183 7
C191 9 C192 9 C193 8 d191 5 d192 4 d193 6
C201 9 C202 10 C203 6 d11 3 d202 3 d203 8

was developed to get an optimal solution for selection of COTS components. A case
study of manufacturing system is also discussed.
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Some Issues on Choices of Modalities
for Multimodal Biometric Systems

Mohammad Imran, Ashok Rao, S. Noushath and G. Hemantha Kumar

Abstract Biometrics-based authentication has advantages over other mechanisms,
but there are several variabilities and vulnerabilities that need to be addressed. No
single modality or combinations of modalities can be applied universally that is best
for all applications. This paper deliberates different combinations of physiological
biometric modalities with different levels of fusion. In our experiments, we have
selected Face, Palmprint, Finger Knuckle Print, Iris, and Handvein modalities. All
the modalities are of image type and publicly available, comprising at least 100 users.
Proper selection of modalities for fusion can yield desired level of performance.
Through our experiments it is learnt that a multimodal system which is considered
just by increasing number of modalities by fusion would not yield the desired level
of performance. Many alternate options for increased performance are presented.

Keywords Multimodal · Feature level · Score level · Decision level · Fusion

1 Introduction

During the recent decades, identity theft has been dramatically increasing at an expo-
nential rate. Cyber-crime is difficult to be prevented and traced. Hence, people are
exploring reliable and authentic forms of identity security. Techniques that reliably
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identify people play a critical part in our everyday social and commercial activi-
ties. Within a scheme of access control to secure system, authorized users should be
allowed with high levels of precision while unauthorized users should be denied [1].
Example of such an application includes physical access control to a secure facil-
ity as in, e-commerce which provides access to computer networking and welfare
distribution. The primary task in an identity management system is in determin-
ing an individual’s identity. Some of the traditional methods are password-based
(knowledge) and ID card-based (token) [2]. In case of the password-based identi-
fication system most of us use obvious or randomly guessable passwords such as
“password” or our pet names which are insecure and hackers can attack easily. The
problem with ID card-based system is that it can be lost or stolen; therefore, they
are unsuitable for identity verification in the modern world [3]. Only biometrics can
solve all these problems by requiring an additional credential which is something
associated with the person’s own body traits. The advantages of biometrics over
the traditional methods are the following: identification of the rightful owner, user
convenience, elimination of repudiation claims, difficulty in being copied or forged,
enhanced security, as well as the fact that it cannot be lost, forgotten, or transferred [4].

A number of biometric modalities are being used in various applications. Each
biometric trait has its own pros and cons and, therefore the choice of a biometric
trait for a particular application depends on a variety of issues besides its recognition
rate. In general, several factors must be considered to determine the suitability of a
physical or a behavioral trait to be used in a biometric application. When it comes to
multimodal biometric systems, a number of issues arise such as how many modal-
ities need to be fused to get 100 % GAR? Which are the modalities to be fused?
Specifically, which combination of biometric traits gives the best accuracy? These
subjective issues are the focus of investigation in this work.

2 Review of Literature

Poh et al. [5] in their study, carried out within the framework of the BioSecure
DS2 (Access Control) evaluation campaign, organized by the University of Surrey
that involved face, fingerprint and iris biometrics for person authentication, target-
ing the application of physical access control in a medium-size establishment with
500 persons. While multimodal biometrics is a well-investigated subject in the lit-
erature, there exists no benchmark for a fusion algorithm comparison. Working to
achieve this objective, they designed two sets of experiments: quality-dependent and
cost-sensitive evaluation. Loris Nanni et al. [6] presents a novel trained method for
combining biometric matchers at the score level. This method is based on a combi-
nation of machine learning classifiers trained using the match scores from different
biometric approaches as features. The parameters of a finite Gaussian mixture model
are used for modeling the genuine and impostor score densities during the fusion.
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Ajay Kumar et al. [7] investigated an information theoretic approach for formu-
lating performance indices for the biometric authentication. Initially, they formulate
the constrained capacity, as a performance index for biometric authentication sys-
tem for the finite number of users. Like Shannon capacity, constrained capacity is
formulated using signal-to-noise ratio, which is estimated from known statistics of
users’ biometric information in the database. Lorene Allano et al. [8] addressed
the problem of measuring the dependency of multibiometric system scores using
Kolmogorov-Smirnov and Mutual Information criteria and studying the validity of
performance evaluation on chimeric persons on the NIST-BSSR1 database. Multi-
biometric systems can be evaluated on random chimeric persons. It shows that this
is not valid for dependent scores and proposed protocol for building cluster-based
chimeric persons maintaining the level of dependency between scores. Mingxing He
et al. [9] proposed a new robust normalization scheme (Reduction of High-scores
Effect normalization) which is derived from the Min–Max normalization scheme.
They also show performance of sum rule-based score level fusion and support vec-
tor machines (SVM)-based score level fusion. Three biometric traits considered in
this are fingerprint, face, and fingervein. Experiments on four different multimodal
databases suggest that integrating the proposed scheme, in sum rule-based fusion
and SVM-based fusion consistently leads to high accuracy.

Xin Geng et al. [10] proposed context-aware multi-biometric fusion, which can
dynamically adapt the fusion rules to the real-time context. As a typical application,
the context-aware fusion of gait and face for human identification in video are inves-
tigated. Two significant context factors that may affect the relationship between gait
and face in the fusion are considered, i.e., view angle and subject-to-camera distance.
Fusion methods adaptable to these two factors based on either prior knowledge or
machine learning are proposed and tested.

3 Proposed Method

The performances of multimodal biometric systems generally give marginal to sig-
nificant improvement over a unimodal system. This means some more additional
information about that person is available that enable improved recognition. Experi-
ence shows that improvement in recognition rate ranges from Marginal to Significant.
We use this to define the following [11]:

Complementary information: The information available in a multibiometric sys-
tem that enables significant improvement in recognition rate over a unimodal system.
Supplementary information: The information available in a multibiometric system
that enables marginal improvement in recognition rate over a unimodal system [12].

While it is not a rule, it does imply relying on single (to elicit supplementary infor-
mation) or heterogeneous (multiple) sensors (to elicit complementary information).
For example in Images, Raw Image data can be seen as Supplementary information,
whereas the texture data of the same can be seen as Complementary information of
the same modality [13]. One of the challenges in multibiometric system seems to
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hinge on using just the required information for a given application. These can also
be called as Weak (Supplementary) and Strong (Complementary) modalities [11].

Thus, many situations warrant a single sensor from which the supplementary
information may be just adequate to get the desired FAR/FRR and it will be a low
cost, easy to deploy system. The other extreme is the case of using multiple sensors to
get enough Complementary information to get the desired FAR/FRR. These would
be complex, expensive, extremely secure access situations like access to Nuclear
Reactor site/Defense Laboratories, etc. These are difficult to deploy everywhere
solutions [14].

Much of the current work in multimodal are based on fixed number of modalities
since it is easy to adopt and yet flexible. There are some issues in multimodal which
are still to be answered:

1. How many modalities are needed from the user to identify 100 % correctly?
2. How many acquisition devices we need, to collect the user modalities?
3. Does same feature extractor works on all the modalities which we have taken

from user, since some trait performs well to local features (ex: Fingerprint, Iris
etc.) others perform well to global features (ex: Face, Palmprint etc.)

4. What mix and in what sequence the modalities that provide Complementary
(strong biometric) or Supplementary (weak biometric) are needed to achieve a
particular level of FRR/FAR

5. How to solve the curse of dimensionality problem especially at feature level
fusion? Particularly so in multibiometric situation?

And some general issues like cost of deployment, enrollment time, throughput
time, expected error rate, user habituation, etc., these issues really need to be solved
in multimodal biometric systems. We will be answering some of these in this paper.

3.1 Feature Extraction

A number of feature extraction algorithms for biometrics have been used in research
for identification like PCA, KICA, Gabor filter, SIFT features, etc. Every feature
extraction algorithm has its own advantages and disadvantages depending on its usage
on biometric modality. In our work, we have organized the vast range of biometric
feature extraction algorithms into two different levels of features: (a) Appearance
based and (b) Textures based, feature extraction algorithms.

In appearance-based feature extraction algorithms, we have used Principal Com-
ponent Analysis (PCA), Linear Discriminant Analysis (LDA), Locality Preserving
Projections (LPP), and Independent Component Analysis1 (ICA1) [15]. In texture-
based feature extraction algorithms, we have used Local Binary Patterns Variance
(LBPV), Local Phase Quantization (LPQ) and Gabor [16]. The above-mentioned fea-
ture extraction algorithms are well known to all and a lot of research has been done
on extracting the features using these efficiently. Our main aim is to represent each
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modality in the optimal and informative form which is invariant to the deformations
that are unavoidably present during extraction of these features.

3.2 Biometrics Fusion Strategies

Fusion of biometric systems, algorithms and/or traits is a well-known solution to
improve authentication performance of biometric systems. Researchers have shown
that multi-biometrics, i.e., fusion of multiple biometric evidences, enhances the
recognition performance [12]. In biometric systems; fusion can be performed at
different levels; Sensor Level, Feature Level, Score Level, and Decision Level
Fusion [4].

Sensor Level Fusion: Entails the consolidation of evidence presented by multiple
sources of raw data before they are subjected to feature extraction. Sensor level
fusion can benefit multi-sample systems which capture multiple snapshots of the
same biometric.

Feature Level Fusion: In feature-level fusion, the feature sets originating from
multiple biometric algorithms are consolidated into a single feature set by the appli-
cation of appropriate feature normalization, transformation, and reduction schemes.
The primary benefit of feature-level fusion is the detection of correlated feature val-
ues generated by different biometric algorithms and, in the process, identifying a
salient set of features that can improve recognition accuracy [14].

Score Level Fusion: The match scores output by multiple biometric matchers are
combined to generate a new match score (a scalar).

Decision Level Fusion: Fusion is carried out at the abstract or decision level when
only final decisions are available, this is the only available fusion strategy which fuses
the output decision of matcher/classifier.

4 Experimental Results

The main objective of an evaluation is to provide consequences of level of fusion
under different strategies of multimodal system. We have chosen Face, Palmprint
(Pp), Handvein (Hv), and Finger Knuckle Print (FKP) modalities [17–20] and its
corresponding best feature extraction algorithm which gives good performance. In
all of our experiments, performance of levels of fusion is measured in terms of False
Acceptance Rate (FAR) at values 0.01, 0.1 and 1 %, its related values of Genuine
Acceptance Rate (GAR in %). First, we measure the performance of unimodal bio-
metric system. Further, we evaluate the results for multimodal biometric system;
Results obtained from all experiments are tabulated.
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4.1 Performance Evaluation of Unimodal Systems

We have considered Face, Palmprint (Pp), Handvein (Hv), and Finger Knuckle
Print (FKP) as physiological modalities. The performance analyses of the above-
mentioned physiological modalities are obtained and tabulated.

Table 1 shows the performance of face modality with respect to appearance- and
texture-based algorithms. Among distinct appearance-based feature extraction an
algorithm, ICA1, performs relatively well on the face modality with highest val-
ues of GAR% for different values FAR%. The LDA also performs better for face
modality compared to other feature extraction algorithms like LPP and PCA. The
PCA gives lowest GAR% for different values of FAR%; it performs poorly among
the appearance based algorithms. From Table 1, it can be observed that LPQ feature
extraction algorithm gives the best performance on the face modality with highest
GAR% for distinct values of FAR 0.1 and 1 %. Typically, Gabor performs healthier
for the face modality compared to appearance-based feature extraction method. The
LBPV feature extraction algorithm performs worst compared to all other feature
extraction algorithms, with lowest GAR% for different values of FAR%.

Performance of palmprint with respect to both appearance and texture based algo-
rithms are shown in Table 2, ICA1 feature extraction algorithm gives the best per-
formance to the palmprint modality with highest GAR% for distinct values of FAR
0.1 and 1 %. Typically, the LDA also performs healthier for the palmprint modality
in comparison to other appearance-based feature extraction methods. The LPP fea-
ture extraction algorithm performs worst among other appearance-based methods,
with lowest GAR% for different values of FAR%. The performance of Palmprint
modality with respect to texture-based algorithms. It can be seen from Table 2 that,
among distinct texture-based feature extraction algorithms, LPQ performs relatively
well to the Palmprint modality with highest values GAR% for different values of
FAR%. The Gabor also performs best for Palmprint modality compared to other
feature extraction algorithms.

The performance of appearance- and texture-based algorithms on the handvein
modality is summarized in Table 3. It can be seen that PCA feature extraction method

Table 1 Performance of face modality on different appearance and texture-based feature extraction
algorithms

Modality Feature extraction GAR%
algorithms 0.01 %FAR 0.1 %FAR 1 %FAR

Face PCA 26.0 40.5 56.0
LDA 26.0 69.5 91.0
LPP 28.5 46.0 73.0
ICA1 67.5 81.0 91.5
LBPV 7.5 9.0 28.5
Gabor 48.5 65.0 80.5
LPQ 32.0 80.5 92.0
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Table 2 Performance of palmprint modality on different appearance- and texture-based feature
extraction algorithms

Modality Feature extraction GAR%
algorithms 0.01 %FAR 0.1 %FAR 1 %FAR

Palmprint PCA 27.5 52.0 76.5
LDA – 58.5 69.5
LPP 46.5 50.0 62.0
ICA1 – 65.5 78.0
LBPV 27.0 42.0 78.5
Gabor 86.0 87.5 95.5
LPQ 61.7 55.5 72.5

Table 3 Performance of handvein modality on different appearance- and texture-based feature
extraction algorithms

Modality Feature extraction GAR%
algorithms 0.01 %FAR 0.1 %FAR 1 %FAR

Handvein PCA 21.5 34.0 54.0
LDA 13.0 16.0 30.0
LPP 3.0 6.0 13.5
ICA1 32.5 46.0 60.5
LBPV 5.0 17.0 37.0
Gabor 33.5 54.0 74.5
LPQ 26.5 38.0 55.0

performs slightly better than other methods with highest GAR% for different values
of FAR%, but the LPP gives worst performance among all methods for handvein.
It can be observed in Table 3 that Gabor feature extraction method performs better
than other methods with highest GAR% for different values of FAR%, but the LBPV
gives worst performance among all texture-based algorithms for handvein.

Table 4 shows the performance of various appearance and texture-based meth-
ods on the FKP. Initially at 0.01 and 0.1 %FAR LDA feature extraction algorithm
outperforms the handvein modality with highest GAR%. The ICA1 also performs
better for FKP modality among other feature extraction algorithms at 1 %FAR. LPP
feature extraction algorithm underperforms with lowest GAR% for different values
of FAR%. From the results listed in Table 4 that LPQ feature extraction algorithm
outperforms on the handvein modality with highest GAR%. The Gabor also performs
better for FKP modality among other feature extraction algorithms at 1 %FAR. LBPV
feature extraction algorithm underperforms with lowest GAR% for different values
of FAR%.
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Table 4 Performance of FKP modality on different appearance and texture based feature extraction
algorithms

Modality Feature extraction GAR%
algorithms 0.01 %FAR 0.1 %FAR 1 %FAR

FKP PCA 50.0 69.5 84.0
LDA 73.5 78.0 85.0
LPP 55.0 61.5 74.5
ICA1 73.0 77.5 86.0
LBPV 10.0 19.5 40.0
Gabor 83.0 86.0 90.5
LPQ 84.0 88.5 92.0

4.2 Performance Evaluation of Multimodal Systems

In this section, we have emphasized on comparative analysis of different levels of
fusion in multimodal approach on fusion of two, three, and four modalities. The
comparison is on sensor, feature, score, and decision level fusion with their relevant
fusion rules. Each of the performance is measured in terms of False Acceptance
Rate (FAR) at values 0.01, 0.1, 1 %, and its related values of Genuine Acceptance
Rate (GAR in %) have been tabulated and discussed in details.

Table 5 shows the different levels of fusion and its strategies on fusion of Face
and Palmprint modalities. When we compare each level of fusion, the sum rule
in score level fusion outperforms with top GAR% for distinct values of FAR%.
Further, the OR rule of decision level fusion perform relatively better; the sensor
level fusion under performs with least GAR% for different values of FAR%. At
feature level fusion, normalization rules such as, Min–max, Z-score, Median, and

Table 5 Comparative analysis on performance of different levels of fusion with different rules on
fusion of Face (ICA1) and Palmprint (LPQ) in multimodal systems

Fusion Rules GAR%
0.01 %FAR 0.1 %FAR 1 %FAR

Sensor level Wavelet based 35.0 48.5 70.5
Feature level Min–Max 91.0 94.0 95.0

Z-score 89.5 93.5 98.5
Tanh 91.0 94.0 95.0
Median 89.5 93.5 98.5

Score level Min 85.0 89.5 97.0
Max 93.8 94.5 99.0
Sum 95.0 99.0 100

Decision level OR 94.0 94.5 99.5
AND 85.0 89.0 97.0
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Table 6 Comparative analysis on performance of different levels of fusion with different rules on
fusion of Face (ICA1), Palmprint (LPQ) and FKP (LPQ) in multimodal systems

Fusion Rules GAR%
0.01 %FAR 0.1 %FAR 1 %FAR

Sensor level Wavelet based 16.0 39.5 65.5
Feature level Min–Max 92.0 93.5 97.0

Z-score 92.5 97.0 99.0
Tanh 92.5 96.5 97.5
Median 91.0 96.5 97.5

Score level Min 95.0 89.5 93.5
Max 99.5 94.5 99.5
Sum 99.5 99.0 100

Decision level OR 95.5 96.0 99.5
AND 16.0 39.5 65.5

Tanh perform equally well. Hence, all levels of fusion which we have considered
perform well compared to their unimodal case, except the sensor level fusion in
multimodal approach on fusion Face and Palmprint.

A performance assessment of the results on different levels of fusion of three
modalities namely Face, Palmprint, and Finger Knuckle Print is presented in Table 6.
The result for each levels of fusion is as follows: at feature level fusion the normaliza-
tion rules Min–Max, Z-score, Median, and Tanh achieve healthy GAR% for distinct
values FAR%. The sum rule of score level fusion gives among the best GAR% for
different values of FAR 0.01, 0.1 and 1 % are 99.5, 99 and 100 % respectively. The
other rules of score level fusion perform equally better compared to their prior ver-
sion of fusion of two modalities. At Decision level fusion OR and AND rules also
perform well. Sensor level fusion is the only one fusion method which performs
poorest amongst all the levels of fusion and also compared to its earlier fusion of two
modalities.

Table 7 summarizes the overall performances of different levels of fusion and its
fusion rules on fusion of four modalities namely Face, Palmprint, FKP, and Handvein.
Each level of fusion can be compared in Table 7, wavelet base image fusion rule of
sensor level is the only fusion scheme which is most abominable on fusion of the
above-mentioned modalities. The other fusion schemes are as follows: at feature level
there is no significant improvement in performance when compared to its previous
fusion of three modalities with respect to its normalization schemes explicitly, Min–
Max, Z-score, Median, and Tanh. The score level fusion sum rule achieves best
GAR% of 99.5, 100, and 100 with distinct values of FAR% of 0.01, 0.1, and 1
respectively. The other rules of score level fusion, viz., Min and Max rules perform
better for GAR% at values FAR% of 0.1 and 1. In decision level fusion both AND
and OR rules execute less GAR% for different values of FAR% compared to its
previous case fusion of three modalities.
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Table 7 Comparative analysis on performance of different levels of fusion with different rules on
fusion of Face (ICA1), Palmprint (LPQ), FKP (LPQ), and Handvein (Gabor) in multimodal systems

Fusion Rules GAR%
0.01 %FAR 0.1 %FAR 1 %FAR

Sensor level Wavelet based 11.0 20.0 43.0
Feature level Min–Max 92.0 96.5 97.0

Z-score 92.5 97.0 99.0
Tanh 92.5 96.5 97.5
Median 92.5 96.5 97.5

Score level Min 87.0 92.0 95.0
Max 93.8 94.5 99.0
Sum 99.5 100 100

Decision Level OR 94.5 95.0 99.5
AND 87.5 91.5 93.5

5 Conclusion

From the analysis of experimental results and observations one can conclude:

1. Choice of modality is application and context dependent.
2. Performance of the feature extraction algorithm is significantly subjective on the

choice of biometric modality.
3. Although all the chosen modalities are of image type (Face, Palmprint, Finger

Knuckle Print, and Handvein), the performance variation is quite significant. The
worst being (handvein) and the best being (Finger Knuckle Print) in unimodal
case.

4. While improved performance is available with increasing additional modalities,
their choice and number are very critical.

5. One observes significant change from unimodal to biomodal case. However,
further addition of modalities does not yield comparable improvement. There is
tendency toward saturation with every additional modality.

6. Performance of multimodal system depends on the level of fusion.
7. In general, for two or more modalities under fusion the performance in decreasing

order is as follows: score level, feature level, decision level, and sensor level.
8. Too much is too bad: It is necessary to recognize that, by simply increasing the

number of modalities to be fused to get a desired level of performance is poor
strategy. A proper selection of lesser number of modalities efficient feature extrac-
tion, levels of fusion and fusion rules all constitute to desire level of performance,
even if the modalities are few.
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An Adaptive Iterative PCA-SVM Based
Technique for Dimensionality Reduction
to Support Fast Mining of Leukemia Data

Vikrant Sabnis and Neelu Khare

Abstract Primary Goal of a Data mining technique is to detect and classify the data
from a large data set without compromising the speed of the process. Data mining is
the process of extracting patterns from a large dataset. Therefore the pattern discovery
and mining are often time consuming. In any data pattern, a data is represented by
several columns called the linear low dimensions. But the data identity does not
equally depend upon each of these dimensions. Therefore scanning and processing
the entire dataset for every query not only reduces the efficiency of the algorithm but at
the same time minimizes the speed of processing. This can be solved significantly by
identifying the intrinsic dimensionality of the data and applying the classification on
the dataset corresponding to the intrinsic dataset only. Several algorithms have been
proposed for identifying the intrinsic data dimensions and reducing the same. Once
the dimension of the data is reduced, it affects the classification rate and classification
rate may drop due to reduction in number of data points for decision. In this work
we propose a unique technique for classifying the leukemia data by identifying and
reducing the dimension of the training or knowledge dataset using Iterative process
of Intrinsic dimensionality discovery and reduction using Principal Components
Analysis (PCA) technique. Further the optimized data set is used to classify the
given data using Support Vector Machines (SVM) classification. Results show that
the proposed technique performs much better in terms of obtaining optimized data
set and classification accuracy.
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1 Introduction

Leukemia [8] is a type of cancer of the blood or bone marrow characterized by
abnormal increase of white blood cells. Leukemia is a broad term covering a spectrum
of diseases. It is generally detected from the blood cell structure and is the cause of
significant increase in WBC (white blood Cells). It is generally categorized into two
broader categories: Chronic and Acute. In this work we classify a given pattern into
one of the acute Leukemia types, i.e., Acute lymphoblastic leukemia (ALL) and
Acute myelogenous leukemia (AML). We use dataset of Leukemia provided by [7]
for data training and classification.

The dataset has 7,200 dimensions for each pattern. Mining through entire dataset
with such a huge number of dimension not only consumes time but at the same
time reduces the efficiency of the classification to a great deal due to correlated and
irrelevant data in the training and classification process.

Therefore, we adopt dimensionality reduction to mark the optimum dimensions
and columns such that training and classification is fast and accurate.

One of the most common approach of representing the underneath pattern in any
dataset is through certain kernels which are linear or nonlinear machines that can
represent a dataset as a set of functional models and model coefficients [5]. The kernel
techniques are nothing but mapping low-dimensional data with many columns into
a high-dimensional feature space with fewer columns which are essentially model
parameters for these functions. The higher the accuracy desired for patterns the higher
would be dimensional plane of representation.

A unique way to efficiently deal with highly dense dataset is to reduce the number
of dimensions obtained through a kernel through a mapping function such that the
low dimensions retain the same information as their high-dimensional counterpart.
The low dimensionality brings down computational complexity as well as spatial
requirement. The concept is represented by Fig. 1.

High-dimensional data are difficult to visualize and therefore deriving an
appropriate distance measure between two points in high dimensional datasets are
difficult. For example, the distance between two points in x-y plane can be easily
obtained through Euclidean distance but the distance between the same points over
x, y and z plane are difficult to represent. This anomaly stands through for any type of
dimensions representing any type of features. Therefore, a distance measure in the
high dimensional data space stands a risk of returning a null set. The solution to
the problem is known as multidimensional scaling [5] which is nothing but dimen-
sion reduction technique. The dimensionality reduction technique is further divided
into two types (1) Linear mapping (2) Nonlinear mapping. A linear mapping is
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Fig. 1 Dimensionality mapping from high to low through Kernel-based technique

a method of transforming data objects from one dimension to another dimension
through a linear quadratic equation or a direct mapping function or some look up
tables. Real-time objects and the data are rarely bounded by linearity measures.
Had it been so, there would not have any requirement for enhancing the dimension
itself. Therefore, we assume that dimensional scaling or reduction is a nonlinear
approach.

2 Methodology

2.1 Overall Technique

Identified intrinsic dataset and the reduced data do not always reciprocate the ac-
tual data behavior. Therefore, we use an iterative process to first dividing the entire
dataset into two hypothetical parts. We use a part as training and another as testing.
We calculate the intrinsic dimension of the training data and minimize the dataset
using PCA to number of intrinsic dimension obtained. Now we apply the classifi-
cation to the test dataset. The efficiency is calculated. If the efficiency is bellowing
the desired threshold of 90 %, we increase the dimension in the step of 1. This
process is continued till the desired accuracy is obtained. Once the accuracy is ob-
tained, we increase the hypothetical training data by 50 % by migrating 50 % of
the test data and measure the efficiency once more. This process is continued till
the optimum solution is reached. The iteration is stooped for optimum solution and
the parameters are globally accepted as the trusted parameters for the classification
process.

The training dataset is reduced with the number of dimension achieved through
the above process and test data is classified against the reduced data.
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2.2 MLE-Based Intrinsic Dimensionality Identification

The existing approaches to estimating the intrinsic dimension can be roughly
divided into two groups: eigenvalue or projection methods, and geometric meth-
ods. Eigen value methods, from the early proposal of to a recent variant are based
on a global or local PCA, with intrinsic dimension determined by the number of
eigenvalues greater than a given threshold. Global PCA methods fail on nonlinear
manifolds, and local methods depend heavily on the precise choice of local regions
and thresholds. The eigenvalue methods may be a good tool for exploratory data
analysis, where one might plot the eigenvalues and look for a clear-cut boundary, but
not for providing reliable estimates of intrinsic dimension.

We first estimate intrinsic dimension of a dataset derived by applying the princi-
ple of maximum likelihood to the distances between close neighbors. We derive the
estimator by a Poisson process approximation, assess its bias and variance theoret-
ically and by simulations, and apply it to a number of simulated and real datasets.
We also show it has the best overall performance compared with two other intrinsic
dimension estimators.

Here, we derive the maximum likelihood estimator (MLE) of the dimension m
from i.i.d. observations X1, ..., Xn in X

p. The observations represent an embed-
ding of a lower dimensional sample, i.e., Xi = g(Yi ), where Yi are sampled from
an unknown smooth density f on R

m , with unknown m ≥ p, and g is a continu-
ous and sufficiently smooth (but not necessarily globally isometric) mapping. This
assumption ensures that close neighbors in R

m are mapped to close neighbors in the
embedding.

The basic idea is to fix a point x , assume f (x) ≤ const in a small sphere Sx (R)

of radius R around x , and treat the observations as a homogeneous Poisson process
in Sx (R). Consider the inhomogeneous process {N (t, x), 0 ≥ t ≥ R},

N (t, x) =
n∑

i=1

1 {Xi ↓ Sx (t)} (1)

which counts observations within distance t from x . Approximating this binomial
(fixed n) process by a Poisson process and suppressing the dependence on x for now,
we can write the rate λ(t) of the process N (t) as;

λ(t) = f (x)V (m)mtm−1 (2)

This follows immediately from the Poisson process properties since V (m)mtm−1

= d

dt

⎧
V (m)tm

⎨
is the surface area of the sphere Sx (t). Letting θ = log f (x), we

can write the log-likelihood of the observed process N (t) as
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L(m, θ) =
R⎩

0

log λ(t)dN (t)−
R⎩

0

λ(t)dt (3)

This is an exponential family for which MLEs exist with probability ∈1 as
n ∈ → and are unique. The MLEs must satisfy the likelihood equations

∂L

∂θ
=

R⎩

0

dN (t) −
R⎩

0

λ(t)dt = N (R) − eθ V (m)Rm = 0 (4)

∂L

∂m
=
(

1

m
+ V ∗(m)

V (m)

)
N (R) +

R⎩

0

log t dN (t) − eθ V (m)Rm
(

log R + V ∗(m)

V (m)

)
= 0 (5)

Substituting (5) in (6) gives the MLE for m:

ṁ R(x) =
⎛

⎝ 1

N (R, x)

N (R,x)∑

j=1

log
R

Tj (x)



⎞

−1

(6)

In practice, it may be more convenient to fix the number of neighbors k rather
than the radius of the sphere R. Then the estimate in (7) becomes

ṁk(x) =
⎛

⎝ 1

k − 1

k−1∑

j=1

log
Tk(x)

Tj (x)



⎞

−1

(7)

Note that we omit the last (zero) term in the sum in (6) and divide by k − 1 rather
than k since that makes the estimator approximately unbiased, as we show below.
Also note that the MLE of θ can be used to obtain an instant estimate of the entropy
of f .

2.3 PCA-Based Dimension Reduction

Once the exact hidden dimension is obtained through maximum likelihood intrinsic
dimensionality finding technique, the data needs to be reduced using PCA.

One of the most common forms of dimensionality reduction is PCA [6]. Given a
set of data, PCA finds the linear lower dimensional representation of the data such
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that the variance of the reconstructed data is preserved. Intuitively, PCA finds a low-
dimensional hyperplane such that, when we project our data onto the hyperplane, the
variance of our data is changed as little as possible. A transformation that preserves
variance seems appealing because it will maximally preserve our ability to distinguish
between beliefs that are far apart in Euclidean norm. As we will see below, however,
Euclidean norm is not the most appropriate way to measure distance between beliefs
when our goal is to preserve the ability to choose good actions.

We first assume we have a data set of n beliefs {b1, . . . , bn} ↓ B, where each
belief bi is in B, the high-dimensional belief space. We write these beliefs as column
vectors in a matrix B = [b1 |. . .| bn], where B ↓ R

|S|×n . We use PCA to compute
a low-dimensional representation of the beliefs by factoring B into the matrices U
and B̃,

B = U B̃T . (8)

In Eq. (8), U ↓ R
|S|×l corresponds to a matrix of bases that span the low-dimensional

space of l < |S| dimensions. B̃ ↓ R
n×l represents the data in the low-dimensional

space. From a geometric perspective, U comprises a set of bases that span a hyper-
plane B̃ in the high-dimensional space ofB; B̃ are the co-ordinates of the data on that
hyperplane. If no hyperplane of dimensionality l exists that contains the data exactly,
PCA will find the surface of the given dimensionality that best preserves the variance
of the data, after projecting the data onto that hyperplane and then reconstructing it.
Minimizing the change in variance between the original data B and its reconstruction
U B̃T is equivalent to minimizing the sum of squared error loss:

L(B, U, B̃) =
⎠
⎠
⎠B − U B̃T

⎠
⎠
⎠

2

F
(9)

2.4 Pre-Classification

Once the training or the knowledge data is reduced, the test dataset is classified.
Now most important thing to notice here is that once a dataset is reduced to high
dimension or fewer columns, these columns are no more linearly associated with
the exact data values. Therefore, number of columns in the test data and the actual
knowledge data and their dimensions will also be different. Therefore a normal data
cannot be classified against a reduced dataset.

Therefore first the given test data needs to be considered as the part of the knowl-
edge data and the entire set of knowledge data and one test data is subjected to
dimensionality reduction as a single set. Once the reductionality is achieved, the test
data is separated and is classified.
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Fig. 2 Support vector machine as a maximum margin classifier

2.5 Support Vector Machine as Classification

SVMs is a supervised learning method which can be used for both classification and
regression. In its simplest form, given two set of data points with same dimensions,
SVM can form a decision model so that a new set of points can be classified as
either of the two input points. If the examples are represented as points in space, a
linear SVM model can be interpreted as a division of this space so that the examples
belonging to separate categories are divided by a clear gap that is as wide as possible.
New examples are then predicted to belong to a category based on which side of the
gap they fall on (as explained in Fig. 2).

The (A) shows a decision problem for two classes, blue and green. (B) Shows
the hyperplane which has the largest distance to the nearest training data points of
each class. (C) Shows that only two data points are needed to define this hyperplane.
Those will be taken as support vectors, and will be used to guide the decision process
of new input data which needs to be classified.

A linear support vector machine is composed of a set of given support vectors
z and a set of weights w. The computation for the output of a given SVM with N
support vectors z1, z2, . . . , zN and weights w1, w2, . . . , wN is then given by:

F(x) =
N∑

i=1

wi 〈zi , x≺ + b (10)

A decision function is then applied to transform this output in a binary decision.
Usually, sign (.) is used, so that outputs greater than zero are taken as a class and
outputs lesser than zero are taken as the other.
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3 Results and Discussion

Loading of dataset with huge number of columns

Intrinsic Dimension Obtained by MLE. 7,200 column of data is reduced to 30
Columns
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Classification Step

4 Graphs

Figure shows that higher number of dimensions results in better accuracy only in
the case of linear mapping where numbers of dimensions are linearly dependent on
each other. But once the data is reduced by a nonlinear mapping fewer number of
data has as much accuracy as higher number of dataset.
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Shows that PCA and MLE finds out the optimum dimensions in a dataset. But the
efficiency of the system for both is extremely low (69 %). Hence it can be concluded
that though PCA and MLE together can resolve the intrinsic dimensionality of the
data, they cannot identify the dimensionality which will result in better accuracy.

5 Conclusion

Dimensionality reduction in data mining is not a new task. Conventionally various
techniques are being proposed toward this direction that reduces the data before
processing. But in features data such as any medical patterns, dimensionality reduc-
tion may result in loss of accuracy in overall mining process due to the inherent rela-
tionship among the data set. Applying dimension reductionality must be combined
with appropriate recognition rate in order to achieve good accuracy. The technique
finds out the intrinsic dimensionality based on the MLE and by checking the effi-
ciency of the system at each iteration. Therefore, the method not only succeeds to
minimize the dimensionality for speeding up the processing but also preserves the
accuracy of the recognition. A medical database was chosen to prove the theory due
to sensitiveness of the data in such a database. Results show significant performance
consistency over different iterations. Results also show that for optimum intrinsic
dimensionality, the accuracy is better than nonreduced dataset. But the experiments
also shows that due to nonlinear mapping of the dataset, linear kernels cannot be
applied and polynomial kernels with appropriate optimization is better suited for the
task. Another major observation was that the test vectors independently cannot be
used to derive the data dependency and therefore needs to be processed with the
knowledge data or the training vectors in order to acquire the dimensions of the test
vectors also. Therefore a future work can be designed to obtain the actual mapping
function for the knowledge data which can then be used to extract the needed dimen-
sions from the test set without test set being simulated with the knowledge base for
extracting the intrinsic dimensions of the test set.
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Social Evolution: An Evolutionary Algorithm
Inspired by Human Interactions

R. S. Pavithr and Gursaran

Abstract Inherent intelligent characteristics of humans, such as human interactions
and information exchanges enable them to evolve more rapidly than any other species
on the earth. Human interactions are generally selective and are free to explore
randomly based on the individual bias. When the interactions are indecisive, individ-
uals consult for second opinion to further evaluate the indecisive interaction before
adopting the change to emerge and evolve. Inspired by such human properties, in
this paper a novel social evolution (SE) algorithm is proposed and tested on four
numerical test functions to ascertain the performance by comparing the results with
the state-of-the-art soft computing techniques on standard performance metrics. The
results indicate that, the performance of SE algorithm is better than or quite compa-
rable to the state-of-the-art nature inspired algorithms.

Keywords Society and civilization · Social evolution · optimization

1 Introduction

Nature inspired computing is one of the main branches of natural computing
techniques and an emerging computational paradigm for solving large-scale com-
plex and dynamic real-world problems. Nature inspired computing builds on the
principles of emergence, self-organization, and complex systems [1]. One of the
main objectives of the nature inspired computing paradigm is to provide alternative
stochastic, nature inspired search-based techniques to problems that have not been

R. S. Pavithr (B) · Gursaran
Dayalbagh Educational Institute, Dayalbagh, Agra, India
e-mail: rspavithr@ieee.org

Gursaran
e-mail: gursaran.db@gmail.com

B. V. Babu et al. (eds.), Proceedings of the Second International Conference on Soft Computing 1537
for Problem Solving (SocProS 2012), December 28–30, 2012, Advances in Intelligent Systems
and Computing 236, DOI: 10.1007/978-81-322-1602-5_153, © Springer India 2014



1538 R. S. Pavithr and Gursaran

(satisfactorily) resolved by traditional deterministic algorithmic techniques, such as
linear, nonlinear, and dynamic programming, etc [2].

Some of the interesting algorithms inspired by the natural phenomena are:

• Algorithms inspired by biology
• Algorithms Inspired by the behavior of groups of agents (Swarm)
• Algorithms inspired by human interactions and beliefs in the society.

For the past two decades, the research in the nature inspired evolutionary algo-
rithms has been focused upon algorithms inspired by biological processes [3–7] and
intelligent foraging behavior of social insects such as ants, birds, bees. For exam-
ple, in the natural ant system, ants interact with each other indirectly by sharing
the Pheromone trails. Swarm intelligence can be defined as “a property of a sys-
tem of unintelligent agents of limited individual capabilities exhibiting collective
intelligent behavior” [8]. Inspired by natural ant system, artificial ant colony opti-
mization was designed and successfully implemented for many practical complex
applications. Mimicking the behavior of flying birds, Kennedy and Ebergart [9] intro-
duced another popular swarm-based evolutionary algorithm called particle swarm
optimization. Artificial bee colony (ABC) algorithm is another stochastic search-
based technique that belongs to class of swam intelligence-based algorithms, which
is inspired by the intelligent behavior of the honeybees [10].

In 1994, Reynolds, designed a new algorithm called Cultural algorithm inspired by
human interactions and beliefs and he argued that, “the cultural evolution enables the
societies to evolve or adapt to their environments at rates that exceed that of biological
evolution based on genetic inheritance only” [11]. Cultural algorithms are a class of
computational models of cultural evolution that support dual inheritance, from belief
space and individual interactions. This model of dual-inheritance is the key feature
of Cultural Algorithms which is built on the principles of Renfrew’s THINKS model
[11] and which allows for a two-way system of learning and adaptation to take place.
Reynolds and his team observed that, various knowledge sources like topographic
knowledge, situational knowledge, and the fine-grained knowledge interact at the
cultural level representing the Cultural Swarm, i.e., swarming behavior [12–14].
The early cultural evolution was modeled and studied based on single agent and
multiagents to explore the impact of decision-making methods and resource sharing
methods on population survival [15, 16].

Ray and Liew [17], inspired by nature’s complex intra- and intersociety inter-
actions, proposed an algorithm called society and civilization algorithm (SCA), in
which, the artificial societies are build and the leader of the society is identified. The
individuals collaborate with the leader and other individuals in the society to evolve.
The leader will extend collaboration and communication with the other society lead-
ers, in the civilization in order to improve. This may lead to migration of leaders and
individuals to better performing societies. The SCA was implemented on engineering
optimizations problems to demonstrate effectiveness of the algorithm.

Nature inspired evolutionary algorithms that emulate the behavior of living organ-
isms and species integrated interactions among the agents for generating the next
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generation solution space. The outcome of these, interactions are either positive or
negative based a random value compared with the algorithm specific control parame-
ter. What if, the outcome of these interactions is indecisive? Indecisive interactions
are also one of the outcomes of an interaction which may also need an attention to
be accounted in the evolution process. Humans are intelligent species and are capa-
ble of withholding the information from the indecisive interaction in the memory
and further evaluate, before adopting the change. The indecisive interactions drive
the individual to seek a second opinion to build on the exchanged information from
the previous interaction to emerge and evolve which is a common behavior with
the people in the society.

In a society, in the process of evolution, individuals interact and exchange
information. Human’s interactions are generally selective and are free to explore
randomly based on the individual bias. The individuals initially extend the inter-
actions within the neighborhood because of affinity and trust worthiness. But, the
interactions, does not get limited to neighborhood only. The individual is free to
extend the interactions with the society in the process of evolution, particularly,
when these interactions does not offer better prospects for growth or purely based
on personal choice.

Motivated by such human characteristics, this paper introduces social evolution
(SE) algorithm that employs the concept of second opinion and freedom of interac-
tions to enable the individual’s evolution leading to social evolution.

2 Social Evolution Algorithm

The pseudo code of SE algorithm is presented below:

1. Initialization:

• Initialize Control parameters
Maximum Cycle Number (MCN)
Neighborhood Cooperation factor (NCR)
Quality of Interaction (QI)
Indecisive Factor (IFD)
Second Opinion (Neighbor Best)–NB
Second Opinion (Average Best)–AB
Second Opinion (Society Best)–SB

• Initialize the population

2. Evaluation Phase:

• Evaluate the fitness of each individual
• Calculate the probability of each individual and average solution
• Store the best solution in the community

3. Cycle = 0
4. REPEAT when Cycle < Maximum cycle number
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5. Interaction Phase:
REPEAT (for all the individuals in the society)

• Allow Individuals to interact based on their ability to interact (probabilisti-
cally).

• Freedom of interaction:
– Identify the neighbors based on von Neumann architecture
– Store the best in the neighborhood
– Choose between the random neighbor and a random individual based on

the cooperation factor and fitness
• Produce the new solution vi for each individual using (1)

Vi j = Xi j + ∅i j (Xi j − Xkj ) i f R j < QI,

Otherwise, evaluate IDF (1)

[∅i j – is a Emotion Quotient—a random number in the range [−1, 1]. k ∈
{1, 2,... SN} (SN: Number of individuals in a society) is randomly cho-
sen index within the neighborhood/society of the individual. Although k is
determined randomly, it has to be different from i. R j is a randomly chosen
real number in the range [0, 1] and j ∈ {1, 2,... D}(D: Number of dimensions
in a problem). [QI, Quality of interaction, is a control parameter].

• Process of second opinion
– Evaluate the Indecisive Factor (IDF)

If Rand( ) > IDF, – Vij = Xij

If Rand( ) < IDF – Look out for second opinion
– Seek Second opinion and build on the previous interaction

· If Rand( ) < NB
Vij = Vij + ∅ij(Vij − Xij) (2)

1 ∈ {1, 2, ...SN} is index of the neighborhood best
· If Rand( ) < AB

Vij = Vij + ∅ij(Vij − A j ) (3)

A is the average individual and j ∈ {1, 2,... D}
· If Rand( ) < SB

Vij = Vij + ∅ij(Vij − Xmj) (4)

m ∈ {1, 2, ...SN} is index of the best in the society.
• Evaluate the fitness of the individual before and after interaction and consider

the best for next generation

6. UNTIL for all the individuals in the society are processed
7. Calculate the probability if each individual and average solution
8. Store the best solution in the society
9. Cycle = Cycle + 1
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10. UNTIL (Maximum cycle number—The termination criteria is satisfied).

In the initialization phase, the basic control parameters such as number of
maximum cycle number, quality of interaction, indecisive factor, second opinion
ranges are initialized and the random population of individuals are generated. In the
evaluation phase, each individual’s fitness and its probability is calculated along with
the average fitness of the individuals.

In the interaction phase, individuals interact with the neighbors probabilistically.
In this algorithm, von Neumann neighborhood architecture is adopted for building
the neighborhood. The individual first identifies the neighborhood individuals and
randomly identifies a neighbor to interact. Before interaction, the individual evaluates
the neighbor based on the cooperation factor and the ability or productivity of the
neighbor. Based on the analysis or simply based on individual’s bias, individual
may interact with the identified neighbor or may consider a random individual in
the society for an interaction. The individual interaction operator is inspired by the
artificial bee colony optimization algorithm’s employee/onlooker bee operator [10]
as this operator exhibits the human interactions model. In the interaction operator,
unlike the bee agents in ABC, the individual will not interact with any random solution
in the society instead, they may interact more with the random neighbor in the von
Neumann neighborhood architecture because of affinity and trust worthiness, but they
are free to explore the society based on NCF. Also, once the individual is selected
for the interaction, the individual solution interacts with the selected individual for
all the dimensions of the problem unlike the operator used in ABC algorithm [10].
Once the interaction is performed, individual evaluate the quality of interaction (QI).
If the quality of interaction is inferior, interaction’s indecisive factor IDF is evaluated
to decide on the interaction as negative or indecisive. All the indecisive interactions
will undergo a second opinion process.

In the second opinion process, the individual can consult an expert either from
the neighborhood or from the society or a non-existing individual with the average
capabilities to further evaluate the indecisive interaction before adopting the change
to emerge and evolve. After the interaction phase, evaluate the fitness of the updated
solutions and compare with the respective original solution to consider the best for
next generation. Before the above process is repeated until a termination condition
(maximum cycle number), calculate the probabilities of the individuals, average
solution the best in the society for the next generation.

The proposed SE algorithm is applied on four numerical benchmark problems
and three to test the effectiveness and adoptability of the algorithm.



1542 R. S. Pavithr and Gursaran

Table 1 Experimental
parameters

Parameter values

Population 100
Maximum cycle number (MCN) 10,000
Neighborhood cooperation factor (NCR) 0.75
Quality if interaction 0.8
Indecisive factor 0.5
Second opinion (Neighbor best)–NB < 0.3
Second opinion (Average best)–AB < 0.5
Second opinion (Best)–SB < 1.0

3 Experiments

3.1 Unconstrained Benchmark Optimization Problems

Initially, the performance of the algorithm is tested on four standard numerical
benchmark problems given in Table 2 using the experimental parameters presented
in Table 1. Sphere is a convex, separable, unimodal function which has no local
minimum except the global one. Schwefel is a multi model, non-separable func-
tion whose surface is composed of a great number of peaks and valleys. For this
problem, many search algorithms get trapped in to the second best minimum far
from the global minimum. Rastrigin is a multimode separable function, which was
constructed from Sphere adding a modulator term. Its contour has a large number
of local minima whose value increases with the distance to the global minimum.
Dixon-Price is multimode, non-separable, and non-symmetric function.

Table 2 Benchmark functions

Function name Interval Function

Sphere [−100, 100]n Min F = ∑n
i=1 x2

i
Schwefel [−500, 500]n Min F = ∑n

i=1 {−xi sin (
√ |xi |}

Dixon–price [−10, 10]n Min F = (x1 − 1)2 + ∑n
i=2 i(2x2

i − xi−1)
2

Rastrigin [−5.12, 5.12]n Min F = ∑n
i=1

{(
x2

i − 10 cos (2πxi ) + 10
)}

Table 3 Results (Mean of the best values) of PSO, DE and ABC and SE algorithms on
unconstrained numerical benchmark problems

Function name PSO [18] DE [18] ABC [18] SE

Sphere 0 0 0 0
Schwefel −2654.030 −4177.990 −4189.830 −4189.830
Dixon–price 0.666 0.666 0 4.67E-01
Rastrigin 7.363 0 0 0
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The social evolution algorithm executed 30 independent runs, to ascertain the
performance of the algorithm on each of the listed problems with 10 dimensions. For
easy comparisons, the experimental parameters population size and the maximum
number of cycles are defined as per the parameters defined for DE, PSO, and ABC
algorithms [18]. The mean of the best values for each of the problems is reported in
Table 3 and compared against some of the evolutionary algorithms such as, differ-
ential evolution (DE), particle swarm optimization (PSO) and artificial bee colony
optimization (ABC). The reported results suggest that, the algorithm finds the global
optimum values for the three functions Sphere, Schwefel, and Rastrigin success-
fully. When compared with individual algorithms, the ABC algorithm performed
better than SE on one function and SE performed better than PSO on three functions
and better than DE on two functions.

4 Conclusions

This paper proposes a novel social evolution (SE) algorithm that mimics the human
interactions, behavior, and their biases. This algorithm adopts two basic human
characteristics. First, individual’s ability and bias to evaluate the neighbor before
establishing the interaction to evolve. Second, the ability that discriminate the qual-
ity of interaction and identifying indecisive interactions and further seeking a second
opinion from an expert before adopting the change to emerge and evolve. The pro-
posed algorithm mimics such characteristics of humans tested on four numerical test
functions and compared the results with the state-of- the-art nature inspired algo-
rithms. The results indicate that the proposed social evolution algorithm is better
than or quite comparable to the existing state-of-the-art algorithms.
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A Survey on Filter Techniques for Feature
Selection in Text Mining

Kusum Kumari Bharti and Pramod kumar Singh

Abstract A large portion of a document is usually covered by irrelevant features.
Instead of identifying actual context of the document, such features increase dimen-
sions in the representation model and computational complexity of underlying algo-
rithm, and hence adversely affect the performance. It necessitates a requirement of
relevant feature selection in the given feature space. In this context, feature selection
plays a key role in removing irrelevant features from the original feature space. Fea-
ture selection methods are broadly categorized into three groups: filter, wrapper, and
embedded. Filter methods are widely used in text mining because of their simplicity,
computational complexity, and efficiency. In this article, we provide a brief survey
of filter feature selection methods along with some of the recent developments in
this area.

Keywords Text mining · Text categorization · Text clustering · Feature extraction ·
Feature selection · Filter methods

1 Introduction

It is difficult to extract relevant information in time from a heap of digital information,
which is growing leap and bound with rapid development of Internet technology. It
necessitates a need to organize available information in a well-structured format in
order to facilitate quick and efficient retrieval of relevant information in time. Text
mining is a key step to achieve this task. It discovers previously unknown information
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by automatically extracting useful information from huge corpus. It is widely used
in various areas, e.g., information technology, Internet, banks, business analytics,
market analysis, pharmaceutical, healthcare.

Text classification and text clustering are two subfields of text mining. Text classi-
fication is a form of supervised learning where a new document is assigned to one of
the predefined classes based on a defined model whereas text clustering is an example
of unsupervised learning where the classes are not known apriori. Before organizing
the documents based on their intrinsic characteristics, documents are represented
into a common format, known as vector space model [22], where each dimension
corresponds to a single term. It increases the number of dimensions of representation
model unmanageably. It necessitates a requirement of relevant feature selection as
a lot of features are irrelevant, redundant, and noisy which adversely affect the effi-
cacy and efficiency of the underlying algorithm and sometimes even misguide them.
Moreover, high-dimensional feature space also makes it difficult to apply compu-
tationally intensive algorithm on all datasets. In this context, dimension reduction
plays a key role in reducing the number of features.

The primary aim of the dimension reduction methods is to generate
low-dimensional feature space from high-dimensional space without scarifying the
performance of the underlying algorithm. Feature selection and Feature transfor-
mation are two subcategories of dimension reduction methods. A brief overview of
these methods is presented in Table 1.

Table 1 Comparative analysis of dimension reduction methods

Name Key concept Advantages Disadvantages Examples

Feature
extraction
(FE)

Summarize the
dataset by
creating
linear
combinations
of the features

Preserves the
original,
relative
distance
between
objects

Less effective in
case of large
number of
irrelevant
features

Principal
component
analysis [18]

Covers latent
structure

Sometime may
be very
difficult to
interpret in
the context of
the domain

Latent semantic
indexing [6]

Feature
selection
(FS)

Select a subset of
relevant
features
based on
defined
criteria

Robust against
irrelevant
features

Feature selection
criteria are
hard to define

Information gain
(IG) [21]

May generate
redundant
features

Mutual
information
(MI) [5]

Document
frequency
(DF) [12]



A Survey on Filter Techniques for Feature Selection in Text Mining 1547

It can be observed from Table 1 that FE methods do not work well in case of high
irrelevant features space. On the other hand, FS methods are more robust against
irrelevant terms as selection of terms is not affected by irrelevant features. The FS
methods efficiently reduce the high-dimensional irrelevant feature space into low-
dimensional relevant subspace and hence increase performance of the underlying
algorithm. Therefore, FS methods are more preferred for dimension reduction. These
methods are broadly classified as filter, wrapper, and embedded. A brief description
of these methods in terms of key concept, advantages, disadvantages, and examples
is given in Table 2.

Table 2 Comparative analysis of feature selection methods

Key concept Advantages Disadvantages Examples

Wrapper Use classifier for
selecting
features subset

Simple Consider
interaction with
classifiers Less
prone to
generate local
optimal solution

Computationally
expensive

Sequential forward
Selection [20]
Sequential
backward
elimination [20]

Filter Use intrinsic
properties of the
data

Fast Scalable Com-
putationally
efficient than
wrapper
methods

No guarantee to
generate
discriminative
set of features
Ignore
interaction with
classifiers

MI [5] IG [21]
DF [12] Term
variance (TV)
[12]

Embedded Facilitate
interaction
between
classifier and
feature selection
methods

Facilitate
interaction with
classifier Com-
putationally less
expensive than
wrapper
methods

Computationally
expensive than
filter methods
Classifier
dependent
selection

Bayesian logistic
Regression [2]
Sparse logistic
regression [24]

Filter methods evaluate quality of features based on intrinsic properties of the doc-
uments without iteratively testing them with classifier (refer, Table 2). This property
makes it considerably less computational expensive to other methods. Therefore,
they are prominently used for feature selection (dimension reduction) in text mining.
In this paper, we present a brief summary of various traditional filter feature selection
methods along with some recent developments in this area.
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2 Filter Methods for Feature Selection

Based on the literature survey of filter FS methods for text mining, we propose
taxonomy of such methods as shown in Fig. 1. These methods are categorized as
ranking methods and space search methods based on the strategy they use to select
features subset. The ranking and search methods are further subcategorized into two
groups, supervised, and unsupervised methods, based on the fact that whether they
use class label information or not for quantifying the relevancy of terms. A brief
summary of supervised and unsupervised filter FS is mentioned in Table 3.

2.1 Ranking Methods

These methods rank every feature individually using defined scoring function and
then sort features in decreasing order based on their relevance score. Scoring/ranking
of these features is performed either on the basis of class label information (known
as supervised ranking methods) or on the basis of intrinsic properties (known as
unsupervised ranking methods) of documents. Finally, the top score features are
selected while the rest are discarded.

Summary of ranking supervised filter feature selection methods is given in Table 4.
Summary of ranking unsupervised filter feature selection methods is given in

Table 5.

2.2 Space Search Methods

These methods work on the concept of optimizing some defined objective function as
used in wrapper and embedded methods. The objective functions are defined in terms
of feature interaction and/or feature class interaction. In supervised filter feature

Fig. 1 Overview of proposed taxonomy
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Table 3 Comparative analysis of supervised and unsupervised filter FS

Method Key concept Advantage Disadvantages Examples

Supervised
FS

Use class label
information for
quantifying the
relevancy of terms

Simple May suffer from over
fitting

IG [21]

Require ground truth
information

MI [5]

Unsupervised
FS

Quantify the relevancy
of terms based on
the intrinsic
properties of the
document

Do not need ground
truth
information, i.e.,
class label

Less efficient than
supervised FS

DF [12]

TV [12]

selection methods the objective function works on the concept of feature to class
interaction whereas in unsupervised filter feature selection methods the objective
function works on feature to feature interaction.

Summary of space search supervised filter feature selection functions is given in
Table 6.

Summary of space search unsupervised filter feature selection functions is given
in Table 7.

Having covered here prominent traditional approaches for filter feature selection,
we discuss some of the recent developments in this area in next section.

3 Recent Development in Filter Feature Selection

In this section, we discuss some of the recent developments in the area of filter
feature selection methods. Based on the methodology, we categories the available
literature as genetic algorithm (GA)-based feature selection methods, particle swarm
optimization (PSO)-based feature selection methods, and Hybrid feature selection
methods.

3.1 Genetic Algorithm-Based Feature Selection Methods

Chuang et al. [4] combine a filter FS method correlation-based feature selection
(CFS) and a wrapper FS method taguchi-genetic algorithm (TGA) to form a new
hybrid method for dimension reduction in gene analysis. They use k-nearest neigh-
bor (KNN) with leave-one-out cross-validation (LOOCV) method as a classifier to
judge the efficacy of their proposed method and observe that their proposed method
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Table 5 Summary of ranking unsupervised filter feature selection methods

Name Description Main idea Formula Remark

DF [12] Document
frequency

Frequent terms are
more informative
than non frequent
terms.

df Total number of
documents in
which term
appears

Easily biased by
those common
terms which have
high document
frequency but
uniform
distribution over
different classes.

TV [12] Term
variance

Uses frequency of
terms for
quantifying the
relevancy of
terms

1
n

n∑

j=1

(
Xi j − X̄i

)2
Measure deviation

from mean

MM [8] Mean median Absolute difference
between mean
and median

∣
∣X̄i − median(Xi )

∣
∣ Measure dispersion

Table 6 Summary of space search supervised filter feature functions

Name Description Formula Remark

GCC [9] Group
correlation
coefficient

krc f√
k+k(k−1)r f f

Higher value
is more
preferable

rc f , r f f - the average feature to class/feature to
feature correlation

MID [7] Mutual
information
difference

I (w, c) − 1
|πs |

∑

t
I (wi , wt ) Need dis-

cretized
feature
inputs

I (wi , wt ) the mutual information between
feature wi ∈ πsand feature wt ∈ πs

MIQ [7] Mutual
information
quotient

I (wi ,c)
1

|πs |
∑

t I (wi ,wt )
Need dis-

cretized
feature
inputs

I (wi , c) - the mutual information between
feature wi ∈ πs and class label c

I (wi , wt ) the mutual information between
feature wi ∈ πs and feature wt ∈ πs

outperforms other competitive methods on 10 out of 11 classification profiles. Song
and Park [25] propose, GAL, a genetic algorithm method based on LSI, for text clus-
tering. As GA is computationally expensive for high dimensional space, the authors
reduce the dimension of representational model using LSI. Additionally, they pro-
pose a variable string length GA which automatically evolves appropriated number
of clusters for the given dataset. They show the superiority of their approach GAL
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Table 7 Summary of space search unsupervised filter feature functions

Function Formula Remark

Maximum
information
compression
index [16]

var (wi ) + var (wt ) −√
(var (wi ) + var (wi ))

2

−4var (wi ) var (wt ) (1 − λ(wi , wt )
2)

Its zero value indicates
that the features are
linearly dependent.

Correlation
coefficient [16]

cov(wi wt )√
var(wi )var(wt )

Its zero value indicates
that the features are
linearly related.

Absolute cosine [8]
∣
∣
∣ wi ,wt

wi wt

∣
∣
∣ Its zero value indicates

that the features are
orthogonal.

over conventional GA applied in VSM model for Reuter-21,578 document clustering
results.

Li et al. [11] use ReliefF in stage one to evaluate the quality of each individual
feature and obtain sequential feature sets based on the marks evaluated by ReliefF.
Further, they use cross validation technique to obtain candidate feature set from the
sequential sets. In second stage, they use genetic algorithm to search a more compact
feature set based on the candidate set. They use three different classifiers linear
discriminant (LD), KNN, and naïve bayes (NB) to evaluate their proposed method.
The results to the real gear fault diagnosis show that the proposed method obtains a
higher performance with a small size feature set. Yang et al. [30] hybridize a filter
method IG and a wrapper method GA for feature selection in microarray datasets.
Initially, they rank each feature using IG to select discriminative feature subsets and
then use GA to further reduce the dimensions of representation model. They use KNN
with LOOCV to show the efficacy of their proposed model. Experimental results
demonstrate that the proposed method simplify the number of gene expression level
efficiently and obtain higher accuracy to other competitive feature selection methods.

Summary of the literature belonging to genetic algorithm-based feature selection
methods is given in Table 8.

3.2 Particles Swarm Optimization-Based Feature Selection
Methods

PSO has been widely studied for dimension reduction. Liu et al. [13] use PSO to
select feature subset for classification task and train radial basis function (RBF) neural
network simultaneously. They experiment with four datasets from UCI Repository of
machine learning databases image segmentation, page-blocks, ionosphere, and wine
to show that their method effectively selects features with high accuracy as well as
small feature subset size. Tu et al. [26] show the use of PSO to implement feature
selection. They use support vector machines (SVMs) with the one-versus-rest method
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Table 8 Summary of the literature belonging to GA based feature selection

Authors Key concept Measures Algorithms
used

Remark

Chuang
et al. [4]

CFS and TGA are
combined to
select
discriminative
features

CFS, TGA KNN Selects features highly
correlated with class
yet uncorrelated with
each other

Song and
Park [25]

Explore latent
semantic
structure along
with decreasing
the number of
dimensions of
representation
model

LSI GA Creates appropriate
number of clusters of
documents without
specifying them

Li et al. [11] Use two step
procedure for
selecting
discriminative
set of features

ReliefF, GA KNN, NB
LDC

Improves the accuracy
of classification with
reduced feature set
compared to original
feature set

Yang
et al. [30]

Use a hybrid
approach for
feature
selection

IG GA KNN Effectively reduces the
number of features
and achieves a good
classification
accuracy

as a fitness function in PSO for the problem. The proposed method is applied to five
classification problems vowel, wine, WDBC, ionosphere, and sonar from the UCI
Repository of machine learning databases. They observe that their method simplifies
features effectively, obtains higher classification accuracy, and requires minimum
computational resources than the other competitive feature selection methods.

Liu et al. [14] modify PSO and name it modified multi-swarm PSO (MSPSO); it
holds a number of subswarms scheduled by the multi-swarm scheduling module. The
multi-swarm scheduling module monitors all the subswarms, and gathers the results
from the subswarms. Further, they propose a two stage method improved feature
selection (IFS) consisting of MSPSO, SVM, and F-score. In the stage one, both the
SVM parameter optimization and the feature selection are dynamically executed
by MSPSO. In the second stage, SVM performs classification using these optimal
values and selects feature subsets via tenfold cross validation. The designed objective
function also consists of two parts: one is classification accuracy rate and the other is
the F-score. Both are summed to form a single objective function by linear weighting.
Experimental results on 10 different datasets from the UCI machine learning and
StatLog databases show the efficacy of the proposed method IFS.

Chuang et al. [3] propose an algorithm catfish binary particle swarm optimiza-
tion (CatfishBPSO). In CatfishBPSO, a new particle initialized at extreme points
in the search space, known as catfish particle, replaces the worst fit individual to
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Table 9 Summary of the literature belonging to PSO based feature selection

Authors Key concept Measures Algorithm
used

Remark

Liu et al. [13] Feature selection and
neural network
training are done
simultaneously in
each iteration

PSO RBF Neural
Network

Effectively selects
features with high
accuracy as well as
small feature subset
size

Tu et al. [26] PSO is used to
implement a feature
selection, and SVM
with the
one-versus-rest
method is used as
evaluator for the
PSO fitness

PSO SVM Obtains a good
classification
accuracy

Liu et al. [14] Integrate multi-swarm
PSO, SVM with
F-score for selecting
discriminative
features

Multi-swarm
PSO
F-Score

SVM A modified
Multi-Swarm PSO to
solve discrete
problems

Chuang
et al. [3]

Replace particles with
the worst fitness by
the catfish particle
initialized at extreme
points in the search
space

CatfishBPSO KNN CatfishBPSO is
effective in
dimension reduction
and/or classification
accuracy

Unler
et al. [29]

Use MI to weigh the bit
selection
probabilities in the
discrete PSO

MI Discrete
PSO

SVM Consider feature-feature
interaction for
removing redundant
features

avoid premature convergence if the gbest particle has not improved for a number of
consecutive iterations. The experimental results on 10 different datasets from UCI
machine learning database show that the proposed method efficiently reduces the
dimension in the representation model and achieves highest accuracy in comparison
to the other feature selection methods.

Unler et al. [29] propose a hybrid method maximum relevance minimum redun-
dancy PSO (mr2PSO) for feature selection. In this, they integrate filter method mutual
information within wrapper method PSO for selecting the informative features set.
Instead of just removing irrelevant features they also remove redundant features
from original feature space. The experimental results show that the proposed model
is effective and efficient in terms of classification accuracy and computational com-
plexity to the competing methods.

Summary of literature belonging to particle swarm optimization based feature
selection is given in Table 9.
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3.3 Hybrid Approaches for Feature Selection Methods

Here, we discuss the literature, which hybrids filter-filter methods, filter-wrapper
methods, and FS-FE methods to reduce the dimensions of representation model.
Uguz [28] proposes two-stage filter-wrapper (IG-GA) and FS-FE method (IG-PCA)
methods for dimension reduction to improve the performance of text categorization.
First, each term in the document is ranked on the basis of its importance for classifi-
cation using IG. In the second stage, a FS method (GA) and a FE method (PCA) is
applied separately to reduce the dimension of representation model. To evaluate the
effectiveness of both the two-stage methods, the author uses KNN and C4.5 decision
tree algorithm on Reuters-21,578 and Classic3 datasets collection for text categoriza-
tion. The experimental results show that the proposed methods are effective in terms
of precision, recall and F-measure. A similar approach has been used by Uguz [27]
for Doppler signal selection.

Meng et al. [15], also use a two-stage procedure to gradually reduce the high
dimensional space into a low dimensional subspace. First, they apply feature con-
tribution degree (FCD) to select relevant features, and then construct low semantic
space from relevant feature space using feature extraction method latent semantic
indexing (LSI). They show effectiveness of the proposed model on spam database
categorization.

Hsu et al. [10] propose a two-stage hybrid feature selection method, which com-
bines filter and wrapper methods to take advantage of both. In stage one, they apply
computationally efficient filter methods IG and F-score to select candidate features
subset. In the second stage, they refine the subspace using wrapper method inverse
sequential floating search; here, first sequential backward search (SBS), and then
sequential forward search (SFS) is applied to select discriminative features subset.
They experiment with two bioinformatics problems protein disordered region pre-
diction and gene selection in microarray cancer data and show that equal or better
prediction accuracy can be achieved with a smaller feature set also.

Sometime identification of only relevant features do not help much in improving
accuracy of the classifiers as there may be some redundant features in the given
features space, which adversely affect performance of the underlying algorithm.
Thus, it is necessary to remove redundant features also along with irrelevant features.
One of the initial works based on this concept is due to Peng et al. [19]. They propose
a method called maximum relevance and minimum redundancy (mRMR). Here, they
use feature selection measure MI [5] to select relevant features and remove redundant
features.

Summary of literature belonging to hybrid methods is given in Table 10.
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Table 10 Summary of literature belonging to hybrid methods

Authors Key concept Measures Algorithms
used

Remark

Uguz [28] Removes
irrelevant
features using
two two-stage
methods

IG PCA
GA

KNN C4.5 Automatically selects
number of
dimensions in case
of PCA

Uguz [27] Hybridizes FS
and FE
methods for
dimension
reduction

IG PCA SVM Improves accuracy of
underlying algorithm

Meng et
al. [15]

Quantify the
relevance by
considering
positivity of
terms with
respect the
class.

FCD SVM Statistically derive
conceptual indices to
replace the
individual terms.

LSI
Hsu et al. [10] Utilize computa-

tional
efficiency and
accuracy of
classifier for
selecting dis-
criminative
set of
features.

IG SVM Use two filter models
for remove the most
redundant or
irrelevant features.

F-Score
SBS
SFS

4 Conclusion and Future Works

Identification of relevant feature subset in text mining is utmost important as irrel-
evant features not only increase the computational complexity but also adversely
affect performance of the underlying algorithm. In this context, feature selection is
considered as a prominent preprocessing step to remove irrelevant, redundant and
noisy terms. Feature selection methods are broadly classified into three categories:
filter, wrapper, and embedded. This survey states a brief summary of various filter
feature selection methods as they are the most widely used methods in the text mining
because of their simplicity, computational complexity and efficiency. In addition, we
present a brief introduction to recent developments in the area, e.g., nature-inspired
algorithms, hybrid methods, present in the literature.
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Though feature selection is widely explored in the literature, maximum number of
features, threshold value and minimum similarity in case of redundant term removal
are still an open and challenging research problems.
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An Effective Hybrid Method Based on DE,
GA, and K-means for Data Clustering
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Abstract Clustering is an unsupervised classification method and plays essential
role in applications in diverse fields. The evolutionary methods attracted attention
and gained popularity among the data mining researchers for clustering due to their
expedient implementation, parallel nature, ability to search global optima, and other
advantages over conventional methods. However, conventional clustering methods,
e.g., K-means, are computationally efficient and widely used local search methods.
Therefore, many researchers paid attention to hybrid algorithms. However, most of
the algorithms lag in proper balancing of exploration and exploitation of solutions in
the search space. In this work, the authors propose a hybrid method DKGK. It uses
DE to diversify candidate solutions in the search space. The obtained solutions are
refined by K-means. Further, GA with heuristic crossover operator is applied for fast
convergence of solutions and the obtained solutions are further refined by K-means.
This is why proposed method is called DKGK. Performance of the proposed method
is compared to that of Deferential Evolution (DE), genetic algorithm (GA), a hybrid
of DE and K-means (DEKM), and a hybrid of GA and K-Means (GAKM) based on
the sum of intra-cluster distances. The results obtained on three real and two synthetic
datasets are very encouraging as the proposed method DKGK outperforms all the
competing methods.
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1 Introduction

Clustering has been approached by many disciplines in the past few decades because
of its wide applications. The clustering classifies or groups the objects of an unlabeled
dataset on the basis of their similarity. Each group, known as cluster, consists of
objects such that the objects belonging to the same cluster have more similarity than
the objects belonging to the other clusters. Though several similarity measures, e.g.,
Manhattan distance, Euclidean distance, cosine distance, Mahalanabis distance, are
available in the literature, the most widely used distance measure is the Euclidean
distance [22].

Clustering can be performed in two different modes fuzzy or Hard [11]. In fuzzy
clustering, each object may belong to each cluster with a certain fuzzy membership
grade. In hard clustering, the clusters are disjoint and each object belongs to ex-
actly one cluster. We can mathematically represent hard partitioning of a data set
X, based on the description in [5] as follows. Consider X= {x1, x2, . . . , xN ), where
every data point xi in X corresponds to a n-dimensional feature vector. Then, hard
partitioning of X is a collection C = {C1,C2, . . .,Ck} of K number of nonempty
and nonoverlapping groups of data such that

Ci ≥= α I = 1, . . ., K and (1)

Ci ≤ C j = α i, j = 1, . . ., K and i ≥= j (2)

Though conventional clustering algorithms exhibit fast convergence and are com-
putationally efficient, they have many problems, e.g., they are quite sensitive to the
initialization of prototypes, they do not provide any guarantee to the global optimal-
ity rather they easily stuck into the local minima [10]. Specifically, for these reasons,
powerful metaheuristics such as evolutionary algorithms offer to be more effective
methods to overcome the deficiencies of the conventional clustering methods as they
posses several desired key features, e.g., upgradation of the candidate solutions itera-
tively based on objective function (fitness function), decentralization, parallel nature,
flexibility, robustness, no need of prior information about domain knowledge, self
organizing behavior [21]. Consequently, many researchers found that hybridization
of metaheuristics within and with conventional algorithms increases the efficiency
and accuracy of the clustering. Kwedlo [13] proposes a method DEKM that com-
bines DE and K-means to obtain clusters based on the sum of squared error (SSE)
criterion when number of cluster is known. Here, DE is a global search algorithm
with slow convergence and K-means is local search algorithm with fast convergence.
Tvrd’ık and Křiv’y [20] empirically find that DE hybridized with K-means performs
comparatively superior to the DE based on optimizing two basic criteria trace of
within scatter matrix and variance ratio criterion. Tian et al. [19] use K-Harmonic
mean in the place of K-means with DE when number of clusters is fixed. Here also
the number of clusters is known apriori. As K-means is very sensitive toward the
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choice of initial centers, Laszlo and Mukharjee [14] use GA to obtain initial cluster
centers for K-means.

Das et al. [6] propose a method to determine proper number of clusters during run
time. They modify classical DE by tuning parameters in two different ways to improve
its slow convergence property. First, the scale factor is changed in random manner
in the range (0.5, 1); it helps to retain diversity as the search progresses. Second, the
crossover rate (Cr) linearly decreases from maximum to minimum of crossover rate
with iterations during the run. He et al. [9] propose a two-stage genetic clustering
algorithm TGCA that Initially focuses on finding best number of clusters, and then
gradually moves finding global optimal cluster centers. Chang et al. [2] develop a GA
for automatic clustering based on dynamic niching with niche migration to overcome
the downsides of the fitness sharing approach. However, exploration and exploitation
capabilities of these algorithms are not up to the mark.

In this work, we present a novel hybrid algorithm DKGK, which takes advantage
of characteristics of DE, GA, and K-means. Here, DE is used to provide diversity
in the search space. The obtained candidate solutions are fine tuned using k-means.
Further, heuristic crossover [17] in GA is applied for fast convergence of the solutions
and the obtained solutions are again refined by K-means. We experiment on three real
datasets from UCI machine learning databases and two synthetic datasets to judge
the efficacy of the proposed method. The results are very encouraging; the proposed
method outperforms all the competing methods in all the datasets.

Rest of the paper is organized as follows. Section 2 presents a brief introduction to
the evolutionary algorithms DE and GA, a most widely used conventional clustering
method K-means, and hybrid algorithms DEKM and GAKM. Section 3 presents the
proposed hybrid method DKGK. Results and discussions are included in Sect. 4.
Finally, Sect. 5 concludes with a hint on possible future research directions.

2 Algorithms Background

In this section, we present a brief introduction to the Differential Evolution (DE),
Genetic Algorithm (GA), K-means and hybrid algorithms DEKM and GAKM.

2.1 Differential Evolution

Storn and Price [18] propose DE, an evolutionary algorithm for global optimiza-
tion for continuous-valued problem. The basic DE strategy can be described as the
notation DE/x/y/z, where x is the vector to be mutated (a random vector or the best
vector), y is the number of difference vectors, and z is the crossover scheme [18].
Some of the more frequently used strategies comprise DE/rand/2/bin, DE/best/1/bin,
and DE/best/2/bin. In each generation, for each individual X1 in the current popu-
lation, a mutation operator generates a mutant parameter vector T1 by mutating a
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target vector X2 with difference vector of two individuals X3 and X4, making sure
that all these four individuals are different as shown in equation (3).

T1 j = X2 j + β(X3 j − X4 j ) (3)

Here, j represents dimension of an individual and β is a scaling factor, which
manages the magnification of difference vector. For smaller values of β, the algorithm
converges slowly but it can be used to explore search in local area, whereas a larger
value of β assists greater diversity in search space but it may cause the algorithm to
escape good solutions. Therefore, the value of β requires a careful balancing. It has
been shown empirically that solutions often converge prematurely for large values
of β and population size [3] whereas β = 0.5 generally exhibits good performance
[1, 18]. The generated trial vector by crossover operator through implementing a
discrete recombination of the mutant vector T1 and the parent vector X1 is compared
with the corresponding parent vector and the one with the higher fitness value is
selected for the next generation. It is gaining attention of researchers, for solving
optimization problems, as it is easy to implement, simple in design, and requires
tuning of few parameters.

2.2 Genetic Algorithm

GA is a stochastic optimization method that mimics the process of natural evolu-
tion [7]. In GA, a solution to the problem is represented by a chromosome; a set
of chromosomes is called a population. Typically, solutions of initial population
are generated randomly and then three genetic operators crossover, mutation, and
selection are applied on solutions of current generation to produce new candidate
solutions. The candidate solutions are selected for the next generation based on their
fitness value. The crossover, which usually operates on two parents and produces
two offsprings with some crossover probability, is primarily responsible for diver-
sification of solutions in the entire search space. The mutation alters the gene of a
chromosome to find solutions near it with a very small probability. Selection op-
erator selects solutions from current generation for next generation based on some
selection strategy. This process of applying genetic operators to produce candidate
solutions for next generation continues till termination criteria meets. GA provides
optimal or near optimal solutions to a vast range of optimization problems as they
are efficient, robust, self-adaptive, and parallel in nature. As GA is more suitable for
discrete optimization problems, it is suitable for the problem.

2.3 K-means Algorithm

K-means [10] is a widely used local search clustering algorithm, which is compu-
tationally efficient and easy to implement. Since similarity among data points is
measured using Euclidian distance, a data point having a smaller distance from a
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particular cluster center is associated with that cluster. Most popularly, K-means
minimizes a measure SSE to determine the quality of solution [15]. The k-means is
described below.

Step 1: Randomly initialize centroids {m1,m2, . . . ,mk} of the k clusters.
Step 2: Repeat steps (i) to (iii) until a stopping criteria is satisfied.

(i) Compute Euclidian distance of each data point to the centroid of each cluster and
associate the data points with the clusters where they have minimum Euclidian
distance.

E D(x p,mi ) =
√√
√
√

d∑

j=1

(
x pj − mi j

)2 (4)

Here, x p denotes pth data point of the dataset consisting of n instances (data
points); mi denotes centroid of i th cluster; d indicates number of dimensions
in the dataset.

(ii) Evaluate fitness value of the solution.
(iii) Recompute the centroids of clusters by taking average of all corresponding

dimensions of data points belonging to that cluster.

mi = 1

ni

∑

↓x pεci
x p (5)

Here, ni is the number of data points in cluster ci .
The termination criterion of K-means algorithm is based on user-specified para-

meter. However, in proposed algorithm, K-means algorithm is iterated single time
after each of two algorithms DE and GA.

2.4 Hybrid Algorithms DEKM and GAKM

Since DE is a global search algorithm with slow convergence and K-means is local
search algorithm with fast convergence, Kwedlo [13] proposes a method DEKM that
combines DE and K-means to obtain clusters based on sum of SSE criterion. They use
K-means twice before and after the DE; first, initial population for the DE is created
using K-means and then, the best solution obtained by DE is refined by K-means.
Although DEKM algorithm described in this paper is similar to the algorithm in [13],
k-means is used only once to refine the solutions obtained by DE. Here, DE is used
to perform clustering in global search space whereas K-means is used to refine the
candidate solutions as local search heuristic. We run DE for user specified number of
iterations and refine the obtained solutions by K-means in isolated single iteration.

Few researchers, e.g., [14], [12], hybridize GA and K-means; first, they run GA
with random initial population to explore the search space and obtain good solutions,
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then they refine the fittest solution using K-means to exploit the search space locally
to obtain the (near-) optimal solution. In this work, in GAKM, we use randomly
generated initial population and heuristic crossover [17] in GA and refine the obtained
solutions using K-means. Here, GA is run for user specified number of iterations and
K-means is run in isolated single iteration.

3 DKGK Based Clustering

This section presents a description of the proposed algorithm DKGK. Here, we
explain encoding scheme, initial population generation, fitness function, avoiding
invalid solutions, and different steps of the DKGK.

3.1 Chromosome Representation

A chromosome is a representation of a solution in the evolutionary algorithms. In
this work, we follow a chromosome representation as described in [13]. It is shown in
Fig. 1. Every chromosome or candidate solution contains k × d dimensions (genes)
where k represents the number of clusters and d indicates the number of dimensions
in the data points.

Here, mi j represents centroid of the j th cluster and i indicates i th dimension in
the cluster’s centroid.

3.2 Initialization of DE Population

Cluster centroids for initial population are randomly selected from the dataset. It
means, k data points are selected to represent centroids of k clusters in a chromosome.
For every algorithm, number of chromosomes for initial population is assigned 20
and remains fixed for every generation.

3.3 The Fitness Function

As sum of distances has a profound impact on the error rate, we use sum of intra-
cluster distances as the fitness function [4]. Its lower value indicates a better quality

m11 m21 .... md1 m12 m22 .... md2 ..... m1k m2k ..... m dk

Fig. 1 Chromosome representation
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of solution and is represented as follows:

SI C D =
k∑

i=1

∑

↓x pεci
||x p − mi || (6)

Here, x p denotes pth data point of the dataset, mi denotes centroid of the i th
cluster, ci denotes i th cluster and i denotes the number of clusters.

3.4 Avoiding Erroneous Particle

As data points are selected randomly from the dataset, there is a possibility that a
data point, which is an outlier, is selected as centroid of a cluster. It is observed that a
cluster represented by such a centroid generally does not consist of any data point or
consists of too few data points to be regarded as a meaningful cluster. To overcome
such a problem, respective chromosome is replaced a by new chromosome, which is
created by taking average computation of n/k data points for each of the k clusters.

3.5 DKGK Algorithm

The DKGK algorithm is summarized in the following steps.
Inputs:

(a) Evolutionary algorithmic parameters
(b) n × d dataset, where n is the number of instances of data points and d is the

dimension
(c) K-number of clusters

Output:
A set of K clusters.

Algorithm:

(i) Select initial chromosomes from the dataset randomly.
(ii) Run this step (DE) for 3/4*(total iterations) to obtain diverse solutions

(a) Select three chromosomes X2 j , X3 j , X4 j randomly from population for
chromosome T1 j , making sure that all four T1 j , X2 j , X3 j , X4 j are different.
Then, evaluate T1 j as follows:

T1 j = X2 j + β(X3 j − X4 j )
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Here, β = R1 (R2 + R) is self-adaptive scaling factor used to evaluate
mutant vector C1, R1 and R2 are user defined constants, and R is random
number between 0 and 1.

(b) Perform crossover with some crossover rate.
(c) Fitter solution in C1 and X1is selected for further operations.

(iii) Refine the solutions obtained in step (ii) by K-means. The number of isolated
iterations of K-means is subject to user-defined parameter (experimental study
is based on single iteration).

(iv) Run this step (GA) for 1/4*(total iterations) for converging solutions

(a) Randomly select two different parents from the population and perform
following heuristic crossover operation.

Offspring1 = Best_Parent + r(Best_Parent − Worst_Parent) (7)

Offspring2 = Best_Parent. (8)

Here, r = R3 (R4 + R) is self-adaptive random number used to evaluate off-
spring1; R3 and R4 are user defined constant; R is random number between
0 and 1.

(b) Perform crossover with some crossover rate.
(c Candidate solutions move on to the next generation based on some selection

strategy.
(v) Refine the solutions obtained in step (iv) by K-means algorithm. The num-

ber of isolated iterations for K-means is subject to user-defined parameter
(experimental study is based on single iteration).

In DKGK algorithm, DE is used to provide diversity of solutions in global search
space. The DE runs for (3*total_iteration/4) iterations, where total_iteration is a user-
defined parameter, which defines total number of iterations in DKGK. The solutions
obtained by DE are refined by K-means in isolated single iteration. Further, using
heuristic crossover [17] in GA, the solutions converge toward the quality solutions in
last (total_iteration/4) iterations. Thereafter, K-means is applied to the solutions for
single isolated iteration to get final partitions in the dataset. As it is known empirically
that β = 0.5 generally exhibits good performance, in our experiment, β varies from
0.25 to 0.75 randomly with mean value 0.50. Similarly, r also varies from 0.25 to
0.75 randomly with mean value 0.50. Note that inner-steps in steps (ii) and (iv)
themselves execute 20 (size of population) times for one iteration of step (ii) and (iv)
respectively.
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4 Experimental Result and Discussions

This section presents experimental setup, datasets, and results and discussion. The
experiments have been performed on a system with core i5 processor and 2 GB RAM
in Windows 7 environment using programs written in C language.

4.1 Parameters Setup

As results of the nature-inspired algorithms are influenced by number of control
parameters, these values should be chosen carefully. Here, we experiment with dif-
ferent sets of values and present the results for following set of parametric values as
it produces the best results. These values are same for the GA, DE, DEKM, GAKM,
and the proposed method DKGK for a fair comparison. It is shown in Table 1.

4.2 Datasets Descriptions

The datasets are in matrix of size n × d with real-valued elements and are
partitioned into k nonoverlapping clusters. We consider three real datasets Iris,
Vowel, Wisconsin Breast cancer (WBC) from the UCI machine learning reposi-
tory [16] and two synthetic datasets 2d4c, 10d4c, which are generated from two
generators developed by Handl and Knowles [8] and can be downloaded from
http://personalpages.manchester.ac.uk/mbs/Julia.Handl/generators.html. A brief
summary of these datasets is presented in Table 2. As WBC consists of 16 sam-
ples with some missing features, we remove them from the dataset and use only 683
samples out of originally 699 samples.

Table 1 Control parameters for GA, DE, DEKM, GAKM, and DKGK

Name of parameters Value

Population size 20
Number of iterations 100
Number of independent runs 100
Scaling Factor of DE(β) Self adaptive
Random number (r) in heuristic crossover of GA Self adaptive
Crossover rate of DE 1
Crossover rate of GA 1
R1, R2, R3, R4 0.5
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Table 2 Datasets descriptions

Name of dataset Number of clusters Number of dimensions Number of instances

Iris 3 4 150
Vowel 6 3 871
WBC 2 9 683
2d4c 4 2 1572
10d4c 4 10 1289

Table 3 Best results obtained by different methods in 100 independent runs

Dataset DE GA DEKM GAKM DKGK

Iris 97.65 98.97 97.07 97.06 96.99
Vowel 158521.75 159288.85 152281.03 150341.59 149227.54
WBC 3016.92 3011.45 2978.71 2978.50 2975.73
2d4c 3341.95 3348.88 3313.63 3319.67 3312.96
10d4c 18863.20 18752.88 17348.63 17340.57 17245.45

4.3 Experimental Results

The obtained results (sum of intra-cluster distances of the final clusters) by DE,
GA, DEKM, GAKM, and the proposed method DKGK are shown in Table 3. The
presented results are the best results obtained in 100 independent runs for each al-
gorithm. The results have been generated by running all the algorithms with same
initial population, on same set of parametric values as shown in Table 1, and on same
fitness function for every test problem for a fair comparison. As it is a minimiza-
tion problem, a minimum value of sum of intra-cluster distances represents a better
solution. It is clear that DKGK consistently outperforms its competitive algorithms.
A primary reason for better performance of proposed algorithm DKGK is separate
choice of algorithms where DE takes care of exploration of solutions in the search
space and the heuristic crossover of GA is responsible to converge to high quality
solution. In addition, k-means does the refinement to obtain (near-) optimal solution.

5 Conclusion

As nature-inspired algorithms are more versatile and look for global optimal solutions
in comparison to conventional algorithms for clustering, which usually look for
local optimal solutions, they are increasingly attracting attention from researchers
in diverse areas. In this paper, we propose a new hybrid algorithm DKGK, which
maintains proper balance of exploration and exploitation of solutions in the search
space taking advantages of DE, GA, and K-means. The empirical results on three
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real and two synthetic datasets suggest that performance of the proposed DKGK is
comparatively superior to DE, GA, DEKM, and GAKM.

We wish to extend this humble beginning in various possible ways. This algorithm
works when the number of clusters is known apriori; it may be adapted to decide
proper number of clusters on its own instead of it being a user defined parameter.
As a vast array of nature-inspired algorithms are available with different philosoph-
ical base and features, the DE and GA may be replaced by other algorithms, e.g.,
evolutionary and swarm, to provide better exploration and exploitation capability in
search space. Further, the most frequently used K-means to hybridize nature-inspired
algorithms may be replaced with a better conventional local search method.
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Studies and Evaluation of EIT Image
Reconstruction in EIDORS
with Simulated Boundary Data

Tushar Kanti Bera and J. Nagaraju

Abstract Simulated boundary potential data for Electrical Impedance Tomography
(EIT) are generated by a MATLAB based EIT data generator and the resistivity
reconstruction is evaluated with Electrical Impedance Tomography and Diffuse Op-
tical Tomography Reconstruction Software (EIDORS). Circular domains containing
subdomains as inhomogeneity are defined in MATLAB- based EIT data generator
and the boundary data are calculated by a constant current simulation with opposite
current injection (OCI) method. The resistivity images reconstructed for different
boundary data sets and images are analyzed with image parameters to evaluate the
reconstruction.

Keywords EIT · Simulated boundary data · EIDORS · Image reconstruction ·
Resistivity images · Image parameters.

1 Introduction

Electrical Impedance Tomography (EIT) [1–6] is an image reconstruction tech-
nique in which a constant current is injected to the domain under test (DUT) and
the electrical conductivity or resistivity distribution of the DUT is reconstructed
from the boundary potentials using an image reconstruction algorithm [7–11].
EIT is a computed tomographic imaging modality which is being used in dif-
ferent fields of science and engineering due to its several advantages [12] over
other conventional tomographic techniques [13]. Being a fast, portable, noninvasive,
nonradiating, nonionizing, and inexpensive methodology, electrical impedance to-
mography has been extensively researched in medical diagnosis [14–18], biomedical
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engineering [19] and biotechnology [20]. Studying the image reconstruction process
in EIT is essential to test, calibrate, and assess the system performance. Design
and development of EIT instrumentation [21–26] as well as the practical phantoms
[2, 27, 28, 30, 31] are very crucial in EIT as the improper design parameters of the
instrumentation and phantoms adversely affect the boundary data. Hence, the devel-
opment of the instrumentation and practical phantoms and the image reconstruction
studies [2, 5, 6, 21, 26–28, 30–33] on practical phantoms and their boundary data
obtained in real EIT systems becomes difficult in real case. Computer simulation
[34, 35] in science and engineering is a study of a particular problem by developing
its mathematical model in personal computer. Computer simulation is conducted to
obtain the preliminary solution before studying the problem with practical experi-
mentations. The simulation studies on EIT [36–38] are required to avoid the design
and development works required in practical phantom studies or to reduce the errors
in boundary data produced by phantoms and instrumentation. Studies on boundary
data simulation and their EIT image reconstruction using standard reconstruction
algorithm help the researchers to understand the physics and mathematics of EIT
and its image reconstruction process.

In this paper, simulated data are generated with an EIT data generator and the
resistivity reconstruction is studied with standard image reconstruction algorithm. In
this direction, circular domains containing single or multiple circular subdomains are
simulated as phantoms and the boundary data are generated in a MATLAB-based
EIT data generator. The resistivity imaging in EIT is studied with simulated data
using Electrical Impedance Tomography and Diffuse Optical Tomography Recon-
struction Software (EIDORS) [39]. The resistivity reconstruction is conducted with
Levenberg-Marquardt Regularization (LMR) technique [40]. A constant current in-
jection is simulated with opposite current injection method in circular simulated
domains and the simulated boundary data are calculated in PC. Simulated boundary
data are generated for different domain geometries and the resistivity images are
reconstructed. The image parameters are calculated from the reconstructed images
and the images are studied to evaluate the reconstruction and boundary data quality.

2 Materials and Methods

2.1 Boundary Data Generation and Image Reconstruction

Circular simulated regions are simulated (Fig. 1a) as the DUT (π) in a MATLAB
boundary data generator and a constant current injection is simulated to generate the
boundary data. The circular DUTs (diameter D) are discretized with a finite element
(FE) mesh (Fig. 1b) and the boundary nodes are separated to define the nodes at the
electrode positions called the electrode nodes. The elements inside the inhomogeneity
and the background are identified and the background and inhomogeneity elements
are defined with two different resistivities. Inhomogeneity of required shape and size
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(diameter di = 30 mm, 40 mm, 50 mm etc.,) is made at different electrode positions
inside the simulated domain by defining its center (P) with a polar co-ordinate (r, θ) as
shown in Fig. 1a. Different circular DUTs are defined containing a single or multiple
subdomains (diameter d) as the inhomogeneities near different electrode nodes. The
elements within the inhomogeneity are assigned with a particular resistivity (ρi =
50 πm)while the rest of the elements in the surrounding region called background are
assigned with a different resistivity (ρb = 1.724 πm). A constant current injection
is simulated in circular domains defined as simulated phantoms in MATLAB and
the simulated boundary data are calculated in PC using opposite current injection
(OCI) method. Changing the value of r and θ, a number of phantom geometry can
be obtained easily to generate the corresponding boundary data set.

1 mA 50 kHz constant current injection is simulated to the DUT boundary through
the electrode nodes called current electrode nodes (CEN) and the voltages are cal-
culated on the electrode nodes called voltage electrode nodes (VEN) using OCI
protocol. In OCI method (Fig. 1c), the current is simulated through two opposite
CEN and the electrode potentials are calculated on VEN. The potentials of all the
FEM mesh nodes are calculated and the boundary node potentials are separated. The
electrode node potentials are again separated from the boundary node potentials.
The electrode node potentials are calculated for all the 16 current projections and
the 256 electrode node potential data are saved as a .txt file in PC for the analysis
and image reconstruction. As the boundary data for first eight current projections
are sufficient to produce impedance image (due to reciprocity principle) and that is
why the other eight current projections are not required [28]. For opposite current in-
jection methods, the boundary potentials (V1, V2, V3, . . . , V15, V16) developed on
the electrodes ( E1, E2, E3, . . . , E15, E16 respectively) are collected for each current
projection. Hence, in opposite current pattern (Fig. 1c), the boundary potentials on
all the electrodes are measured for first eight current projections and the voltage data
set containing 128 voltage data is obtained and it is then saved in a .txt file in PC
for computation. Boundary potential data are generated for different phantom con-
figurations and the resistivity images are reconstructed in EIDORS. The EIDORS
discretizes the circular domains (D = 150 mm) with a FEM mesh containing 1,968
triangular elements and 1,049 nodes [28] to solve the forward problem and inverse
problem. EIDORS reconstructs the resistivity from the simulated data sets using
regularized Gauss-Newton method with LMR regularization [5]. The mean inho-
mogeneity resistivity (IRMean) [24], maximum inhomogeneity resistivity (IRMax),
contrast to noise ratio (CNR) [24], percentage of contrast recovery (PCR) [24],
coefficient of contrast (COC) [24], and diametric resistivity profile (DRP) [24, 27]
of the reconstructed images are studied to evaluate the reconstruction.

3 Results and Discussion

Result shows that the resistivity is successfully reconstructed from the boundary
data generated by the the data generator with a circular domain (Fig. 2) using OCI.
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Fig. 1 a A two-dimensional circular domain (π) with inhomogeneity defined by the Cartesian
and polar co-ordinates with a particular radius (r = D/2) in MATLAB, b Domain discretized by a
FE mesh with triangular elements and the electrode nodes are located on boundary, c Boundary
potential measurement for OCI in projection 4

It is observed that the reconstruction quality depends on the boundary data accuracy
which depends on the geometric accuracy of the domain. Figure 2a shows the original
resistivity distribution of the simulated domain with a single circular inhomogeneity
near electrode number-3 (D = 150 mm, ηmr = 4, d = 50 mm, r = 37.5, mm,
θ = 45◦, ρi = 50 πm, ρb = 1.724 πm and I = 1 mA). Figure 2b, c show the
resistivity image and DRP respectively.

Results show that the CNR of the reconstructed images for the inhomogeneity
near electrodes 3 (Fig. 2a) is 5.1390 which indicates an efficient image reconstruc-
tion (CNR>3) [17, 22]. PCR and COC of the reconstructed image for the domain
with inhomogeneity near electrode 3 (Fig. 2a) are 57.9489 % and 4.6199 respec-
tively. IRMean, BRMean and IRMax of the reconstructed image for the same domain
are 35.7509 πm, 7.7385 πm and 56.7176 πm respectively. DRP (Fig. 2c) of the
reconstructed images (Fig. 2b) for the domain with circular inhomogeneity near elec-
trodes 3 is following the DRP of the original resistivity distribution. Results show
that the reconstructed shape of the inhomogeneity is similar to that of the original
one (Fig. 2a) and the reconstructed resistivity profile in Fig. 2c is almost similar to
that of the original object in Fig. 2a.

Resistivity imaging of the simulated domain (D = 150 mm, ηmr = 4, d = 50 mm,
r = 37.5, mm, θ = 45◦, ρi = 50 πm, ρb = 1.724 πm and I = 1 mA) with a
circular inhomogeneity near electrode number 3 is studied (Fig. 3) in different iter-
ations and all the images are evaluated in each steps. Results show that the image
reconstruction starts with a poor quality image (Fig. 3a) and gradually it improves as
the iteration goes on. It is observed that, in different iterations (Fig. 3a–p) the recon-
structed image gradually becomes more localized and the resolution is improved.
It is also observed that in each step the images are improved with a reduction in
reconstruction errors appeared by the red color in the region of interface between
the inhomogeneity and the background are minimized as the iterations goes on up to
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Fig. 2 a Domain with a circular inhomogeneity (D = 150 mm, r = 37.5 mm, θ = 45◦, d = 50 mm,
ρi = 50 πm, ρb = 1.724 πm, ηmr = 4, I = 1 mA), b Resistivity image reconstructed from
boundary data collected through opposite method of current injection, c DRP

Fig. 3 Reconstructed images of a circular domain with a circular inhomogeneity (D = 150 mm,
r = 37.5 mm, θ = 45◦, d = 50 mm, ρi = 50 πm, ρb = 1.724 πm, ηmr = 4, I = 1 mA) near
electrode 3 for different numbers of iterations in inverse solver in EIDORS: a 1st iteration, b 2nd
iteration, c 3rd iteration, d 4th iteration, e 5th iteration, f 6th iteration, g 7th iteration, h 8th iteration,
i 9th iteration, j 10th iteration, k 11th iteration, l 12th iteration, m 13th iteration, n 14th iteration,
o 15th iteration, p 16th iteration

12th iteration (Fig. 3a–l). Results show that, though the shape and resolution of all
the reconstructed images in 9–12th iterations (Fig. 3i, j) are almost similar to that of
the original object (shown by dotted circles in Fig. 3), but the resistivity is optimally
reconstructed in 9th iteration (Fig. 3i).

Image parameter study (Fig. 4a–f) shows that the CNR (Fig. 4a), PCR (Fig. 4b)
and COC (Fig. 4c) of the reconstructed images for the inhomogeneity near electrodes
3 (as shown in Fig. 3) are poor in 1st iteration and they get improved as the iteration
goes on. The IRMax (Fig. 4d), BRMean (Fig. 4e) and IRMean (Fig. 4f) of the resistivity
images are also improved as iteration goes but become over estimated after 9th
iteration.

The DRPs of the reconstructed images (Fig. 5a–p) shows that the resistivity profile
remains under estimated till the 8th iteration (Fig. 5a–h) and it becomes over esti-
mated after 9th iteration (Fig. 5j–p). Therefore, it is observed that the reconstructed
resistivity profile similar to that of the original is obtained only in the 9th iteration
(Fig. 5i) and hence the 9th iteration is found as optimum iteration.

In 10–14th iterations (Fig. 5j–n) the resistivity is over estimated and the images
are destroyed after 14th iteration (Fig. 5o, p). PCR becomes abnormal (>100 %)
after 11th iteration because of the over estimation of resistivity. In 15th iteration
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Fig. 4 Image parameters of the images obtained at different iterations as shown in Fig. 3 a CNR,
b PCR, c COC, d IRMax, e IRMean, f BRMean

Fig. 5 DRP of the reconstructed images (shown in the Fig. 3) of the simulated domain (D =
150 mm, ηmr = 4, d = 50 mm, r = 37.5, mm, θ = 45◦, ρi = 50 πm, ρb = 1.724 πm and
I = 1 mA) with a circular inhomogeneity near electrode number-3 in different iterations

the resistivity image is started to destroy (Fig. 5o) and in 16th iteration the image
is completely lost (Fig. 5p). Hence the resistivity imaging studies with simulated
boundary data show that boundary data generated by MatLAB-based boundary data
generator is suitable for image reconstruction. Using simulated boundary data the
resistivity imaging is successfully studied and evaluated using EIDORS. Image resis-
tivity parameters and the image contrast parameters are calculated from the resistivity
profiles of the reconstructed images and the image reconstruction process is studied
and understood with image evaluation studies.

4 Conclusion

The EIT image reconstruction is studied and evaluated with simulated data gen-
erated by a MatLAB-based boundary data generator. Simulated boundary data are
generated with circular domains for different configurations and the resistivity im-
age reconstruction is studied in EIDORS. Results show that the resistivity images
are successfully reconstructed from the simulated boundary data generated for all
the domain configurations. Resistivity images reconstructed for simulated data are
analyzed with their IRMean, IRMax, CNR, PCR, COC and DRP. Results show that all
the inhomogeneities are successfully reconstructed with their proper inhomogeneity
and background profiles as well as with proper shapes and positions. Resistivity im-
age reconstruction process is studied at different iterations and the results show that
the reconstructed image quality varies with iteration steps and at a particular iteration



Studies and Evaluation of EIT Image Reconstruction in EIDORS 1579

the optimum reconstruction is obtained. It is observed that the resistivity images are
easy to analyze and evaluate by image parameters to identify the suitable iteration
step in the reconstruction process. Hence, it is concluded that the resistivity imaging
is successfully studied and evaluated using EIDORS using simulated boundary data.
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Coverage of Indoor WLAN in Obstructed
Environment Using Particle Swarm
Optimization

LeenaArya and S. C.Sharma

Abstract Wireless communications is the fastest growing segment of the commu-
nications industry and over the recent years, it has rapidly emerged in the market
providing users with network mobility, scalability, and connectivity. It is a flexible
data communication system implemented as an extension to or as an alternative
for, a wired LAN [1]. The placement of access points (AP) can be modeled as
a nonlinear optimization problem. The work explores the measured data in terms
of signal strength in the indoor WLAN 802.11 g at Malviya Bhavan, Boys Hostel
Building, Indian Institute of Technology, Roorkee, Saharanpur Campus coverage
using optimization technique. In the present study, an application of particle swarm
optimization (PSO) is shown to determine the optimal placement of AP.

Keywords Wireless LAN · Access point · Path loss model · Obstructed environ-
ment · Particle swarm optimization.

1 Introduction

Wireless LANs enable users to access network resources and applications securely
anytime and anywhere a wireless network is deployed [2]. Access points can nowa-
days be found in our daily environment, e.g., in many office buildings, public spaces,
and in urban areas [1]. In the corporate enterprise, wireless LANs are usually em-
ployed as the final link between the existing wired network and a group of client
computers, giving these users wireless access to the full resources and services of
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the corporate network across a building or campus [3]. WLAN networks have be-
come very popular means for providing a wireless networking facility for home users,
educational institutions, companies etc. due to their ease of installation and their high
data rate provision, apart from providing, although limited, mobility to users [2].

If the APs are placed too far apart, they will generate a coverage gap; but if they
are too close to each other, this will lead to excessive co-channel interferences and
increases the cost unnecessarily [5]. In this paper, we use PSO to determine location
in such a WLAN. In the indoor environment, the propagated electromagnetic signal
can undergo the necessary three mechanisms of electromagnetic wave propagation—
reflection, diffraction, and scattering.

The basic structure of a WLAN is called a Basic Service Set (BSS) which comes in
two categories: Infrastructure BSSs and Independent BSSs. In infrastructure mode,
the wireless network consists of at least one access point connected to the wired
network infrastructure and a set of wireless end stations. In an independent BSSs
(IBSS), stations communicate directly with each other and are usually composed
of a small number of stations setup for a short period of time [3]. IBSSs are often
referred to as ad hoc networks.

The rest of the paper is organized as follows: Notations are given in Sect. 2.
Section 3 provides the mathematical model description and path loss model. Section 4
shows the working of PSO. Section 5 describes the method of testing, setup, and
methodology. Analysis of results for obstructed environment on the first floor and
measurements and analysis taken inside rooms with soft and hard partitions are
presented in Sect. 6. Finally, Sect. 7 concludes the paper.

2 General Notations

Throughout this paper, the following notations are used:

a j j = 1 . . . N Access point (AP)
ri i = 1 . . . M Receiver/user

d(a j , ri ) Distance between AP and receiver
g(a j , ri ) Path loss from ith user to access point j

gmax Maximum tolerable path loss
Pt Transmit power
Pr Received power

Rth Receive threshold
Ap Position of AP

It should be noted that a j represents the unknown coordinates of APs. Their
number N is not known either. The coordinates of users ri are assumed to be known
and these users can be distributed in design area according to the design specifications.

In the present analysis, the distance function assumed to be Euclidean, hence on
the plane, the distance (d) between an AP a j and a receiver ri is given by [5]:
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d(a j , ri ) =
√

(r1
i − a1

j )
2 + (r2

i − a2
j )

2

where a j = a j (a1
j , a2

j ), and ri = ri (r1
i , r2

i )

3 Model Description

The aforementioned problem can be modeled as an optimization problem for which
the objective function is to minimize the path loss. Mathematically it may be given as:

min g(a j , ri ) ≤ gmax∀i = 1, . . . , M (1)

Constraint (1) states that path loss is evaluated against the maximum tolerable path
loss gmax. This ensures that the quality of coverage at each receiver location is above
the given threshold. This given value, gmax can be calculated by subtracting receiver
threshold (Rth) from transmitter power (Pt ).

gmax = Pt − Rth (2)

The above inequality (1) can be expressed in the equality form as:

(min j g(a j , ri ) − gmax)
+ = 0, (3)

3.1 Path Loss Model

The propagation of radio waves is characterized by several factors: (a) free space
loss. (b) Attenuated by the objects on the propagation path such as windows, walls,
table, chair, and floors of building. (c) The signal is scattered and can interfere with
itself [7]. The basic propagation model is based on free space propagation. In general,
the power received by an antenna that is separated from the transmitting antenna by
the distance d in free space is given by [5, 6]:

Pr(a j , ri ) = Pt Gt Grλ
2

(4π)2d(a j , ri )2 (4)

where Pt is the transmitted power, Gt and Gr are the transmitter and receiver an-
tenna gain, d is the distance between transmitter and receiver, and λ = c/ f is the
wavelength of the carrier frequency, c is the speed of light (3×108 m/s), and f is the
frequency of radio carrier in hertz. The path loss, which represents signal attenuation
between the transmitted and the received power and is measured in dB (decibels), in
free space environments, is given by [5, 6]:
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g(a j , ri )[dB] = −10 log

[
Gt Grλ

2

(4π)2d(a j , ri )2

]

The above equation does not hold when points a j and ri are very close to each
other. Therefore, large-scale propagation models use a close–in distance, d0 which
is known as the received power reference distance point. Therefore, path losses at
reference distance assuming transmit and receive antenna with unity gain as described
in [5, 6] can be calculated from:

g(a j , ri ) = g(do)[dB] = 20 log
4πdo f

c
(5)

Therefore, path loss function in free space at a distance greater than d0 is given by

g(a j , ri )[dB] = g(do)[dB] + 10 log

(
d(a j , ri )

do

)2

(6)

The RF (radio frequency) path between transmitter and receiver is affected by the
distance between the two terminals and the type and number of obstacles (walls,
doors, windows, furniture, etc). Thus, including loss caused by partitions in path loss
model, Eq. (6) can be written as [5, 6]:

g(a j , ri )[dB] = g(d0)[dB] + log

(
d(a j , ri )

d0

)2

+ πnS PlS P + πnH PlH P (7)

where nS P represents the number of soft partitions of a particular type and lS P

represents the loss in dB attributed to a particular soft-type partitions, nH P represents
the number of hard partitions related to a particular type and lH P represents the loss
in dB associated with a particular hard-type partitions. The soft partition consists of
movable objects like furniture, users etc. While hard partitions comprises of fixed
objects like walls, doors, window etc. A move around corner of the building or a wall
can cause the received signal to drop suddenly.

4 Working of PSO

For a D-dimensional search space, the position of the ith particle is represented as
Xi = (xi1, xi2, . . . , xid , . . . , xi D). Each particle maintains a memory of its previ-
ous best position Pi = (pi1, pi2, . . . , pid , . . . , pi D). The best one among all the
particles in the population is represented as Pg = (pg1, pg2, . . . , pgd , . . . , pgD).
The velocity of each particle is represented as Vi = (vi1, vi2, . . . , vid , . . . , vi D), is
clamped to a maximum velocity Vmax = (vmax,1, vmax,2, . . . , vmax,d , . . . , vmax,D)

which is specified by the user. During each generation, each particle is accelerated
toward the particle’s previous best position and the global best position. The two
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basic equations which govern the working of PSO are that of velocity vector and
position vector given by:

vid = ω∗vid + c1r1(pid − xid) + c2r2(pgd − xid) (8)

xid = xid + vid (9)

here c1 and c2 are acceleration constants.

5 Method of Testing

5.1 Setup for AP

We performed our experiment in first case without an obstacle and in the second case
with obstacle in the design area which has the dimensions of 64 m x 60 m and has
400 users. It has 100 rooms and part of corridors. The data collection site building
and google map of the site is given in Fig. 1.The layout of the floor is shown in
Fig. 2. The entire wing of the first floor is covered by 10 access points installed at
the locations indicated by red symbols in Fig. 2. Ten locations of measurement are
chosen on the first floor of the Malviya Bhavan building as shown in Fig. 2 denoted
as A, B, C, D, E, F, G, H, I, and J. The specification of the model of Access point
is LINK (DWL-3200AP) and IEEE 802.11g standard are used to test the model. We
conducted our experiments at the first and second floor of the Malviya Bhavan, IIT
Roorkee, Saharanpur Campus. Our data collection system comprised of a laptop,
running Windows 2007, an MSA 338 handheld spectrum analyzer, and an M304
omnidirectional dipole antenna.

5.2 Methodology

Once the priority area has been identified, the data has been collected nearby access
points which require a connection to the wired LAN and a source of power. The signal
strength has been measured using 3.3 GHs Spectrum Analyzer with omnidirectional
dipole antennas at a number of points around the access point. The coverage and
location of access points has been checked using optimization technique in those
priority areas that are within range. While in other places the aim was to identify
the points where the available bandwidth is likely to drop below the theoretical
maximum, typically where the signal strength falls below −70 dBm [8].

The received signal strength calculated using the spectrum analyzer is shown in
Fig. 3 and similarly signal strength have been calculated using spectrum analyzer for
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Table 1 Optimal placement of APs for 100 users on first floor with Pt = 21 dBm

Locations of
access points

Received signal
strength Rth
(dBm)

Actual placement
of access point
coordinates

Access point
coordinates
by PSO

Location A −38.4 (18.90, 10.93) (22.16, 11.32)
Location B −37.2 (24.72, 2.51) (27.34, 4.54)
Location C −27.1 (35.90, 1.59) (38.25, 1.09)
Location D −40.4 (42.19, 12.92) (38.98, 10.25)
Location E −32.4 (38.97, 26.24) (40.54, 24.25)
Location F −20.2 (41.88, 43.70) (40.98, 44.72)
Location G −41.6 (36.36, 52.43) (32.22, 50.35)
Location H −23.2 (26.10, 25.94) (25.12, 24.23)
Location I −42.0 (30.54, 12.00) (32.45, 10.26)
Location J −29.6 (33.60, 25.94) (30.25, 24.31)

obstructed environment. The optimal placement of access points for 100 users on first
floor with transmitter power of 21 dBm is shown in Table 1. The actual placement
of access point coordinates is shown in Fig. 4 and the distribution of access point
coordinates by using particle swarm optimization is shown in Fig. 5.

Fig. 1 Data collection site building
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Fig. 2 Plan of the floor where the experiment was conducted. Readings were collected in the
corridors

6 Analysis of Results for Obstructed
Environment on First Floor

Results for obstructed environment on the first floor have been analyzed by using the
optimization technique. The analysis of each is described in the following subsec-
tions:

For the present analysis, we consider the obstacles in indoor environment such as
brick walls, wooden doors, windows, furniture, and moving human being. Reported
available data for these obstructions is taken at 2.4 GHz as shown in Table 2.

Table 2 Signal attenuation through various obstructions at 2.4 GHz

Obstructions Reported Signal Attenuation through
various obstructions (dB)

Metal frame glass wall into building 6
Brick wall 6
Wooden block wall 4
Metal door in brick wall 12.4
Brick wall next to metal door 3
Window in a brick wall 2
Human 4
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Fig. 3 Received signal strength calculated using spectrum analyser
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Fig. 5 Distribution of access points by using PSO

6.1 Measurements and Analysis Taken Inside Rooms
with Soft and Hard Partitions on First Floor

Measurements taken inside rooms where the presence of a human being, desk, and
table is possible and these are soft partitions, then

nS P = number of soft partitions human being, desk, table = 1 each
lS P = loss due to soft partitions human being, desk, table = 4 dB, 4 dB and 4 dB

(as given in Table 2)

nS PlS P = (1 + 1 + 1) ∗ (4 + 4 + 4) = 36 dB

nH P = number of hard partitions wall, glass window, almirah, and door=1 each
lH P = loss due to hard partitions wall, glass window, almirah, and door =6 dB,

2 dB, 4 dB and 4 dB (as given in Table 2)
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Fig. 6 Actual placement of access points

nH PlH P = (1 + 1 + 1 + 1) ∗ (6 + 2 + 4 + 4) = 64 dB

Now from the Eq. (6)

g(a j , ri )[dB] = g(do)[dB] + 10 log

(
d(a j , ri )

do

)2

nS PlS P + nH PlH P = 36 + 64 = 100 dB

Now from the Eq. (7)

g(a j , ri )[dB] = g(do)[dB] + 10 log

(
d(a j , ri )

do

)2

+ 100 dB

The received signal strength calculated using the spectrum analyzer is shown in
Fig. 6. Table 3 shows the measurements taken inside rooms taking wall, human, desk,
table, almirah etc. as obstructions and closed door for different access points. The
actual placement of access point coordinates is shown in Fig. 6 and the distribution
of access point coordinates by using particle swarm optimization is shown in Fig. 7.
Similarly, the results have been taken for the second floor as well as for the ground
floor where there is no access point installed but due to floor attenuation factor (FAF)
some access of the network is found on the staircase near ground floor.

7 Conclusion

In this paper, we have presented particle swarm optimization to predict the signal
strength in indoor environments. It is observed that the size of the design area and the
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Fig. 7 Distribution of access points by using PSO

number of users and their locations have an effect on the location and the number of
APs needed to cover users and path loss increases as a function of distance between
the transmitter and user. This paper provides the results of comparison between the
actual location of access points and the locations obtained by PSO in obstructed envi-
ronment. The coverage area was varying between scenarios and there were different
levels of signal strength for each receiver location depends on the obstacles between
the receiver and the transmitter in the non-line of sight (NLOS) environment. It has
been observed that the number of access points can be reduced so as to save the cost
of installation of access points.
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Stereovision for 3D Information

Mary Ann George and Anna Merine George

Abstract Stereovision is a technique aimed at inferring depth from two or more
cameras. It plays an important role in computer vision. Single image has no depth or
3D information. Stereovision takes two images of a scene from different viewpoints
usually referred to as left and right images using two cameras. Stereovision is similar
to the binocular (two-eyed) human vision capturing two different views of a scene and
brain processing and matching the similarity in both the images and the differences
allow the brain to build depth information. OpenCV Library is used to compute the
output of stereovision process—disparity and depth map.

Keywords Calibration · Disparity · Rectification · Stereo-correspondence ·
Triangulation

1 Introduction

Vision begins with the detection of light from the world. Humans and most animals
have two eyes with overlapping regions. Stereovision helps to perceive depth in the
overlapping region. Perception, lighting and shadows make a 2D image look real.
More than one 2D image reveals 3D information. Modern computer vision stereo
algorithms are capable of producing real-time results which are accurate enough for
simple applications.

Stereovision process involves four main steps namely Calibration, Rectifica-
tion, Stereo-correspondence or Stereo Matching, and Triangulation. Camera calibra-
tion is important for relating camera measurements with measurements in the real,
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Fig. 1 Stereovision system

Calibration

Rectification

Stereo Correspondence

Triangulation

three-dimensional world. Rectification is a process of adjusting angle and distance
between the cameras. Stereo-correspondence is a process of finding the same features
in the left and right images. The output of this step is a disparity map. Disparity is
the difference in x-coordinates on the image planes of the same feature viewed in the
left and right cameras. Triangulation aims at calculating the depth or 3D position of
points in the images from the disparity map and the geometry of the stereo setting.
The output of this process is a depth map.

OpenCV stands for Open Source Computer Vision Library. It is an Intel-based
library containing a collection of C and C++ functions to implement Image Process-
ing and computer vision algorithms [1] (Fig. 1).

2 Overview of Stereovision System

2.1 Calibration

The camera calibration deals with both intrinsic and extrinsic parameters of the
camera. Intrinsic parameters include both camera geometry and distortion model of
the lens. For simplicity of analysis, we consider a pinhole camera model.
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In a pinhole model, we do not consider the lens as a whole but only consider the
camera as a point (optical center). Using this model, we calculate the focal length
and form the camera intrinsic matrix.

There are two types of distortion namely tangential and radial distortion. Radial
distortion arises as a result of the shape of lens, this distortion is zero at the (optical)
center of the imager or image plane and increases as we move toward the periphery.
Tangential distortions arise from the assembly process of the camera as a whole [2].
This distortion is due to manufacturing defects resulting from the lens not being
exactly parallel to the imaging plane. Both these distortions are mathematically
removed during the calibration process resulting in undistorted images. Extrinsic
parameter deals with translation vector and rotational matrix. This is used to convert
3D object coordinates in meters (x, y, z) to camera coordinates in pixels (x, y).

For calibration we generally use a chess board as a calibration object. This pattern
of alternating black and white squares ensures that there is no bias toward one side
or the other in measurement. We take multiple views of this planar object.

2.2 Rectification

The basic geometry of a stereo imaging system is referred to as epipolar geometry.
Here we consider two pin hole models one for each camera. Rectification process
takes into account epiploar constraint. Given a feature in one image the correspond-
ing feature in the other image will lie along the epipolar line. Epipolar constraint
makes two-dimensional search for matching features across two imagers to a one-
dimensional search along the epipolar lines leading to faster computation [2].

The Fig. 2 shows the epipolar geometry. The points P (actual viewed point), Ol and
Or (Center of projections) forms the epipolar plane and this plane intersects the left

Ol

P 

Or 

pl pr 

el er 

Fig. 2 Epipolar goemetry
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and right image planes and form lines called the epipolar lines (p1 − e1 and pr − er).
pl and pr are the projection of P on the left and right image plane respectively. el
and er are called the epipoles. The image of the center of projection Ol(Or) on the
other image plane is an epipoleer (el).

2.3 Stereo Matching

Stereo Matching or Stereo-correspondence aims at finding the homologous points in
the two images of the same scene taken using two different cameras. Given a point
A in the left image there will be a corresponding point B in the right image. The
difference in the position between the corresponding points (A and B) in the two
images is termed as the disparity. The output of this step is a disparity map. A pair of
left and right image of the same scene taken using a stereo-camera is called a stereo-
pair. There are two main classes of correspondence algorithm namely correlation-
based and feature-based algorithm. In correlation-based method correspondence is
achieved by matching the image intensities. This results in dense disparity map [2].
In feature-based method correspondence is achieved by matching image features like
edges. This technique is faster and insensitive to illumination changes and produce
sparse disparity map. Some challenges in stereo matching are color inconsistencies,
untextured region, and occlusion problem.

2.4 Triangulation

It is the process of recovering the 3D position from the disparity map and geometry
of the stereo setting. Triangulation is also called as reconstruction. In stereovision
3D location of any point is the intersection of two lines passing through their center
of projection and projection of the point in each image.

In triangulation we are actually finding the depth from disparity. The depth and
disparity are inversely related.

Figure 3 shows the depth calculation. P is the point in the 3D space with coordinates
(X, Y, Z). This point is projected to left and right image plane as Pl and Pr with
coordinates (xl , yl) and (xr, yr) respectively. xl − xr is the disparity. xl and xr are
measured from the corresponding left and right optical axis. B is the base length
and f is the focal length. Focal length is the distance from the optical center to the
image plane. Considering the similar triangles in Fig. 2 and we derive an expression
for depth Z as shown in Eq. 1

Z = B f

xl − xr
(1)
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Pl Pr
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Fig. 3 Depth calculation

3 OpenCV

OpenCV means Intel � Open Source Computer Vision Library. It contains C and
C++ functions for high speed implementation of image processing and computer
vision applications. It is Optimized and intended for real-time applications and Pro-
vides interface to Intel’s Integrated Performance Primitives (IPP) with processor
specific optimization (Intel processors).

Its key features include structural analysis, motion analysis, image processing,
camera calibration, object recognition, etc. OpenCV module has CV, HighGUI,
CXCORE, Cvaux, CvCam, and ML libraries [1].

Important OpenCV Functions used for stereovision are cvFindChessboard
Corners() to find the chessboard corners, cvCalibrateCamera2() for calibration,
cvStereoRectify() for rectification, cvFindStereoCorrespondenceBM() for stereo
matching, and cvReprojectImageTo3D() for depth map.

4 Experimental Results

OpenCV 2.1 Software was used for stereovision. Figure 4 shows the input images
(chess board patterns), such 10 pairs were used. Figure 5 shows images after corner
detection. Figure 6 shows the rectified images. Figure 7 shows the disparity map and
Fig. 8 shows the depth map.
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Fig. 4 Input images

Fig. 5 Corner detected images

Fig. 6 Rectified images

Figure 9 shows the scale for the depth map. Red region shows the deeper region
and Magenta region shows the less deep region.
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Fig. 7 Disparity map

Fig. 8 Depth map

Fig. 9 Scale

5 Conclusion

Stereovision is of great importance in the field of machine vision, robotics, and image
analysis. It is used to inspect infrastructure in human-inaccessible tunnels and pipes,
and long sections of road and bridges. Stereovision can play an important role in
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the medical procedures like anthropometry and plastic surgery for capturing and
reproducing 3D information about the human body. It can be used in mining where
depth information is of greater importance. It is used by automobile manufacturers to
automate driving and navigation of road vehicles. It can be used to extend capabilities
of security monitoring systems, and improve human face-recognition and tracking
algorithms. Research is also being done to create human-wearable Stereo Vision
systems to assist the blind. In Energy harvesting and control applications stereovision
can be used to replace occupancy sensors and photo sensors.
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